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Preface

Organizations that are expanding from AI pilot projects to full-scale production systems 
typically need a set of tools for building and deploying foundation models, a container-based 
application platform, software-defined storage, and hardware on which to run it all. This 
IBM Redpaper publication describes the IBM® solution for running IBM watsonx.data on 
premises, with IBM Fusion HCI providing an appliance-based hosting platform, and 
IBM Storage Ceph providing cloud-scale object storage. 

This publication shows how to set up the Storage Acceleration feature, so IBM watsonx.data 
queries can benefit from a shareable on-premises high-performance cache acceleration. The 
Storage Acceleration feature is available only on an IBM Fusion HCI.

This paper is targeted toward technical professionals, consultants, technical support staff, IT 
Architects, and IT specialists who are responsible for delivering data lakehouse solutions 
optimized for data, analytics, and AI workloads.
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Chapter 1. Solution overview

Organizations that are expanding from AI pilot projects to full-scale production systems 
typically need the following components: 

� A set of tools for building and deploying foundation models
� A container-based application platform
� Software-defined storage
� Hardware on which to run it

This publication describes the IBM solution for running IBM watsonx.data on premises, with 
IBM Fusion HCI providing an appliance-based hosting platform, and IBM Storage Ceph 
providing cloud-scale object storage. This publication shows how to set up the Storage 
Acceleration feature, which is only available on IBM Fusion HCI, so IBM watsonx.data queries 
can benefit from a shareable on-premises, high-performance cache acceleration.

This paper is targeted toward technical professionals including consultants, technical support 
staff, IT Architects, and IT specialists who are responsible for delivering optimized for data, 
analytics, and AI workloads.

This chapter includes an overview covering the background of data lakes and how the IBM 
solution of IBM watsonx.data, IBM Storage Ceph, and IBM Fusion HCI accelerated 
infrastructure works to improve on-premises performance and improves cost efficiency. The 
architecture of the solution and components are also described.

1
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1.1  Overview

This section describes the evolution of data lakes, the emergence of data lakehouses, and 
IBM watsonx.data lakehouse, IBM Storage Ceph, and the IBM Fusion HCI accelerated 
infrastructure solution.

From data warehouse to data lake
During the past 20 years, large organizations have changed the way they aggregate data for 
analytics and business intelligence (BI) purposes. The original approach was to build a single 
monolithic database, or data warehouse, and then analyze specific subsets of the data 
through an extract, transform, load (ETL) process based on queries by using structured query 
language (SQL). 

Data warehouses are often used for repeatable reporting and analysis workloads such as 
monthly sales reports, tracking of sales per region, and website traffic. But building and 
maintaining a data warehouse is a costly, time-consuming process, and data warehouses 
work only with structured data. 

Moving data warehouses to the cloud doesn't solve the problem. Sometimes, it makes them 
even more expensive, and they're still not well suited to machine learning or AI applications.

These limitations led to the concept of the data lake, which is a centralized repository that can 
store massive volumes of data in its original form so that it's consolidated, integrated, secure, 
and accessible. Data lakes are designed to accommodate all types of data from many 
different sources:

� Structured data, such as database tables and Excel sheets
� Semi-structured data, such as herbages and XML files
� Unstructured data, such as images, video, audio, and social media posts

Because data lakes are massively scalable and can handle all types of data, they are ideal for 
real-time analytics, predictive analytics, and machine learning or AI. They are also typically 
less costly than data warehouses.

Data lakehouse architecture
The data lakehouse is an emerging architecture that offers the flexibility of a data lake with the 
performance and structure of a data warehouse. Lakehouse solutions typically provide a 
high-performance query engine over low-cost object storage along with a metadata 
governance layer. Data lakehouses are based around open-standard object storage and 
enable multiple analytics and AI workloads to operate simultaneously on top of the data lake 
without requiring that the data be duplicated and converted. 

A key benefit of data lakehouses is that they address the needs of both traditional data 
warehouse analysts who curate and publish data for business intelligence and reporting 
purposes; and of data scientists and engineers who run more complex data analysis and 
processing workloads. 
2 Accelerating IBM watsonx.data with IBM Fusion HCI



IBM watsonx.data, shown in Figure 1-1, is built on an open lakehouse architecture, supported 
by querying, governance, and open data formats for accessing and sharing data. 

Figure 1-1   IBM watsonx.data provides an ideal platform for building and scaling AI applications

IBM watsonx.data, IBM Storage Ceph, and the IBM Fusion HCI 
accelerated infrastructure solution
Administrators of today's modern data lakehouses are required to think about storage 
optimizations as a top priority and a two-tiered approach. The first tier is an on-premises 
high-performance acceleration layer, which provides superior storage bandwidth with a 
cost-effective caching approach for the hybrid cloud object storage. The second tier is the 
low-cost persistent storage for your on-premises storage needs. With the combination of 
IBM Fusion HCI as your first tier solution and IBM Storage Ceph as your second tier solution, 
an organization can improve query performance with Storage Acceleration, significant cost 
advantage, and superior data management capabilities. IBM watsonx.data can take 
advantage of both of these tiers when using the IBM Fusion HCI and IBM Storage Ceph.
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1.2  Benefits

IBM Fusion HCI is a hosting platform for IBM watsonx.data and provides the following 
benefits and features:

� Hosting platform for IBM watsonx products, starting with IBM watsonx.data:

– Provides an automated deployment of Red Hat OpenShift on top of resilient compute, 
network, and storage in an appliance form-factor.

– Provides all the storage classes that are needed by IBM Cloud Pak for Data (CP4D) 
and IBM watsonx.data

� Storage acceleration feature for Tier 1 data caching to accelerate IBM watsonx.data query 
performance to 5–15x improvement:

– Connects to multiple object buckets

– Uses intelligent caching to accelerate data access including automatic eviction

– High-performance persistent object cache with low-capacity requirements:

• Cache once concept for faster performance

• Shareable across all engines and projects and namespaces

• Cache available to all nodes

• Multi-protocol (including virtualization) support

• Supports IBM Cloud Object Storage, Amazon Web Services, Seagate Lyve Cloud, 
Google Cloud Platform

� watsonx platform in a box:

– Install efforts of a few days

– Support for a maximum of 2 dedicated GPU nodes with optimizations

– Support for a maximum of 2 dedicated gateway nodes for data access services

– Scalable by adding nodes and disk capacity

� Shared run-time platform:

– Multiple solutions in a box:

• IBM Db2® Warehouse

• watsonx.data

– Shared resources across multiple engines:

• Presto

• Spark

– Compute-storage nodes provide high core-to-memory ratio. A C05 node with 64 cores 
and 2 TB memory yields a 1:32 core-to-memory ratio.

� Global Data Platform:

– Data access services provides better performance across multiple parallel paths with 
single source of truth.

– Data virtualization, collaboration and orchestration services for a true global 
namespace and data sharing across geo-distributed locations.
4 Accelerating IBM watsonx.data with IBM Fusion HCI



– Supports compression at storage class level for space savings for various open data 
formats.

– Encryption ensures both secure storage and secure deletion of data (at file system 
level).

� Local S3 object storage

� IBM Storage Ceph as an external cloud-scale S3 object store

� Ability to integrate GPUs into the IBM watsonx solution

It is worth noting that the Storage Acceleration feature providing the data caching for 
improved query performance is very different from your traditional local caching. The 
IBM Fusion HCI has a global data platform which allows for a cache only once concept to 
achieve faster performance and transparency. After an object has been cached, it is available 
and shareable to every engine with IBM watsonx.data across all nodes within the cluster. The 
Storage Acceleration provides a persistent data cache for all engines. Newly provisioned 
engines also begin with a warm or hot cache. 

1.3  Architecture, components, and functional characteristics

This section provides an architecture overview of IBM watsonx.data with IBM Fusion HCI and 
the IBM technologies integrated within the solution.

1.3.1  Integrated solution architecture

This integrated solution, as shown in Figure 1-2, consists of IBM watsonx.data deployed on 
Red Hat OpenShift hosted by the IBM Fusion HCI. IBM watsonx.data is connected to 
accelerated buckets hosted in either the public cloud, which includes IBM Cloud, Amazon S3, 
and Google Cloud Storage, or on-premises infrastructure such as IBM Storage Ceph. By 
connecting IBM Fusion HCI to external object buckets, high-performance object access is 
delivered by intelligent caching that is provided by IBM Fusion HCI’s storage infrastructure. 
IBM Fusion HCI exposes the accelerated buckets to IBM watsonx.data for attachment to a 
query engine (Presto, Spark). Persistent cache is immediately available for newly provisioned 
engines. 

Figure 1-2   IBM watsonx.data Storage Acceleration hosted on IBM Fusion HCI 
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1.3.2  Solution component architectures

This section describes the architectures of the solution components. 

IBM watsonx.data
IBM watsonx.data is an open, hybrid, and governed data lakehouse optimized for all data and 
AI workloads. It combines the high performance and usability of a data warehouse with the 
flexibility and scalability of data lakes. IBM watsonx.data is a unique solution that allows 
co-existence of open source technologies and proprietary products. It offers a single point of 
entry where you can store the data or attach data sources for managing and analyzing 
structured, semi-structured, and unstructured enterprise data, which enables access to all 
data across cloud and on-premises environments.

The following components as shown in Figure 1-3 provide the foundation of 
IBM watsonx.data:

� Open table formats, such as Apache Iceberg provide structure and deliver the reliability of 
SQL with big data. They allow different engines to access the same data at the same time, 
and enable data sharing across multiple repositories including data warehouses and data 
lakes.

� Query engines access data in an open table format. IBM watsonx.data query engines are 
fully modular and can be dynamically scaled to meet workload demands and concurrency.

� The technical metadata service enables the query engine to know the location, format, 
and read capabilities of the data.

� Data catalogs assist with finding the correct data and deliver semantic information for 
policies and rules.

� The policy engine enables users to define and enforce data protection.

Figure 1-3   IBM watsonx.data architecture
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The IBM watsonx.data software stack is built on IBM Fusion HCI and IBM Storage Ceph to 
provide high-performance infrastructure and storage.

IBM Fusion HCI 
IBM Fusion HCI is a hyper-converged appliance that delivers all of the infrastructure needed 
to run Red Hat OpenShift on bare metal, which eliminates the complexity of designing, 
deploying, and maintaining an on-premises architecture for IBM watsonx.data. See Figure 1-4 
on page 8. The appliance is delivered as a rack with all components mounted, cabled, and 
tested. It provides all the infrastructure resources that are required to host the Red Hat 
OpenShift cluster, such as storage nodes, compute nodes, and network switches. 

S3 object storage, IBM Storage Ceph, IBM Storage Scale, and NAS file arrays are available in 
a single namespace. Access by applications is unaffected by the type of storage behind the 
namespace. Intelligent global data caching enables accessing remote data at local file 
system speeds. IBM Fusion HCI uses a dedicated network for Red Hat OpenShift traffic and a 
dedicated, high-performance network for the storage cluster, and provides scalability for 
expanding workloads. Online migration of data from remote storage systems to the 
IBM Fusion HCI file system is included.
Chapter 1. Solution overview 7



Figure 1-4   IBM Fusion HCI architecture
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IBM Storage Ceph 
IBM Storage Ceph is a software-defined storage platform that is based on an open source 
development model and can be deployed on industry-standard x86 hardware. It provides 
non-disruptive, horizontal scaling of object, block, and file storage to thousands of clients 
accessing exabytes of data. It is ideal for modern AI frameworks that require data lake 
capabilities.

IBM Storage Ceph provides an external S3 object store for IBM watsonx.data. This S3 object 
store can be the main S3 object store for IBM watsonx.data, or an additional S3 object store 
with other on-premises or public-cloud object stores. The IBM Storage Ceph object storage 
interface, the Ceph Object Gateway, is compatible with a large subset of the Amazon S3 
RESTful API. See Figure 1-5.

Figure 1-5   Ceph Object Gateway architecture

Multiple Red Hat OpenShift clusters can share storage from the same Ceph S3 object store.

IBM Storage Scale Erasure Code Edition Active File Management 
IBM Fusion HCI uses IBM Storage Scale Erasure Coded Edition (ECE) as an underlying 
storage platform. IBM Fusion ECE is a high-performance parallel file system that is used in 
High Performance Computing (HCP) and maximizes storage I/O within a clustered compute 
environment. This high-performance storage layer provides storage for IBM Cloud Pak for 
Data and IBM watsonx.data internal services and serves as a cache for storage accelerated 
buckets.
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This solution achieves storage acceleration by using Storage Scale's Active File 
Management (AFM) technology to connect to existing object storage buckets. These buckets 
reside in an on-premises object storage solution, such as IBM Storage Ceph or IBM Cloud 
Object Storage or in a public cloud provider such as AWS, Azure, or IBM Cloud®. AFM is a 
high-speed cache for buckets it is attached to, allowing for data access that is significantly 
faster than I/O on the buckets directly. See Figure 1-6.

Figure 1-6   Storage acceleration with Active File Management

Multicloud Object Gateway 
Multicloud Object Gateway (MCG) is a lightweight object storage service for Red Hat 
OpenShift. Although MCG can function as an object storage provider using storage from the 
IBM Fusion HCI appliance, in this solution, MCG functions as a gateway between 
IBM watsonx.data and storage accelerated buckets provided by AFM. MCG connects directly 
to filesets in the Storage Scale ECE file system that map back to object buckets attached to 
AFM. When IBM watsonx.data reads from buckets, the reads pass through MCG to the AFM 
cache for the bucket. A cache hit results in a high-performance read. With a cache miss, the 
object is fetched from the external bucket hosting the data. See Figure 1-7.

Figure 1-7   Multicloud Object Gateway and Storage Acceleration
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Chapter 2. Sizing and planning 

This chapter describes sizing guidelines for the licensed components and highlights several 
planning activities that are related to the solution in this publication.

2
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2.1  Sizing guidelines

This section provides sample sizing configurations for the licensed components.

2.1.1  Licensing

The following list highlights the software and hardware licensing for IBM Fusion HCI:

� watsonx is licensed by available cores not total cores:

– A Fusion HCI 32 core worker node has 20 available cores. Watsonx needs 20 VPC 1of 
entitlement per Fusion HCI 32 core server.

– A Fusion HCI 64 core worker node has 52 available cores. watsonx needs 52 VPC of 
entitlement per Fusion HCI 64 core server.

– The other 12 cores in each server are reserved for Red Hat OpenShift and Fusion.

� Fusion HCI CPUs can support SMT2=2:

– A Fusion HCI 32 core worker node has 40 available vCPU. 

– A Fusion HCI 64 core worker node has 104 available vCPU.

� Fusion HCI 9155 Expert Care is required:

– Expert care provides Fusion hardware support starting at beginning of year 1.

– Expert care provides Fusion software support starting at beginning of year 1.

� Strategies for managing excess Fusion HCI hardware capacity:

– License watsonx to a sub-capacity of the Fusion HCI cluster size.

– Use excess cluster capacity for other Cloud Paks and workloads. If segregation of 
workload is required workloads can be isolated in separate namespaces.

Learn more about container licensing here.

2.1.2  IBM Fusion HCI with IBM watsonx.data 

This section provides guidance to plan for IBM Fusion HCI configurations using watsonx.data 
to meet your requirements. There are two types of configurations: Standard and 
Performance: 

� Standard configuration use the following:

– 32 core worker nodes, each with 512 GB of memory.

– Fusion HCI 32-core servers have 20 cores (40 vCPU) that are available for workloads 
after subtracting overhead for Red Hat OpenShift and Fusion software.

� Performance configurations use the following:

– 64 core worker nodes each with 2048 GB of memory.

– Fusion HCI 64-core servers have 52 cores (104 vCPU) that are available for workloads 
after subtracting overhead for Red Hat OpenShift and Fusion software.

1  Note that Virtual Processor Core (VPC) is a unit of measure by which a Program can be licensed.
2  SMT is Simultaneous Multi-Threading, See Cores versus vCPUs and hyperthreading
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Detailed configurations follow:

� “Fusion HCI Standard configurations” on page 13

� “Fusion HCI Performance configurations” on page 14

� “Multi Rack Performance and Standard configurations” on page 14

Fusion HCI Standard configurations 
Fusion HCI Standard configurations are shown in Table 2-1. 

Table 2-1   Standard configuration details

Fusion HCI E03 E04 E05 E06 E07 E08 E09 E10 E11

Fusion
hardware
M/T 9155

Control Nodes 3 3 3 3 3 3 3 3 3

Worker nodes 3 4 5 6 7 8 9 10 11

Active NVMe drives 12 14 16 18 20 22 24 26 28

Query accelerator 
nodes

Optional Optional Optional Optional Optional Optional Optional Optional Optional

Total worker cores 96 128 160 192 224 256 288) 320 352

Available coresa

a. SMT=1.

60 80 100 120 140 160 180 200 220

Available memoryb 
(GB)

b. This is a double memory configuration with 16 GB RAM per core. You can reduce cost by configuring with 8 GB RAM per core.

1,296 1,728 2,160 2,592 3,024 3,456 3,888 4,320 4,752

Usable NVMec 
(TB)

c. Decimal TB. The formula is 7.68 TB x number of drives x 0.65. The 0.65 approximates 4+2p erasure coding overhead.

59 69 79 89 99 109 119 129 139

Fusion 
software
5771-PP7

VPCs to license 96 128 160 192 224 256 288 320 352

watsonx
D0F4SZX

VPCsd to license

d. watsonx.data is licensed per usable / available VPC not raw cores.

60 80 100 120 140 160 180 200 220
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Fusion HCI Performance configurations 
Fusion HCI Performance configurations are shown in Table 2-2.

Table 2-2   Performance configuration details

Multi Rack Performance and Standard configurations
Table 2-3 shows the Multi Rack Performance configurations.

Table 2-3   Multi Rack Performance configurations

Fusion HCI P03 P04 P05 P06 P07 P08 P09 P10 P11

Fusion
hardware
M/T 9155

Control Nodes 3 3 3 3 3 3 3 3 3

Worker nodes 3 4 5 6 7 8 9 10 11

Active NVMe drives 12 14 16 18 20 22 24 26 28

Query accelerator 
nodes

Optional Optional Optional Optional Optional Optional Optional Optional Optional

Total worker cores 192 256 320 384 448 512 576 640 704

Available coresa

a. SMT=1.

156 208 260 312 364 416 468 520 572

Available memoryb 
(GB)

b. This is a double memory configuration with 16 GB RAM per core. You can reduce cost by configuring with 8 GB RAM per core.

5.904 7,872 9,840 11,808 13,776 15,744 17,712 19,680 21,648

Usable NVMec 
(TB)

c. Decimal TB. The formula is 7.68 TB x number of drives x 0.65. The 0.65 approximates 4+2p erasure coding overhead.

59 69 79 89 99 109 119 129 139

Fusion 
software
5771-PP7

VPCs to license 192 256 320 384 448 512 576 640 704

watsonx
D0F4SZX

VPCsd to license

d. watsonx.data is licensed per usable / available VPC not raw cores.

156 208 260 312 364 416 468 520 572

Size 64-core worker 
nodes

Available vCPU 
(SMT=1)

Available vCPU 
(SMT=2)

Total Memory in 
GB

Two racks

P11 + P03a

a. The 3 control nodes in rack 2 and rack 3 are converted to worker nodes.

Table 2-4 shows the Multi Rack Standard configurations.

17 884 1768 33,456

P11 + P11 25 1300 2600 49,200

Three racks

P11+P11+P03a 31 1612 3224 61,008

P11 + P11 + P11 39 2028 4056 76,752
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Table 2-4   Multi rack Standard configuration

2.2  Planning 

Planning tasks help ensure that the IBM Fusion HCI is accurately integrated with IBM 
watsonx.data and configured properly for your operations.

For more information, see Planning and prerequisites.

2.2.1  Network access to object storage

The IBM Fusion HCI connects to the data center network during the initial appliance setup. 
The appliance includes two high-speed switches that are connected to the core network 
through one port channel. This connection acts as the gateway between the IBM Fusion 
appliance and the network. It enables administration of the appliance and Red Hat OpenShift 
and is also used for network traffic in and out of the cluster. Network resources and applicable 
configuration settings are applied during this setup phase.

For more information, see Network planning.

2.2.2  AFM

AFM creates associations between clusters and the data source. It provides a single, global 
namespace across sites to automate the flow of data. AFM is enabled on the fileset that 
connects to the remote S3 endpoint to access the cache.

The cache fileset is served by the AFM node, which functions as a gateway. As a gateway, the 
AFM node owns the fileset and communicates regarding data transfers. 

Size 32-core worker 
nodes

Available vCPU 
(SMT=1)

Available vCPU 
(SMT=2)

Total Memory in 
GB

Two racks

E11 + E03a

a. The 3 control nodes in rack 2 and rack 3 are converted to worker nodes.

17 340 680 7,344

E11 + E05 19 380 760 8,208

E11 + E07 21 420 840 9,072

E11 + E09 23 460 920 9.936

E11 + E11 25 500 1000 10,800

Three racks

E11+E11+E03a 31 620 1240 13,392

E11+E11+E05 33 660 1320 14,256

E11 + E11 + E07 35 700 1400 15,120

E11 + E11 + E09 37 740 1480 15,984

E11 + E11 + E11 39 780 1560 16,848
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Make sure the IBM Fusion HCI has AFM nodes installed and configured as part of the Red 
Hat OpenShift cluster. AFM nodes must be installed and configured before you begin any 
storage acceleration operations. In addition, determine how large the tier 1 cache must be for 
storage acceleration. Ensure there is sufficient usable storage for that cache, in addition to 
the storage that is used for the Cloud Pak for Data and IBM watsonx.data PVCs.

For more information, see Planning for AFM and Sharing Data.

2.3  Customer use cases

IBM watsonx provides the crucial data analytics and AI capabilities that all large organizations 
require. The strength of IBM Fusion HCI for IBM watsonx.data is the appliance-like 
experience where Red Hat OpenShift cluster, compute, storage, and network is all in a single 
box. It allows for a shorter time to value by having everything you need, so you can 
immediately start performing queries by using IBM watsonx.data.

Consider the following key use cases for IBM watsonx.data:

� AI and machine learning (ML) at scale

Build, train, tune, deploy, and monitor trusted AI and ML models for mission-critical 
workloads with governed data in IBM watsonx.data and ensure compliance with lineage 
and reproducibility of data used for AI.

� Real-time analytical and business intelligence

Combine data from existing sources with new data to unlock new, faster insights without 
the cost and complexity of duplicating and moving data across different environments.

� Streamline data engineering

Reduce data pipelines, simplify data transformation, and enrich data for consumption 
using SQL, Python, or an AI-infused conversational interface.

� Responsible data sharing

Enable self-service access for more users to more data while ensuring security and 
compliance through centralized governance and local automated policy enforcement.

2.3.1  Data sharing

IBM Db2 Warehouse has the option to write and read to and from a cloud bucket using open 
formats such as parquet and iceberg. This allows for seamless integrating and sharing of data 
between IBM Db2 Warehouse and IBM watsonx.data without the need for deduplication or 
additional extract, transform, load operations. This might reduce your costs for storage that is 
used by IBM Db2 Warehouse and offload some of the workloads to IBM watsonx.data. 
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Chapter 3. Implementation

Implementation involves the combination of IBM Fusion HCI and IBM Storage Ceph, which 
provide all the infrastructure for a stand-alone data lakehouse. The implementation includes 
installation of IBM Fusion HCI, Multicloud Object Gateway (MCG) configuration, Active File 
Management (AFM) configuration, performance tuning, and the installation of 
IBM watsonx.data. 

3

© Copyright IBM Corp. 2024. 17



3.1  IBM Fusion HCI installation

If you already have an IBM Fusion HCI installation, ensure that your Red Hat OpenShift 
Container Platform is at Version 4.12.7.

For the procedure to install IBM Fusion HCI 2.7.x, see Deploying IBM Fusion HCI.

3.2  Installing Red Hat OpenShift Data Foundation and 
configuring the Multicloud Object Gateway 

The Multicloud Object Gateway (MCG) provides an object endpoint to which 
IBM watsonx.data and other workloads can connect to access multiple buckets, including 
Storage Acceleration buckets. The MCG is provided by the Red Hat OpenShift Data 
Foundation operator.

Install the Red Hat OpenShift Data Foundation operator into Red Hat OpenShift Container 
Platform:

1. Log in to your Red Hat OpenShift Container Platform. 

2. Go to OperatorHub and search for Data Foundation operator. 

3. Type Data Foundation in the Filter by keyword field to find the Data Foundation operator.

4. Click Install. See Figure 3-1. 

5. Enter ibm-storage-fusion-cp-sc StorageClass that is configured by default in IBM Fusion 
HCI, and click Install.

6. Click Install. 

Figure 3-1   Installing Red Hat OpenShift Data Foundation
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Create StorageSystem for Red Hat OpenShift Data Foundation:

1. Ensure that you select the Installation Mode as A specific namespace on the cluster and 
click Install.

2. Click Create StorageSystem for Red Hat OpenShift Data Foundation. 

3. In the Deployment type field, select MultiCloud Object Gateway. For more information 
about MCG deployment, see Deploy stand-alone Multicloud Object Gateway. 

Figure 3-2   Deployment type selection in Create StorageSystem

3.2.1  Configuring Advanced File Management nodes 

Configure Storage Acceleration on IBM Fusion HCI to connect your remote object bucket to 
the Storage Scale Advanced File Management (AFM) accelerator and then expose an 
accelerated bucket through the MCG. This workflow has two steps:

1. Create a Storage Scale AFM fileset that is connected to the remote S3 endpoint.

2. Connect the MCG to the local Scale AFM fileset.

After you complete the configuration, you can access the AFM cached remote S3 data.

Prerequisites
This list describes the tools and environment prerequisites:

� Ensure that the Fusion HCI rack has AFM nodes installed, and ensure they are configured 
to be part of the Red Hat OpenShift cluster.

� The oc command is used to issue commands to the Red Hat OpenShift Container 
Platform cluster.

� Noobaa is installed as a part of MCG. It is used to access the Red Hat OpenShift Data 
Foundation MCG, and the AWS/S3 CLI is used to access the noobaa API endpoint. If the 
installation is not available, see noobaa-operator.

� Check whether you can log in to the Red Hat OpenShift Container Platform cluster.

� Retrieve the values for bucket name, access key, secret key, and S3 endpoint for the 
object bucket that you want to accelerate. The remote S3 can be IBM Storage Ceph for an 
on-premises environment. The S3 can be a cloud provider, such as IBM Cloud Object 
Storage (COS) or AWS S3. For more information, see IBM Storage Ceph and IBM 
Redpaper: IBM Storage Ceph Solutions Guide, REDP-5715.
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Configuring the AFM nodes
Before you configure the AFM nodes, collect the following information:

� Endpoint as REMOTE_S3_ENDPOINT
� Access Key as REMOTE_S3_ACCESS_KEY
� Access Secret as REMOTE_S3_ACCESS_SECRET
� Bucket Name as REMOTE_S3_BUCKET

Createing an AFM fileset and connecting to a remote S3 bucket
1. Get the Scale core pod name on AFM node:

AFM_NODE_POD_NAME=$(oc get node -l scale.spectrum.ibm.com/role=afm -o json | jq 
-r '.items[0].metadata.name' | awk -F '.' '{print $1}')

2. Go into the Scale core pod:

oc exec -it $AFM_NODE_POD_NAME bash -n ibm-spectrum-scale

3. Input REMOTE_S3_ENDPOINT, REMOTE_S3_BUCKET, REMOTE_S3_ACCESS_KEY, and 
REMOTE_S3_ACCESS_SECRET:

– REMOTE_S3_ENDPOINT=http://s3.us-south.cloud-object-storage.appdomain.cloud

– REMOTE_S3_BUCKET=afm-s3test

– REMOTE_S3_ACCESS_KEY=e48acxxxx750

– REMOTE_S3_ACCESS_SECRET=8ffc2xxxxx1e22d

4. Create an access key:

mmafmcoskeys $REMOTE_S3_BUCKET set $REMOTE_S3_ACCESS_KEY 
$REMOTE_S3_ACCESS_SECRET

5. Input the AFM fileset, endpoint, bucket, and afm_mode.

6. Create an AFM fileset, endpoint, bucket, and afm_mode: 

For example, create an AFM fileset, and the AFM node is in mode *lu*. See Example 3-1.

Example 3-1   Creating an AFM fileset

FILE_SYSTEM=ibmspectrum-fs
fileset=afm-cos-s3-fileset
AFM_MODE=lu

mmafmcosconfig $FILE_SYSTEM $fileset --endpoint $REMOTE_S3_ENDPOINT --object-fs 
--bucket $REMOTE_S3_BUCKET --cleanup --debug --mode $AFM_MODE --tmpdir .noobaa%

mmchfileset $FILE_SYSTEM $fileset -p afmPrefetchThreshold=100

mmafmcosctl $FILE_SYSTEM $fileset /mnt/${FILE_SYSTEM}/${fileset} download --all 
--metadata
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The following list describes the available modes and their purposes: 

� Independent Writer (IW) is for changes made from the cache and server. This option must 
be configured when you are setting up both read and write cache. As you set the 
accelerator on top of the object bucket, the accelerator works both as a read and write 
cache for the object. It is the default setting.

� Local Update (LU) is for changes that are made on only the server. In this mode, you can 
use it for testing of your model. You do not want the changes you are making to go to the 
backend object bucket. After the test is complete, you can change to the IW mode.

� Single Writer (SW) is for changes made only from cache. In this mode, only the cache 
fileset does all the writing and the cache does not check home for file or directory updates.

Performance tuning
Do configuration settings for performance tuning. For more information about tuning 
configuration, see 3.2.3, “Performance tuning” on page 27. 

Evicting cache data manually
You can evict cache manually, or you can control eviction by defining quotas. 

Perform the following steps to evict cache manually: 

� Evict all cache data manually:

mmafmcosctl fs1 fileset1 /gpfs/fs1/new1 evict -all 

� Evict all cache data and metadata:

mmafmcosctl fs1 fileset1 /gpfs/fs1/new1 evict -all --metadata 

� Manual eviction after quota limit is set. Evict data by using a criteria:

mmafmctl fs1 evict -j fileset1 --order LRU 
mmafmctl fs1 evict -j fileset1 --order Size

Evicting cache by using quota enabled eviction
Eviction can also be automatically controlled by using quotas. After the soft quota is 
exceeded, AFM automatically evicts the files based on LUR fashion. If a policy is not set for 
eviction, after the limit is reached, then the requests will fail with no space return error code. 
For more information, see Enabling quotas.

In this example, set the soft quota to be 1 TB and the hard quota to be 2 TB. Adjust the values 
based on the PV/PVC size that you plan to create. 

mmsetquota $FILE_SYSTEM:$fileset --block 1000G:2000G

Use either mlsquota or mmrepquota to view your quotas. 

3.2.2  Creating the static PV and PVC

The steps in this section describe how to create the static PV and PVC. 

Defining the variables
Assign the scale cluster ID to the variable CLUSTER_ID:

CLUSTER_ID=$(oc exec $AFM_NODE_POD_NAME -n ibm-spectrum-scale "mmlscluster"  | 
grep "GPFS cluster id:" | awk '{print $4}')
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Assign the file system ID to the variable FILESYSTEM_ID:

FILESYSTEM_ID=$(oc exec $AFM_NODE_POD_NAME -n ibm-spectrum-scale -- bash -c 
'mmlsfs ibmspectrum-fs --uid' | grep "uid" | awk '{print $2}')

Updating and applying the YAML template
Complete the following steps:

1. Update the YAML template for PV name, capacity, volumeHandle and PVC name, as 
shown in Example 3-2.

Example 3-2   Updating the YAML template

apiVersion: v1
kind: PersistentVolume
metadata:
  name: {{PV_Name}}
spec:
  accessModes:
  - ReadWriteMany
  capacity:
    storage: {{Capacity}} csi:
    driver: spectrumscale.csi.ibm.com
    volumeHandle: 
0;2;{{CLUSTER_ID}};{{FILESYSTEM_ID}};;{{fileset}};/mnt/ibmspectrum-fs/{{fileset}}
  persistentVolumeReclaimPolicy: Retain
  volumeMode: Filesystem
---
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
  name: {{PVC_Name}}
  namespace: openshift-storage
spec:
  accessModes:
  - ReadWriteMany
  resources:
    requests:
      storage: {{Capacity}}
  storageClassName: ""
  volumeMode: Filesystem
  volumeName: {{PV_Name}}

Example 3-3 is an example YAML file is an example using PV name, capacity, volumeHandle 
and PVC name. You will need to use your naming conventions for your organization. 

Example 3-3   Example of updating the YAML template

Example yaml as file pv_pvc.yaml
apiVersion: v1
kind: PersistentVolume
metadata:
  name: afm-cos-s3-remote-pv
spec:
  accessModes:
  - ReadWriteMany
  capacity:
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    storage: 1000Gi
  csi:
    driver: spectrumscale.csi.ibm.com
    volumeHandle: 
0;2;6734170828145876673;1180A8C0:646EEE59;;afm-cos-s3-fileset;/mnt/ibmspectrum-fs/
afm-cos-s3-fileset
  persistentVolumeReclaimPolicy: Retain
  volumeMode: Filesystem
---
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
  name: afm-cos-s3-remote-pvc
  namespace: openshift-storage
spec:
  accessModes:
  - ReadWriteMany
  resources:
    requests:
      storage: 1000Gi
  storageClassName: ""
  volumeMode: Filesystem
  volumeName: afm-cos-s3-remote-pv

2. Apply the yaml to create static PV and PVC. The following command is an example:

oc apply -f pv_pvc.yaml

Configuring the MCG bucket
Configure an MCG bucket that uses the PVC to access the AFM cache.

As a prerequisite, install ODF operator and create an ODF cluster with MCG only mode. 

1. Create a NamespaceStore with the PVC, as shown in Example 3-4.

Example 3-4   Creating a NamespaceStore with the PVC

apiVersion: noobaa.io/v1alpha1
kind: NamespaceStore
metadata:
  name: {{NSS_Name}}
  namespace: openshift-storage
spec:
  nsfs:
    fsBackend: GPFS
    pvcName: {{PVC_Name}}
    subPath: ""
  type: nsfs
Chapter 3. Implementation 23



2. Create a bucket class with the NamespaceStore, as shown in Example 3-5. 

Example 3-5   Creating a bucket class with the NamespaceStore

apiVersion: noobaa.io/v1alpha1
kind: BucketClass
metadata:
  name: {{Bucket_Class_Name}}
  namespace: openshift-storage
spec:
  namespacePolicy:
    single:
      resource: {{NSS_Name}}
    type: Single

3. Create a Noobaa Account for the NamespaceStore, as shown in Example 3-6.

Example 3-6   Creating a Noobaa Account for the NamespaceStore

apiVersion: noobaa.io/v1alpha1
kind: NooBaaAccount
metadata:
  name: {{Noobaa_Account_Name}}
  namespace: openshift-storage
spec:
  allow_bucket_creation: true
  default_resource: {{NSS_Name}}
  nsfs_account_config:
    gid: 0
    new_buckets_path: /
    nsfs_only: true
    uid: 0

4. Create an ObjectBucketClaim with the BucketClass as shown in Example 3-7.

Example 3-7   Creating an ObjectBucketClaim with the BucketClass

apiVersion: objectbucket.io/v1alpha1
kind: ObjectBucketClaim
metadata:
  name: {{Object_Bucket_Claim_Name}}
  namespace: openshift-storage
spec:
  additionalConfig:
    bucketclass: {{Bucket_Class_Name}}
  bucketName: {{Bucket_Name}}
  storageClassName: openshift-storage.noobaa.io

Example 3-8 is an example of creating an ObjectBucketClaim with the BucketClass. You will 
need to use your organizations naming conventions. 

Example 3-8   Example showing YAML creating an ObjectBucketClaim with the BucketClass

Example YAML:
apiVersion: noobaa.io/v1alpha1
kind: NamespaceStore
metadata:
  name: afm-cos-s3-nss
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  namespace: openshift-storage
spec:
  nsfs:
    fsBackend: GPFS
    pvcName: afm-cos-s3-remote-pvc
    subPath: data
  type: nsfs
---
apiVersion: noobaa.io/v1alpha1
kind: BucketClass
metadata:
  name: afm-cos-s3-bc
  namespace: openshift-storage
spec:
  namespacePolicy:
    single:
      resource: afm-cos-s3-nss
    type: Single
---
apiVersion: noobaa.io/v1alpha1
kind: NooBaaAccount
metadata:
  name: afm-cos-s3-acc
  namespace: openshift-storage
spec:
  allow_bucket_creation: true
  default_resource: afm-cos-s3-nss
  nsfs_account_config:
    gid: 0In e
    new_buckets_path: /
    nsfs_only: true
    uid: 0
---
apiVersion: objectbucket.io/v1alpha1
kind: ObjectBucketClaim
metadata:
  name: afm-cos-s3-obc
  namespace: openshift-storage
spec:
  additionalConfig:
    bucketclass: afm-cos-s3-bc
  bucketName: afm-cos-s3-nss-bc
  storageClassName: openshift-storage.noobaa.io

5. Apply the yaml file from Example 3-8 on page 24 to create resources.
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Updating the bucket access policy
You need the noobaa admin account to update the bucket access policy.

1. Get AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY from the output:

noobaa status --show-secrets

2. Create the policy.json file with the content in Example 3-9.

Example 3-9   Creating the policy.json file 

{
"Version":"2012-10-17",
"Statement":[
        {
        "Sid":"id-1",
        "Effect":"Allow",
        "Principal":"*",
        "Action":["s3:*"],
        "Resource":["arn:aws:s3:::*"]
        }
]
}

3. Add a bucket policy (Example 3-10).

Replace the bucket name with the bucket name that you defined in the previous steps.

Example 3-10   Adding a bucket policy

ObjectBucketClaim.Spec.bucketName field
BUCKET_NAME=afm-cos-s3-nss-bc
S3_ENDPOINT=https://$(oc get route s3 -n openshift-storage -o json | jq -r 
'.status.ingress[0].host')

AWS_ACCESS_KEY_ID=$AWS_ACCESS_KEY_ID AWS_SECRET_ACCESS_KEY=$AWS_SECRET_ACCESS_KEY 
aws --endpoint-url=$S3_ENDPOINT --no-verify-ssl s3api put-bucket-policy --bucket 
$BUCKET_NAME --policy file://policy.json

4. Verify the bucket:

BUCKET_NAME=afm-cos-s3-nss-bc

a. Get the noobaa account. The noobaa account name that was defined in the previous 
steps. 

NoobaaAccount.metadata.name
NOOBAA_ACCOUNT_NAME=afm-cos-s3-acc
noobaa account status $NOOBAA_ACCOUNT_NAME --show-secrets

b. Get the AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY from the output:

AWS_ACCESS_KEY_ID=$AWS_ACCESS_KEY_ID 
AWS_SECRET_ACCESS_KEY=$AWS_SECRET_ACCESS_KEY aws --endpoint $S3_ENDPOINT 
--no-verify-ssl s3api list-objects --bucket $BUCKET_NAME
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3.2.3  Performance tuning

You defined a storage accelerated bucket that can be accessed by workloads such as 
watsonx.data. The following list describes the default parameters that can be changed or 
disabled to improve performance: 

afmFileLookupRefreshInterval Defines the frequency of revalidation that is triggered by a 
look-up operation on a file such as ls or stat, from the 
IBM Fusion HCI. AFM sends a message to the external 
object bucket to determine that the metadata of the file is 
modified since it was last revalidated. If so, the latest 
metadata information at home is reflected on the 
IBM Fusion HCI.

afmFileOpenRefreshInterval Defines the frequency of revalidations that are triggered by 
the read and write operations on a file from the IBM Fusion 
HCI. AFM sends a message to the external object bucket 
to determine if the metadata of the file was modified since 
it was last revalidated.

afmDirLookupRefreshInterval Defines the frequency of revalidation that is triggered by a 
look-up operation such as ls or stat on a directory from 
the IBM Fusion HCI. AFM sends a message to the external 
object bucket to find out whether the metadata of that 
directory is modified since it was last revalidated. If so, the 
latest metadata information at the external object bucket is 
reflected on the IBM Fusion HCI.

afmDirOpenRefreshInterval Defines the frequency of revalidations that are triggered by 
the read and update operations on a directory from the 
IBM Fusion HCI. AFM sends a message to the external 
object bucket to find whether the metadata of that directory 
is modified since it was last revalidated.

afmObjectFastReaddir Improves the objects download and readdir performance, 
when the afmObjectFastReaddir parameter value is set to 
yes at the fileset level. Extended attributes and ACLs are 
not fetched from a cloud object storage when this 
parameter is enabled. Also, deleted objects on a cloud 
object storage system are not reflected immediately on a 
cache when this parameter is enabled. You can use this 
option to pull the objects into the cache to run quick 
analytics on the target data.

afmParallelReadChunkSize Defines the minimum chunk size of the read that needs to 
be distributed among the gateway nodes during parallel 
reads. A zero (0) value disables the parallel reads across 
multiple gateways. The parallel reads are routed through a 
single gateway node. 

afmObjectFastReaddir Improves the objects download and readdir performance, 
when the afmObjectFastReaddir parameter value is set to 
'yes' at the fileset level. Extended attributes and ACLs are 
not fetched from a cloud object storage when this 
parameter is enabled. Also, deleted objects on a cloud 
object storage system are not reflected immediately on a 
cache when this parameter is enabled. You can use this 
option to pull the objects into the cache to run quick 
analytics on the target data.
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Data not changing on the server 
When you configure an accelerator or caching for an object bucket, there might not be any 
changes to the data on the object bucket. 

Changes to the applications go to the object bucket through the accelerator. If there is no 
possibility of anybody making updates to the object bucket without the accelerator, then you 
can disable the refresh intervals.

For example, a Ceph object bucket exists, and the accelerator is placed on top of it. 
Applications in turn run on top of the accelerator. 

If no changes are happening on the object bucket outside the accelerator path, then use the 
following configuration parameters: 

mmchfileset $FILE_SYSTEM $fileset -p afmFileLookupRefreshInterval=disable
mmchfileset $FILE_SYSTEM $fileset -p afmFileOpenRefreshInterval=disable
mmchfileset $FILE_SYSTEM $fileset -p afmDirLookupRefreshInterval=disable
mmchfileset $FILE_SYSTEM $fileset -p afmDirOpenRefreshInterval=disable

Data might change on the server
When the data can change on the server, then you can disable the file lookup interval without 
disabling the directory lookup. You can you can increase the revalidation time from the default 
of 60 seconds. 

Enter the following commands to alter the frequency of revalidation: 

mmchfileset $FILE_SYSTEM $fileset -p afmObjectFastReaddir=yes
mmchfileset $FILE_SYSTEM $fileset -p afmFileLookupRefreshInterval=disable

Size of the download from each Gateway
AFM can read from multiple gateways at the same time. If the amount of date that is read is 
greater than a defined number, then parallel reads begin. For example, if 12 MB is the chunk 
size, then each gateway reads 12 MB and then pass the data to the main gateway to process 
the data. 

mmchfileset $FILE_SYSTEM $fileset -p afmParallelReadChunkSize=12M

How it improves performance
Parallel read data transfer improves the overall data read transfer performance of an AFM to 
cloud object storage fileset by using multiple gateway nodes.

Multiple gateways
For filesets with mode LU or RO, you can use multiple gateways for better performance. 
Configure more gateways with the following commands: 

mmchnode -gateway -N node
mmchfileset fs fileset-name  -p afmGateway=all

To activate afmGateway=all, stop and restart the fileset by using the following commands:

mmafmctl perffs stop -j db2wh-db2u-perf-test-2-cos
mmchfileset perffs db2wh-db2u-perf-test-2-cos -p afmGateway=all 
mmafmctl perffs start -j db2wh-db2u-perf-test-2-cos

For the other modes, such as IW and SW, use the mmafmconfig command:

mmafmconfig {add | update} MapName --export-map ExportServerMap 
[--no-server-resolution]
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The following command is a sample of the mmafmconfig command: 

mmafmconfig add mymap  --export-map 
169.46.118.100/fin37.ibm.com,10.242.33.16/fin38.ibm.com

The 2nd IP address in each pair is the gateway, and fin37.ibm.com and fin38.ibm.com are 
the addresses of the gateways.

Populating the metadata cache
If you want to pre-fetch your metadata cache, you have several options. 

The mmchfileset command retrieves the name entries the fastest from listv2 with minimum 
attributes. You can use the ls command to view the metadata. Use the following format for the 
command: 

mmchfileset device filesetname -p afmObjectFastReaddir=yes

The mmafmcosctl command is not as fast as the mmchfileset command. The command 
bypasses the gateway and retrieves the names and full attributes:

mmafmcosctl device filesetName path download --metadata --outband 

The mmafmcosctl is slower than the other commands. It uses the gateway and retrieves the 
names and full attributes: 

mmafmcosctl device filesetame path download --metadata

3.3  Installing IBM watsonx.data on IBM Fusion HCI 

Complete the following steps to install IBM watsonx.data.

1. Install IBM watsonx.data. For the procedure to install, see Installing wastsonx.data.

2. To configure IBM watsonx.data for IBM Fusion HCI storage, create a storage class with 
the appropriate settings for use with IBM watsonx.data. For the actual procedure to 
configure, see Setting up IBM Storage Scale storage.

3. Create a watsonx.data instance. The watsonx.data operator is installed one time on the 
cluster and shared by many instances of watsonx.data on the cluster.

Creating an accelerated bucket
As a prerequisite, create an AFM fileset and attach it to a bucket. Use the following procedure 
to create an accelerated bucket and connect to an existing externally managed object storage 
(Multicloud Gateway): 

1. Log in to watsonx.data console.

2. From the navigation menu, select Infrastructure Manager.
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3. To define and connect a bucket, click Add component and select Add bucket.

4. In the Add bucket window, provide the following details to connect to the accelerated 
bucket provided by MCG: 

– Bucket type. Select Ceph as the value for bucket type from list. 

– Bucket name. Enter the name of your existing bucket.

– Endpoint. Enter the endpoint URL.

– Access key. Enter your access key.

– Secret key. Enter your secret key.

– Activation. Activate the bucket immediately or activate it later. 

– Catalog type. Select the catalog type from the list. 

– Catalog name. Enter the name of the catalog. The catalog is automatically associated 
with your bucket. 

To add a bucket-catalog pair, see Adding a bucket-catalog pair.

Note: Refer to the values that you set during the accelerated bucket creation for the 
Bucket name, endpoint, access key, and secret key.
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Chapter 4. Monitoring

The IBM Fusion HCI is like an Red Hat OpenShift cluster in a box. With the available default 
Red Hat OpenShift monitoring options, you can monitor the watsonx.data project or 
namespace. In addition, the IBM Fusion HCI has its own monitoring and logging capabilities 
to view different dashboards for storage, networking, and compute. For more information, see 
Monitoring and logging.

However, for monitoring watsonx.data specifically, use the built-in Presto engine web interface 
for monitoring and managing queries. This web interface is accessible by an Red Hat 
OpenShift route to the coordinator pod. For more information, see Exposing secure route to 
Presto server.

After the route has been exposed, you can open a web browser to the route's URL. The main 
page has a list of queries and includes information such as unique query ID, query text, query 
state, percentage completed, username, and source from which this query originated. The 
currently running queries are at the top of the page, followed by the most recently completed 
or failed queries.

4
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Figure 4-1 shows an example of the main page. 

Figure 4-1   An example of the main page

For more detailed information about a query, click the query ID link. The query detail page 
has a summary section, graphical representation of various stages of the query and a list of 
tasks. Each task ID can be clicked to get more information about that task. For example, when 
you click the task ID, you see a page similar to Figure 4-2.

Figure 4-2   An example of the detailed view of an example task ID
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Chapter 5. Backup and restore of IBM Cloud 
Pak for Data

This chapter describes backing up and restoring Cloud Pak for Data with IBM watsonx.data 
on IBM Fusion. It covers the non-disruptive backup of Cloud Pak for Data on a Fusion HCI 
and restore to an alternative Fusion HCI. The process includes setting up a backup location, 
creating backup policies on the Fusion hub system, and applying the policies on to the Cloud 
Pak for Data application that is deployed.

5

© Copyright IBM Corp. 2024. 33



5.1  Considerations and requirements

The example includes two IBM Fusion HCI racks running Version 2.6.1 that are connected as 
hub and spoke. Supported versions of Cloud Pak for Data and watsonx.data service are 
installed on the hub system as the source for backup. 

The following software and configurations are required when backing up your Cloud Pak for 
Data environment:

� IBM Fusion HCI 2.6.1 or later. 

� Cloud Pak for Data 4.7.1 or later.

� Red Hat OpenShift Container Platform versions must be at the same major version on 
both source and target clusters. For example, IBM Fusion HCI 2.6.1 supports OpenShift 
Container Platform 4.10 and 4.12 and both source and target clusters must be at the same 
major version.

� Cloud Pak for Data and its services at the same release level.

� A supported version of Cloud Pak for Data is installed in private topology, and each Cloud 
Pak for Data instance includes the following components: 

– Two namespaces: 

• cpd-operator 
• cpd-instance 

– One shared cluster components: ibm-scheduler (optional scheduling service)

� With IBM Fusion 2.6.1, Backup & Restore should be configured across two Fusion HCI 
clusters with one of the clusters acting as the hub. The hub controls the backup and 
restore flow with one or more clusters that are connected to the hub as spokes. This setup 
allows for backups that are taken in one cluster to be restored in a different cluster.

� Cloud Pak for Data along with IBM watsonx.data can be installed on either the hub cluster 
or the spoke cluster.

5.2  Getting the prerequisites ready

Install more components before backing up the Cloud Pak for Data environment.

5.2.1  Installing the Cloud Pak Backup and Restore service 

Complete the following steps:

1. Install the cpdbr-oadp service in the Cloud Pak for Data operators and Cloud Pak for Data 
shared namespaces of the cluster components, which include Cloud Pak for Data 
Scheduling service (if installed). Ignore the Scheduling service namespace if it is not 
installed. The cpdbr-oadp service must be installed on both the Hub and Spoke clusters.

To install the service, prepare your Hub and Spoke clusters to use cpd-cli. For more 
information, see Cloud Pak for Data command-line interface CPD.

2. Install the cpdbr-oadp service in the following namespaces: 

– cpd-operator 

– cpd-scheduler

For more information, see Installing the cpdbr service for IBM Fusion integration.
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3. On the source cluster, install the cpdbr-oadp service by issuing the following command:

./cpd-cli oadp install \
--component=cpdbr-tenant \
--tenant-operator-namespace=<cpd-operator_ns> \
--cpdbr-hooks-image-prefix=quay.io/cpdsre \
--cpd-scheduler-namespace=cpd-scheduler \
--log-level=debug \
--verbose

4. After installation is done, verify that the cpdbr pod is deployed by running the following 
command: 

oc get pods -A| grep cpdbr

The following line is an example of the expected output:

cpd-operator  cpdbr-tenant-service-6dcc49464c-rr9jh 

The installation of cpdbr-oadp also installs, generates, and applies the required recipes in the 
respective Cloud Pak for Data cpd-operator and cpd-scheduler namespaces (if installed). To 
verify, issue the command oc get frcpe -A, as shown in Example 5-1.

Example 5-1   Example output

oc get frcpe -A 
          NAMESPACE                NAME                   AGE
          cpd-operator             ibmcpd-tenant          2m6s
          ibm-spectrum-fusion-ns   fusion-control-plane   3d23h
          ibm-spectrum-fusion-ns   fusion-cr-backup       10d

5.2.2  Installing the cpdbr service on the target cluster

Complete the following steps:

1. Install the cpdbr-tenant service on the target cluster, as shown in Example 5-2.

Example 5-2   Installing cpdbr-tenant service on the target cluster

$ cpd-cli oadp install --component=cpdbr-tenant --tenant-operator-namespace=cpd-operator
         processing request...

cpd tenant operator namespace: cpd-operator
clusterrole/cpdbr-tenant-service-clusterrole created
clusterrolebinding/cpdbr-tenant-service-crb created
role/cpdbr-tenant-service-role created in namespace kube-public
rolebinding/cpdbr-tenant-service-rb created in namespace kube-public
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2. After the installation is done, verify that ClusterRoleBinding was created, as shown in 
Example 5-3.

Example 5-3   Verifying that ClusterRoleBinding was created

$ oc get clusterrolebinding cpdbr-tenant-service-crb

NAME                       ROLE                                           AGE
cpdbr-tenant-service-crb   ClusterRole/cpdbr-tenant-service-clusterrole   37s

$ oc get clusterrole cpdbr-tenant-service-clusterrole
NAME                               CREATED AT
cpdbr-tenant-service-clusterrole   2023-08-25T17:45:55Z

$ oc get clusterrolebinding | grep cpdbr
cpdbr-tenant-service-crb 

5.2.3  Backup policies for Cloud Pak for Data applications

Before you create and apply backup policies to the Cloud Pak for Data applications, you must 
create an S3 compliant backup location in the Fusion UI of the hub system. The hub system 
is used to store the backups and is the source when the data is restored. 

Complete the following steps:

1. To create a backup location, on IBM Fusion UI, select Backup & restore → Locations to 
add a backup location. In this setup, which is shown in Figure 5-1, we added an object 
storage from IBM Cloud as a backup location.

Figure 5-1   Adding a backup location

2. After creating the backup location, run the following command to list the backup locations 
that were created: 

$ oc get fbsl -n ibm-spectrum-fusion-ns
  NAME                     PROVIDER             PHASE       STORAGETYPE   
  ibm-cloudd             isf-backup-restore    Connected     ibm
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5.2.4  Creating and assigning a backup policy

Complete the following steps:

1. On IBM Fusion UI, select Backup & restore → Policies to add a backup policy, as shown 
in Figure 5-2. A Backup Policy specifies how frequently backups are taken, where backups 
are stored, and how long backups are retained.

Figure 5-2   Adding a backup policy

To list backup policies from the CLI, run the oc get backuppolicies command:

$oc get backuppolicies -n ibm-spectrum-fusion-ns
NAME        PROVIDER             BACKUPSTORAGELOCATION         SCHEDULE                   
RETENTION   RETENTIONUNIT
cpd-oper-policy        isf-backup-restore   ibm-cloud 
00 1  * * *                         30          days   
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2. Assign the backup policy to Cloud Pak for Data applications. From the IBM Fusion UI, 
select Backed up applications, and then open the Protect apps menu and select the 
cluster where Cloud Pak for Data is deployed. Select the following applications: 

– cpd-operator

– ibm-scheduler (if installed)

Figure 5-3   Verifying that the recipes are now associated to the corresponding policy assignments

3. Examine the policies that are assigned by running the command in Example 5-4. 

Example 5-4   Checking the policies that are assigned

$ oc get policyassignments.data-protection.isf.ibm.com -n ibm-spectrum-fusion-ns
| grep cpd-oper
NAME PROVIDER APPLICATION BACKUPPOLICY RECIPE RECIPENAMESPACE PHASE LASTBACKUPTIMESTAMP

CAPACITY
cpd-operator-cpd-oper-policy-apps isf-backup-restorecpd-operator cpd-oper-policyibmcpd-tenant
cpd-operator 
Assigned <no value>

The recipes are not yet associated to the policy assignment. The recipes must be 
manually patched into the policies except for cpd-tenant, which is assigned automatically. 
If cpd-scheduler is assigned, the recipe must be patched. Example 5-5 shows patching 
cpd-scheduler.

Example 5-5   Patching the recipes into the policy assignment

$ oc -n ibm-spectrum-fusion-ns patch policyassignment
<cpd-scheduler-policy-assignment> --type merge -p 
'{"spec":{"recipe":{"name":"ibmcpd-scheduler", "namespace":"cpd-scheduler", 
"apiVersion":"spp-data-protection.isf.ibm.com/v1alpha1"}}}'

4. Check the policy assignments again. The recipes are now attached to the backup policy 
assignment in Example 5-6.

Example 5-6   Checking the policy assignments again

$ oc get policyassignments.data-protection.isf.ibm.com -n  ibm-spectrum-fusion-ns | grep cpd-oper
NAME                                            Provider APPLICATION BACKUPPOLICY RECIPE                 
RECIPENAMESPACE          PHASE            LASTBACKUPTIMESTAMP   CAPAC
cpd-operator-cpd-oper-policy-apps                   isf-backup-restore   cpd-operator             cpd-oper-policy          
ibmcpd-tenant         cpd-operator             Assigned                               <no value>
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5.3  Backing up the source cluster

Complete the following steps:

1. Take a backup on the hub by selecting Backed up applications → cpd-operator. Then, 
select Backup now → Backup. 

2. After all the backups are finished, go to the Backed up applications page to confirm that 
the backups finished successfully. 

5.4  Restoring to an alternative cluster

Before restoring to an alternative cluster, ensure that the target cluster is prepared for Cloud 
Pak for Data and watsonx.data installation. For more information, see Preparing your cluster.

Complete the following steps:

1. When the alternative cluster is ready, edit guardian-configmap in the ibm-backup-restore 
project by increasing the restoreDatamoverTimeout parameter value to 240 minutes. 

2. Then, select Backup & restore → Topology and verify that the hub and spoke are 
connected and in a healthy state. 

The next step is to install the certificate manager and the IBM License Service. For more 
information, see Installing shared cluster components for IBM Cloud Pak for Data.

3. Change the logging level from default INFO to DEBUG by running the following command:

oc patch cm -n ibm-backup-restore guardian-configmap 
-p='{"data":{"logLevel":"DEBUG"}}'

4. Next, restore cpd-operator by selecting Backed up applications → cpd-operator → 
Restore. 

5. Under Select a destination, click Choose a different cluster to restore the application 
in and then select the target cluster. Click Next.

6. In the next window, select the backup that you want to use and then click Next. 

7. After the job is finished, verify the completion details by going to the Jobs section under 
Backup & restore.

Important: The first backup of cpd-operator prepares follow-on backups to be valid for 
restore. Do not restore from the first backup. After the first backup is complete, take a 
second backup. The second backup, and all later backups, may be used for the restore.
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8. Repeat these steps for “ibm-scheduler” (if installed). After the restore is finished for 
“cpd-operator”, and “ibm-scheduler”, confirm that the restore was successful by logging in 
to the Cloud Pak for Data user interface. Inspect the watsonx.data instance and all the 
previous data under the Instances page, as shown in Figure 5-4.

Figure 5-4   Verification of the restored watsonx.data instance in the Cloud Pak for Data user interface

Figure 5-5 shows that the watsonx.data test engine was restored successfully.

Figure 5-5   The watsonx.data test engine was restored successfully

Figure 5-6 shows the data that is restored from the “Data manager” view.

Figure 5-6   Data was restored from the “Data manager” view
40 Accelerating IBM watsonx.data with IBM Fusion HCI



9. Verify the restore by running oc get pods -n cpd-instance and ensuring that all pods are 
in a good state, as shown in Example 5-7.

Example 5-7   Verifying the restore by running oc get pods -n cpd-instance

$ oc get pods -n cpd-instance
NAME                                               READY   STATUS      RESTARTS      AGE
create-secrets-job-nwt8q                           0/1     Completed   0             8m35s
ibm-lh-lakehouse-hive-metastore-696f8fb6dd-8ss85   1/1     Running     3 (16m ago)   21m
ibm-lh-lakehouse-minio-ff8f7b77f-h4n5r             1/1     Running     0             21m
ibm-lh-lakehouse-presto-01-presto-0                1/1     Running     2 (16m ago)   21m
ibm-lh-lakehouse-presto543-presto-0                1/1     Running     2 (16m ago)   21m
ibm-lh-postgres-edb-2                              1/1     Running     0             26m
ibm-lh-postgres-edb-3                              1/1     Running     0             25m
ibm-lh-postgres-edb-4                              1/1     Running     0             24m
ibm-lh-postgres-setup-job-8q6zf                    0/1     Completed   0             10m
ibm-nginx-6995f698fd-9s9vv                         2/2     Running     0             19m
ibm-nginx-6995f698fd-sgvq6                         2/2     Running     0             19m
ibm-nginx-tester-55588dd7b-pnjvx                   2/2     Running     0             21m
lhconsole-api-85f77cc57d-k4wk9                     1/1     Running     5 (18m ago)   21m
lhconsole-api-85f77cc57d-vmzkv                     1/1     Running     5 (18m ago)   21m
lhconsole-nodeclient-6bb7475775-7x4js              1/1     Running     0             21m
lhconsole-ui-7c7dbb98d8-t8kpj                      1/1     Running     0             21m
usermgmt-6bf557c77c-2fsgg                          1/1     Running     0             18m
usermgmt-6bf557c77c-s5ql6                          1/1     Running     0             18m
usermgmt-ensure-tables-job-6vpp2                   0/1     Completed   0             7m20s
zen-audit-67944bcc74-v2445                         1/1     Running     0             21m
zen-core-5f7786c596-bmr9n                          2/2     Running     3 (18m ago)   19m
zen-core-5f7786c596-hzb8v                          2/2     Running     3 (18m ago)   19m
zen-core-api-58f7f7664d-2thq8                      2/2     Running     0             19m
zen-core-api-58f7f7664d-97fzz                      2/2     Running     0             19m
zen-core-create-tables-job-x7qb7                   0/1     Completed   0             6m50s
zen-core-pre-requisite-job-qh5sg                   0/1     Completed   0             5m7s
zen-metastore-edb-2                                1/1     Running     0             26m
zen-metastore-edb-3                                1/1     Running     0             25m
zen-minio-0                                        1/1     Running     0             21m
zen-minio-1                                        1/1     Running     0             21m
zen-minio-2                                        1/1     Running     0             21m
zen-minio-create-buckets-job-ccmdv                 0/1     Completed   0             8m44s
zen-pre-requisite-job-lxghr                        0/1     Completed   0             5m51s
zen-validate-metastore-edb-connection-job-m979g    0/1     Completed   0             7m44s
zen-watchdog-7f5dcd6789-zkcrl                      1/1     Running     5 (13m ago)   18m
zen-watchdog-create-tables-job-kgz7q               0/1     Completed   0             6m36s
zen-watchdog-post-requisite-job-cgchv              0/1     Completed   0             3m33s
zen-watchdog-pre-requisite-job-x6pn5               0/1     Completed   0             3m51s
zen-watcher-6db76dd5c5-rw6jj                       2/2     Running     0             18m
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10.Run oc get pvc -n cpd-instance to ensure that each pvc is in a good state and bound, 
as shown in Example 5-8.

Example 5-8   Ensuring that each pvc is in a good state and bound

$ oc get pvc -n cpd-instance
NAME                             STATUS   VOLUME                                     
CAPACITY    ACCESS MODES   STORAGECLASS               AGE
export-zen-minio-0               Bound    pvc-0b5e56d4-8dff-42fd-9dc9-bbf903365bfd   
10Gi        RWO            ibm-storage-fusion-cp-sc   21m
export-zen-minio-1               Bound    pvc-3729cd73-6950-4fb3-ace6-d86389b50f5d   
10Gi        RWO            ibm-storage-fusion-cp-sc   21m
export-zen-minio-2               Bound    pvc-b92377fb-a2d7-4973-983e-d04988fda54c   
10Gi        RWO            ibm-storage-fusion-cp-sc   21m
ibm-lh-lakehouse-minio-pvc       Bound    pvc-608134b5-0c6c-41b9-9537-ff5e0878851d   
488284Mi    RWO            ibm-storage-fusion-cp-sc   43m
ibm-lh-postgres-edb-2            Bound    pvc-adf13e39-14af-4b55-866f-27e3184a6157   
9540Mi      RWO            ibm-storage-fusion-cp-sc   43m
ibm-lh-postgres-edb-3            Bound    pvc-cf179bc5-38e0-49f9-bc16-b535d31b0f00   
9765625Ki   RWO            ibm-storage-fusion-cp-sc   26m
ibm-lh-postgres-edb-4            Bound    pvc-be3b1749-7f31-487b-b60e-aa4f733adb65   
9765625Ki   RWO            ibm-storage-fusion-cp-sc   25m
ibm-zen-objectstore-backup-pvc   Bound    pvc-d03edb68-67bb-4799-a386-5f3d223cd7be   
20Gi        RWO            ibm-storage-fusion-cp-sc   43m
zen-metastore-edb-2              Bound    pvc-88f1dd8e-3534-4ee3-82b1-3ef2b5904f25   
10Gi        RWO            ibm-storage-fusion-cp-sc   43m
zen-metastore-edb-3              Bound    pvc-7d9498fc-3c17-456d-b45d-90576b1d8b0d   
10Gi        RWO            ibm-storage-fusion-cp-sc   26m

11.Run oc get catalogsource -n cpd-operator and oc get pods -n cpd-operator to 
ensure that the Cloud Pak for Data operators are in a good state, as shown in 
Example 5-9.

Example 5-9   Ensuring that the Cloud Pak for Data operator is in a good state 

$ oc get catalogsource -n cpd-operator
NAME                              DISPLAY                                                   
TYPE   PUBLISHER   AGE
cloud-native-postgresql-catalog   
ibm-cloud-native-postgresql-4.14.0+20230616.111503        grpc   IBM         39m
cpd-platform                      ibm-cp-datacore-3.2.0+20230818.131833.371.420-8           
grpc   IBM         39m
ibm-watsonx-data-catalog          
ibm-watsonx-data-1.0.2+20230816.142123.1192-linux-amd64   grpc   IBM         38m
opencloud-operators               ibm-cp-common-services-4.1.0                              
grpc   IBM         37m
$ oc get pods -n cpd-operator
NAME                                                              READY   STATUS      
RESTARTS   AGE
28347d5b35b4a7e67ebbadc34bae6a27cf624ee1ec0388b16aa215aa76mjpbk   0/1     
Completed   0          37m
457c18b305fb59f54375ecc9faa6f530db9ca6c2f2adbf6a4c2d831673shjq5   0/1     
Completed   0          36m
82a84c3f4c0679f4c09e1261e671982f2405935dd8a66d50738940740dclj48   0/1     
Completed   0          31m
8ee3408bcdd092e94f0be116278a44a1007c5fa49b13bcdbfbc1c6f002r7p57   0/1     
Completed   0          36m
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94368157bcda899a2502d5cdf67291342961a91e61937aa778e80dc348skh7k   0/1     
Completed   0          35m
b41a5640f98ac37869ac16c0eccdee0b225cc565114472ab5a50df351ergbsc   0/1     
Completed   0          37m
cloud-native-postgresql-catalog-nqjn4                             1/1     Running     
0          40m
cpd-platform-hp4w6                                                1/1     Running     
0          39m
cpd-platform-operator-manager-6bc68dc8d-7xbjz                     1/1     Running     
0          15m
cpdbr-tenant-service-6dcc49464c-zph7h                             1/1     Running     
0          41m
create-postgres-license-config-m6ljg                              0/1     
Completed   0          32m
create-postgres-license-config-xdc4s                              0/1     
Completed   0          30m
e71db3df91177a0feccb558c266c053c60f349f28459e9ae7c2c55f685vzlzk   0/1     
Completed   0          33m
ibm-common-service-operator-5f688bffdb-jzppd                      1/1     Running     
0          15m
ibm-lakehouse-controller-manager-6c54bdbb6f-c6stq                 1/1     Running     
0          15m
ibm-namespace-scope-operator-66f4878bff-w9bt5                     1/1     Running     
0          37m
ibm-watsonx-data-catalog-fvl6d                                    1/1     Running     
0          38m
ibm-zen-operator-5646fffdf6-bb95f                                 1/1     Running     
0          15m 
meta-api-deploy-7bcbf6c896-nkwl7                                  1/1     Running     
0          30m
opencloud-operators-8nw56                                         1/1     Running     
0          37m
operand-deployment-lifecycle-manager-5f94f78-9rwln                1/1     Running     
0          15m
postgresql-operator-controller-manager-1-18-5-6cb46bfd94-4v7m5    1/1     Running     
0          15m
pre-zen-operand-config-job-lbj9l                                  0/1     
Completed   0          29m
pre-zen-operand-config-job-n6xzr                                  0/1     
Completed   0          30m
setup-job-ft4lg                                                   0/1     
Completed   0          15m

To access the catalogs in IBM watsonx.data, the IBM watsonx.data service must be restarted 
by running the following command:

oc rollout restart sts,deploy -l 'component in 
(ibm-lh-presto-coordinator,ibm-lh-presto,ibm-lh-hive-metastore)' -n cpd-instance 
Chapter 5. Backup and restore of IBM Cloud Pak for Data 43



The command and its output are shown in Example 5-10.

Example 5-10   Restarting IBM watsonx.data service

$ oc rollout restart sts,deploy -l 'component in 
(ibm-lh-presto-coordinator,ibm-lh-presto,ibm-lh-hive-metastore)' -n cpd-instance
Warning: would violate PodSecurity "restricted:v1.24": seccompProfile (pod or 
container "ibm-lh-lakehouse-presto-01-presto" must set 
securityContext.seccompProfile.type to "RuntimeDefault" or "Localhost")
statefulset.apps/ibm-lh-lakehouse-presto-01-presto restarted
Warning: would violate PodSecurity "restricted:v1.24": seccompProfile (pod or 
container "ibm-lh-lakehouse-presto-01-presto-coordinator" must set 
securityContext.seccompProfile.type to "RuntimeDefault" or "Localhost")
statefulset.apps/ibm-lh-lakehouse-presto-01-presto-coordinator restarted
Warning: would violate PodSecurity "restricted:v1.24": seccompProfile (pod or 
container "ibm-lh-lakehouse-presto-01-presto-worker" must set 
securityContext.seccompProfile.type to "RuntimeDefault" or "Localhost")
statefulset.apps/ibm-lh-lakehouse-presto-01-presto-worker restarted
Warning: would violate PodSecurity "restricted:v1.24": seccompProfile (pod or 
container "ibm-lh-lakehouse-hive-metastore" must set 
securityContext.seccompProfile.type to "RuntimeDefault" or "Localhost")
deployment.apps/ibm-lh-lakehouse-hive-metastore restarted

After the command finishes, verify that the watsonx.data service was successfully restarted 
by running the following command:

oc get deploy,sts -n cpd-instance 
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed 
discussion of the topics covered in this paper.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this 
document. Note that some publications referenced in this list might be available in softcopy 
only. For the current online list of Fusion Redbooks select here.

� IBM Storage Fusion HCI System: Metro Sync Disaster Recovery Use Case, REDP-5708

� IBM Storage Fusion Multicloud Object Gateway, REDP-5718

� IBM Storage Fusion Product Guide, REDP-5688

You can search for, view, download or order these documents and other Redbooks, 
Redpapers, web docs, drafts, and additional materials, at the following website: 

ibm.com/redbooks

Other publications

These publications are also relevant as further information sources:

Online resources

� IBM Documentation for IBM Fusion 2.7.x

https://www.ibm.com/docs/en/sfhs/2.7.x

� IBM Documentation for IBM watsonx.data

https://cloud.ibm.com/docs/watsonxdata

� IBM Fusion

https://www.ibm.com/products/storage-fusion

� IBM watsonx.data

https://www.ibm.com/products/watsonx-data

� IBM watsonx.data together with IBM Storage Fusion HCI System (video)
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Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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