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Preface

Metro sync disaster recovery (DR) provides two-way synchronous data replication between
IBM Spectrum Fusion™ HCI clusters installed at two sites. In the event of a site disaster,
applications can be failed over to the second site. The replication between the sites is
synchronous, hence, the Metro sync DR solution is only available for metropolitan distance
data centers with 40 millisecond latency or less.

Note: The procedures described in this paper for IBM Spectrum Fusion HCI 2.4 Metro
sync DR are the same for IBM Storage Fusion HCI 2.5.2 Metro-DR.

This IBM Redpaper publication will help you install and configure the new Metro sync DR
function). The use case will show the end to end process with the failover and failback of the
WordPress application.

Note: IBM Spectrum Fusion HCI and IBM Spectrum Fusion have become IBM Storage
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Metro sync disaster recovery
deployment models

IBM Spectrum Fusion HCI provides a feature, Metro sync DR, to achieve a highly available
storage infrastructure. This chapter describes the Metro sync DR use case for disaster
recovery.
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1.1 Introduction

Metro sync DR (Disaster Recovery) provides two-way synchronous data replication between
IBM Spectrum Fusion HCI clusters installed at two sites. In the event of a site disaster,
applications can be failed over to the second site. The replication between the sites is
synchronous, hence, the Metro sync DR solution is only available for metropolitan distance
data centers with 40 millisecond latency or less.

The Metro sync DR architecture consists of the following components as shown in Figure 1-1.

1. Home Site - This is the first site in the Metro sync DR configuration, also referred to by
Local site or Home Site or Site1 in this guide.

2. Remote Site - This is the second site in the Metro sync DR configuration, also referred to
as Remote Site or Site2 in this guide.

3. Tiebreaker

Tiebreaker

Figure 1-1 Metro sync DR configuration

IBM Spectrum Fusion HCI is based on IBM Spectrum Scale and uses its “stretch cluster”
feature to provide a unique active-active resiliency across data centers that are up to 150km
distant. This is achieved via spanning an IBM Spectrum Scale file system across two IBM
Spectrum Fusion and Red Hat OpenShift Container Platform (OCP) clusters and
synchronously replicating the data between both availability zones as shown in Figure 1-2 on
page 3. The goal is to allow for an IBM Spectrum Fusion to synchronously replicate data to
another nearby IBM Spectrum Fusion, each with their own OpenShift clusters.
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Figure 1-2 Metro sync DR component architecture

1.2 Deployment Models

There are two deployment models for Metro sync DR configuration.

1.2.1 Deployment Type #1

As a client, you buy a single IBM Spectrum Fusion appliance. Later, as the business
requirements increase, you need another IBM Spectrum Fusion appliance as well if you want
to achieve disaster recovery. In this case as shown in Figure 1-3, you convert the first
appliance into Site1 (Refer to 2.1.2, “Site1 installation for Deployment type #1” on page 6 for

the steps) and then continue with installation of the second appliance as Site2.

Standalone

Conversion

Sitel

Site2

Figure 1-3 Deployment model Type #1 for setting up disaster recovery
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1.2.2 Deployment Type #2

As a client, based on business requirements, you plan to have disaster recovery. In this case,
you would have to purchase two IBM Spectrum Fusion appliances, see Figure 1-4. The
installation of the two appliances will be done in sequence. During IBM Spectrum Fusion
appliance setup, on the Disaster Recovery step, ensure to select the appropriate options. For
the first rack install, select Site1 and for the second appliance install, select Site2. Refer to
2.1, “Installation” on page 6.

Sitel Site2

Figure 1-4 Deployment model Type #2 for setting up disaster recovery
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IBM Spectrum Fusion HCI Metro
sync disaster recovery
installation

IBM Spectrum Fusion HCI provides a feature, Metro sync DR, to achieve a highly available
storage infrastructure. This chapter describes the Metro sync DR installation steps based on
the selected deployment model.
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2.1 Installation

This section will guide you through the installation of the IBM Spectrum Fusion appliances in
a Metro sync DR configuration. It will also guide to install the Tiebreaker and configure it.

2.1.1 Pre-requisites

Before you begin installation, you need to ensure that the IBM Spectrum Fusion HCI
appliance is setup in datacenter as per guidance from IBM. Refer to the following links in IBM
Documentation to setup the appliance:

1. Instructions to setup the appliance in Data Center

https://www.ibm.com/docs/en/spectrum-fusion/2.42topic=hci-planning-prerequisite
s

2. Instructions to setup network and connectivity between Metro sync DR clusters

https://www.ibm.com/docs/en/spectrum-fusion/2.4?topic=recovery-general-metro-sy
nc-dr-prerequisites

2.1.2 Site1 installation for Deployment type #1

If you have considered Deployment type #1 from 1.2.1, “Deployment Type #1” on page 3, you
would need to convert the configuration from standalone to Site1. Use the following steps to
complete the Site1 configuration:

1. Log in to OpenShift Container Platform web console of Standalone site.

2. Go to ibm-spectrum-fusion-ns namespace.

3. Go to Workload — Secret, then, search and open secret: userconfig-secret.
4

. Change the value of metrodrsite to Site1 i.e. “metrodrsite”: “site1” as shown in Figure 2-1
and save.

— RedHat
— OpenShift

Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow 4
o Administrator

Project: ibm-spectrum-fusion-ns  +

Home nknai i-¢ address”:"13'h Si-eet. 47 W 13th St, Mew York NY 18011, USA. 2: Coofar
":"Ne wyo k", "mac’ inec antry ':"L5",".act ‘nes’ ite”:"Newyork”,"m1cl in zip”:"123456" |"metrodrsite”: "sitel”,

Figure 2-1 Update metrodrsite variablé to Site 1“

The Disaster recovery section in the Dashboard page is enabled and the Disaster recovery
page is available in the menu.

2.1.3 Site1 installation for Deployment type #2

If you have considered deployment type #2 from 1.2.2, “Deployment Type #2” on page 4,
follow these steps to start the Site1 install.

Network configuration
Follow these steps to set up the network configuration:

1. Enter the details of the Network configuration as show in Figure 2-2 on page 7.
2. Click on Validate Network button.
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1BM Spectrum Fusion Install

Switch type

Select the type of switches that will be sed to provide access to the client's network.

Fusion switches L] Client switches

Rack units 20 and 21

Network settings

This information will provide access to the client's network.

LG 1D Link name
166 rackaeatink

OpenShift VLAN 1D OpenShift VLAN name
521 vian21

Porttyps
Trunk v
Native VLAN ID
1
NTP server address Transceiier
9.42106.2 40 GBE QSFR Fiber/DAC/ADC v

Link Aggregation Control Protocol (LACR)

[ Spanning Tree Protocol (STF)

I Validate network I

Figure 2-2 Network Configuration

The Network configuration provisions Node IP, configures DHCP, and NTP as shown in
Figure 2-3, Figure 2-4, and Figure 2-5 on page 8.

18M Spectrum Fusion Install D

Network validation

pletes, varify ress has bean assigned a hostname and IP address.

O Provisioning node IP (0%) t w

Figure 2-3 Network configuration - Provisioning node IP

18M Spectrum Fi

Network validation

Whan the process complates, verify that sach mac addrass has bean assigned a hostname and [P address.

~ oHEPeo 80%)

Figure 2-4 Network configuration - DHCP configuration
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IBM Spectrum Fusion Install

Network validation

When the process complotes, varify that each mac addrass has been assigned a hostname and IP address.

o NTP cantiguration (70%)

Figure 2-5 Network configuration - NTP configuration

3. The network configuration is completed successfully as shown in Figure 2-6.

Network validation

When tha process completes, verify that each mac addrass has been assigned a hostname and 1P address.

Figure 2-6 Network configuration - Successful completion

4. Click the View next steps button. This page will continue with the installation as shown in
Figure 2-7.

Next steps!

The client needs this URL to continue the install

172.20.102.30:3000/isfsetup

Figure 2-7 Next Steps

IBM Spectrum Fusion installer
The following steps describe the installation process for IBM Spectrum Fusion:

1. To proceed further with IBM Spectrum Fusion install, use the URL as shown in Figure 2-7
for your system.
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2. You are presented with a License agreement page. Read the License agreement and
Privacy policy. Then, accept the license and click on Continue button as shown in
Figure 2-8.

18M Spectrum Fusion Install

License agreement

Bafora installing [BM Spactrum Fusion, pleass raad the following licsnss agreement carsfully.

1accept the license agreement

Figure 2-8 License agreement

3. The Getting Started page displays the procedure for Install process as shown in
Figure 2-9.

IBM Spectrum Fusion Install

Genng e Getting started

7 Network pracheck Welcams to IBM Spectrum Fusion installation, Thers ar two phases in this install procsss, but befors wa bagin lat's gt over a faw things
that will help you along the way.

= Imege coguiry 1. Fusion software installation
or Plattorm cluster,

In the first install phase, we will download Spectrum Fusion images and create a

' Disaster racovery
2. Cluster expansion

Global data platform In the second phase, the cluster will be expanded to inelude all nodes, and the global data platferm service will be iniialized.

Network cust

Custom cartificate

Figure 2-9 Install procedure
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4. The Network precheck page displays all the nodes of the appliance along with the other
details like MAC address, status, location, hostname, and IP address as shown in

Figure 2-10.

1BM Spectrum Fusion [nstall

Getting started

Network precheck

€ Hetwork prechack Verify nodes are online and properly configured.

It changes to your node ssttings are neadsd, contact your network team. Leam more]

Image registry

Nodes
Disaster recovery
Gicbal data platfarm
MAC address Staus Location
3 Netwerk custemization
7 Custom cartificate 08:ciebifli37ide

» ¢ ¢ ¢ © O 0 © o o

Hostname

1P address

Figure 2-10 Network precheck

5. Select the image registry as per your requirements as shown in Figure 2-11. enter the

details and click Next.

1BM Spectrum Fusion Install

Image registry
oad st ogistry to install OpenShiftand 1BM Spactrum Fusion
egistrythat will be « ciuirad saftware indgad. Loarn more
€ mage rogisty
°
Disast y

O Single repository (&) Multiple repositories
‘OpensShift images repository

-

we P ffine-goc svops.ComidA3/nci-2.3.0/prod_build_oc

i 0
1BM Spectrum Fusion Images repository
-dox L com:44; perate

Figure 2-11 Image registry

6. In the Disaster recovery page as shown in Figure 2-12 on page 11, select the 2nd tile
which is the first site of the Disaster Recovery pair.

Click Next to continue.
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BM Spectrum Fusion Install

Gentit t .
Sk ez Disaster recovery

Network prechack

© Tmage reistry

Disaster racovery

Global data platform

Network customization

Custom cortificate i
A standalone cluster (you ean make this the first This is the first site being set up for a disaster
site in a disaster recovery pair later) recavery pair.

second site being set up in a disaster
air. The first itz has already been fully
configured,

Figure 2-12 Disaster Recovery

7. On the Global data platform page as shown in Figure 2-13, select the appropriate
building block. Click Next.

Getting started

Global data platform

HCl is composed of multi-node building blocks. The numbar of building blocks determ

Network precheck Fusion
i

Image registry

Global data plattarm

Custom cartficate Stronger data resiliency Better storage sHiciency
T

ing blocks

2p) that can withstand One building block (B+3p) that can withstand

Ore

67 Ore

(Above values are estimates.) (Above values are estimates.)

Figure 2-13 Global data platform
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8. On the Network customization page as shown in Figure 2-14, enter the details of the
OpenShift network and storage network.

18M Spectrum Fusion Install

Getting started

Network customization
Network precheck OpenShift network

The RedHat OpenShift clustar will us this netwark configuration. This pra-populated configuration can be changed,
Image ragistry

Disaster racavery 10000112

Global data platform

10210016

Storage network

18M Spactrum Fusion will use this network configuration as its internal storage network. This pre-populated
configuration can be changed.

192.168.192.0/18

192.168.192.1

192.168.102.41 - 192.168.256.264

Figure 2-14 Network customization

9. On the Custom certificate page as shown in Figure 2-15, provide the details of your
organization certificate, if any.

Click Finish to start the installation.

18M Spectrum Fusion Install

Getting started

Custom certificate

Notwork prochuck OpenShift will ba
provida

@ File upload () Text input
Disaster recovery

Global data platfarm

apps.rackas2.mydomain.com.crt

----BEGIN PRIVATE KEY-
MITEVOIBADANBgKGhKIGTWOBAQEFAASCEKEWEESAZEAADIBAOCAS2pO10yPAITp
Ag20pVAINToSdidE JoUlugeEfeHI

96uMOnRXgIlcalH]yIVRPC g Ap+293

Figure 2-15 Custom certificate

10.0nce the Install completes, the message is displayed as shown in Figure 2-16 on
page 13.

Note: Ensure to download the OpenShift Password and CoreOS Key and/or copy the
credentials from the page.

11.0nce the OpenShift credentials are downloaded, confirm by clicking on the checkbox.
12.Now, click on the IBM Spectrum Fusion button to proceed with the install.
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Initializing OpenShift

Configuring a three nods Red Hat OpenShift cluster,

@  IBM Spectrum Fusion installation completed (100%)
OpenShift Credentials

1. Download

Download your Red Hat OpenShift Password an

I have downloaded the OpenShift Passward and Cors0S Key

Figure 2-16 Initializing OpenShift

OpenShift configuration and Global data platform installation
This section describes the steps for the OpenShift configuration and Global data platform
installation:

1. Wait for the OpenShift configuration and global data platform installation to complete
successfully as shown in Figure 2-17.

OpenShift configuration

© winot

Global data platform installation

Figure 2-17 Final installation process of IBM Spectrum Fusion

2. Click on the Launch Fusion button in Figure 2-17 to go to the IBM Spectrum Fusion
Quick start page.

Chapter 2. IBM Spectrum Fusion HCI Metro sync disaster recovery installation 13



3. Now, we are ready to use IBM Spectrum Fusion as shown in Figure 2-18.

IBM Spectrum Fusion

e Container-native data services platform for
: Red Hat OpenShift and IBM Cloud Paks

atform that is

: ‘
Manage storage & infrastructure "lll“lllb
[N \“IL -
Add more aiss Actd mare nodes
Increase the capacity of your IBM Spectrum Scale Increase your system's compute power.
starage cluster,
o , ,
Protect applications from data loss Preparing for disaster recovery = [
g | y
=7 - |
N 1
g | 3]
N P

Figure 2-18 IBM Spectrum Fusion Quick start page

Disaster Recovery

On IBM Spectrum Fusion, in the left pane menu, click on Disaster recovery option. The
Disaster recovery page is shown in Figure 2-19.

X 1BM Spectrum Fusion rackag3 Q £x

Quick start @ Disaster recovery is in a critical state b
Events

Applications Disaster recovery —

Backup replication between two sit

Disaster recovery

Cloud Satellite

Step 2 0f 2

Connect the tiebreaker

Read the documentation on Sett ebreaker to
. learn more about the requirements and how to configure
the virtual machine.
)= o
Remote QLocal
pps.rackag2... apps.rackag3

Tiebreaker

Figure 2-19 Disaster recovery option
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2.1.4 Site2 Installation

This section describes the steps to install Site2, irrespective of whatever deployment type is
chosen from 1.2, “Deployment Models” on page 3.

Network configuration
1. Enter the details of the Network configuration as show in Figure 2-20.

2. Click on the Validate Network button.

1BM Spectrum Fusion Install

Switch type

Select the type of switches that will be used to provide access to the client's network.

Fusion switches Client switches

Rack units 20 and 21

Network settings

This information will provide access to the client's network.

LG ID Link name
166 reckasdlink

OperShift VLAN 1D OpanShift VLAN name.
921 vians21

201
Fars Forttype
port selected v Trunk v
Native VLAN 1D
1
NTP sarver address Transceiver
5.42106.2 40 GOE QSFP Fiber/DAC/AOC .

Link Aggregation Control Protocol (LACF)
[ Spanning Tree Protocal (STP)

Validate network

Figure 2-20 Network configuration

The Network configuration provisions Node IP, configures DHCP, and NTP as shown in
Figure 2-21, Figure 2-22 on page 16, and Figure 2-23 on page 16.

18M Spactrum Fusion Install

Network validation

When the process completes, verify that sach mac address has been assigned a hostname and [P address.

O Pravisioning node [P (0%)

Figure 2-21 Network configuration - Provisioning node IP
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18M Spectrum Fusion Install

Network validation

When the lstes, verify that each mac address has nostnama and IP addrass.

© DHEP contiguration (40%)

Figure 2-22 Network configuration - DHCP configuration

1BM Spectrum Fusion Install

Network validation

When the process complates, verify that sach mac address has bean assigned a hostname and IF address.

o NTPesnfiguration (70%) loct v

Figure 2-23 Network configuration - NTP configuration

3. The network configuration has completed successfully as shown in Figure 2-24.

T8M Spectrum Fusion Install

Network validation

When the process complatas, verify that each mac addrass has baen assigned a hostname and IP address.

Figure 2-24 Network configuration - Successful completion

4. Click the View next steps button. This page will further guide to proceed with installation
as shown in Figure 2-25.

18M Spectrum Fusion Install

Next steps!

The client needs this URL to continue the install,

172.20.102.30:3000/isfsetup

Figure 2-25 Next Steps
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IBM Spectrum Fusion installer
The following steps describe the installation process for IBM Spectrum Fusion:

1. To proceed with IBM Spectrum Fusion install, use the URL as shown in Figure 2-25 on
page 16 for your system.

2. You are presented with a License agreement page. Read the License agreement and
Privacy policy. Then, accept the license and click the Continue button as shown in
Figure 2-26.

License agreement

Before installing 18M Spectrum Fusion, please read the following license agresment carefully.

Figure 2-26 License agreement

3. The Getting Started page displays the procedure for Install process as shown in
Figure 2-27.

18M Speactrum Fusion Install

Getting started

1. Fusion software installation

I the first install phase, we will download Spectrum Fusion images and create a throe node Openshift Container Platform cluster.

2.Cly

Figure 2-27 Install procedure
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4. The Network precheck page displays all the nodes of the appliance along with the other
details like MAC address, status, location, hostname, and IP address as shown
Figure 2-28.

Note: If any issues are indicated in the page, the recommendation is to connect with
IBM to resolve the issue before proceeding further.

Click the Next button.

1BM Spectrum Fusion Install

Getting started

Network precheck
€ Natwork pracheck Verify nodes are online and properly configured.
1f changes to your node settings are noaded, contact your natwerk team, Loarn more]

Image registry
Nodes

Disaster racovery

[El Restartprecheck G
Global data platiorm

MAC address Status Location Hostame IP address

Network customization

Custom cartificate

Figure 2-28 Network precheck

5. Select the image registry as per your requirements as shown in Figure 2-29. Enter the
details and click the Next button.

BM Spectrum Fusion Install

Gerting startea :
: Image registry
Netwerk procheck
€ Image egisiry
°
Disaster recovery
Global data platform segistry vonfigmai
() singierepocitory (&) Multiple reposioriss
i3 Network customization
OpenShift images repasitory
1 Custom cartificate
— c . ovops.comiA43/hc-2.3.0/prod_buid oc
spandhre@in.ibm.com
18 Spectrum Fusion images repository
Hline-docker-local, com:443/ truist/is!_operator

Figure 2-29 Image registry
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6. To configure Disaster recovery between two sites, you need to get the connection details
of Site1. The following instructions show how to get the credentials:

7.

a.

Login to OpenShift of Site1

i. oc login -u kubeadmin -p <passwd of Sitel> <api url of Sitel>
Switch to ibm-spectrum-fusion-ns project

i. oc project ibm-spectrum-fusion-ns

Get the secret name for secret fusion-admin-controller-manager

i. oc get sa fusion-admin-controller-manager -oyaml

From the command output, get the secret name for the
fusion-admin-controller-manager-token secret shown here:

Example name: fusion-admin-controller-manager-token-9mq6b
Retrieve token from this secret mentioned in the service account

i. oc get secret fusion-admin-controller-manager-token-9mq6b -o yaml

In the Disaster recovery page as shown in Figure 2-30 do the following steps:

a.
b.

Click the Next button to continue.

Select the 3rd tile which is the second site of the Disaster Recovery pair.
Provide the Site1 details - API URL of Site1 and token retrieved in the prior step.

Disaster recovery

iy

Connect to the first site

Figure 2-30 Disaster Recovery
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8. On the Global data platform page as shown in Figure 2-31, select the appropriate
building block.

Click the Next button.

8M Spectrum Fusion Insta

Getting started

Global data platform

Natwork precheck

data protection needs. Lea
Image registry

: °
Disaster racovery 22, P
€ Global dats plattorm '

Network customization

Custom certificate Better storage efficiency

67 % Ore 73w Ore

Figure 2-31 Global data platform

9. On the Network customization page as shown in Figure 2-32. Enter the details of the
OpenShift network and storage network.

18M Spectrum Fus

) Getiing started

Network customization

) Network procheck OpenShift network
The RedHat OpenShift cluster will use this network configuration. This pra-populated configuration can be changed.
Im: v
Disaster racavery 10.000/12 23

Global data platform

10.21.00/16

€ Network customization

# Custom certificate

Storage network

T8M Spectrum Fusion will use this network configuration as its internal storage network. This pre-populated
configurati

192.166.192.0/18

192.160.192.1
wa

19216819211 - 192168.255.254

EEER

10.0n the Custom certificate page as shown in Figure 2-33 on page 21, provide the details
of your organization certificate, if any.

Click the Finish button to start the installation.

Figure 2-32 Network customization
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IBM Spectrum Fusion Install

Custom certificate

OpenShift will be configured with a o
providad by a Cartificate Authority. Le

cato by defautt, It s recommended that you upload a cartificate

@ Filevpload () Testinput

Global data plstform apps.rackas2.mydomain.com.crt

———-BEGIN PRIVATE KEY-—---
BgkghkiGowd 184 P
AG20pVAIVToSdTBE JoUlugeEfeHIJ5: ”

a1 calk/y 9YhPC) Lipe293

_

Figure 2-33 Custom cetrtificate
11.0nce the Install completes, the message is displayed as shown in Figure 2-34.

Note: Ensure to download the OpenShift Password and CoreOS Key and/or copy the
credentials from the page.

12.0nce the OpenShift credentials are downloaded, confirm by clicking on the checkbox.

13.Now, click the IBM Spectrum Fusion button to proceed with the install.

18M Spectrum Fusien Install
Initializing OpenShift

Configuring a three nods Red Hat OpanShift clustar.

©  1BM Spactrum Fusion installation completed (100%)

OpenShift Credentials
To complete ihis insallation, use your Red Hat OpenShft credentials o log o IBM Specirum Fusion, via Single sign-on (550}
1. Download

Download your Red Hat OpenShift Password and Core0S Key &

[  have downloaded the OpenShit Pa

d and Cora0S Key

Figure 2-34 Initializing OpenShift
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OpenShift configuration, Global data platform installation, and Disaster
recovery connections

This section describes the steps to for the OpenShift configuration, Global data platform
installation, Disaster recovery connections:

1. Wait for the OpenShift configuration, global data platform installation and disaster recovery
connections to complete successfully as shown in Figure 2-35.

OpensShift configuration

Global data platform installation

Disaster recovery connections

Figure 2-35 Final installation process of IBM Spectrum Fusion

2. Click the Launch Fusion button in Figure 2-35 to go to the IBM Spectrum Fusion Quick
start page.

3. Now, we are ready to use IBM Spectrum Fusion as shown in Figure 2-36.

Container-native data services platform for
Red Hat OpenShift and IBM Cloud Paks

»rm that is

Manage storage & infrastructure

<<<<<

Protect applications from data loss

Wiy
<
i

Figure 2-36 IBM Spectrum Fusion Quick start page
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Disaster recovery
On the IBM Spectrum Fusion page, in the left pane menu, click the Disaster recovery
option. The Disaster recovery page is shown as Figure 2-37.

% IBM Spectrum Fusion rackae?

@ Node firmware upgrades are available

Disaster recovery | Actions.

Synchronous replication between twa sites.
@ s

Health summary

Figure 2-37 Disaster recovery

2.1.5 Tiebreaker installation

A special tiebreaker node is hosted at a third site and is used to determine which cluster is in
charge of the data in the event that the network between the two clusters is severed.
Configuring a Metro sync DR topology requires several network connections to be made
between the two clusters and the tiebreaker.

The following are the installation requirements:
» Hardware requirements are CPU 2 cores, Memory 4G, a raw disk with less than 20 GB

» For software requirements, see
https://www.ibm.com/docs/en/spectrum-scale/5.1.5?topic=gpfs-software-requiremen
ts

» For tiebreaker allowed ports, see
https://www.ibm.com/docs/en/spectrum-fusion/2.42topic=planning-firewall-require
ments-spectrum-fusion-hci
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Download the IBM Spectrum Scale Data Management 5.1.X.0 from IBM Entitled System
Support. The following steps show the download and installation:

1. Login into the Entitled Systems Support (ESS) portal as shown in Figure 2-38.

C O B 32 https:fwww.ibm.comjserversjese

Support  Downloads v  Documentation ~  Forums  Cases v  Monitoring »  Manage support account v

Entitled Systems
Support (ESS)

Access and manage IBM Power, IBM Storage

hardware and software and IBM Z hardware
products and services purchased through Digital

Sellers, Business Partners or by yourself directly :
on ESS. ]

Get an IBMid

ESS documentation —>

Overview  WhyESS  Featured applications  Applications  Next steps

Figure 2-38 Entitled Systems Support (ESS) portal

2. Click on My Entitled Software link in the page as shown in Figure 2-39.

& C QO 8 =2 https://www.ibm.com/serversfeserverfess/ProtectedServietwss

IBM Entitled Systems Support My Entitled Software My Entitled Hardware ™

Entitled Systems Support

The Entitled Systems Support website (ESS) is IBM go-to place to view and manage software (Power, Storage) and hardware
(Power, Storage, IBM Z). In general, most products offered by IBM Systems purchased through our IBM Digital Sales
representatives or business partners, when using the IBM Configurator for e-business, are afterwards accessed on this website.
Several IBM products can also be directly purchased here.

There are 3 main sections:

My Entitled Software - activities related to Power and Storage software - download licensed, free and trial software media,
place software update orders and manage software keys.

Figure 2-39 Entitled Systems Support website

3. Click on Software Downloads link as shown in Figure 2-40 on page 25.
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This section of the ESS website focuses on activities related to Power and Storage software products - downloading,
ordering and updating software media and keys.

You need to be registered for one or more customer numbers to use most of the options, as access to customer numbers is
what governs everything you are entitled to do. Options related to customer number access can be found under My Profile.

The following activities are available within My Entitled Software:

Software Updates - IBM i, ALX and Linux - place update orders for products you have an active software maintenance for

Software Downloads - IBM i, ALX, Linux, Storage - download all your entitled software based on authorized customer
numbers

IBM i Evaluation and NLV Download - IBM i - download any available free, trial and secondary national language version
software media

IBM i Software Keys - IBM i - download keys for licensed IBM i products, manage your IBM i temporary licenses (5733-
ITL) and download interim keys for supported products

Figure 2-40 Software Downloads

4. Search for the product 5771 as shown in Figure 2-41 and Figure 2-42.

« ] O 8 =2 s

18M Entitled Systems Support

My entitled software > Software Downloads >
Software Downloads

e | Step 3: Package | Step 4: T&Cs | Step 5: Method | Step 6: Download ESD extended authorizations

Start B Step 1: Product | Step 2; Languag

how all rted softwar
Download available software based on all active entitlements associated with all customer numbers registered under your profile, Showall supported software

Additional information can be found in Help section

Mobile Application

By category(i) By machine(T) By product(T)

Product: Select... ~

5771

um Fusion HCI)

Figure 2-41 Search Product

5. Select the product 5771-PP7 (IBM Spectrum Fusion HCI) as shown in Figure 2-42.

IBM Entitled Systems Support

My entitled software > Software Downloads >
Software Downloads

Start B Step 1: Product | Step 2: Language | Step 3: Package | Step 4: T&Cs | Step 5: Method | Step 6: Download ESD extended autharizations

5 P i h 11§ ted soft
Download available software based on all active entitlements associated with all customer numbers registered under your profile. shotisllstnporied software

Additional information can be found in Help section

Mabile Application

By category(1) By machine ) By product(1)

Product: 5771-PP7 {IBM Spectrum Fusion HCI) ~
P4 Web App

Figure 2-42 Select the product
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6. The selected product is displayed as shown in Figure 2-43. Click on the Continue button.

« (&} O 8 &= htpsy) ibm.com/serv erverjess/ProtectedServiet wss R4 ® &L * H

IBM Entitled Systems Support

My entitled software > Software Downloads >
Software Downloads

Start | Step1: Product B Step 2: Language | Step 3: Package | Step 4: T&Cs | Step 5: Method | Step 6: Download ESD extended authorizations

P & . how all supparted softwars
Download available software based on all active entitiements associated with all customer numbers registered under your profile. . > SURRAMAC soTware

Additional information can be found in Help section

Mobile Application

By category(1) By machine ) By product (D)

& App Store
Product Select ... ES
P A Web App

Step 1: Select product

5771-PP7  1BM Spectrum Fusion HCI
“

Figure 2-43 Selected product display

7. Click the checkbox as shown in Figure 2-44. Click the Continue button.

- c O B 52 nttps:jfwwwibm.comjserversjeserverfess/F dServietwss b 9 & * 0B

IBM Entitled Systems Support

My entitled software > Software Downloads >
Software Downloads

Start | Step 1:Product | Step 2: Language | Step 3: Package » Step 4: T&Cs | Step 5: Method | Step 6: Download ESD extended authorizations

| showall rted software
Step 3: Product download package selection Sho supported software

Current products () Mabile Application

Select all Search package title
Product/Release Download Package Size (MB)
5771-PP7 details 1BM Spectrum Fusion HCI 13634
02.02.00 packages 5809: IBM Spectrum Fusion for HCI v02.02.00,ENU ESD 13634

Total download size (MB): 13634

Figure 2-44 Confirm the selected products

8. Read the License Terms and click on the | agree button as shown in Figure 2-45 on
page 27.
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IBM Entitled Systems Support

My entitled software » Software Downloads »

Software Downloads

ESD extended authorizations

Start | Step 1: Product | Step 2: La p 3: Package | Step 4: T&Cs » Step 5: Method | Step 6.

Step 4: Terms and conditions(T) v | Show all supported software

Current products Mobile Application

Product Product Name App Store

5771-PP7 details IBM Spectrum Fusion HCI P
Release Selected content
02.02.00 5809: IBM Spectrum Fusion for HCI v02.02.00,ENU.ESD

To begin downloading, click the I agree button below. By clicking I agree you agree that you have had the opportunity to review the
terms and conditions for all products you are downloading and that such terms and conditions govern this transaction. Select I
disagree to exit

Figure 2-45 License Terms confirmation

9. Select the download method as shown in Figure 2-46 and click on the Continue button.

< fe] Q B = hitpsfwwwibm.comiserversjeserverfessiProtects

18M Entitled Systems Support

My entitled software > Software Downloads >
Software Downloads

ige | Step 3: Package | Step 4: T&Cs | Step 5: Method B Step 6: Dow

ad ESD extended authorizations

Start | Step 1: Product | Step 2: Lang

how all rted soft
Step 5: Select method of download v Show all supported software

Download instructions

Mabile Application

Some of the processes to prepare and install the software may be different from what you normally use.

Follow the instructions to (CJPrepare to install the software.

Follow the instructions to ([ Install the software.

Additional information for all products can be found in the [118M Knawledge

Download method

@ Download using Download Director {requires java) ()

Download using your browser (HTTPS) (1)

Continue

Figure 2-46 Download method
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10.Review the download details as shown in Figure 2-47 and click on Download now button.

‘ 7] 08 = om.comiserve ProtectedServietwssTNO_SCRIPT=VES8co ShowPage ; P o L *m

Start | Step 1:Product | Step 2: Language | Step 3: Package | Step 4: T&Cs | Step 5: Method | Step 6: Download ESD extended authorizations

Step 6: Download with Download Director v | Show all supported software

Current products

Mobile Application

Product/Release Download Package Size (MB) & Appstore
5771-PP7 details IBM Spectrum Fusion HCI 13634
02.02.00 packages 5809: IBM Spectrum Fusion for HCI v02.02.00,ENU,ESD 13634

1BM Spectrum Scale Data Mgmt 1315

18M Spectrum Protect Plus ¥10.1.10 vSnap Installer for v7 Multiling 335

1BM Spectrum Protect Plus V10.1.10 vSnap Installer for v& Multilingual 372

1BM Spectrum Protect Plus ¥10.1.10 Product Upgrade Multilingual 4076

1BM Spectrum Protect Plus ¥10.1.10 Agent for Kubernetes and OpenShift English 1

18M Spectrum Protect Plus ¥10.1.10 Server for 05 7534

18M Spectrum Protect Plus License Key for Upgrade from Trial to full version 1

Seiscne donnbad

Figure 2-47 Start download

11.0nce the download is complete, navigate to the download folder. List the contents of the
directory. You should be able to see the files as listed in Example 2-1.

Example 2-1 Downloaded files

[root@metroDRAG2-tiebreaker-2 tmpl# 1s
Spectrum_Scale_Data_Management-5.1.6.0-x86_64-Linux-install.sh
systemd-private-552311a87a9244faafdc49ef361fchee-chronyd.service-bUy7QJ

12.Change the permissions of the file as shown in Example 2-2.

Example 2-2 Permission change

[root@metroDRAG2-tiebreaker-2 tmp]# chmod +x Spectrum Scale Data Management-
5.1.6.0-x86_64-Linux-install.sh

13.Start the installation as shown in Figure 2-48 on page 29 and Figure 2-49 on page 30.
Input the details as requested.
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[root@metroDRAGZ-tiebreaker-2 tmpl# ./Spectrum_Scale_Data_Management-5.1.6.9-x86_64-Linux-install.sh

Extracting License Acceptance Process Tool to /usr/lpp/mmfs/5.1.6.0 ...

tail -n +66@ ./Spectrum_Scale_Data_Management-5.1.6.0-x86_64-Linux-install.sh | tar -C /usr/lpp/mmfs/5.1.6.0 -xvz --exclude=installer
--exclude=*_rpms --exclude=*_debs --exclude=*rpm --exclude=*tgz --exclude=*deb --exclude=*tools* 1> /dev/null

Installing JRE ...

If directory /usr/lpp/mmfs/5.1.6.@ has been created or was previously created during another extraction,
.rpm, .deb, and repository related files in it (if there were) will be removed to avoid conflicts with the ones being extracted.

tail -n +660 ./Spectrum_Scale_Data_Management-5.1.6.0-x86_64-Linux-install.sh | tar -C /usr/lpp/mmfs/5.1.6.@ --wildcards -xvz
ibm-java®*tgz 1> /dev/null

tar -C /usr/lpp/mmfs/5.1.6.0/ -xzf fusr/lpp/mmnfs/5.1.6.0/ibm-java*tgz

Defaulting to --text-only mode.

Invoking License Acceptance Process Tool ...
Jusr/\pp/emfs/5.1.6.0/1bm- java-x86_64-80/jre/bin/java -cp /usr/\pp/mmfs/5.1.6.0/LAP_HOME/LAPApp. jar com.ibm.lex.lapapp.LAP
-1 fusr/lpp/mefs/5.1.6.0/LA_HOME -m /usr/lpp/emmfs/5.1.6.0 -s Jusr/lpp/mmfs/5.1.6.0 -text_ only

LICENSE INFORMATION

The Programs listed below are licensed under the following
License Information terms and conditions in addition to the
Program license terms previously ogreed to by Client and
IBM. If Client does not have previously agreed to license
terms in effect for the Program, the International Program
License Agreement (1125-3301-15) opplies.

Program Name (Program Number):

IBM Spectrum Scale Data Management Edition 5.1.6.8 (5737-
F34)

IBM Spectrum Scale Data Management Edition 5.1.6.0 (5641-
oM1)

Press Enter to continue viewing the license agreesent, or
enter "1 to accept the agreement, "2" to decline it, "3"
to print it, “4" to read non-IBM terms, or 99" to go back
to the previous screen,

1

License Agreement Terms accepted,

Extracting Product RPMs to Jusr/lpp/mmfs/5.1.6.0 ...
tail =n +660 ./Spectrum_Scale_Data_Management-5.1.6.0-x86_64-Linux-install.sh | tar -C /usr/lpp/mmfs/5.1.6.0 ...

ganesha_rpms/sleslS gpfs_rpms/rhel? gpfs_rpms/rhel8 gpfs_rpms/rheld gpfs_rpms/sleslS object_rpms/rhel8 smb_rpms/rhel?
cloudkit gpfs_debs gpfs_rpms monifest 1> /dev/null
- Public_Keys
ansible-toolkit
cloudkit/dependencies
ganesha_debs/ubuntu/ubuntu@
ganesha_debs/ubuntu/ubuntu22
gpfs_debs/ubuntu/ubuntu2®
gpfs_debs/ubuntu/ubuntu22
hdfs_rpms/rhel/hdfs_3.1.1.x
hdfs_rpms/rhel/hdfs_3.2.2.x
hdfs_rpms/rhel/hdfs_3.3.x
smb_debs/ubuntu/ubuntu2®
smb_debs/ubuntu/ubuntu22
zimon_debs/ubuntu/ubuntu@
zimon_debs/ubuntu/ubuntu22
- ganesha_rpms/rhel?

|

- zimon_rpms/sleslS
- cloudkit

- gpfs_debs

- gpfs_rpms

- manifest

Removing License Acceptance Process Tool from /usr/lpp/mmfs/5.1.6.0 ...
m -rf Jusr/lpp/mmfs/5.1.6.0/LAP_HOME /usr/lpp/mmfs/S.1.6.0/LA_HOME

Removing JRE from /usr/lpp/mmfs/5.1.6.90 ...
m -rf /usr/lpp/mmfs/5.1.6.0/ibm-java*tgz

Figure 2-48 Install
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Product packages successfully extracted to /usr/lpp/mmfs/5.1.6.0

| Cluster installation and protocol deployment
To install a cluster or deploy protocols with the IBM Spectrum Scale Installation Toolkit:
Jusr/1lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale -h

To install a cluster manually: Use the GPFS packages located within Jusr/lpp/mmfs/5.1.6.0/gpfs_<rpms/debs>

To upgrade an existing cluster using the IBM Spectrum Scale Installation Toolkit:

1) Review ond update the config: /usr/lpp/mmefs/5.1.6.0/ansible-toolkit/spectrumscale config update

2) Update the cluster configuration to reflect the current cluster config:
fusr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale config populate -N <node>

3) Use online or offline upgrade depending on your requirements:
- Run the online rolling upgrade: /usr/lpp/mmfs/5.1.6.9/ansible-toolkit/spectrumscale upgrade -h
- Run the offline upgrade: /usr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale upgrade config offline -N;

Jusr/1pp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale upgrade run

You can also run the parallel offline upgrade to upgrade all nodes parallely after shutting down GPFS

and stopping protocol services on all nodes.

You can run the parallel offline upgrade on all nodes in the cluster, not on a subset of nodes.

To add nodes to an existing cluster using the IBM Spectrum Scale Installation Toolkit:

1) Add nodes to the cluster definition file: /usr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale node add -h
2) Install IBM Spectrum Scale on the new nodes: /usr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale install -h
3) Deploy protocols on the new nodes: /Jusr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale deploy -h

To add NSDs or file systems to an existing cluster using the IBM Spectrum Scale Installation Toolkit:
1) Add NSDs or file systems to the cluster definition: /Jusr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrunscale nsd add -h
2) Install the NSDs or file systems: /usr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale install -h

To update the cluster definition to reflect the current cluster config examples:
/usr/lpp/mmfs/5.1.6.0/ansible-toolkit/spectrumscale config populate -N <node>

1) Manual updates outside of the installation toolkit

2) Sync the current cluster state to the installation toolkit prior to upgrade

3) Switching from a manually managed cluster to the installation toolkit

To get up and running quickly, consult the IBM Spectrum Scale Protocols Quick Overview:
https://waw. ibm, com/docs/en/STXKQY_5.1.5/pdf/scale_povr. pdf

Figure 2-49 Install (continuation)

14.Navigate to the ansible toolkit directory as shown in Example 2-3.

Example 2-3 Ansible toolkit directory
[root@metroDRAG2-tiebreaker-2 tmp]# cd /usr/Tpp/mmfs/5.1.6.0/ansible-toolkit

15.View the contents of the directory as shown in Example 2-4. Verify if you can see a file
named spectrumscale.

Example 2-4 Directory contents of ansible-toolkit directory

[root@metroDRAG2-tiebreaker-2 tmpl# cd /usr/l1pp/mmfs/5.1.6.0/ansible-toolkit
[root@metroDRAG2-tiebreaker-2 ansible-toolkit]# 1s

README ansible cli documentation externallibs license
spectrumscale
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16.Install the toolkit as shown in Example 2-5 using the following command:

./spectrumscale setup -s <IP of the scale cluster master node>

Example 2-5 Ansible-toolkit install

[root@metroDRAG2-tiebreaker-2 ansible-toolkit]# ./spectrumscale setup -s
10.11.123.47

[ INFO ] Installing prerequisites for install node

[ INFO ] Installing Ansible version 2.9.15.

[ INFO ] Install Toolkit setup type is set to Spectrum Scale (default). If an ESS
is in the cluster, run this command to set ESS mode: ./spectrumscale setup -s
server_ip -st ess

[ INFO ] Your ansible controller node has been configured to use the IP
10.11.123.47 to communicate with other nodes.

[ INFO ] Port 10080 will be used for package distribution.

[ INFO ] SUCCESS

[ INFO ] Tip : Designate protocol, nsd and admin nodes in your environment to use
during install:./spectrumscale -v node add <node> -p =-a -n
[root@metroDRAG2-tiebreaker-2 ansible-toolkit]#

17.Get the secrets of the following Spectrum Scale keys as shown in Example 2-6.

Example 2-6 Secrets of IBM Spectrum Scale

oc get secret ibm-spectrum-scale-core-ssh-key-secret -n ibm-spectrum-scale -ojsonpath="{.data.ssh-authorizedkeys}"
oc get secret ibm-spectrum-scale-core-ssh-key-secret -n ibm-spectrum-scale -ojsonpath="{.data.ssh-privatekey}"
oc get secret ibm-spectrum-scale-core-ssh-key-secret -n ibm-spectrum-scale -ojsonpath="{.data.ssh-publickey}"

18.Validate the secrets from Step 17 are present in the file tiebreaker_nodedefinition.json as
shown in Example 2-7.

Example 2-7 Secret validation

[root@metroDRAG2-tiebreaker-2 ansible-toolkit]# cd /usr/Ipp/mmfs/5.1.6.0/ansible- toolkit/ansible/vars
[root@metroDRAG2-tiebreaker-2 vars]# cat tiebreaker_nodedefinition.json

19.Copy the yaml files as shown in Example 2-8.

Example 2-8 Copy the yaml files

[root@metroDRAG2-tiebreaker-2 vars]# cp
/usr/Tpp/mmfs/5.1.6.0/ansible-toolkit/ansible/sample/playbook_tiebreakernode_install.yml
Jusr/1pp/mmfs/5.1.6.0/ansible-toolkit/ansible/sample/set_json variables_tb.yml
/usr/1pp/mmfs/5.1.6.0/ansible-toolkit/ansible/

20.Navigate to the ansible directory to run the playbook as shown in Example 2-9.

Example 2-9 Run the ansible playbook

[root@metroDRAG2-tiebreaker-2 vars]# cd /usr/1pp/mmfs/5.1.6.0/ansible-toolkit/ansible/
[root@metroDRAG2-tiebreaker-2 ansible]# ansible-playbook playbook tiebreakernode install.yml
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21.Ensure the playbook runs successfully as shown in Figure 2-50.

[root@met roDRAGZ -tiebrecker-2 ansible]® ansible-playbook playbook_tiebreakernode_install.yml
[WARNING] : provided hosts list is empty, only localhest i1s owailable, Mote that the implicit localhost does not match *all®

PLAY [10CALRGSE] o %0 o es sennassssssnsesssssssssssnsssssssorssssesssssssssssissssssssimsuissisensssssssossssssssnsssossssnsessense

R ey BT e T e L T L

ok: [localhost]

TASK [Read all intermediate output from Resource Details] #FSedesesassisiisissississmsimsnesssansisiissssassesiisinssssssniesssnis
ok: [localhost]

TASK [Check walid json File] o0 s toe s sttsstus sttt ts sttt A e R SRR RS S TR S SRR RS RSN S SRS HE S SR RI R SR I R R T NN AY

ok: [localhost] == {
"changed™: false,
"msg”: "All assertions passed”

TASK [prepare | Authorize all SSH keys] ®ooesesesssussmssssorssmsesssmsssssssisssssissmmsuissinensssssssossnssississiostrsiesssense

changed: [19.11.123.47] => (items18,11.123.47)

TASK [Shell] oo oo mensnneanennesesnonssssssonsossessssessesessessssmoismsesmensetsttensesssssssessessssssrsssanssessssnenssssonee

skipping: [108.11.123.47]

A R

skipping: [10.11.123.47]

TASK [prepare Change the Port 12345 in ssh_config] * oot e e eesees st mamsssesssnssterssressssssstsrsssssrssrstssnstestssrsssssssnse

changed: [10.11.123.47]

TASK [prepare Change the Port 12345 in Sshd_config] ** %o s s s ssssssmsmmsissmnsuissssssssssssisemissssrsssssissmssssasssssnsssssnes
changed: [10.11.123 47]

TASK [prepare REStart the Sohd Seryice] ® 5 e e e es s s s s s e s s s s s ses s ssssssssstiessssorsssisssmiisssssssnsssssssssssssssssssnssnss

changed: [10.11.123.47]

TASK [Create a file in tiebrecker to avoid mounting any Filesystem] *#FFr s et es e e srs et essrisssstissitssststssstsssstssstetss
changed: [10.11.123.47] => (items18.11.123.47)

PLAY RECAP ®%%% 8 5osssssssssnsssssssssssssssssnssssssssssssssssissssssnssssssssissssssssssssssssssssssssissssssssssssssssssnsssssis

Figure 2-50 Successful completion of ansible playbook

22.Get the secret by using the command as given in Example 2-10.

Example 2-10 Get the secret

[root@metroDRAG2-tiebreaker-2 ansible]# echo "/dev/vdb" | base64

23.Patch the secret on any of the sites of the IBM Spectrum Fusion metrodr pair as shown in
Example 2-11.

Example 2-11 Secret patched on the IBM Spectrum Fusion rack

% oc patch secret isf-metrodr-config-secret -n ibm-spectrum-fusion-ns -p
"{"data":{"TieBreakerDevice":"secret from Step 22"}}'
secret/isf-metrodr-config-secret patched

Tiebreaker configuration from IBM Spectrum Fusion GUI

Now that we finished the install steps we are ready to finish the Metro sync DR configuration
from the IBM Spectrum Fusion GUI. Follow these steps:

1. Login to the IBM Spectrum Fusion Gui.
2. Go to Disaster Recovery page.

— Add Tiebreaker IPs and Credentials on the Disaster recovery page as shown in
Figure 2-51 on page 33.

— Click on the Connect button.
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Figure 2-51 Add tiebreaker IPs and Credentials

Verify IBM Spectrum Scale status with mmgetstate -a from OCP shown in Example 2-12.

Example 2-12 Verify IBM Spectrum Scale with mmgetstate -a command

sh-4.4# mmgetstate -a

Node number Node name GPFS state
1 control-0.daemon.ibm-spectrum-scale.stg.rackag2 active
2 control-1.daemon.ibm-spectrum-scale.stg.rackag2 active
3 control-2.daemon.ibm-spectrum-scale.stg.rackag2 active
4 compute-1l.daemon.ibm-spectrum-scale.stg.rackag2 active
5 compute-2.daemon.ibm-spectrum-scale.stg.rackag2 active
6 compute-0.daemon.ibm-spectrum-scale.stg.rackag2 active
7 compute-0.daemon.ibm-spectrum-scale.stg.rackag3 active
8 compute-1.daemon.ibm-spectrum-scale.stg.rackag3 active
9 compute-2.daemon.ibm-spectrum-scale.stg.rackag3 active
10 control-0.daemon.ibm-spectrum-scale.stg.rackag3 active
11 control-1.daemon.ibm-spectrum-scale.stg.rackag3 active
12 control-2.daemon.ibm-spectrum-scale.stg.rackag3 active
13 gpfs-tiebreaker active
sh-4.4#
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Application failover and failback

This chapter describes the steps to set up and demonstrate the failover and failback of the
WordPress application between a local site and remote site with IBM Spectrum Fusion HCI.
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3.1 Application Failover/Failback between local site and remote

site

In case of disaster or maintenance work on any of the sites, you need to setup the
applications for recovery. IBM Spectrum Fusion provides a simple method for setting up the

application(s) for disaster recovery (DR).

3.1.1 Pre-requisites for application failover/failback

Before the application(s) is setup for disaster recovery, complete the following steps:

1. Ensure the health status of the Disaster Recovery is “healthy” as shown in Figure 3-1.

<« (@] O & = hup sole-ibm-spectrum-fusion-ns.apps.rackag2.mydomain.com/disasterRecover i

1BM Spectrum Fusion rackag?

@ Node firmware upgrades are available

Disaster recovery

Synchronous replication between two sites.

Health summary

| o @

Tiebreaker

| ) | Replication is healthy
QLocal Remote You have no issues to display at this time.
apps.rackag2 apps.rackag3
=)

Figure 3-1 Disaster Recovery user interface

2. The application is deployed and displays on the Applications page in the Local tab as

shown in Figure 3-2 on page 37.
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1BM Spectrum Fusion rackag2 @ 8 O

Applications
Events
Applications Local Remote

Backup

e automatically generated for each OpenShift project on the local site

x
Iifac = 8 Disaster recovery Backup policies
- . Synchronize application data Regularly scheduled backups enable
Services Select applications to assign between two sites to ensure your quick recovery from data loss.
. i . h f
Settings data protection capabilities. Spps are racosReatiam thesvbnc ol &
disaster.
Learn more earn more
Replication status: Filter ~ Backup status: Filte ~ Q. wordpres| X 1]
i Last
Used Capacity Replication - Backup Success <
[IName (GiB) (G-%) status HEEIED status ﬁc"“p rate Policies
) 2 = hot apps.rackag2. mydomain.com - No o0f0 0
protected " policy
it apps.rackag2.mydomain.com = Mo of0 0
protected b palicy
Itemsperpage: 100 ¥  1-20f 2 items 1v 1of1page

Figure 3-2 User deployed applications showing up on Applications page

3.1.2 Setting up applications for disaster recovery.
You can use the IBM Spectrum Fusion user interface to setup one or multiple applications for

DR. There are multiple ways to setup one or multiple applications. This section describes the
methods and steps setup the application(s) for disaster recovery.

Setting up a single application for DR
This section describes several methods of setting up a single application for DR.
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Method1: Applications user interface.

Here are the steps for setting up the DR Method1 using the application user interface:

1. Go to the Applications page shown in Figure 3-3.
2. On the Local tab, you can view the applications.

3. For the application you wish to enroll for disaster recovery, go to the end of that row and

click on the three dots to open the menu.
4. Click on Add disaster recovery.

O & https:/jconsole-ibm-spectrum-fusion-ns.

apps rackag2 mydomain.com/applications

1BM Spectrum Fusion rackag2

Applications

Applications Local Remoate
Backup
Applications are automatically generated for each OpenShift project on the local site.
Di

Cloud

Disaster recovery

Infrastructure
Services

Settings

Select applications to assign
data protection capabilities.

1item selected | Selectall 2 items

Synchronize application data
between two sites to ensure your
apps are recoverable in the event of a
disaster.

Learn more

X
Backup policies

Regularly scheduled backups enable
quick recovery from data loss.

earn more

Add disaster recovery & | Cancel

Last

Used Capacity Replication - Backup Success i
Name (GiB) (GiB) status Home site S :ckup e Policies
:m;:f;?:; 0.25 2 ot apps.rackag2 mydomaincam  © N0 /0 0 :
PF E protected PR 2 : policy 2
lot N Details
0.00 2 Mo apps.rackag2.mydomain.com No of0
protected policy
Items perpage: 100 ¥ 1-20f 2 items 1~

Add disaster recovary

Add disaster recovery

Figure 3-3 Enroll application for disaster recovery from Applications page

Method 2: Applications details page
Here are the steps for setting up the DR Method2 using the Application details page.

» Click on the application from the Applications page.

» The Application details page opens up as shown in Figure 3-4 on page 39.
» Click on Actions to open the menu.

» Click on Add disaster recovery from the drop-down menu.
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< C QO & nhttos:/fconsole-ibm-spectrum-fusion-ns.apps.rackag2.mydomain.com/applications/wordpress-application-rackag2 & ©@ & ¥ B =
X IBM Spectrum Fusion @ 8 O

@ The backup & restore service is in a critical state

ns |

wordpress-application-rackag2 Actions... A

|ndd disaster recovery
Overview Storage Backups Resources

Add disaster recovery

i, Backup this application To take advantage of IBM Spectrum Fusion data protection, backup this application using a backup policy.

Storage Events

A summary of PVC storage and storage classes utilized by this application.

02568 2as

Settings

, Warning Recent
Capacity by storage class

0.25 GiB used (175 GiB available) 26i8 total
No events found
|
[ Available L
W b
Disaster recovery Inventory
Protert this annliration from a site autase by enabling data bl

Figure 3-4 Application details page

Method 3: Application overview page
You can also setup an application for disaster recovery from the Overview tab of the

Applications details page.

Here are the steps for setting up the DR Method3 using the Overview tab:
» Open the Application details page.

» Click on Overview tab.

» In the Disaster recovery section, click on Add disaster recovery button as shown in
Figure 3-5.

2.mydomain.com/zpp! g @ & ¥ H =
X [l @ a2 &
Vents
y of PVC storage and storage classes utilized by this application
Warning Recent
Used Capacity Capacity by storage class
Arptications 0.25c68 2ais
Backup
Capacity usage by PVCs
0.25 GiB used (1.75 GiB available) 2Giltotal
No events found
|
Infr T
W Uscd
Services
Settings W ibm-spects
Disaster recovery Inventory

Protect this application from a site outage by enabling synchronous data
mirraring between this cluster and the remote cluster
(apps.rackag3.mydomain.com).

Add disaster recovery

Backups 2 Replica Sets
The summary provides details about the backup activity of this application.

0% w0

Figure 3-5 Application Overview tab Add disaster recovery button
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Setting up multiple applications for DR
You can enroll multiple applications for DR simultaneously described in the following steps:

1. Open the Applications page.

2. On the Local tab, click the checkbox next to each Application name as shown in
Figure 3-6.

3. Click on the Add disaster recovery button to enroll the selected applications for disaster
recovery.

“ (o] QO & https:Jjconscle-ibm-spectrum-fusion-ns.apps.rackag2.mydemain.com/applications bl ® & + H

X IBM Spectrum Fusion rackag2 2 ]

Quick start Applications
Events
Applications Local Remote

Backup

Applications are automatically generated for each OpenShift project on the local site.
x
" Disaster recovery Backup policies
Synchronize application data Regularly scheduled backups enable
Select applications to assign between two sites to ensure your quick recovery from data loss.
Settings data protection capabilities. Appa e fecovratie . the sveatoia

Learn more earn more

2 items selected Assign backup policy Fi  Add disaster recovery ¢ | Cancel
Last
Used Capacity Replication < Backup Success o

Ename (GiB) (G-FB) status A status x""“ rate Policies

wordpress- Y =
Mapplication- 0.25 2 fitn apps.rackag2.mydomain.com ik 0/0 0

rackag2

ordpress-
4 - Not 2 - N

M pplication2- . o apps.rackag2.mydomain.com o 0/0 0
ool 2- 000 2 d i

Jackag? protecter policy
Items perpage: 100 v 1-20f2items 1% 1loflpage

Figure 3-6 Enroll multiple applications for disaster recovery

Add application(s) for Disaster recovery

Once the Add disaster recovery button is clicked using any of the methods described, the
DR enroliment process is initiated. In the background, the storage is replicated and
synchronized across the two sites. The persistent volumes associated with the application is
shared and becomes visible across both the sites.

Follow these steps to complete the DR enrollment process:

1. You will see a dialog box for confirmation as shown in Figure 3-7 on page 41.

2. Click on the Add button to confirm the completion of the action.
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@._—_ _L j_,

1applications selected

Add disaster recovery

Replicate data and etcd metadata between both sites for the selected
application.

Figure 3-7 Confirmation dialog box for Disaster Recovery

3. The disaster recovery enrolment for the application(s) is started and as the message
Adding disaster recovery is displayed for the number of applications selected as shown
in Figure 3-8.

le-Ibm-sp m-fus apps.rackag? mydomair F kag2 g L& ¥ B =

orage vents
A summary of PVC storage and storage classes utilized by this application.

Warning Recent
Used Capacity Capacity by storage class

: F @ Adding disaster recovery X
O o 2 5 GiB 2 GiB wordpress-application-
x‘ rackag2 modified.

Capacity usage by PVCs

0.25 Gifl used (1,75 GiB available) 26iB total

No events found
—

There are no warning events
Mused  Avallable found for this application
100%

W ibmespectrum-fusion

Disaster recovery Inventory
@ Synchronized Storage (2)
This application is fully protected from a site outage via sychronous replication. 2 Persistent Volume Claims

Resources (21)

Backups

The summary provides details about the backup activity of this application

2 Replica Sets
Successtul backups Used capacity by policy 1 Routes
10 Secrets

0% wo 2 Services

Last successful backup _ N/A |

Figure 3-8 Disaster recovery enrollment process in progress
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4. Once the enroliment is complete, the application can be viewed as Synchronized. The
replication status is shown as Synchronized on both sites.

a. On the local site, it is seen on the following pages.

i. On the Local tab of the Applications page as shown in Figure 3-9.

« c Q G https:/fconsole-ibm-spectrum-fusion-ns.apps.rackag2.mydomain.com/applications g ® & ¥ B
1BM Spectrum Fusion @ 2 Li
Applications
Applications Local Remote
Backup
Applications tomatically generated for each OpenShift project on the local site.
Cloud S lite x
i X = Disaster recovery Backup policies
. X Synchronize application data Regularly scheduled backups enable
Services Select applications to assign between two sites to ensure your quick recovery from data loss.
. T . in th f
Settings data protection capabilities. APES MSrecoTaatia e el ot
Learn more earn more
Replication status; Filte: v Backup status: 1t ~ Q word| x =]
1 Last
Used Capacity Replication 5 Backup Success 3
Ciname (GiB) (G-%) status IRl status E:c kup rate Policies
wordpress- S
[application- 0.25 2 @® Synchronized  apps.rackag2.mydomain.com olic 0/0 0
rackag? [k
O: a 2 :’}::\:’__”_” apps.rackag2. mydomain.com ) 'f;‘l‘ 0/0
ackag? RICIECIE policy
Items per page: 100 ¥ 1-20f 2 items 1~ loflpage

Figure 3-9 Local site - Applications page

i. On the Application details page in the Overview tab as shown in Figure 3-10.

= ckag2.mydomain.com/applications/w on-racka i @ & * H
2 @ s £
Storage Events
A summary of PVC storage and storage classes utilized by this application.
: Warning Recent
Used Capacity Capacity by storage class
Applications
0.25¢68 2ce
0.25 GiB used (1.75 GiB available) 2GiB total
Tiastract i) -— No events found
Services
mu [ 1
Wb
Disaster recovery Inventory
@ Synchronized ——
This application is fully pratected from a site outage via sychronous replication. 2 Persistent Volume Claims

Backups
The summary provides details about the backup activity of this application

O % (0/0)

Figure 3-10 Application details page - Overview tab

b. On the remote site, go to the Applications page.

i. Go to the Remote tab of remote site as shown in Figure 3-11 on page 43.
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Local Remote
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site.
: x
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Figure 3-11 Remote site - Applications page

3.1.3 Failover

The applications are enrolled for disaster recovery and the persistent volumes are shared
across the sites. In case, Site1 is unavailable due to unknown reasons or for planned
maintenance work, the applications can still be accessed from Site2.

View the applications for failover by following these steps:

1. Login to IBM Spectrum Fusion of the remote site.

2. Go to Applications page.

3. Click on Remote tab.
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4. View the applications as shown in Figure 3-12.
a. The Replication status should show as Synchronized.
b. The Home site should reflect the local site server URL.

Q G https:ffconsole-ibm-spectrum-fusion-ns.apps.rackag3 mydomain.com/applications#tab=remote b d @ & ¥ B
x ® & &
Applications
Applications
Local Remote
Backup
Applications hosted on apps.rackag2.mydomain.com that are in a disaster recovery relationship with the local
site.
x
Failover
Select which applications to == Move applications that were running
) —) on the remote cluster over to the
failover to the local cluster. -0 local cluster.
- Learn more
Replication status: Filter. v |Q word| x =]
[0 Name Replication status Home site
[0 wordpress-application-rackag2 @ Synchronized apps.rackag2 mydomain.com =
O wordpress-application2-rackag2 @ Synchronized apps.rackag2.mydomain.com =
Items per page: 25 1-2 of 2 items 1~ 1of1page
Figure 3-12 View applications for failover on the remote site
Initiate the failover process
This section describes the steps of the failover process:
1. Select an application for failover on the remote site as shown in Figure 3-13.
&« c QO & https mo! < @ & * B
Applications
Local Remote
Applications hosted on apps.rackag2.mydomain.com that are in a disaster recovery relationship with the local
5 X
Services Failover
i i —y Move applications that were running
Settings SEIIECt whichgpplications to ) on the remote cluster over to the
failover to the local cluster. =0 local cluster.
- Learn more
litemselected | Selectall 2 items Failover & | Cancel
B nName Replication status Home site
wordpress-application-rackag2 @ Synchronized apps.rackag2.mydomain.com =
O wordpress-application2-rackag2 @ Synchronized apps.rackag2. mydomain.com =
Items per page: 25 ¥ 1-2 of 2 items 1v 1of1page

Figure 3-13 Failover process

2. Click on the Failover button to initiate failover. The dialog box will appear as shown in
Figure 3-14 on page 45.

IBM Storage Fusion HCI System: Metro Sync Disaster Recovery Use Case



« (o] O & hips:jfconsole pectrum-fusion-ns.apps.rackag3.mydomain. 1s#tab=remote b L ¥ W =

(2]

1 application selected

Failover remote applications
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Step1
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Step 2
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linkage to the mirrored PVs.
Failover

Figure 3-14 Confirmation message for failover process initiation.

3. The replication status for the application is changed from Synchronized to Failover in
progress on the Remote tab of the remote site as shown in Figure 3-15.
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Figure 3-15 Failover progress
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4. Once the failover is complete for the application, the Failover complete message is
displayed as shown in Figure 3-16.

pectrur an-ns.apps.rackag3.mydomain.com/applications#tab=remot ww ® & ¥ B =
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Figure 3-16 Failover completion message

5. The failed over application(s) is removed from the Remote tab of the remote site as shown
in Figure 3-17.
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Figure 3-17 Remote tab

6. Failed over application(s) appears on Local tab of the remote site as shown in Figure 3-18
on page 47.
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Figure 3-18 Local tab of Remote site of Application page

7. Now, redeploy the failed over application(s) on remote site as shown in Figure 3-19.
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Project: wordpress-application-rackag2 ~

Pods

londoace Y Fiter = Name + / m
Pods
Name T Status Ready Restarts Owner Memory cPU Created
Deployments
@ wordpress. £ Running " [¢] D wordpress - - @ Justnow i
DeploymentConfigs application application
rackag2-549 rackag2-549f
StatefulSets fFfSbbd-
o né2nj
Configaps @ wordpress £ Running il o @D wordpress- o = @ Just now
application- application-
rackag2- rackag2-
CronJobs mysql- ql
d74c5c184-5 d74c5ci84
Jobs b

DaemonSets

ReplicaSets

Repli Controllers

HorizontalPodAutoscalers

Figure 3-19 Remote site - Application deployment from OpenShift console
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8. Access redeployed application(s) from remote site as shown in Figure 3-20.

ole-opanshif wordpress-application-rackag2/routes

kube:admin v

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

plicationControliers Project: wordpress-application-rackag2

HorizontalPodAut:

Routes Create Route
Networking
Y Fitter  « Name ~ /
Services
Routes Name Status Location Service
(G wordpress-application-rackag2 @ Accepted http:/fwordpress-application- © wordpress-application-rackag2 H

Ingresses
rackag2com/ £ 1M
Netw

Storage

Builds

Observe

Compute

User Management

Figure 3-20 Remote site - OpenShift Console - Application route

9. View failed over application on remote site as shown in Figure 3-21.

] O & wordpress-application-rackag2.com fd 2 & ¥ W =

@ wordpress-app ¥ Customize O 4 B + New

Just another WordPress

POSTS

DECEMBER 16, 2022 EDIT
wordpress-app-post Search n
WordPress (WP or WordPress.org) is a free and open-source content
management system (CMS) written in hypertext preprocessor
languagel¥] and paired with a MySQL or MariaDB database with
supported HTTPS. Features include a plugin architecture and a
template system, referred to within WordPress as “Themes”. Hello world!

WordPress was originally created as a blog-publishing system but has
evolved to support other web content types including more traditional

RECENT POSTS

wordpress-app-post

mailing lists and Internet fora, media galleries, membership sites, RECENT COMMENTS
learning 1ent systems (LMS) and online stores. One of the
most popular content management system solutions in use, A WordPress Commenter on Hello world!
WordPress is used by 42.8% of the top 10 million websites as of
October 2021
ARCHIVES

Figure 3-21 Application access from remote site
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3.1.4 Failback

Once the Site1 is back online, you may want to failback the applications from remote site
(Site2) to local site (Site1).

View failed over application(s)
To view the failed over application(s) from local to remote site, follow the these steps:

1. Login to IBM Spectrum Fusion of local site (Site1).
. Go to Applications page.

2

3. Go to the Remote tab.

4. Check for application(s) with Replication status as Synchronized.
5

. Also, check the name of Home site. It should reflect the Site1 as shown in Figure 3-22.

s rackag2.mydomain.com/applications#tab=remote ol @ & ¥ B =
1BM Spectrum Fusion rackag? ® 2 0
Q 1
T Applications
Applications
Local Remote
Applications hosted on apps.rackag3.mydomain.com that are in a disaster recovery relationship with the local
site.
%
Failover
feati — Move applications that were running
Se_leCt which applications to —0 on the remote cluster over to the
failover to the local cluster. — local cluster.
=0
ation status:  Filt ~ Q. word x @
[0 mName Replication status Home site
[0 wordpress-application-rackag2 © Synchronized P apps.rackag2.mydomain.com =
Items per page: 25 ~  1-1oflitem 1V 1of1page

Figure 3-22 View failed over applications

Initiate failback process
Follow these steps to failback the application(s) from the remote site (Site2):

1. Login to IBM Spectrum Fusion of local site (Site1).

2. Go to the Applications page.

3. Go to the Remote tab.

4. Select application(s) for failback from the Remote tab of the local site.
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5. Click Failover button as shown in Figure 3-23.

- [e] O & nhttps:jfconsole-ibm-spectrum-fusion-ns.apps.rackag2.mydomair 1s#tab=remote s & ¥ B =

ctrum Fusion rc @ 2 o

Applications

Local Remote

Applications hosted on apps.rackag3.mydomain.com that are in a disaster recovery relationship with the local
site,

x
Failover
. a it Move applications that were running
i ion: —C)
Se.lect which applications to | —C) on the remote cluster over to the
failover to the local cluster. -0 local cluster.
3

Learn more

Failover & | Cancel

Name Replication status Home site
wordpress-application-rackag2 @ Synchronized P apps.rackag2.mydomain.com =x
Items per page: 25 ~ 1-1of 1 item 1~ 1of1page “ »
Figure 3-23 Select the application for failback and initiate failback process
6. The Failback dialog box message appears as shown in Figure 3-24.
7. Click on Failover button to initiate failback.
< [e] QO G httpsijjconsole-ibm-spectrum-fusion-ns.apps.rackag2.mydemain.com/applications#tab=remote o L& ¥ B =

1 application selected

Failover remote applications

This action will create the Persistent Volumes (PVs) and Persistent Volume Claims (PVCs) belonging to
the applications in the local site. Learn more

Step1
Scale the applications to zero at the remote site. This prevents application instances at each site from

writing to the same PVs at the same time, which could lead to corruption.

Step 2
Deploy the applications at the local site (this site), including their PVCs. This will create an automatic

linkage to the mirrored PVs.
Failover

Figure 3-24  Failback dialog box

8. The message “failover initiated” is displayed for the failback initiated application(s) as
shown in Figure 3-25 on page 51.
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Backup Local Remote
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Figure 3-25 Failback message

9. The replication status is changed from Synchronized to Failback in progress as shown
in Figure 3-26. Wait for the failback operation to complete.

ttps:/fconsole-ibm-spectrum-fusion-ns.apps.rackag2 mydomain.com/applications#tab=remote g @ & ¥ B =
x 2 g L
EYeEs Applications
Applications
Backup Local Remote
Dis: recovery
ations hosted on apps.rackag3.mydomain.com that are in a disaster recovery relationship with the local
Cloud Satellite
Infrastructure
x
Secas Failover
Settings hich ication — Move applications that were running
Select which applications to —o0 on the remate cluster over to the
failover to the local cluster. _— local cluster.
o n more
Replication status: Filter. ~ Q. word x ]
[] Name Replication status Home site
[0 wordpress-application-rackag2 (' Failback in progress T apps.rackag2. mydomain.com =
Items perpage: 25 v  1-loflitem 1v loflpage <« »

Figure 3-26 Failback operation progress is displayed
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10.When the failback completes, the application is removed from the Remote tab of the
Applications page as shown in Figure 3-27.

« C QO G nt sole ctrum-fusion-ns.apps.rackag2.mydomain.com/applications#tab=remote bxd ® &L & B
X IBM Spectrum Fusion rackag? @ 2 o
tart
Applications
Applications
Backup Local Remote
cations hosted mydomain.com that are in a disaster recovery relatio ip with the local
Cloud S
Infrastructure -
x
Services Failover
Se ks — Move applications that were running
Se‘lecl which applications to —o0 on the remote cluster over to the
failover to the local cluster. \—o° local cluster.
o r more
Replication status: Filter. ~ Q. word x B
Name Replication status Home site

No items match the current filter.

Figure 3-27 Failed back application(s) removed from Remote tab of local site

11.Go to the Local tab of the Applications page. Check for the failed back application. It
should reappear on Local tab of local site as shown in Figure 3-28.

X IBM Spectrum Fusion rackag2 @ = n

8 L
Quick start
Events Applications
Applications
Local Remote
Applications are automatically generated for each Openshift project on the local site.
Infrastructure *
e ‘-‘ Disaster recovery Backup policies
Sen
. ) Synchronize application data Regularly scheduled backups enable
Settings Select applications to assign between two sites to ensure your quick recovery from data loss.
data protection capabilities apps are recoverable in the event of a
& disaster.
e earn more
Replication status: Filter. w Backup status: Filt v Q. word| x ]
i icati Last
Used Capacity Replication . Backup Success e
[IName (GiB) (Gig) il Home site b ::ckup b Policies
wordprass- e
[Capplication- 0.00 0 @ Synchronized  apps.rackag2 mydomain.com 0/0 0
rackag2 policy
. s No
0.14 2 © Synchronized apps.rackag2.mydomain.com Solicy 0/0
Items per page: 100 v 1-20f 2 items 1V 1ofipage

apps.rack o ppl kag2

(] QO G https:/jconsole-ibm-spectrum-fusion-ns.apps.rackagZ.mydomain.com/applications ol @ & ¥ 0 =

Figure 3-28 Check failed back application status on Local tab of local site

12.Access the redeployed application(s) on local site to ensure the application is up and
running as shown in Figure 3-29 on page 53.
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WordPress (WP or WordPress.org) is a free and open-source content
management system (CMS) written in hypertext preprocessor
language®l and paired with a MySQL or MariaDB database with
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template system, referred to within WordPress as “Themes”. Hello world!
WordPress was originally created as a blog-publishing system but has

evolved to support other web content types including more traditional

RECENT POSTS

wordpress-app-post
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Figure 3-29 View failed back application(s) on local site
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this paper.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this
document. Note that some publications referenced in this list might be available in softcopy
only.

» IBM Storage Fusion Backup and Restore for Cloud Pak for Data, REDP-5706

» IBM Storage Fusion Product Guide, REDP-5688

You can search for, view, download or order these documents and other Redbooks,
Redpapers, Web Docs, draft and additional materials, at the following website:

ibm.com/redbooks

Online resources

These websites are also relevant as further information sources:
» Evolving the IBM Storage Portfolio Brand Identity and Strategy

https://www.ibm.com/cloud/blog/evolving-the-ibm-storage-portfolio-brand-identit
y-and-strategy

» IBM Spectrum Fusion documentation
https://www.ibm.com/docs/en/storage-fusion
» IBM Storage
https://www.ibm.com/storage
» |BM Storage Fusion
https://www.ibm.com/products/storage-fusion
» IBM Storage Fusion HCI 2.5.2 Metro-DR

https://www.ibm.com/docs/en/storage-fusion/2.5?topic=disaster-recovery

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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