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This information was developed for products and services offered in the US. This material might be available
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that language in order to access it.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area. Any
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product,
program, or service may be used. Any functionally equivalent product, program, or service that does not
infringe any IBM intellectual property right may be used instead. However, it is the user’s responsibility to
evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document. The
furnishing of this document does not grant you any license to these patents. You can send license inquiries, in
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IBM Director of Licensing, IBM Corporation, North Castle Drive, MD-NC119, Armonk, NY 10504-1785, US
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represent goals and objectives only.
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All of these names are fictitious and any similarity to actual people or business enterprises is entirely
coincidental.

COPYRIGHT LICENSE:
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techniques on various operating platforms. You may copy, modify, and distribute these sample programs in
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programs conforming to the application programming interface for the operating platform for which the sample
programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore,
cannot guarantee or imply reliability, serviceability, or function of these programs. The sample programs are
provided “AS 1S”, without warranty of any kind. IBM shall not be liable for any damages arising out of your use
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IBM Cloud Pak® for Data can be protected with IBM Storage Fusion. This IBM Redpaper
publication covers backing up IBM Cloud Pak for Data with a non-disruptive (online) backup
and then restoring to an alternate cluster. During an online backup, normal runtime
operations in the Cloud Pak for Data cluster continue while the backup completes. The
backup process includes creating policies and automating backups in IBM Storage Fusion,
then protecting Cloud Pak for Data, protecting IBM Storage Fusion namespace and the IBM
Storage Protect Plus (SPP) catalog. Backup and restore is supported from IBM Storage
Fusion HCI to IBM Storage Fusion software as well as from IBM Storage Fusion Software to
IBM Storage Fusion HCI.

Note: IBM Spectrum® Fusion™ HCI and IBM Spectrum Fusion™ have become IBM
Storage Fusion HCI System and IBM Storage Fusion. This edition uses some of the IBM
Spectrum brand names and will be updated with the next edition. See Evolving the IBM
Storage Portfolio Brand Identity and Strategy to learn more about how IBM Storage Fusion
HCI System and IBM Storage Fusion are key to the IBM Storage Portfolio.

IBM Spectrum Fusion must be at 2.3 or higher with “Backup” service installed. If using IBM
Storage Fusion 2.5.2, the “Backup (Legacy)” service should be used.

If using Storage Fusion 2.6.x, refer to Chapter 5 Backup and Restore in this Redbooks
publication here.

This paper was produced by a team of specialists from around the world working with the IBM
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Summary of changes

This section describes the technical changes made in this edition of the paper and in previous
editions. This edition might also include minor corrections and editorial changes that are not
identified.

Summary of Changes
for IBM Storage Fusion Backup and Restore for Cloud Pak for Data
as created or updated on October 24, 2023.

October 2023, First Edition minor updates

This revision includes the following new and changed information.

New information

» Updated supported IBM Storage Fusion levels in 1.1, “Considerations and requirements”
on page 2 with the following:
The following must be considered when preparing to protect your Cloud Pak for Data

environment on Storage Fusion 2.3.x, 2.4.x, and 2.5.x. If using Storage Fusion 2.6.x, refer
to Chapter 5 Backup and Restore in this Redbooks publication here.

Changed information

» Updated IBM Spectrum to IBM Storage
» Updated urls
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Preparation

This chapter describes the considerations, requirements, and pre-requisites to set up IBM
Storage Fusion backup and recovery for the Cloud Pak for Data environment.
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1.1 Considerations and requirements

The following must be considered when preparing to protect your Cloud Pak for Data
environment on Storage Fusion 2.3.x, 2.4.x, and 2.5.x. If using Storage Fusion 2.6.x, refer to
Chapter 5 Backup and Restore in the Redbooks publication here.

» If using Storage Fusion 2.3.x or 2.4.x, 2.5.0 or 2.5.1, the “Backup” service should be
installed and utilized

» If using IBM Storage Fusion 2.5.2, the “Backup (Legacy)” service should be installed and
utilized

» IBM Storage Fusion Data Protection is enabled (which deploys IBM Storage Protect Plus)

» OpenShift OCP 4.8 and OCP 4.10 are supported, but both source and target clusters
must be at the same major version

» IBM Cloud Pak for Data must be at version 4.5.3 or higher
» All services are installed at the same Cloud Pak for Data release
» The Cloud Pak for Data control plane is installed in a single project (hamespace)

» Backup and restore of the Cloud Pak for Data instance with tethered namespaces is
supported

1.2 Getting pre-requisites ready

Before backing up and protecting the Cloud Pak for Data environment, some pre-requisites
must be prepared.

1.2.1 Installing the cpdbr-oadp service

The first item to prepare is the cpdbr-oadp service in the Cloud Pak for Data operators and
Cloud Pak for Data instance namespaces.

To install the services, prepare your environment to use cpd-cli, which can be found at the
following location: https://github.com/IBM/cpd-cli/releases

Install the cpdbr-oadp service in the Cloud Pak for Data operators and instance namespaces.
Reference the Cloud Pak for Data link:
https://www.ibm.com/docs/en/cloud-paks/cp-data/4.7.x?topic=utilities-installing-cp
dbr-service-storage-fusion-integration

In the sample environment, it is an Express install, which has foundational services and Cloud
Pak for Data operators in the same ibm-common-services namespace. The cpdbr-oadp
service was installed by issuing the following command, as shown in Figure 1-1.

./cpd-c1i oadp install --foundation-namespace=ibm-common-services
--operators-namespace=ibm-common-services --component=cpdbr-ops-hooks
--cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-level=debug -verbose
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$ ./cpd-cli oadp install --foundation-namespace=ibm-common-services --operators-namespace=ibm-common-services --
component=cpdbr-ops-hooks --cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-level=debug --verbose

processing request...

foundation namespace: ibm-common-services

operators namespace: ibm-common-services

spp cpdbr-ops installed
$

Figure 1-1 Install the cpdbr-oadp service in the Cloud Pak for Data operators namespace

Afterwards, we issued oc get pod -n ibm-common-services |grep cpdbr to ensure the
cpdbr-ops-service pod is running, as seen in Figure 1-2.

$ oc get pod -n ibm-common-services Igrep cpdbr
cpdbr-ops-service-54c54d797c-bhb5z /1 Running
$

Figure 1-2 Command to ensure the cpdbr-ops-service pod is running

The install of the cpdbr-oadp service will also generate and apply the ibmcpd-operators for
the IBM Storage Fusion recipe in the Cloud Pak for Data operators namespace, as seen in
Figure 1-3.

$ oc get frcpe -n ibm-common-services
MAME AGE
ibmcpd-operators  45h

$

Figure 1-3 Generate and apply the ibmcpd-operators

Next, the cpdbr-oadp service is installed in the Cloud Pak for Data instance namespace. In
the sample environment, the Cloud Pak for Data instance is in the czen namespace. The
cpdbr-oadp service was installed by issuing the following command, as seen in Figure 1-4.
./cpd-c1i oadp install --cpd-namespace=czen --component=cpdbr-hooks
--cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-level=debug -verbose

$ ./cpd-cli oadp install --cpd-namespace=czen --component=cpdbr-hooks --cpdbr-hooks-image-prefix=icr.io/cpopen

/cpd --log-level=debug --verbose

processing request...
cpd namespace: czen

spp cpdbr installed

Figure 1-4 Install cpdbr-oadp service in the Cloud Pak for Data instance namespace

Afterwards, we issued oc get pod -n czen |grep cpdbr to ensure the cpdbr-service pod is
running, as seen in Figure 1-5.

$ oc get pod -n czen |grep cpdbr

cpdbr-service-795956fd87-zsbg8  1/1 Running @
$

Figure 1-5 Ensure the cpdbr-service pod is running

The install of the cpdbr-oadp service will also generate and apply the ibmepd IBM Storage
Fusion recipe in the Cloud Pak for Data instance namespace, as seen in Figure 1-6.
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$ oc get frcpe -n czen

Figure 1-6 ibmcpd IBM Storage Fusion recipe in the CP4D instance namespace

Moreover, the installation of cpdbr-oadp service also triggers the IBM Storage Fusion
application to then add additional information to the spec area of the Cloud Pak for Data
instance application yaml, such as the variables that will be used for the recipe to be able to
perform the backup and the restore.

We can view the czen yaml by issuing oc get fapp czen -n ibm-spectrum-fusion-ns -o
yaml, as depicted in Figure 1-7.

$ oc get fapp czen -n ibm-spectrum-fusion-ns -o yaml
apiVersion: application.isf.ibm.com/vlalphal
kind: Application
metadata:
annotations:
isf.ibm.com/created-event: created
spp-data-protection.isf.ibm.com/recipe: '{"name":"ibmcpd","namespace":"czen","kind":"Recipe","apiVersion":"s
pp-data-protection.isf.ibm.com/vlalphal"}’
usedcapacity: "725614592"
creationTimestamp: “2022-11-09T20:12:20Z"
generation: 2
name: czen
namespace: ibm-spectrum-fusion-ns
resourceVersion: "83221257"
uid: 22556b@f-f50b-4929-b9b1-d12d@1c87593
spec:
enagbleDR: false
homeCluster: apps.rackb-fusion.tuc.stglabs.ibm.com
includedNamespaces:
- czen
variables:
- name: PARENT_NAMESPACE
value: czen
status:
activeRestore: {}
availableBackups: @
backupStatus: [J
dr5tatus:
aggregateStatus: not-protected
conditions:
- lastTransitionTime: "2022-11-09720:12:20Z"
message: "
observedGeneration: 1
reason: AsExpected
status: "False"
type: Protected

Figure 1-7 View the czen yaml|

1.2.2 Setting up Object Storage

4

The next step is to add a backup storage location which is required before we set up backup
policies. To add a storage location, we go to the Backup policies page and click on Add
location as seen in Figure 1-8 on page 5.
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1EM Spectrum Fusion

Backup policies
Backup policies Policies Locations.
te fi
Backup storage locations are required to set up backup policies. To protect your applications in the event of a
cluster failure, consider setting up an additional object starage backup location. Learn more.

status: Al v Type AL v Q  search,
clsa-catalog-storage H cpd-clusta-backup

© Connected @ connected

Used Used

Ocie 111726

Figure 1-8 Add storage location from Backup policies page by selecting Add location

In our example, we named our location cpst-cos-hciops and we will be using IBM Cloud
Object Storage. We then entered the endpoint and bucket and added the access key and
secret key as seen in Figure 1-9.

M Spectrum Fusion

Add backup location *
Backup locations connected 1o 1BM Spectrum Fusion provide storage for
application backups created by backup policies.
Lecation name
cpsi-cos-hciops
Select a type of storage backup location.
A Azure P 1BM Cloud L]
Microsaft « Object Storage =—' 18M- Object Storage
aws AWS Bp 53 Compliant
~"  Amazen - Object Storage ED) ny - Object Storage

Add your login credentials 1o connect IBM Spectrum Fusion to your backup location.

Endpoint
https;//s3.us-east cloud-object-storage.appdomain cloud
Buckst

cpad-objstore2

Access key
youraccesskeyhere trasmsesssessrasssatmsnssasasasasaase ()
Cancel Add location

Figure 1-9 Complete Add backup location credentials then click on Add location

Chapter 1. Preparation 5




Once we entered the login credentials, we clicked on Add location and we can now see it
listed as one of the Locations within the Backup policies page as seen in Figure 1-10.

Spectrum Fusion

Backup policies

Policies Locations

Backup storage locations are required to set up backup policies. To protect your applications in the event of a
cluster failure, consider setting up an additional object storage backup location. Learn more.

Statws: Al ~  Type Al v~ Q search Add location  +

{7 clsa-catalog-storage : ¢+ cpd-clusta-backup : cpst-cos-hciops
@ connected @ connected @ connected

Used Used Used

Ocie 1,117.28ce Ocie

Applications Palicies

Figure 1-10 cpst-cos-hciops listed as backup location

1.2.3 Backup policies for Cloud Pak for Data applications

Prior to creating and applying backup policies to the Cloud Pak for Data applications, you
must create an S3 compliant backup location in the IBM Storage Fusion Ul, which will be
used to store the backups and restore data from.

The next step is to log into IBM Storage Fusion Ul and go to the Backup policies page to
create a backup policy which will use an S3 object storage location. From that page, we
clicked on Add policy and we named the policy czen-policy and selected a monthly
frequency as seen in Figure 1-11.

reate a backup policy

Figure 1-11 Create the backup policy czen-policy
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Under the Backup Locations section, we selected Object storage as seen in Figure 1-12.

IBM Spectrum Fusion ® e o

Create a backup policy *

12:00 AM v America/Fhoenix v

Backup Locations
Select a location for storing the backups.

In place snapshot Object storage o
Snapshots are stored in place and not Dbject storage backup locations
transterred to object storage. protect your applications in the event

of a cluster failure.

Q  search

cpd-clsa-backup

‘(L/ ibm

cpst-cos-hciops

&5

Retention
Define how long these backup copies will exist in the backup storage location.

Retention

30 - |+ days v

el Create policy

Figure 1-12 Select Object storage for backup location

Once the policy is created, it will appear in the Backup Policies page under the Policies
section as seen in Figure 1-13.

1BM Spectrum Fusion

Backup policies

Applications

Backup policies Policies Locations

The following table contains backup policies created on this cluster. Backup policies contain the schedule and
backup location IBM Spectrum Fusion will use to create recurring backups. Learn more.

Backup location:  All v~ Q  search [ Add polic +

Backup

Name location Frequency Time Retention Applications
12:00 AM Mountain Standard
cpd-ins-clsa cpd-clsa-backup Every day Time " 30 Days cpdz
- pd=cisa-backiip F— 12:00 AM Mountain Standard 30 Days ibm-spectrum-fusion-
Time ns
£po-gpn: epd-clsa-backup Every day 1200 A Hguntain sunciid 30 Days ibm-common-services
clsa Time
7 Every 1 of the 12:00 AM Mountain Standard
czen-policy cpst-cos-hciops onih Time 30 Days ]
Items per page: 10 V¥ 1-4 of 4 items 1v 1oflpage * d

Figure 1-13 czen-policy now listed in Backup Policies page
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The next step is to go to the IBM Storage Fusion Applications page and assign the policy to
your application. In our example, we assigned the czen-policy we just created to the czen
application by clicking on Assign policy which is under the Backup policy column as seen
in Figure 1-14.

1BM Spectrum Fusion ® 2 fat

Name used Capacity Backup status h’;‘nb“"“ g::g:s"s e ::ﬁ::‘;,"’

baas élﬂam 10 GiB [: ] :;E;I:; Assign policy
cpad é?a‘% é‘é‘” 7 [:] y;:’g?"zl" Assign policy
cpdd-ads oGiB 0GiB [ :;";'Q Assign policy
cpd-hadr 0GB 0GiB [.] :i:);hci} Assign policy
cpd-hadr-stndby 0GB 0GB e :‘i:’g‘:‘:{:’ Assign policy
cpdz 303 GiB 956 GiB @ completed 2;’31;};,\21022' afs cpd-ins-clsa
czen 0GB 0GiB [ ] ::s:z:‘l::: Assign policy
default 0GB 2GiB [: ] :i:ﬁ';? Assign policy
ibm-common-service 0GiB 0GB [: ] :;:::\l:; Assign policy
ibm-common-services 1.47GiB 81GiB @ Completed ?;;ﬁ,\;ﬁzz, 5/9 cpd-ops-clsa

Figure 1-14 Select the Assign policy for the czen application

From the Assign a backup policy menu, select the policy you want to apply and click
Assign policy. In our example, we selected the newly created czen-policy as show in
Figure 1-15.

181 Spectrum Fusion

Frequency Time
Every day 12:00 AM
Mountain
Standard Time
Location Location type Retention
5 cpd-clsa-backup IBM 30 Days
epd-ist-elsa  progiancy Time
Every day 12:00 AM
Mountain
Standard Time
Location Location type Retention
i) cpd-clsa-backup [BM 30 Days
c{:d-nps- Frequency Time
L] Every day 12:00 AM
Mountain
Standard Time
Location Location type Retention (]
s cpst-cos-hciops  IBM 30 Days
czen-policy  proguency Time
Every 1 of the 12:00 AM
month Mountain
Standard Time
[ run backup now

I cancel Assign policy

Figure 1-15 Assign the czen-policy to the czen namespace

After assigning the policy, now we can see that the czen-policy is applied to the czen
namespace from the Applications page as seen in Figure 1-16 on page 9.
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X 1BM Spectrum Fusion

f =
Last backup Backup Backup
Name Used Capacity Backup status
Quick start time success rate policy
<0.01 10 pol
Events baas ey 10 GiB :
Applications 19.96 1,147.7 Y
y epid GiB GiB e. Assign pall
Backup policies
vices cpdd-ads 0GB 0 GiB [: ]
SERUNES cpd-hadr 0 GiB 0 Gig ) in
n N No policy
cp 0GB 0GB e °" I:‘“ = Assign poli
cpdz 30.3GiB 956 GIB © Completed 4/5 cpd-ins-clsa
czen 0GiB 0GiB @ Not backed up - czen-palicy
No policy
fi 0G 2 Gil
default 0GB 2GiB [:] assigned
ibm-common-service 0Gi8 0Gig ssign poli
2022
ibm-commaon-se 1.47 GiB @ Comg 25;114@:.4”. 3 5/9
4, 2022 i
0GB 0GiB e 5/5
10:35 AM
bm-spectrum-protect-
ibm-spectrum-scale 50 Gig ssign
Mo policy
ibm-spectrum-scale-csi 0 GiB 0 GiB @ '\opolicy A
assigned
: : No policy
0 GiB 0
um 0 GiB GiB ;) assigned
um-scale- N licy
0Gig 0 Gig e

Figure 1-16 Page shows czen-policy assigned to czen namespace

In the Backup Polices page, we can also verify that the backup policy has been applied to
czen namespace/application as seen in Figure 1-17.

X IBM Spectrum Fusion

Quick start

Events Backup policies
Applications

Backup policies Policies Locations

Services

ontains backup polici tain the schedule

a
kup location IBM Spectrum Fusion w

Backup location:  All v Q  searc [l Addpolicy  +

cr d on ster. Backup

to create recurring backups,

Settings

Backup

Name [ocation Freguency Time Retention Applications
cpd-ins-clsa cpd-cls. Every day Tfnff At Hguntyin St 30 Days cpdz
E 12:00 AM Mountain Standard
cpd-isf-clsa cpd-clsa-backup Every day 30
" Time
i . 12:00 AM Mountain Stand -
cpd-clsa-backup Every day = 30 Days
Time
& Every 1 of the 12:00 AM Mountain Standard
czen-policy cpst-cos-hciops month Time 30 Days czen
Items perpage: 10 v 1-4 of 4 items 1~ 1oflpage ‘ v

Figure 1-17 Verify that the backup policy has been applied to czen namespace
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We can also list the policies and view the objects that get created via command line by
issuing the following command: $ oc get fbp, fpa as shown in Figure 1-18.

3 1 oc get fbp, fpa
NAME PROVIDER BACKUPSTORAGELOCATION RETENTIONUNIT
backuppol icy. data-protection. (sf. Lbm. con/c-demo isf-ibmspp  cpst-cos-hciops
backuppol | cy. data-protection. isf . ibm. com/cpd-demo isf-ibmspp  cpst-cos-hciops » days
backuppol icy.data-protection. isf.ibm.con/cpd-operators  isf-ibmspp  cpst-cos-hclops days
backuppol | cy. data-protection. isf . ibm. com/czen-policy isf-ibmspp  cpst-cos-hciops days
backuppol i cy. data-protection. isf. ibm. con/weekly-cos isf-ibmspp cpst-cos-hciops we **0 days

N PROVIDER APPLICATION BACKUPPOLICY  RECIPE RECIPENAMESPACE

CXUPTIMESTAMP  CAPACITY

policyassignment . data-protection. Lsf.ibm. con/cpd-denc-c-deso isf-ibmspp  cpd-demo c-demo {bmcpd cpd-deno Assigned
o velues

policyassignment. data-protection. isf.ibw, con/cpst-zen-deno-cpd-demo isf-ibmspp  cpst-zen-demo cpd-dema ibmcpd cpst-zen-deno Assigned
o voluer

policyassignment data-protection. isf. ibw.con/czen-cren-policy isf-ibmspp  czen czen-policy bmepd czen Assigned
o volue

policyassignment data-protection. isf. ibu.con/{bn-common-services-cpd-operators isf-ibmipp ibm-common-services cpd-operators ibmcpd-operators ibm-common-services Assigned
<0 valuer

Figure 1-18 Command line list of policies and objects created

From that command we can see the backup policy we created which is called czen-policy
and the policy assignment of the czen namespace. Furthermore, we can also see the Recipe
column lists the ibmcpd recipe.

Additionally, the ibm-common-services namespace was assigned the cpdops-policy as
seen in Figure 1-19.

X IBM Spectrum Fusion

Quick start
Events
Applications
Backup policies

Services

g e 2
Settings 53 30.3GiB 956 GIB © Completed P*_v“ 2022 4/5 cpd-ins-clsa
12:48 PN

czen 0GiB 0GiB @ Not backed up - czen-policy

0GiB 2GiB 1P
bm-common-service 0GiB 0GiB As:
ibm-common-services 1.47 GiB 81GiB @ Completed 5:96261:',%2022. 6/10 cpdops-policy
bm-spectrum-fusion-ns 0GiB 0GiB © Completed Ef:{if}mz 5/5 cpd-isf-clsa
bm-specirum-protect- 2241 GiEi - @ \opolicy P

assigned

Figure 1-19 cpdops-policy was also assigned to the ibm-common-services namespace

1.2.4 Backup policy for IBM Storage Fusion application
In the Fusion Ul, create a new Backup policy for the IBM Storage Fusion application backup

and restore resources. In this case, policy cpd-isf was created, as seen in Figure 1-20 on
page 11.
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Backup

Policles Locations

Name Backup location Frequency Time Retention Applications.

Items pev page: 10~ 1-6 ot & irem: 1~ 1oflpage

Figure 1-20 Backup policy cpd-isf created to backup the IBM Storage Fusion resources

Then assign the policy to the IBM Storage Fusion application. In this example,
ibm-spectrum-fusion-ns. Seen in Figure 1-21.

Assign backup policy

i cpst-cpdb 1BM 30 Days
cpadinst

Every day 11:00 PM India
Standard Time

cpst-cpdb 18M 30 Days

epi-inst i
Every day 12:00 AM India
Standard Time
cpst-cpdb 1BM 30 Days
cpd-ist e Tiena
Every day 2:00 AM India
Standard Time
B3 Fun backup now

Locatic Betenti
cpst-cpdb 30 Days

Figure 1-21 Assign backup policy for ibm-spectrum-fusion-ns Application

1.2.5 Backup policy for the IBM Storage Protect Plus catalog

Log into the IBM Storage Protect Plus user interface (SPP Ul) to create the SPP catalog
backup policy. To get the credentials, you need to get them from the OCP console and go to
Workloads — Secrets — spp-connection. That page lists the URL for IBM Storage Protect
Plus as well as the username and password.
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From the SPP Ul, go to Manage Protection — Policy Overview and click Add SLA Policy.
Create new SLA policy of type IBM Storage Protect Plus catalog, as seen in Figure 1-22.

I‘ﬂln @ sfadmin

Add SLA Policy

~
Policy Type
@ Folicy Typo ylyp
Select policy type
U W vou will not be able to change the plicy Type after the policy has been created
5]

Catalog to vSnap Catalog to Object Storage

'nl
Ha

Figure 1-22 Create SLA Policy to backup the SPP catalog to Object Storage

Select the desired policy rules, such as frequency and retention. Note, the start time must be
after the completion time of the Cloud Pak for Data operators, Cloud Pak for Data instance,
and IBM Storage Fusion backups, to capture the most recent backups. Select the desired
object storage location, which can be accessed by the target cluster. Seen in Figure 1-23.

Add SLA Policy

Policy Rules

catalog-policy

Figure 1-23 Define the policy rules and storage destination for the SPP catalog backup policy

Now assign the policy for backing up the SPP catalog. In the SPP console, navigate to
Manage Protection — IBM Spectrum Protect Plus — Backup. Find the newly created
policy and select it. Click Save. Seen in Figure 1-24 on page 13.
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@ SLA Policy

[n a SLA Policy Frequency Retention

catalog-policy Every 1 Days at 1:00:00 AM Backup: 15 Days

SLA Policy Status

Palicy. Jub Type Fraquency Naxt Run Status

Figure 1-24 Assign the SLA policy to backup the SPP catalog

At this point the SPP catalog will backup on the selected schedule.

1.2.6 IBM Storage Protect Plus access credentials for source cluster

The user must document the access credentials for IBM Storage Protect Plus for the source
cluster, in the event the source cluster goes down and will be restored to an alternate cluster.

The credentials reside in the spp-connection secret in the IBM Storage Fusion namespace.
An example command to obtain the credentials is the following:

oc extract secret/spp-connection --to=- -n ibm-spectrum-fusion-ns
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Backing up the source cluster

Now that the Cloud Pak for Data and the IBM Storage Fusion applications, as well as the IBM
Storage Protect Plus catalog, have backup policy assignments, they will begin backing up
according to their respective backup policy frequencies. However, an on demand backup of all
of the elements can be performed.

This chapter describes the steps to backup the Cloud Pak for Data operators and instance,
IBM Storage Fusion namespace, and the IBM Storage Protect Plus catalog. In our example,
we installed Cloud Pak for Data platform 4.5.3 with IBM Db2® service. Timings for backup
and restore are based on our specific deployment.
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2.1 Backing up the Cloud Pak for Data operators

From the IBM Storage Fusion Ul, we can start the backup of the IBM Cloud Pak for Data
operators. In the sample case, we used the IBM Common Services express installation. To
start the backup, we went to Applications and selected ibm-common-services. Then
clicked on the Backups tab at the top of the screen. Then, clicked the Actions drop-down
menu and selected Backup now as seen in Figure 2-1.

1BM Spectrum Fusion

[a)
Quick start Applications /
o ibm-common-services Actions... -
Overview Storage Backups Resources
Backup policies S ——
S Usage Backups
Settings
A 131.6 6
GiB fualable Q' search v 8
Used backups
Time Policy Status Capacity Location
Backup policy
Dec 14, 2022, 5:06 PM cpdops-policy @ Completed 20GiB cpst-cos-hciops
cpdops-policy
pdops-policy Dec 14, 2022, 10:41 AM cpd-ops-clsa @ Completed 22.35GiB cpd-clsa-backup
© Available 1
Retention 30 Days Dec 14,2022, 12:27 AM cpd-ops-clsa @ Completed 22.34 GiB cpd-clsa-backup
Total used 20GiB
Last backup Dec 14, 2022, 5:06
PM Dec 13, 2022, 12:09 PM cpd-ops-clsa @ Completed 22.32GiB cpd-clsa-backup

Figure 2-1 Select a backup

Then from the Run a backup now window, click on Run backup policy as shown in
Figure 2-2.

Run a backup now

A backup of this application will be run immediately with this backup policy.

Location Location type Retention
(&} cpst-cos-hciops 1BM 30 Days
cpdops-

policy

Run backup policy

Figure 2-2 Run the backup policy cdpops-policy immediately

The next step is to log into the IBM Storage Protect Plus user interface (SPP Ul) to watch the
progress of the backup job. To get the credentials, you need to get them from the OCP
console and go to Workloads — Secrets — spp-connection. That page lists the URL for
IBM Storage Protect Plus as well as the username and password.

After logging into the SPP user interface, click on the Jobs and Operations icon on the
left-hand side, and in the Running Jobs tab, we can see the progress of the scheduled
backup job as seen in Figure 2-3 on page 17.
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©) Qz @ isfadmin

trum Protect Plus

Running Jobs & Job History Active Resources Schedule

0 0

Total Backup Inventory Maintenance Restore

openshift_cpdops-policy actions

m & & |3 P
=
[N
o

Start v n Q  search 7

Jo

openshift_cpdaps-policy Type: Backup | Start Time: Dec 14, 2022 5:02:27 PM

[_:j Type: Backup Activity: Running

Start Time: Dec 14, 2022 5:02:27 PM -
/
Duration: Oh 2m 25s Completed: 0/2 [ Progress Concurrent Jobs | Download .zip

Failed: 0 | Success: 0 | Total: 2

1

Status Time 1D Description
Summary Dec 14,2022 CTGGA2398 Starting job for policy openshift_cpdops-policy
5:02:26 PM (ID:1008). id -> 1671062546244. IBM

Spectrum Protect Plus version 10.1.12-124.

Figure 2-3 View the jobs running

After the job completes, we can go to the Job History tab and from there, we can see there
are two phases to the backup. The first phase is the Snapshot which performs the local
shapshot of all the PVCs and resources. In our case, this phase took four minutes and 21
seconds. The second phase is the Backup which is a copy of the backup and this phase
uploads all information to the selected storage location and this phase took six minutes and
22 seconds. In total, the backup of Cloud Pak for Data operators took ten minutes and 43
seconds to complete as seen in Figure 2-4.

® Qz ® isfadmin

ome to IBM um Protect Plu:
Running Jobs Job History S Active Resources Schedule
Vv Job history

ol 100% 12 0 0 12 porae Y _taszhows v

Success Rate Total Jobs Failed Warning Successfu
g .

Start v Tl Q searchb v
o openshift_cpdops-policy

i -noli Success: 2 Type: Backup | Start Time: Dec 14, 2022 5:02:27 PM | End Time: Dec 14, 2022
) openshift_cpdops-policy adcese U oo

L:;.'. Type: Backup | Status: Completed Skipped 0

Start Time: Dec 14, 2022 5:02:27 PM

End Time: Dec 14, 2022 5:06:49 PM et e
Progress Job Lo; Concurrent Jobs Download .zip
Duration: Oh 4m 21s Total : 2 “\ i 8 e S /j [
v

Failed: 0 | Success: 2 | Total: 2

openshift_cpdops-policy 5
Type: Backup - Snapshot | Status: Completed 0
i - Status Time D Description
Start Time: 14,2022 4:55:25PM
End Time: 14,2022 5:01:47 PM
Duration: 0Oh 6m 22s Total : 2 Summary Dec 14, 2022 CTGGA2398 Starting job for policy openshift_cpdops-
5:02:26 PM policy (ID:1008). id -> 1671062546244,

1BM Spectrum Protect Plus version

Figure 2-4 View statistics for snapshot and backup
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Once the backup completes, we can see the Backup status listed as Completed in the
Applications page of IBM Storage Fusion which shows the status of the most recent backup
as shown in Figure 2-5.

X IBM Spectrum Pusion 3 Q

Quick start L]

Events

Figure 2-5 Status of most recent backups

2.2 Backing up the Cloud Pak for Data instance

Now we are ready to do the backup of the Cloud Pak for Data instance, which in our example,
the application/namespace is called czen. To do so, we went to the Applications page within
IBM Storage Fusion and clicked on czen as shown in Figure 2-6.

IBM Spectrum Fusion

Assign policy

cpdd
Quick start

Events cpdd-ads 0GiB 0GiB Assign policy

Applications
gn policy

cpd-hadr 0 GiB 0GiB

Backup policies

Assign policy

Services cpd-hadr-stndby 0GB 0GiB

AL ings cpdz 30.3GiB 956 GiB @ Completed [l\gc“é«lrsuzz 4/5 cpd-ins-clsa
czen 0GB 0GB @ Not backed up - czen-policy
default 0 GiB 2GiB Assign policy
ibm-common-service 0GB 0GB Assign policy
ibm-common-services 1.47 GiB 81GiB © Completed 2;661:[:42022‘ 6/10 cpdops-policy
ibm-spectrum-fusion-ns 0GiB 0GB © Completed i‘gcjé"h,;bzz 5/5 cpd-isf-clsa

ibm-spectrum-protect-
plus-ns

Figure 2-6 Select namespace czen

Assign policy

1.41GiB 400 GiB

Once, inside the czen Applications page, we clicked on the Backups tab and from the
Actions drop-down menu, selected Backup now as show in Figure 2-7 on page 19.
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X IBM Spectrum Fusion : an

Quick start Applications /

it et W Actions 2

LIRS
Overview Storage Backups Resources

Backup now

Backup policies

& Backup this application To take advantage of IBM Spectrum Fusion data protection, backup this application using a backup policy.

Usage Backups

0GiB 0

Used Available Q arch Y @
Time Policy Status Capacity Location

Backup policy

czen-policy

Retention 30 Days
0GiB

i “

Figure 2-7 Selected Backup now from the czen Applications page

Then from the Run a backup now window, we clicked on Run backup policy which will
utilize the backup policy that was just created as shown in Figure 2-8.

Run a backup now

A backup of this application will be run immediately with this backup policy.
Location Location type Retention

A

[\ cpst-cos-hciops 1BM 30 Days

czen-policy

Figure 2-8 Run the backup now for czen-policy
Once it starts, we can see the snapshot creation is in progress as depicted in Figure 2-9.

1BM Spectrum Fusion

D

Applications /

czen

o Backup in progress
Application is backing up with czen-policy.

Figure 2-9

Overview Storage Backups Resources
Usage Backups
0GiB 0
Used Available backups Q. search v @
Time Polic Status Capaci Location
Backup policy Y pacity
Dec 14, 2022, 5:10 czen- Snapshot in - Ccpst-cos-
PM olicy 0 rogress BGE hciops
czen-policy policy progf P
. - v a “ »
Retention 30 Days Items per page: 25 1-1of 1 item 1 1of 1 page
Total used 0GB
Last backup N/A

View the Snapshot in progress status
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To see the progress of the backup, we went to the IBM Storage Protect Plus Ul then went to
the Jobs and Operations page and clicked the Job History tab. In our example, the
shapshot took 3 minutes 52 seconds to complete and the copy backup took 3 minutes 51
seconds as depicted in Figure 2-10.

Welcome to IBM Spectrum Protect Plu: rsion 10.1.12. See details

W Start v i Q v
openshift_czen-policy
| openshift_czen-policy Success: il Type: Backup | Start Time: Dec 14, 2022 5:14:33 PM | End Time: Dec 14, 2022
- Failed 0 5:18:25 PM

Type: Backup | Status: Completed Skipped 0
% Start Time: Dec 14, 2022 5:14:33 PM

End Time: Dec 14, 2022 5:18:25 PM i
8 TR — a1 “\, Progress Job Log Concurrent Jobs /J Download .zip
o Failed: 0 | Success:1 | Total: 1 i
(2 openshift_czen-policy ﬁ‘f:a“ é

alle
Type: Backup - Snapshot | Status: Completed Skipped 0
" Status Time ) Description

[ Start Time: Dec 14, 2022 5:10:31 PM

End Time: Dec 14, 2022 5:14:23 PM

Duration: 0h 3m 515 Total : 1 summary Dec 14, 2022 CTGGA2398 Starting job for policy openshift_czen-policy

5:14:32 PM (1D:1009). id -> 1671063272212 1BM
nectrum Protect Plus version 101 12:124

Figure 2-10 Review the progress status of the jobs

So overall, it took under 20 minutes to complete all the phases of the backups for our
deployment of ibm-common-services and czen applications.

We can also see that the SPP job log shows that the execution of recipe hooks and activities
from the recipe completed successfully as seen in Figure 2-11.

® { ® stadmin +

openshift_czen-policy

@
Status Time o Description
W
8 openshift_cpdops-policy
A
openshift_cpdops-policy
a
& '

with return code 0y

openshift_cpdops-policy

Figure 2-11 SPP job log shows detail of completed phases of the backups
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2.3 Backing up the IBM Storage Fusion namespace

From the IBM Storage Fusion Ul, we can start the backup of the IBM Storage Fusion
namespace. Note: The IBM Storage Fusion application backup is also a recipe based backup,
in which only a subset of the Kubernetes resources are backed up, which include the backup
storage locations (BSLs), the secrets for the BSLs, the backup policies created in Fusion, and
the Fusion applications. To start the backup, we went to Applications and selected
ibm-spectrum-fusion-ns. Then clicked on the Backups tab at the top of the screen. Then,
clicked the Actions drop-down menu and selected Backup now as seen in Figure 2-12.

ibm-spectrum-fusion-ns

Applications

Backups
Rup

Usage Backups

Time: Policy Status Capacity Lacation

Figure 2-12 Select Backup now for the ibm-spectrum-fusion-ns Fusion application to initiate an
On-Demand backup

The next step is to log into the IBM Storage Protect Plus user interface (SPP Ul) to watch the
progress of the backup job. To get the credentials, you need to get them from the OCP
console and go to Workloads — Secrets — spp-connection. That page lists the URL for
IBM Storage Protect Plus as well as the username and password.
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After logging into the SPP user interface, click on the Jobs and Operations icon on the
left-hand side, and in the Running Jobs tab, we can see the progress of the scheduled
backup job as seen in Figure 2-13.

Jobs and Operations

openshift_cpd-isf

openshift_cpd-isf Start Time;

JobLog

Status Time w Description

Figure 2-13 Monitor SPP running jobs

After the job completes, we can go to the Job History tab and from there, we can see there
are two phases to the backup. The first phase is the Snapshot which performs the local
snapshot of all the resources. In our case, this phase took three minutes and 17 seconds. The
second phase is the Backup which is a copy of the backup and this phase uploads all
information to the selected storage location and this phase took four minutes and 17 seconds.
In total, the backup of IBM Storage Fusion resources took seven minutes and 34 seconds to
complete as seen in Figure 2-14.

l Jobs and Operations

Job Histery

@ 86.22% 225 8 % |43 194

B8 : L
I openshift_cpd-isf

openshift_cpd-isf

openshift_cpd-isf
2 Back ; Stans Tiene w Description

Figure 2-14 The SPP backup jobs for ibm-spectrum-fusion-ns completed successfully
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2.4 Backing up the IBM Storage Protect Plus catalog

Now that the Cloud Pak for Data operators, Cloud Pak for Data instance, and IBM Storage
Fusion backups are complete, we are ready to back up the actual SPP catalog which is
required to restore over to the target cluster. In the SPP Ul, go to Manage Protection — IBM
Spectrum Protect Plus — Backup. Under SLA Policy Status, click on the Actions
drop-down menu and select Start as seen in Figure 2-15.

N - .
>
b
o oo

-
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&
3
4
3
2
z
&
=
€
E
2

Figure 2-15 Select Start from the Actions drop-down menu to start an SPP catalog backup

Once it starts, we can see the backup is in Running State from the Running Jobs tab in the
Jobs and Operations page as seen in Figure 2-16. The SPP catalog backup is meta data
only and the backup goes quickly, 1- 5 minutes.

@ Q‘ ® stadmin

Jobs and Operations Info

catalog_catalog-s3

Figure 2-16 Review the progress status of the backup job
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Restoring to the target cluster

Now that everything on the source cluster is backed up, we can move over to the target
cluster to perform the restore. As stated in Chapter 1, “Preparation” on page 1, the source
and target clusters need to be at the same OCP major version. This chapter will include
restoring the IBM Storage Protect Plus catalog, then restoring the IBM Storage Fusion
resources, and then finally restoring the Cloud Pak for Data operators and Cloud Pak for Data

instance applications.
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3.1 Validating the target cluster is ready for restore

Restore of Cloud Pak for Data requires that the namespaces do not exist prior to restore. On
the target cluster, we will check that it does not currently contain ibm-common-services and
czen namespaces. To do this, we issue the $ oc get ns |grep -v open andthe $ oc get ns
ibm-common-services czen commands as seen in Figure 3-1 and the output indicates they do
not exist.

[ 3 | oc project

Using project "defoult™ on server “https://apl.ocp-b.cpst-lob.ibm. com:6443",

] oc get ns Igrep -v open
NAME STATUS  AGE
baas Active 18h
csr-outo-opprover Active 514
defoult Active 51d
ibm-spectrum-fusion-ns Active %
ibm-spectrum-protect-plus-ns Active 18k
ibe-spectrum-scale Active 37h
ibm-spectrum-scale-csi Active 39h
ibm-spectrum-scale-operator Active 39h
kube-node - Lease Active 51d
lube-public Active 5l1d
libe-systen Active 514
rook-caph Active 2d12h

i | oc get ns ibm-common-services czen
Error from server (NotFound): namespaces "ibe-common-services™ not found
Error from server (NotFound): namespaces “czen™ not found

Figure 3-1 Verify ibm-common-services and czen namespaces do not exist on the target cluster

We also need to verify that none of the Cloud Pak for Data catalog sources exist on the
cluster. Issue command oc get catsrc -n openshift-marketplace. If any Cloud Pak for
Data catalogs exist, then it may cause the restore to fail.

We then need to verify this is a fresh installation of IBM Storage Fusion and that it doesn't
have any other existing backups. This is because when the SPP catalog is restored from the
source cluster, any existing backups will be lost. To check, we need to log into the SPP Ul for
the target cluster and we need to get the credentials from the target OCP cluster just like we
did earlier. To get the credentials, we need to log into the OCP cluster, and from there, go to
Workloads — Secrets — spp-connection. This page lists the URL for IBM Storage Protect
Plus as well as the username and password. Once we attained our credentials, we logged
into the SPP Ul and went to the Jobs and Operations page. As we can see from the

Figure 3-2, we do not have any running jobs.

@ Ou @ istadmin

Jobs and Operations
a
+ 8
0 0 0 0 0
9
E .
2
E:E

Select a job to view detailed info.
No available jobs

Figure 3-2 Jobs and Operations page of the SSP Ul shows no running jobs

From the Job History tab, we also checked that there are no previously scheduled backups
as seen in Figure 3-3 on page 27.
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® 4 @ istadmin

Maintenance

Maintenance

m

Storage Server Inventory

Status Time 10 Description

Figure 3-3 No previous scheduled backups

The other thing we need to verify is that we need to have the original storage classes that we
had on the source cluster. To check this, we issued $ oc get pvc -n czen from ocp-a which
is our source cluster, as seen in Figure 3-4.

[ ;| oc get pvc -n cren
NAME STATUS  VOLUME ACCESS MODES
activelogs-c-dbZol tp-1661967716864728-®2u-0  Bound pve-e1962247- 71df -4235-8248-b45215%bela ibm-spectrum-scale-rmx
c-db2oltp-1661967716864728-backup Bound pve-56c10e84-bf6f -4004-b37e-adedladf 540 ibm-spectrum
ibm-spectrum:
{bm-spectrum

c-dbZoltp- 1661967716864 728-neta Bound pvc-346e3c96- 732 -4833-ad6f -d4374faZ2fac
dota-c-db2ol tp-1661967716864728-db2u-8 pvc-90aalZea-Sedd-47c9-97e4- FiBaTaf51eb3

ibm-spectrum-scale-rwo
{bm-spectrun-scale-rmo

datadir-zen-netastoreds -9 pve-6f450dff-e119-4986- 807 4-530411c1ebid

datadir-zen-setastoredd-1 pwe- 964083 - 98df - 42009007 - 18681009028

datadir-zen-metastoredd-Z PvC-3bb31624-417d-4641-b445-91S8ccioRlaf

tempts-c-dbZol tp-1661967716864728-db2u-0 pvc-113daf62-deed-4af9- 5393100477

user-home -pvc Pve- 40644564 - b4 - 4988 - acEb- d358edI19a4e
C

RWO
L
L
"M
data-dsx-influxdd-@ pve-Beacocod- dd7f -4e94-bbcd- 1060632 c3IFS L] ibe-spectrum-
"AO
LY
L
L
L

ibm-spectrum-scale-rux

Figure 3-4 Verify the original storage classes on the source cluster

From the STORAGECLASS column from Figure 3-4, we can see that we have the IBM
Storage Scale storage classes for both RWX and RWO: ibm-spectrum-scale-rwo and
ibm-spectrum-scale-rwx. Furthermore, we can also see that we have the same storage
classes on ocp-b, which is our target cluster by issuing $ oc get sc as shown in Figure 3-5. If
these two storage classes do not exist on both the source and target clusters, the restore will
fail.

[ ] oc get sc
NAME PROVISIONER RECLAIMPOLICY  VOLUMEBIND INGMODE ALLOWVDLUME EXPANSTON
ibm-spectrum-scale-internal  kubernetes.io/no-provisioner Delete WaitForfirstConsumer false
ibm-spectrum-scale-rwo =3 spectrusscale.csi.ibn. com Delete lemediate

ibm-spectrum-scale-rm I spectrusscale.csi.ibm. con Delete Immediate
ibe-spectrum-scale-sample spectrusscale.csi.ibm. com Delete Immediate

ibm-spectrum-scale-sc spectrumscale.csi.ibm. com Delete Ismediate
rook-ceph-block rook-ceph. rbd. csi .ceph. com Delete Immediate
[ 1-s1

Figure 3-5 Verify target cluster storage classes are the same as the source cluster

Additionally, the target cluster must be prepared to install Cloud Pak for Data. Change any
node settings that are required to match the source cluster. Reference the following Cloud
Pak for Data link:
https://www.ibm.com/docs/en/cloud-paks/cp-data/4.5.x?topic=cluster-changing-requir
ed-node-settings
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3.2 Restore the IBM Storage Protect Plus catalog

Once we verified that we have a fresh installation of Storage Fusion and that there are no
existing backups on our target cluster, we are ready to restore the SPP catalog from the IBM
Cloud Object Storage.

The first thing that must be setup is access to the same s3 object storage where the SPP
catalog was backed up on the source cluster. In the SPP Ul, go to the System
Configuration — Storage page as shown in Figure 3-6.

Aun Inventory

version SLA Palicy

o

m

Figure 3-6 Select Storage under System Configuration

The next step is to select Cloud storage — Add cloud storage and go through the menus
as shown in Figure 3-7.

@ q. ® isfadmin

Cloud storage

Agd cloud storage +

B & @ % P

Jo

L

Figure 3-7 Select Add cloud storage

In our example, we used IBM Cloud Object storage as the backup storage location. In the first
page, we select IBM Cloud Object Storage and in the next page, we need to enter the
details for location. This will be the same location we performed the backup to on the source
cluster so that the target cluster will be able to look up that catalog backup and be able to
restore from it. See Figure 3-8 on page 29.
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Add cloud storage

B

Cloud details

@ Cloud deta 18M Cloud Object Storage detal

@ <

B &

Figure 3-8 Enter the Cloud details

Once we entered the Cloud details, the next page, prompts us to enter the details of the
bucket endpoint. In our example, it was IBM Cloud Object Storage, but it could be set to the
location of your choice as seen in Figure 3-9.

Add cloud storage

@

W Get buckets
tto k

o I

b

8 P , :
ol

1’Q|

s

Figure 3-9 Enter the details of the bucket endpoint
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In the last page, we reviewed the details we entered, and once we confirmed it was correct,
we clicked Submit as shown in Figure 3-10.

©) Q" ® sfadmin

Add cloud storage

W w1y Review

Figure 3-10 Review and submit to add cloud storage

Now we are ready to restore the SPP catalog. Go to the Manage Protection — IBM
Spectrum Protect Plus — Restore Page as seen in Figure 3-11.

® H ® sfadmin

Add cioud storage +

8 : i :
Figure 3-11 Select Restore

In this example, we performed the restore from IBM Cloud Object Storage, so we go to the
From cloud storage tab at the top and click on the storage location spp-catalog as seen in
Figure 3-12 on page 31.

30 IBM Storage Fusion Backup and Restore for IBM Cloud Pak for Data



Restore

o
Restore IBM Spectrum Protect Plus
A

From cloud storage

Figure 3-12 Restore SPP catalog from cloud storage

Then we found the most recent backup we just performed and clicked on Restore as shown
in Figure 3-13.

@ Catalog Restore
W+
Q 0
=
(3] »
it [~
&

Figure 3-13 Restore the most recent spp-catalog
We then left the default values to Restore the catalog and suspend all scheduled jobs and

we left the Expire in-place snapshots for container workloads checkbox selected and
clicked on Restore.

Chapter 3. Restoring to the target cluster 31



A warning box asking if you are sure you want to proceed then appeared and by clicking Yes,
the restore for SPP is started. See Figure 3-14.

Figure 3-14 Select Yes on message box to start the restore for SPP

The restore for SPP took about 20 minutes in our example and we followed the progress via
command line within the SPP namespace by following the sppvirgo pod logs. To find the
name of the sppvirgo pod, we issued the following command (see Figure 3-15).

$ oc get pod -n ibm-spectrum-protect-plus-ns

[ oc get pod -n ibm-spectrum-protect-plus-ns
NAME READY  STATUS RESTARTS AGE
spp-omsebs-SdbP9995f -55 jxi Running 18h
spp-omsecl-7o6Eb5bS5-gugfd Running &y
spp-ingressp Tde Running 18k
Spp-manager - 1 Running 18k
Spp-operator 9 - /2 Running 1éh
spp-pluglns -mongo - 66F4 7Bdb Sl S Running 188
spp-plugins -redis-6cbb55b57-67 vl S Running 18k
Spp-proxy - 755460 15c9- 2homs Running 18h
sppdbmongo-Sc4bcBbcdS-x7T2d4 Running 18h
Running 18h
Runeing 10h
Running 18h

/ Running (18h ago) 18

sppul - 7bcEad7EE-b LS Running

sppvadp - 5 9dh 56589 - grwkn Running

sppvirgo-58f7641974-55r9q Running

Figure 3-15 Find the sppvirgo pod name

18h
18h
18h

L]
]
[}
[ ]
[}
[ ]
L]
[}
L]
L]
L]
L]
?
[}
L]
L]

The command to follow the sppvirgo pod logs is as follows:

$ oc logs <sppvirgo-pod-name> -n ibm-spectrum-protect-plus-ns -f --since=1m

In our example the name of our sppvirgo pod is sppvirgo-58f764f974-5sr9q so we issued
the following command as shown in Figure 3-16 on page 33:

$ oc Togs sppvirgo-58f764f974-5sr9q -n ibm-spectrum-protect-plus-ns -f --since=1lm
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8 | oc logs sppvirgo-SBF764f974-54r9q -n ibe-spectrum-protect-plus-ns -f --since=1m
[2022-99-01T07:20:15.7297] System Bundle Shutdown <KE@Q1OI> Shutdown initioted

[2022-89-91T07:20:22.6142] System Bundle Shutdown <TC@0OZI> Stopping Tomcat.
[2022-99-01T07:20:24.5157] System Bundle Shutdown <TC80831> Stopped Tomcat.
[2022-99-01707:20:26.3257) INFO 1iLogServicelistener@dZbec7oé org.osgl.service.log.LogService Sundle org.eclipse.virgo.medic.core 3.7.2 RELEASE, Service 94
s ServiceEvent UNREGISTERING
[2022-09-01T07:20:26.3257) INFO 1ilogServicelistenar®dZbac7ob org.osgl.service.log.LogService Bundle org.eclipse.virgo.medic.core.3.7.2 RELEASE, Service 34
s ServiceEvent UNREGISTERING
[2022-09-017T97:20:26.3257) INFO 1iLogServicelistener®4Zbéc7d6 org.osgl.service.log.LogService Bundle org.eclipse.virgo. medic.core.d.7.2 RELEASE, Service 32
» ServiceEvent UNREGISTERING
[2022-09-91797:20:26.325Z) INFO {LogServicelistener®42b4c7d6 org.osgl.service.log.LogService Bundle org.eclipse.virgo.medic.cored.7.2 RELEASE, Service 33
» Servicefvent UNREGISTERING
[2022-99-01707:20:26.3257) INFO 1ilogServicelistener®42bdc7dé org.osgi.service.log.LogService Bundle org.eclipse.virgo.medic.core_3.7.2 RELEASE, Service 36
» ServiceEvent UNREGISTERING
[2022-89-017T07:20:26. 325Z) INFO ilogServicelistener#d2bdc7dé org.osgi.service.log.LogService Bundle org.eclipse.virgo. medic.core_3,7.2 RELEASE, Service 96
, ServiceEvent UNREGISTERING
2-89-81T07:20:26. 326Z] INFO ilogServicelistener®dZbic?ob org.osgi.service.log. LogService Bundle org.eclipse.virgo. medic. core_3.7.2 RELEASE, Service 37
UNREGISTERING
: iLogServicel istener@dZbAc7d6 org.osgi.service.log. LogService Bundle org.eclipse.virgo medic. core_3.7.2 RELEASE, Service 48
t UNREGISTERING
7:20:26.326Z] INFO ilogServicelistener@dZbdc7db org.osgli.service.log.LogService Bundle org.eclipse.virgo.medic.core_3.7.2 RELEASE, Service 39
. Servicefvent UNREGISTERING
[2622-89-@1T87:28:26.326Z) INFO 1ilogServicel{stener®dZbéc7d org.osgl.service.log.LogService Bundle org.eclipse.virgo.medic.core_3.7.2 RELEASE, Service 41
, ServiceEvent UNREGISTERING

i
Figure 3-16 Follow the sppvirgo-58f764f974-5sr9q pod logs to check restore progress

From the logs we can see it unregistered everything from the original instance and it is
restoring the instance from the source cluster. Once that process completes, we will see the
SPP pods, including the sppnodejs pod, in Running state as seen in Figure 3-17.

[ oC get pod -n ibm-spectrum-protect-plus-ns
NAME READY  STATUS RESTARTS AGE
Spp-amseds - SAn9I99Sf - 55 1xB 171 Running @ 10h
spp-omsecl - 706605055~ gsaf d 171 Running @ 18h
spp- Lngressproxy - 54d7dcc67¢ - vomks 171 Running 10h
spp-manager-77b7b9f7c9-s1h2d 11 Running 1@h
spp-operator-7fd9fBc748-avilg e Running 18h
spp-plugins-mongo-66F478dbd7 - Tsvwd  1/1 Running lon
spp-plugins-redis-6cbbSSb57-67 vl 11 Running 18h
spp-proxy - TS5060fSc9- Thoms. 11 Running 18h
sppdbmongo- ScabcBbcdS-x72d4 11 Running 18h
sppdbmongol - TSFFRTAREF - 2Fkvs 1 Running 18h
1ppdbpostgres- 7546090 fc9-1p47b 171 Running 18h
sppic-Gba5TdfSTc-kSThk 11 Running 18h
spprode |5 - T4AFAESbAT-181r ] 171 Running (83s age) 4m3as
sppui-Tbcbdd7E9E-blxSn 11 Running 18k
sppvadp - 59db56509 - grmkn 171 Running 1éh
sppvirgo-58fT64F974-58rlg 11 Running 18k

L [
Figure 3-17 SPP pods show running
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L]
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L]
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The next step is to log back into the SPP Ul from ocp-b, which is our target cluster, but this
time, our old credentials will not work because the credentials changed after the restore
completed and now the credentials are from the original source cluster. Therefore, we need to
get the credentials from the source cluster by following the same procedure as before and
logging into the OpenShift cluster and from there, go to Workloads — Secrets —
spp-connection. Once we have the credentials, we can log into the SPP Ul now that the
restore is completed.

Once we log in, the first step is to go into the Accounts — User page and change the
isfadmin user that IBM Storage Fusion uses and change the password back to what IBM
Storage Fusion on the target cluster has recorded for it.
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To do this, from the Users page, we click on the three dots within the isfadmin box and this
will bring up the Change password window as shown in Figure 3-18.

User
@

2 isfadmin hange Pasguord

Name Role

B RESOURCE GROUPS
A istadmin SUPERUSER

Figure 3-18 Change the isfadmin user password to what was recorded on the target cluster

Once we enter the password, we click on Update user and then a window appears saying we
must log in again because the password changed as shown in Figure 3-19. Therefore, we log
back in with the credentials from ocp-b, which is our target cluster.

Your session has expired

Figure 3-19 Log in again after the password was updated

Once we log into the SPP Ul for our target cluster (ocp-b), we go to the Jobs and
Operations — Job History tab and we can see that the restore contains all the previous
backups that were performed on the source cluster and now they are available on the target
cluster as shown in Figure 3-20 on page 35.

34 IBM Storage Fusion Backup and Restore for IBM Cloud Pak for Data



® 4 @ stadmin

Jobs and Operations -
Create job

@
a
] 64.71% 34 4 * |8 22
Q
B

catalog_catalog-s3

catalog_catalog-s3

JobLog

openshift_czen-policy

Status Time 1] Description

Figure 3-20 Verify all the backups from the source are restored on the target cluster

Then we go to System Configuration — Storage — Cloud storage to confirm the storage
locations are also restored from the source cluster as shown in Figure 3-21.

@ Qn ® istadmin
Storage
Cloud storage
@
W
Name Provider
U
& L3
B
=

Figure 3-21 Confirm the storage locations are also restored from the source cluster
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The restore brings over the cluster registration from the source cluster. So first, we need to
delete the managed cluster registration from the OpenShift containers section and delete that
registration. To do this, from within the SPP Ul for our target cluster, we go to the Manage
Protection — Containers — OpenShift page and click on Manage clusters as shown in
Figure 3-22.

OpenShift

U]
OpenShift Backup

=3 (] Name version SLA Policy

Figure 3-22 Go to Manage clusters

Then we clicked on the trash bin icon to delete the prior host address, entered the code to
confirm deletion and then clicked on UNREGISTER as shown in Figure 3-23.

Figure 3-23 Unregister ocp-a

After successful deletion, a message stating The provider was successfully unregistered
appeared, and we clicked Ok as seen in Figure 3-24 on page 37.
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Figure 3-24 Successfully unregistered message

The next step is to delete one of the baas transaction manager pods and by doing this, it will
cause an automatic re-registration of the local cluster. This will register the baas agent locally
and it will go back to being the target cluster (ocp-b), instead of the source cluster (ocp-a).
This step is very important to ensure everything is set up and works correctly.

To do this, we first list the pods in the baas namespace as shown in Figure 3-25 by issuing

$ oc get pod -n baas and then issued $ oc delete pod -n
baas-transaction-manager-5bf458648-6xk2z

L ] oc get pod -n baos
NAME STATUS RESTARTS
ang-streams-cluster-operator-v2 . 1.8-4-6ddf4dBBfc-sgavf Running
baas-entity-operator-B4f75b9cdb-tinns /! Running
paos-kalko-@ J/ Running
boos-minmio-@ L/ Running
boos-schadu | er-86C96d b3 -Emddc Running
baocs -spp-agent - THI5E5 1555 - k7 gas / Running
baas-transaction-monager - Sbf458648 -6xkiz 2/ CrashlLoopBockOf f (3n37s ago)
boos-transaction-nonager-Sbf4S8648-jc7z8 4 CrashioopBackOf f (3m10s ago)
boos-transaction-monager-Sbf458648-1gqts ' CrashloopBockOf f (3ml3s ago)
baas - rookeeper -9 / Running
boas - zookeeper-1 /! Running
baas - zookeeper-2 ./ Running
{bmippc -operator -control Ler -manager - 769494948b - nawzx 2/ Running
openshift-adp-control ler-monager - 645499509 -mbonl / Running
velero-6497d7677d-6wb2p 4 Running

[ ] oc delete pod -n boas boas-transaction-manoger-Sbf458648-6xk2z
pod “boas-transoction-manager-Sbf458648-6xk2z" deleted

[ ]

Figure 3-25 Delete one of the baas transaction manager pods to cause local cluster re-registration

Then, we confirmed the baas transaction manager pods are recreated and are in Running
state as seen in Figure 3-26.

L ] oc get pod -n baos
NAME STATUS RESTARTS
ang-streams-cluster-opergtor-vi.1.0-4-6ddf 44881 c-sguvi Running
entity-operator-84f75p9cdb-timns Running
kafka-@ ' Running
Running
-schedul er - 860364 dbd - 6addc funning
spp-ogent - T9d565555-k7gzs Running
-transaction-monager-Sbf4S8648- 12610 Running 10 (2m19s ago)
-transaction-monager-SbfdSa6es-nsugn Running 10 (2e9s ago)
-transaction-monager-Sbf 458648 - 2929 3 Running 10 (2=1Ss ago)
-rookeeper -9 Running
baas - rookeeper-1 Running
baas - zockeeper-2 / Running
ibmsppc -aperator -control ler-nanager - 7694949480 - ndwax /\ Running
openshift-adp-control Ler-sanager -6454c99509-mbonl / Running
velero-6d97d7677d-owb2p Running
[

Figure 3-26 baas transaction manager pods are recreated and running

The next step is to go back to the SPP Ul from ocp-b, which is our target cluster, and go to the
Manage Protection — Containers — OpenShift page to confirm the creation of the new
registration and to perform a test and inventory on it to ensure everything looks as expected.
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To perform the test, we clicked on the Actions drop-down arrow and clicked on Test as
shown in Figure 3-27.

OpenShift

N ==
..

»
a Manage Clusters
&\
2y

Host Address 05 Type

P g DAAS-FRET-5Pp-3EANT BAE £vC Linux

Figure 3-27 Perform a test

Once the test completes, the results of the test are displayed as seen in Figure 3-28.

Test result of baas-rest-spp-agent.baas svc

Figure 3-28 Results of the test are displayed in the window

The next step is to run the inventory by clicking on the Actions drop-down arrow and
selecting Inventory as seen in Figure 3-29 on page 39.
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@ [‘;‘ @ sfadmin

Jo

C*

OpenShift

Host Address

sters

Croate job

Addcuster @

05 Type

Figure 3-29 Select Inventory from the actions drop-down menu

After the inventory job is created, we go to the Jobs and Operations — Job History page

and we confirmed that the Inventory completed as seen in Figure 3-30.

@ Q ® isfadmin

Jobs and Operations

L3 .

Application Server Inventory

Application Server Inventory

Job Log

Application Server Inventory

Description

Figure 3-30 Confirm the inventory completed
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The next step is to go to the Manage Protection — Containers — OpenShift page and we
confirmed that the name of the cluster is no longer ocp-a; it is opc-b now, which is our target
cluster as show in Figure 3-31.

@ 4 @ shdmn v
OpenShift
in]
+
LS
3 [ oy |
2 Nam v SUA Policy
e
;

Figure 3-31 Confirm the cluster is opc-b our target cluster

3.3 Restore the IBM Storage Fusion application

To restore the IBM Storage Fusion application resources, from the IBM Storage Protect Plus
Ul, go to Jobs and Operations and click Create job. Then select Restore as seen in
Figure 3-32.

@ Create job

Ad hot backup Restore

Figure 3-32 In SPP, create a restore job for the ibm-spectrum-fusion-ns application

In the restore job view, select Containers — OpenShift and click Next, as seen in
Figure 3-33 on page 41.
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& Restore - VMware

= Containers

File Systems Cloud Management

Figure 3-33 Restore job will be OpenShift restore type

For the restore source, select the source cluster and click the plus icon next to
ibm-spectrum-fusion-ns, as seen in Figure 3-34.

@ Restore - OpenShift

v »

o

Figure 3-34 The restore resource will be the isf application for ibm-spectrum-fusion-ns
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For the source snapshot, select From Copy and On-Demand. Then select the desired
restore point, in this case the most recent backup. See Figure 3-35.

& Restore - OpenShift

melaen Poian LA Paly Lpntayie

Figure 3-35 Restore type of From Copy and On-Demand

For destination, select Restore to alternate cluster, then select the local cluster (ocp-b in
this example), as seen in Figure 3-36.

=l Restore - OpenShift
Ol

.1 ®

e 0 & o

M werien

LF

Figure 3-36 Restore to alternate cluster

Use the defaults for the remaining selections and submit the restore job.

From Jobs and Operations panel, watch the job progress. For this example, the IBM
Storage Fusion namespace restore took five minutes and six seconds, as seen in Figure 3-37
on page 43.
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Jobs and Operations

1] 88.62 167 8 "l 13 148

I nDemandRestore

onlemandfestore_1664558993T53

Application Server Imventory S Ts ® o . I
It

Figure 3-37 Monitor the SPP jobs for the ibm-spectrum-fusion-ns application restore

3.4 Restore Cloud Pak for Data

Before restoring Cloud Pak for Data operators and instance applications, we must install the
cpdbr-oadp service in the Cloud Pak for Data operators and instance hamespaces on the
restore cluster. This will setup the required cluster roles, cluster rolebindings, and
permissions for the cpdbr service to perform the restore operations. Reference the Cloud Pak
for Data link:

https://www.ibm.com/docs/en/cloud-paks/cp-data/4.7.x?topic=utilities-installing-cp
dbr-service-storage-fusion-integration

Using cpd-cli, install the cpdbr oadp service for Cloud Pak for Data operators. In this example,
it is an Express install, where both the foundation and operators namespaces are
ibm-common-services.

Note: The ibm-common-services namespace will not yet exist on the restore cluster, this
step will only setup cluster permissions.

./cpd-c1i oadp install --foundation-namespace=ibm-common-services
--operators-namespace=ibm-common-services --component=cpdbr-ops-hooks
--cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-level=debug -verbose

Then install the cpdbr oadp service for Cloud Pak for Data instance. In this example, the
instance is in the czen namespace.

Note: The czen namespace will not yet exist on the restore cluster, this step will only setup
cluster permissions.

./cpd-cli oadp install --cpd-namespace=czen --component=cpdbr-hooks
--cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-level=debug -verbose
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https://www.ibm.com/docs/en/cloud-paks/cp-data/4.7.x?topic=utilities-installing-cpdbr-service-storage-fusion-integration

3.4.1 Restore the Cloud Pak for Data operators

Now, we are ready to prepare for the restore of the Cloud Pak for Data operators. The first
step is to click on Create job from the Jobs and Operations page as seen in Figure 3-38.

Jobs and Operations E

d|s ©

67.57 37 4 * |8 25

o =B &

Application Server Inventory

G

Application Server Inventory
Sutus  Time o Deseription

Figure 3-38 Select the Create job button

The next page is the Create job page and here, we selected Restore which brings up the
Restore - VMWare page and we selected OpenShift under the Containers section as seen
in the Figure 3-39.

Restore - OpenShift

> B

B £ &

2

Proview Resiore

Figure 3-39 Select OpenShift

On the Select source menu, we clicked on the ocp-a cluster and we clicked on the plus icon
next to the pvc for ibm-common-services and after doing this, it appears under the Item list
on the right hand side. Afterwards, we clicked on the Next button as seen in the Figure 3-40
on page 45.
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Restore - OpenShift

Name Ttem

Praview Resiore

ﬁ

Figure 3-40 Select the ocp-a cluster

On the Source snapshot page, we expanded the Origin drop-down menu and selected
From Copy as the source of the snapshot and selected On-Demand as the Type of Restore
as shown in Figure 3-41.

? 4 ® isfadmin

Proview Restore

Figure 3-41 Selected From Copy from Origin menu and On-Demand from Type of restore

Chapter 3. Restoring to the target cluster 45



Then we scrolled down the page to find and select the most recent snapshot, and then clicked
Next as can be seen in Figure 3-42.

@ [;\n ® stadmin |

Figure 3-42 Scrolled to find the most recent snapshot then selected Next

On the Restore method page, we left the defaults and just clicked Next as shown in
Figure 3-43.

Restore - OpenShift

@
W »

B &

Jo

Proview Resione

Figure 3-43 Accepted the defaults and selected Next

On the Set destination page, we selected the radio button next to Restore to alternate
cluster and also selected the radio button next to our target cluster, ocp-b, and then clicked
Next as depicted in Figure 3-44 on page 47.
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@ 4 ® isfadmin

Restore - OpenShift

B & @|% B
PP

Jo

Name version

L]

Figure 3-44 Select Restore to alternate cluster ocp-b

On the Job options page, we left the defaults and clicked Next as shown in Figure 3-45.

® 4 ® isfadmin

Restore - OpenShift

@
i =

- @
(<]

B &
OI
a

]
a

0
— O

Proview Restore

Figure 3-45 Accepted the defaults and selected Next
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In the last page, we reviewed all our selections and clicked Submit as shown in Figure 3-46.

@ Restore - OpenShift

sion-ng:ib

¥ Qb oeta Select data sources
Source hype OpenShift

@ bt -

o8 SnaRaROL ist-app
= From Copy
S On-Demand

Site

B e<10re mathod Production

Set destination

sian-ns ibm

utiria Restare to alternate cluster - ocp-b

amespace <Not Sat>
<Not Set>

Set run settings

Rt Cleanup imemedintety n |6 tallury: m
Yes
Yes

_ Ovarwrits existing behav Do nat overwrite PVCs

ices
vices - Aug 31, 2022 11:45:37 PM

[ |

Figure 3-46 Review the selections and submit

The restore job is then created and the confirmation message appears as seen in

Figure 3-47.

Figure 3-47 Message stating the Restore job was created and can be viewed in the Running Jobs tab

To view the progress of our restore job, we went to the Running Jobs tab and we can see the
job is running in Figure 3-48 on page 49. This restore process involves restoring the catalog
sources, the subscriptions, the csv installations and preparing all of the IBM Cloud Pak for

Data operators.

IBM Storage Fusion Backup and Restore for IBM Cloud Pak for Data



@
.d\
2 0 1 0 1
L)
»
3 |
o onDemandR
8
anDemandRestore_1662019266957
ce

Application Server Inventory

Status Time 0] Description
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Create job

Figure 3-48 View the Running Jobs

The Cloud Pak for Data operators are installed in ibm-common-services and after a few
minutes, we can see the pod in Running state by running the following command:

$ oc get pod -n ibm-common-services

We can also see that the recipe that was part of the backup is also restored by issuing the
following command (see Figure 3-49):

$ oc get recipes.spp-data-protection.isf.ibm.com -n ibm-common-services

L 3 oc get pod -n ibm-common-services
NAME READY  STATUS RESTARTS  AGE
cpdbr-ops-service-6bcbcoBfb7-kimow  1/1 Rumning @ 2mls
[

] oc get recipes.spp-data-protection.isf.ibm.con -n Lbm-common-services
NAME AGE
ibmcpd-operators 2m9s

Figure 3-49 Check that the pod is running and the recipe is restored
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After about an hour and 17 minutes, we can see that the restore job for the Cloud Pak for
Data operators completed successfully from the Jobs and Operations page in the SPP Ul
on ocp-b, which is our storage cluster as shown in Figure 3-50. In our source cluster we had
several catalog sources and operators that were running on our source cluster and were
restored. As such, the amount of time it takes for the restore to complete depends on the
number of services and catalogs that are on the Cloud Pak for Data instance.

@ [:\“ ® stadmin

Jobs and Operations

69.23

27

onDemandRestore

onDemandRestore_1662019266957

Download 2ip

Application Server Inventory

Status Time o Description

Figure 3-50 On-Demand Restore completed

We verified the creation of the catalog sources on our cluster (ocp-b) by running $ oc get
catsrc -n openshift-marketplace as seen in Figure 3-51.

[ ;] oc get catsrc -n openshift-morketploce
DISPLAY
Certified Operotors
Community Operators
Cloud Pak for Data

NAME PUBLISHER
certified-operators

communi ty-operators
cpd-platform

ibm-cloud-dotabases-redis-operator-catalog
ibm-cpd-ae-operator-catolog
{bm-cpd-ces-operator-catalog
{bm-cpd-datoref inery-cperator-cotalog
{bm-cpd-datostage-operator-catalog
ibm-cpd-1s-operator-catalog
{bm-cpd-schedul ing-catalog
1bm-cpd-wke-operator-cataloeg
{bm-cpd-wal -operator-catalog
1bm-cpd-ws -operator-catolog
1bm-cpd-ws -runtimes-operator-catalog
ibm-dbZoaservice-cpdd-operator -catalog
ibm-dbZol tp-cpéd-operator-catalog
ibm-db2uoperator-cotalog
ibm-db2wh-cpdd-operator-catalog
ibm-dnc-operator-cotalog
ibm- fdb-operator-cotalog
ibm-sppc-operator
isf-catalog
manta-adl -operator-catalog
opencloud-operators
redhat -marketplace
redhat-cperators

[

ibm-cloud-databases-redis-operstor-catalog
Cloud Pok for Data IBM Analytics Engine powered by Apache Spark
CPD Common Core Services

Cloud Pok for Data IBM DatoRefinery

I8 CPD DotoStage

CPD IBN Information Server

IiM Clowd Pok for Data Scheduler Catalog
P WKC

Cloud Pok for Data Watson Machine Learning
CPD IBM Wotson Studio

CPD Watson Studio Runtimes

I8M DbZoaservice CP4D Cotalog

I8M DbZoltp CP4D Cotalog

Isv Db2U Catalog

I8M Db2wh CP4D Cotalog
ibm-dnc-operator-cotalog

I8M FoundationD8

I8M SPPC Operator

ISF Catalog

MANTA Operator Catalog

IBMCS Operators

Red Hat Marketploce

Red Hat Operators

MANTA Softmare

Red Hot
Red Hot

Figure 3-51 Verify the creation of the catalog sources on ocp-b cluster

Additionally, we also verified the subscriptions on ibm-common-services by issuing $ oc get
sub -n ibm-common-services as shown in Figure 3-52 on page 51.
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r ]

oc get sub -n Lbe-common-services

L3
pd-operator
ibm-cert -sanager -cperator

{Bbm- Comman-service-operator-v3-opencloud-operators-openshi ft-marketplace
{bs-Cpd-de-operator

L

1bm-cpd-dataref inery-operator
{bm-cpd-datastage-operator
tbm-cpd-11s-operator

{bm-cpd-schedul ing-catalog-subscription
{bm-cpd-wkc-operator-catalog-subscription

tbm- cpd-wal -operator

1bm- cpd-ws -operater

{bm-Cpd-ws-runt imes-operator
ibm-db2oaservice-cpéd-operator

1bm- 0201 tp-CPAd-0perator-Catalog-subscription
1ba-db2u-operator
thm-db2wn-cped-operator-catalog-subscription
tbm-dnc-operator-subscription
tbm-1icensing-operator
{bm-namespace-scope-operator

ibm-zen-operator
operand-deployment -1 ifecycle-nanager-app

PACKAGE
cpd-platforn-operator
ibm-cert-aanager-cperator
1ba-common- service-operator
analyticsengine-aperator
iba-cpd-ccs
\ba-cpd-dataref inery
1ba-cpd-datastage-operator
ibm-cpd-iis

ibm-cpd-schedul ing-operator
{be-cpd-mkc

1bm-cpd-mm! -operator
tbm-cpd-ms |

1bm-cpd-ws- runt imes
\bm-dbZoaservice-cpéd-operator
1bm-db201 tp-Cpad-operator
a2u-operator

1ba-db2wh- cped-operatar
ibm-dmc -operator

ibm-1icens ing-operatar-app
{bm-nomespoce- scape-operator
\bm-zen-cperator

ibm-odle

SOURCE
cpd-platforn
opencloud-aperators
opencloud-operators
{bn-cpd-oe-operatar-catalog
ibm-cpd-ces-operator-catalog
- Cpa-dataref i nery-operator-catalog
astage-operator-catalog
-operator-catalog
ling-catalog
perator-catalog
{bm-cpd-wnl -aperator- catalog
ibn- Cpd-ws -operatar-catalog
ibm-cpd-ws - runt imes-openator-catalog
{bm-@Zaaservice-cpdd-operator-catalog
1bm-@201 to- Cp4d-operator-catalog
{bm-a2uoperator-catalag
{bm-db2mh-cpad-operator -catalog
{bm-gmc-operator-cotolog
opencloud-operators
opencloud-operators
opencloud-operators
opencloud-aperatars

ibn-cloud-databases-redis-operator  ibm-cloud-databases-redis-aperator-catalog

redis-operator
r 3-31

Figure 3-52 Verify the subscriptions on ibm-common-services

3.4.2 Restoring the Cloud Pak for Data instance

Now we are ready to move on to the restore of the Cloud Pak for Data instance. First, we
checked that the czen namespace does not exist by issuing $ oc get ns czen. Next, we
installed cpdbr-oadp service. Note, it does not create that namespace but it will set up the
cluster role-bindings and permissions required for cpdbr-oadp tool to be restored during the
restore phase. To install, we issued the following command as seen in Figure 3-53.

./cpd-c1i oadp install --cpd-namespace=czen --component=cpdbr-hooks
--cpdbr-hooks-image-prefix=icr.io/cpopen/cpd --log-Tevel=debug -verbose

] oc get ns czen
Error from server (Notfound): namespaces "czen” not found
r ] /mome/Cpst/baCkuprestore/Cpdbr-0adp/B0L/ cpdbr-00dp InStall --Cpd-NORESPOCE=CIEN --COMPONENt=cpdbr-hacks --Cpdbr-hooks-image-prefix=quay . io/cpdsre --1o
g-level-debug --verbose
processing request...
cpé namespace: czen

s9p cpdbr roles and bindings installed
L

Figure 3-53 Check czen namespace does not exist and install cpdbr-oadp service

Now we are ready to go through the same restore process we previously ran. On the target
cluster, which is ocp-b in our example, we go to the SPP Ul Jobs and Operations page and
click on Create job as seen in Figure 3-54.

@ [;\“ @ isfadmin

Jobs and Operations

69.23 39 4 ° |8 27

o onDemandRestore

onDemandRestore_1662019266957

Application Server Inventory

Status Time o Oescrigtion

Figure 3-54 Select create job
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On the Create job page, we select Restore as seen below in Figure 3-55.

@ Ql ® sfadmin  ~

o Create job

VL

U

@
Q g
Ad hoc backup Restore
2
LI:

Figure 3-55 Select Restore

On the Restore - OpenShift page, we select OpenShift from the Containers section as
seen in Figure 3-56.

@ Q, ® isfadmin |

Restore - OpenShift

Databases

File Systems Cloud Management

Preview Resiore

Figure 3-56 Restore OpenShift

On the Select source page, we selected the PVC to recover by clicking on the ocp-a cluster
and that listed the PVCs within it. Then, we clicked on the plus sign next to the
isf-app:ibm-spectrum-fusion-ns:czen PVC. This added the PVC to the Item list on the right
hand side and then we clicked Next as shown in Figure 3-57 on page 53.
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@ l;\“ ® isfadmin |

Restore - OpenShift

@
i ® Select source

‘ o

Name Ttem

G
AEER

Figure 3-57 Select the PVC to recover

On the Source snapshot page, we selected the resource to restore by clicking on the
drop-down arrow next to Origin and we selected From Copy and on the Type of Restore
drop-down arrow, we selected On-Demand. This then listed the restore points, and there is
only one in our example below. We selected it and then clicked Next as shown in Figure 3-58.

®@ % ® sfadmin

Restore - OpenShift

e B

B & &

Restare Point SLA Policy Available

c Selected: Sep 1, 2022 12:09:09 AM, Backu

Proview Restone

m i

Figure 3-58 Selected From Copy, On-Demand, and Restore Point
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On the Restore method page, we left the defaults and clicked Next as seen on Figure 3-59.

@ Q‘ ® isfadmin

@ Restore - OpenShift
v »
U]
|
o [
—8
® ”
A
cs

Figure 3-59 Accepted defaults for Restore method

On the Set destination page, we selected Restore to alternate cluster and ocp-b as
depicted in Figure 3-60.

@ Restore - OpenShift
W
©
|
L \9
®
i} ‘9
@
-3 | wame  wversion
- » 8

Proview Restore

Figure 3-60 Selected Restore to alternate cluster

Also in the Set destination page, ensure that Original Storage class is selected for the
Storage class for restoring PVCs and Original Namespace is selected for the Namespace
Destination, as depicted in Figure 3-61 on page 55. Then we clicked Next.

Note: We must have the same storage classes on the target cluster that were used on the
source cluster, otherwise the restore will fail.
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6} ‘Qn ® isfadmin |

@ Restore - OpenShift
s B
!
& }_: (o]
® ° ’
]
2 -
o

Proview Reston
“

Figure 3-61 Selected Original Storage Class and Original Namespace

On the Job options page, we left the defaults and ensured the following options were
selected before clicking Next: Do not overwrite PVCs, Run cleanup immediately on job
failure, Allow session overwrite, Continue with restores of other selected resources
even if one fails as shown in Figure 3-62.

Restore - OpenShift

Proview Restore

Figure 3-62 Accepted defaults and selected Do not overwrite PVCs and checked the boxes
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On the Review page, we verified our selections were accurate and then clicked Submit as

seen in Figure 3-63 to perform the restore.

@ Restore - OpenShift

Review

Select data sources

thod:

Set destination
s tina

Namespace

Set run settings

OpenShift

ist-app:ibm-spectrum-fusion-ns.czen

Ist-app Ibm-spectrum-fusion-ns czen - Sep 1, 2022 12-09:09 AM
From Copy

On-Demand

Site

Proguction

Restore to alternate cluster - cep-b
<Not Set>
<Not Set»

Yes

Figure 3-63 Verified that the selections were accurate

A confirmation then appeared informing us the restore job had been created and we clicked
OK as seen in Figure 3-64.

Info

Figure 3-64 Confirmation that the restore job was created
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3.5 Verification of the Cloud Pak for Data restore

After the job was completed, we went to the Job History tab within the Jobs and Operations
and saw that this restore took 12 minutes and 6 seconds to complete. The restore included
the restore of all of the services, the Cloud Pak for Data platform, and in our example, we had
an IBM Db2 instance that was deployed on the original source cluster (ocp-a) and it was also
restored and deployed on the target cluster (ocp-b). We verified the creation of all of the pods
in the czen namespace by issuing $§ oc get pod -n czen on our target cluster (ocp-b) as
seen in Figure 3-65.

[ ] oc get pod -n cien
NAME READY  STATUS RESTARTS
c-dbloltp-1661967716864728-db2u-8 11 Rurning
c-db2oltp-1661967716864728-etcd-8 11 Rumning
c-db2oltp-1661967716864728- { nstdb-SbEAE V1 Completed
c-dbloltp-1661967716864728- restore-morph-7lvel @71 Completed
cpdbr-service-57597df6c5-27w}9 111 Rurning
cregte-secrets- job-mbkfd [ 751 Completed
dsx-influxdb-8 11 Rumning
dsx-influndb-set-auth-zrsqd V1 Completed
Lbm-ngirx-5f8648bad44-bpffn 171 Rumning
{bm-nginx- 51864 8bd44- t Thad 11 Rumning
ibm-nginx-tester-79dcB47914-Bpxbn 1 Rumning
setup-nginx- job-ntnow V1 Completed
usermget -BC4Bb4 M7 -qlbTm 1 Rumning
usermget -6c948b4 b7 -tSolv 111 Rumning
zen-audit-698b8cafoT- fzpmy 171 Rumning
Zen-core-5769799595-g3282 1 Running
zen-core-5769799595-toqed 11 Rumning
zen-core-opi-65bd9868cd-4sqdf 11 Rumning
zen-core-opi-650d9868cd-gxcsa 111 Running
zen-data-sorcerer-bb7E9477-vplqk 1 Rurning
ren-database-core-694FI8447- jxfex 11 Rurning
zen-databases-64cBbafacd-qbgbj 1 Rumning
zen-datobases-64chbefecd-t2tld 11 Rurning
zen-metastore-backup-cron- job- 27701235 Bk6aS [ 75 Completed
zen-metastore-backup-cron- job-27701258-prpfh [ 751 Completed
zen-metastore-backup-cron- job-27701265-rTn2s 1 Completed
zen-metastore-backup-cron- job- 27701288 jamlx 1 Running
ren-metastoredb-9 11 Rurning
zen-metastoredb-1 11 Running
Ten-metastoredp-2 1 Rurning
zen-metastoredb-certs-nsswk 1 Completed
zen-metastoredb-init-fnkr? V1 Completed
zen-pre-requisite- job-goz96 1 Completed
zen-watchdog-777dd575d4-c 7255 1 Running
zen-wmatchdog-post-requisite- job-4p852 [ 75 Completed
zen-watcher-b79cdddd-dnSSv 1 Running

Figure 3-65 Verified the creation of all the pods in the czen namespace on target cluster ocp-b
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Then we verified the IBM Db2 instance deployment by issuing $ oc get db2ucluster -n czen
as seen in Figure 3-66.

C ] oc get dbZucluster -n czen
NAME STATE MAINTENANCESTATE
dbZoltp-1661967716864728 Ready Nane 108n

Figure 3-66 Verified the IBM Db2 instance deployment

We then described zenservice by issuing $ oc describe zenservice lite-cr -n czen and
verified it is 100% complete as seen in Figure 3-67 on page 58.
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uID: AT B4~ F2f-44c9-9C96-CSeS3dbf B2

Block Storage Class:  ibm-spectrus-scale-rwo
cert_manager_enabled:  true

Cloud Pok Type: data

Cloudpakfordata: true

Cs Namespoce: {ba-comman-services
File Storoge Class: ibm-spectrus-scale-rwx
Iam Integretion: false
skip_plocenolder_init: true

rant Opergtion Is Completed

L]
2022-99-01T22:53: 34 002697
L]

Failures
Ok: 618

Sicipped: 668
Last Tronsition Time: 2022-09-01T22:27: 302
Message: Analting next reconcilistion
Reason:

Status:
Type:
Last Transition Time: 2022-09-81722:53: 342

Message: Last reconciliation succesded

Stat
Type:

Last Transition Time:
Message:

Reason:

Stotus:
Type:
Current Version: 8.
Supported Operond Versions: 4.5.8, 4.4.4, 4.4.3, 4.4.2, 4.4.1, 4.4.0, 4.3.2, 4.3.1, 43,0, 4.2.0, 4.1.1, 4.1.0, 4.0.1, 4.0.9
UL €pd-czen. apps .ocp-b. cpst-lab . ibm. con
Zen Operator Build Nusber: 2en cperator 1.6.9 build 236
Zen Status: Completed
Events: «none>

[
Figure 3-67 Described the zenservice and verified it is 100% complete

Now we can access the instance console for Cloud Pak for Data by first getting the link from
our target cluster (ocp-b) by issuing $ oc get route -n czen as seen in Figure 3-68.

[ ¢ oc get route -n cren
NAME  HOST/POR’ PATH  SERVICES PORT TERMINATION WILDCARD

pd- 6pps . OCP-b. Cpst- ibn. co ibn-nginx-sve  ibm-nginx-https-port passthrough/Redirect None

Figure 3-68 Get the link to access the instance console for Cloud Pak for Data from ocp-b

Once we log in, we clicked on View all from within the My instances section in the main page
for the IBM Cloud Pak for Data console as shown in Figure 3-69.

IBM Cloud Pak for Data

Welcome, admin!

Discover services Manage users Stay informed

Overview

My instances

Db2-1

Figure 3-69 Selected View all from My instances for the IBM Cloud Pak for Data console

From within the Instances page, we confirmed that the instance name is the same as our
source cluster (Db2-1) and the Status is green and Running as shown in Figure 3-70 on
page 59.
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E  IBM Cloud Pak for Data ‘

Instances

Filter by ype 1a

[l New instance +

Namae Type Created by VCPU requests Users Status  Created on

Memory
requests (GiB)

756 1 X Aug 31, 2022

Figure 3-70 Confirmed instance name is the same as source cluster (Db2-1)

We then verified that all the PVCs for the czen namespace were restored on the target cluster
(ocp-b) by issuing $ oc get pvc -n czen as seen in Figure 3-71.

[ ] oc get pvc -n czen
NAME STATUS  VOLUNE CAPACITY
activelogs-c-db2oltp-1661967716864728-db2u-0 pvc- 30546421 -04ch-4118-9158- 8088710200  109GI
c-dioltp-1661967716864728 -backup
c-dololtp-1661967716864728-neta
data-c-dblol tp-1661967716864728-db2u-8
data-dsx- influxdb-@
datadir-zen-metastoredd-9
datadir-zen-metastoreds-1
datadir-zen-metastoredd-2
tempts-c-dbZol tp- 1661967716864 728-db2u-@
user-hone-pve

[ ] [ ]

Figure 3-71 Verified all the PVCs for the czen namespace were restored on the ocp-b

ACCESS MODES  STORAGECLASS

L] 1bm-spectrum-scale- rax
pvc-7o065018-065F - 4089-b24d- fA8ckIcf 7fa 10061 RNX ibm-spectrum-scale- rmx
pve-chaE3Nd-1999-4 33-4848ab250045  100G1 RN ibm-spectrum-scale-rmx
pvc-eflcSe57-9895- c-3oci134dddes 100GL L ibm-spectrum-scale-rux
pvc- 108c2851-b9dS -4 To-d3cfcBcSBe2d 109G RNO ibm-spectrum-scale-rwo
pve-19508e7cl-albh-422¢-90f -bbfbaBldedd®  10G{ L] ibm-spectrum-scale-rwa
pvec-96084chC-c77-49eb-9b33-b7cheBbcocSc 10GH RN
pve-eflab?57-a7a9-4 beed-b5e53cicBarl 1061 RO
pvc-cBdBA2De-Sb5F-471b-8995-Thceb4296elc 100GL RWO
pwc-6f205280- 1bbe-41a5-90e7-d1bc4Z2015de 1061 RNX

ibm-spectrum-scale-rwo
ibm-spectrum-scale-rwo
ibm-spectrum-scale-rmx
ibe-spectrum-scale-rmx

Baund
Baund
Baung
Bound
Baund
Baund
Bound
Baund
Bound
Baund

By running all the steps described in this paper, we have completed a successful online
backup of the Cloud Pak for Data application and restored it to an alternate cluster using IBM
Storage Fusion Data Protection.
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IBM Documentation - IBM Spectrum Protect Plus documentation
https://www.ibm.com/docs/en/spp/10.1.15?topic=product-support-documentation
Evolving the IBM Storage Portfolio Brand Identity and Strategy

https://www.ibm.com/cloud/blog/evolving-the-ibm-storage-portfolio-brand-identit
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IBM Storage

https://www.ibm.com/storage
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