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    Overview

    The focus of this Blueprint is to facilitate the deployment of the hybrid cloud business continuity solution with Red Hat OpenShift Container Platform (RHOCP) on Microsoft Azure Cloud and Container Storage Interface (CSI) driver plug-in for IBM Block Storage and IBM® Spectrum Virtualize for Public Cloud (SV4PC) on Microsoft Azure Cloud. 

    This solution is designed to protect the data by using IBM Storage-based Global Mirror Replication, and the “volume replication” feature from IBM block storage CSI driver for IBM Storage.

    For demonstration purposes, MySQL containerized database is installed on the persistent volume (PV) that is created on the on-premises IBM FlashSystem® Storage. This storage is connected to the RHOCP cluster in the vSphere environment.

    CSI driver plug-in for IBM Block Storage (FS9100) and SV4PC on Azure is installed on Red Hat OCP on Azure and On-premises Red Hat OCP. 

    The volume or logical unit number (LUN) from on-premises IBM FlashSystem Storage (FS9100) is replicated to IBM SV4PC on Microsoft Azure Cloud by using the IBM storage global mirror replication feature and the IBM CSI volume replication feature. 

    The information in this document is distributed on an as-is basis without any warranty that is either expressed or implied. Support assistance for the use of this material is limited to situations where IBM Spectrum® Virtualize for Public Cloud is supported and entitled, and where the issues are specific to this Blueprint implementation.

    Executive summary

    In today’s environment, many organizations use some form of cloud services, whether private, public, or hybrid multi-cloud. Storage infrastructure is a part of these services and deployments.

    For the RHOCP that is deployed on Microsoft Azure Cloud, the RHOCP installation program offers you flexibility. You can use the installation program to deploy a cluster on infrastructure that the installation program provisions and the cluster maintains. You also can deploy a cluster on infrastructure that you prepare and maintain.

    IBM released its open source CSI driver, which allows dynamic storage provisioning for containers on Kubernetes and RHOCP on Azure. The IBM Spectrum Virtualize family and IBM Spectrum Virtualize for Public Cloud (SV4PC on Azure) support clients in their IT architectural transformation and migration toward the cloud service model. This transformation enables hybrid cloud strategies while maintaining the benefits and advanced functions of sophisticated storage systems.

    With IBM Spectrum Virtualize and IBM Spectrum Virtualize For Public Cloud on Azure, organizations can have multi-cloud environments with data replication between the following components:

    •	On-premises or private cloud to public cloud (Azure Cloud)

    •	Two public clouds (Azure Cloud)

    IBM Spectrum Virtualize for Public Cloud enables data on heterogeneous storage systems to be replicated or migrated between on-premises and Azure or AWS.

    IBM Spectrum Virtualize and IBM Spectrum Virtualize for Public Cloud together support mirroring between on-premises and cloud data center or between cloud data center.

    These functions can be used to:

    •Migrate data between on-premises and public cloud data center or between a public cloud data center. Data management is consistent between on-premises storage and the public cloud.

    •Implement disaster recovery strategies between on-premises and public cloud data center.

    •Enable cloud-based DevOps with easy replication of data from on-premises sources.

     

    Scope

    The focus of this document is to provide a business continuity solution for the containerized MySQL database running on RHOCP at on-premises data centers. The MySQL PV or LUN from the on-premises IBM FlashSystem Storage (FS9100) is replicated by using IBM Global mirror to the PV or LUN that is created on the IBM SV4PC on Microsoft Azure Cloud. The PV or LUN is created from IBM SV4PC on Microsoft Azure Cloud by using the IBM Block Storage CSI driver plug-ins on the RHOCP that is deployed on Microsoft Azure Cloud. 

    This document also describes a brief procedure about how to use IBM Block CSI driver volume replication function to create volume relationships between on-premises PV to the SV4PC PV. Configuration steps also are included for enabling hybrid cloud connectivity between the on-premises data center to Microsoft Azure Cloud 

    The solution that is described in this document relies on the following software components and related document links for the configuration:

    •RHOCP 4.x on Microsoft Azure cloud and on-premises RHOCP.

    •IBM Block Storage CSI driver for IBM Storages.

    •IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Cloud.

    •IBM FlashSystem Storage FS9100 (on-premises).

    •Hybrid Cloud connectivity on-premises to Azure Cloud with Virtual Private Network (VPN).

    •MySQL containerized database on RHOCP.

    •IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Cloud implementation guide.

    •Technical configuration steps for building an end-to-end solution.

    •VPN connectivity, on-premises to public cloud. For more information, see Solutions for Hybrid Cloud Networking Configuration Version 1 Release1, REDP-5542.

    Customers are encouraged to suitable proper data consistency mechanisms for the respective databases to ensure that consistent data is available across sites.

    The use-case that is presented in this document is a sample disaster recovery scenario in the Hybrid Cloud environment. 

    This blueprint does not:

    •Provide scalability and performance analysis from a user perspective

    •Replace any official manuals and documents that are issued by IBM

    •Describe the installation of RHOCP in the on-premises data center

    Introduction

    Combining the capabilities of Red Hat OCP and IBM SV4PC on Microsoft Azure Cloud with IBM Block Storage CSI driver for IBM Storages enables enterprises to build business continuity solutions. These solutions address various use cases and enables data on heterogeneous storage systems to be replicated or migrated between on-premises and Azure or AWS. IBM Spectrum Virtualize and IBM Spectrum Virtualize for Public Cloud together support mirroring between on-premises and the cloud data center or between two public cloud data center.

    IBM Block Storage CSI driver

    IBM block storage CSI driver is used by Kubernetes PVs to dynamically provision for block storage used with stateful containers.

    IBM block storage CSI driver is based on an open source IBM project (CSI driver), which is included as a part of IBM storage orchestration for containers. IBM storage orchestration for containers enables enterprises to implement a modern, container-driven hybrid multi-cloud environment that can reduce IT costs and enhance business agility, while continuing to derive value from existing systems.

    By using CSI drivers for IBM storage systems, Kubernetes PVs can be dynamically provisioned for block or file storage to be used with stateful containers, such as database applications (IBM Db2®, MongoDB, PostgreSQL, and so on) running in Red Hat OCP or Kubernetes clusters. 

    Storage provisioning can be fully automatized with more support of cluster orchestration systems to automatically deploy, scale, and manage containerized applications. For more information, see IBM Documentation web page.

    IBM Spectrum Virtualize for Public Cloud on Microsoft Azure

    IBM Spectrum Virtualize for Public Cloud is now available on Microsoft Azure. With IBM Spectrum Virtualize for Public Cloud 8.4.3 users, can deploy a highly available, two-node cluster running IBM Spectrum Virtualize for Public Cloud on supported Microsoft Azure virtual machines (VMs). This all-inclusive, bring your own license (BYOL) software offering virtualizes, optimizes, and provisions supported Azure Managed Disks to applications that require the performance of block storage in the cloud with the added efficiencies that IBM Spectrum Virtualize for Public Cloud brings to native infrastructure as a service (IaaS) provided by Microsoft Azure. 

    For more information, see Implementation Guide for IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Version 8.4.3, SG24-8510. 

    For more information about product positioning, software requirements, and limitations, see the IBM Canada Software Announcement: IBM Spectrum Virtualize for Public Cloud 8.4.3 on Microsoft Azure, A21-0596.

     

     

    Installing Red Hat OpenShift Container Platform on Azure

    OpenShift Container Platform is used for developing and running containerized applications. It is designed to allow applications and the data centers that support them to expand from a few machines and applications to thousands of machines that serve millions of customers.

    With its foundation in Kubernetes, OpenShift Container Platform incorporates the same technology that serves as the engine for massive telecommunications, streaming video, gaming, banking, and other applications. Its implementation in open Red Hat technologies lets you extend your containerized applications beyond a single cloud to on-premises and multi-cloud environments. For more information, see this Red Hat Documentation web page. Also, see the Red Hat OCP installation procedure for installing a cluster on Azure into a VNet.

    Prerequisites

    This section outlines prerequisites for the solution.

    This blueprint assumes that the person who is implementing this solution has the basic knowledge of or access to the following information:

    •IBM Spectrum Virtualize for Public Cloud on Microsoft Azure. For more information, see the following resources:

    ◦	Implementation Guide for IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Version 8.4.3, SG24-8510

    ◦	This IBM Documentation web page

    •IBM Storage Remote Replication (IBM Global Mirror). For more information, see this IBM Documentation web page.

    •IBM Block Storage CSI driver plug-ins and RHOCP and Kubernetes. 

    •iSCSI basics and connectivity with IBM Storage. For more information, see this hIBM Documentation web page.

    •Microsoft Azure Cloud portal login and required user rights and billing and cost approval. 

    •RHOCP 4.x on Microsoft Azure Cloud and on-premises RHOCP. For more information, see this Red Hat Documentation web page.

    •Red Hat login credentials to download binaries, pull secret, tools. For more information, see this Red Hat Documentation web page (login required).

    •VPN connectivity between on-premises data-center to Microsoft Azure Cloud. For more information, see the following resources:

     –	This Microsoft Build tutorial

     –	This VyOS Documentation web page

    •Containerized MySQL database deployment on RHOCP. 

    •Bastion hosts on Microsoft Azure Cloud (Windows 2019 and Linux 7.x).

    •User with administrator privileges and required roles that must be created on Microsoft Azure portal for creating resources on Azure and successful deployment.

    •The firewall rules and network security groups that must be created on Microsoft Azure Cloud and on-premises data-centers for hybrid cloud connectivity and networking between various network components.

    •Internet access from Microsoft Azure Cloud and on-premises data center for successful deployment of RHOCP.

     

    
      
        	
          Note: Consider the following points:

          •Red Hat OpenShift installation on Azure and Azure Red Hat OpenShift (ARHO) feature different installation procedures. For more information, see this Red Hat Documentation web page.

          •VPN connectivity between on-premises data centers to Microsoft Azure Cloud depends on the VPN and gateways devices that are available at on-premises. In this document, we used VyOS documentation.

          •The yellow arrow that is outlined in blue in the figures in this document highlights areas for selecting options while configuring the solution. 

        
      

    

    Solution overview

    The purpose of this document is to showcase the hybrid multi-cloud scenario for business continuity and data replication between on-premises IBM FlashSystem Storage FS9100 to IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Cloud connected with iSCSI protocol for host mapping.

    For demonstration purposes, MySQL containerized database is installed on the PV or LUN that was created on the on-premises IBM FlashSystem Storage that is connected with iSCSI protocol to the RHOCP (v4.8) worker nodes in the vSphere environment and by using the IBM block storage CSI driver (v1.8). 

    A 2-way IP partnership was created between the on-premises (FS9100) IBM FlashSystem Storage and IBM SV4PC on Azure Cloud. The VPN connectivity between the on-premises data center and Azure Cloud is created with the Site-to-Site VPN to Azure (BGP over IKEv2/IPsec).

    The volume or LUN on IBM FlashSystem Storage FS9100 is replicated by IBM global mirror on IBM Spectrum Virtualize for Public Cloud on Azure. The replicated volume or PV is imported in the RHOCP that is deployed on Azure Cloud. For more information about importing a volume, see this IBM Documentation web page.

    Figure 1 shows a typical infrastructure and the various components that are required and used to create a business continuity solution.

    [image: ]

    Figure 1   Solution overview

    As part of the solution and the use case scenario and for data consistency, a sample database was created in the MySQL databases at the primary site (on-premises) and sample data is inserted in the table. 

    After the consistent copying status is completed to consistent synchronized, the consistency group is stopped and the replicated volume is opened for read/write access at the Azure Cloud. Also, the volume is imported by importing a volume in the RHOCP cluster and then, validating the sample data is available on the replicated volume to conclude the business continuity use-case.

    Use cases demonstration methods

    The following volume replication methods are described in this document for the use case demonstration:

    •By using the IBM Storage global mirror feature

    •By using IBM Block Storage CSI Volume Replication function

    Lab setup

    In this section, we describe the lab setup that was used for this use case.

    Setting up Microsoft Azure Cloud and the on-premises data center

    The following major components and software were deployed at the on-premises data center and Microsoft Azure Cloud for creating the lab setup:

    •Microsoft Azure Cloud:

     –	Red Hat OpenShift Container Platform v4.8 in the VNET

     –	IBM Block Storage CSI driver v1.8 on RHOCP

     –	IBM Spectrum Virtualize for Public Cloud v8.x with iSCSI connection

     –	IBM Global mirror replication

     –	Azure Cloud VPN Gateway device

     –	Azure Site-Site VPN connection and local gateway

     –	MySQL containerized database

     –	Bastion hosts on Microsoft Azure (Windows 2019 and Linux 7.x)

     –	SV4PC cluster IP: 40.10.1.4

     –	Linux bastion host: hybrid-cloud-linux-bastion-vm

    •On-premises data center:

     –	Red Hat OpenShift Container Platform v4.8

     –	IBM Block Storage CSI driver v1.8 on RHOCP

     –	IBM FlashSystem Storage FS9100 with iSCSI connection

     –	IBM Global mirror replication

     –	On-premises VPN gateway devices (VyOS)

     –	MySQL containerized database

     –	RHOCP bastion hostname: gw-10

     –	IBM FlashSystem storage IP: 10.0.240.30

    Steps to be performed on Microsoft Azure Cloud 

    The following steps must be completed on Microsoft Azure Cloud:

    1.	Create virtual networks.

    Log in to the Microsoft Azure portal at https://portal.azure.com and create a VNet by using the following settings (see Figure 2 - Figure 6 on page 12):

     –	 	Resource group: Hybrid-Cloud-with-IBM-SV4PC

     –	 	Name: Hybrid-Cloud-IBM-SV4PC-VNET

     –	 	Region: Germany West Central

     –	 	IPv4 address space: 40.10.0.0/16

     –	 	Subnet name: Hybrid-Cloud-IBM-SV4PC-Cluster-snet

     –	 	Subnet address space: 40.10.1.0/24

     –	 	Subnet address space: 40.10.2.0/26

     –	 	AzureBastionSubnet: 40.10.3.0/24
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    Figure 2   Creating virtual network: Basics
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    Figure 3   Creating VNet and adding subnet
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    Figure 4   Creating VNet and AzureBastionSubnet
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    Figure 5   Creating resource
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    Figure 6   Checking deployment progress

    2.	Create the VPN gateway.

    Log in to the Microsoft Azure portal at https://portal.azure.com and create a VPN Gateway by using the following settings (see Figure 7 on page 13 - Figure 11 on page 16):

     –	 	Name: Hybrid-Cloud-IBM-SV4PC-Vnet-gateway

     –	 	Region: Germany West Central

     –	 	Gateway type: VPN

     –	 	VPN type: Route-based

     –	 	SKU: VpnGw1

     –	 	Generation: Generation 1

     –	 	Virtual network: Hybrid-Cloud-IBM-SV4PC-VNET

     –	 	Gateway subnet address range: 40.10.0.0/24

     –	 	Public IP address: Create new

     –	 	Public IP address name: Hybrid-Cloud-IBM- SV4PC-Public-IP

     –	 	ASN: 65515
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    Figure 7   Selecting Create option
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    Figure 8   Creating VPN gateway: Basics page Part 1
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    Figure 9   Creating VPN gateway: Basics page Part 2
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    Figure 10   Selecting Create option on Review + create page
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    Figure 11   Checking that deployment is complete

    3.	Complete the following steps to create a site-to-site connection:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com and create a site-to-site connection by using the values that are shown in Figure 12 - Figure 17 on page 19.
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    Figure 12   Hybrid cloud network connectivity

    b.	Log in to the Microsoft Azure portal at https://portal.azure.com and create a Local Network Gateway to create a site-to-site connection. (A virtual network and VPN gateway were created in steps 1 and 2).
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    Figure 13   Selecting the Create option
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    Figure 14   Create local network gateway: Basics page
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    Figure 15   Create local network gateway: Advanced
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    Figure 16   Creating local network gateway: Review + create page
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    Figure 17   Deployment succeeded message

    4.	Configure the on-premises VPN gateway device.

    Log in to the on-premises VPN gateway device and configure the device for site-to-site VPN to Azure; that is, BGP over IKEv2/IPsec (see Figure 18 - Figure 20 on page 21). For more information, see this web page.

    Configure the device with the values as described in Appendix 18, “Configuring on-premises VPN device” on page 19.
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    Figure 18   Configuring on-premises VPN device
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    Figure 19   Configuring on-premises VPN gateway device: Part 1
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    Figure 20   Configuring on-premises VPN gateway device: Part 2

    5.	Add a connection to create the site-to-site VPN connection. 

    Log in to the Microsoft Azure portal at https://portal.azure.com and add a connection to the VPN gateway to create the site-to-site connection (see Figure 21 on page 22 - Figure 23 on page 23).

     

    [image: ]

    Figure 21   Adding connection
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    Figure 22   Checking the status of the deployment
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    Figure 23   Checking the status of devices that are connected on-premises to Azure Cloud

    6.	Complete the following steps to install Linux VM as the Bastion host for the RHOCP cluster on Microsoft Azure Cloud:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com and create the Linux virtual machine (see Figure 24).

    b.	Enter the Disk, Networking, Management, Advance, Tags information.

    c.	Review and create the virtual machine.

    Ensure that the existing Resource Group, which was configured with Virtual networks (VNET), was selected.
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    Figure 24   Creating Linux virtual machine

    7.	Complete the following steps to install Red Hat OpenShift Container Platform on Microsoft Azure Cloud:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com.

    b.	Log in to the Linux VM by using azureuser and the SSH key that uses the Bastion service or by using SSH and configuring the Azure Account that is required for the RHOCP deployment (see this Red Hat Documentation web page), as shown in Figure 25 on page 25 - Figure 28 on page 26).
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    Figure 25   Logging in to Linux VM host
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    Figure 26   Creating Azure Account
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    Figure 27   Azure account show
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    Figure 28   Adding role and assignment and creating service principal

    8.	Complete the following steps to create the Public DNS Zone in Microsoft Azure:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com and create the DNS zone (see Figure 29 on page 27 - Figure 32 on page 28).
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    Figure 29   Selecting the Create option 
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    Figure 30   Creating DNS zones: Basics page
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    Figure 31   Checking the deployment
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    Figure 32   Checking the name server details

    b.	Log in to the Microsoft Azure portal at https://portal.azure.com.

    c.	Log in to the Linux VM by using azureuser and the SSH key.

    d.	Create the install-config.yaml file and the RHOCP cluster (see Figure 33 on page 29 - Figure 37 on page 31).
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    Figure 33   Creating SSH key with ssh-keygen

    [image: ]

    Figure 34   Creating install-config file
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    Figure 35   Creating cluster
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    Figure 36   Logging in and checking the node status
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    Figure 37   Checking the cluster status with web console

    9.		Install the IBM Block Storage CSI driver on RHOCP on Microsoft Azure Cloud.

    As shown in Figure 38, Open the RHOCP console URL from the browsers of your choice and log in by using kubeadmin. Click the Operator hub and install the IBM Block Storage CSI driver. For more information, see this IBM Documentation web page.
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    Figure 38   Installing IBM Block storage CSI driver

    10.	Complete the following steps to install IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Cloud:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com. 

    b.	Select market place → Private Products → IBM Spectrum Virtualize for Public Cloud.

    c.	Click Create (see Figure 39 - Figure 47 on page 38).
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    Figure 39   Basic product details
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    Figure 40   Selecting VM to create SV4PC on Azure
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    Figure 41   Providing credentials to create SV4PC on Azure
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    Figure 42   Networking details
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    Figure 43   Storage details
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    Figure 44   Review + create option
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    Figure 45   Creating SV4PC
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    Figure 46   Checking the deployment
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    Figure 47   Checking email for cluster IP details

    11.	Create a Windows 2019 VM on Microsoft Azure Cloud or log in to the Windows VM from your on-premises Windows host and open the web browser of your choice to configure the newly deployed SV4PC storage on Azure Cloud.

    12.	Log in to the cluster IP at https://40.10.1.4:8443/login to complete the configuration for the newly deployed SV4PC (see Figure 47).

    13.	Click Next. Select Agree with the terms in the License agreement. Enter the password and then, click Apply. Then, click Next. 

    14.	Enter the following information:

     –	Name of the system

     –	External Virtualization

     –	Capacity in TB

     –	DNS

     –	Storage IBM Insight®

    15.	Click Finish to complete the setup.

    16.	Log in to the Storage at https://40.10.1.4:8443/login and check the status (see Figure 48).
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    Figure 48   Checking the status of storage

    17.	Complete the following steps to create host mapping in SV4PC Storage for RHOCP Worker nodes with iSCSI connection:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com.

    b.	Log in to the Linux VM by using azureuser and the SSH key that uses the Bastion service or by using SSH and get the initiator name from the RHOCP worker nodes.

    c.	Create the host mapping for the worker nodes, as shown in Figure 49 on page 40 - Figure 52 on page 41.

    d.	Repeat the same procedure for all the worker nodes in the cluster. Then, run iscsiadm commands for the iSCSI login. 
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    Figure 49   Getting iSCSI initiator name
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    Figure 50   Defining host mapping
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    Figure 51   Running iscsiadm commands
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    Figure 52   Checking the host status

    18.		Complete the following steps to create the Storage secret and Storage class on RHOCP on Microsoft Azure Cloud:

    a.	Log in to the Microsoft Azure portal at https://portal.azure.com.

    b.	Log in to the Linux VM by using azureuser and the SSH key that uses the Bastion service or by using SSH.

    c.	Create the Storage secret and Storage class (see Figure 53 and Figure 54).
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    Figure 53   Creating Storage secret
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    Figure 54   Creating Storage class

    19.	Install the following components: 

    ◦	Red Hat OpenShift container Platform. For more information, see the following resources:

     •	IBM Storage for Red Hat OpenShift, REDP-5565

     •	This Red Hat Documentation web page

    ◦	IBM Block storage CSI driver v1.8. For more information, see this IBM Documentation web page.

    ◦	IBM FlashSystem Storage FS9100 and Create host mapping and iSCSI connection for on-premises RHOCP worker nodes and host, as described in Step 17 on page 39.

    With these steps completed, the hardware, software, and hybrid cloud networking setup process is complete and the use case demonstration is available. 

    Use case demonstration

    This use case demonstration shows how the on-premises data can be made available to remote sites and Microsoft Azure Cloud by using the following methods:

    •Volume replication by using IBM Storage Global mirror

    •Data replication by using IBM Block Storage CSI driver volume replication

    These methods are described next.

    Volume replication by using IBM Storage Global Mirror feature

     

    
      
        	
          Note: In this use case demonstration we did not use the Global Mirror with Change Volumes (GMCV) replication method. The customer can use this method if wanted. 

          The steps in this demonstration show how the on-premises data can be made available to remote sites and public clouds by using the components that are described in this Blueprint. 

          For more information about steps that can be taken to ensure database data consistency, see the specific product documentation. 

        
      

    

    Complete the following steps:

    1.	Log in to the on-premises RHOCP bastion hosts or the host from where the RHOCP cluster can be accessed by using oc cli command tools.

    2.	Create the Storage secret and Storage class, as shown in Figure 55 on page 44 and Figure 56 on page 44.
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    Figure 55   Creating Storage secret
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    Figure 56   Creating Storage class

    3.		Create a project and namespace and then, create the yaml files for the PV claim and MySQL deployment yaml file, as shown in Figure 57.
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    Figure 57   Creating PVC pvc for mysql

    4.		Confirm that the volume was created on the on-premises IBM FlashSystem storage FS9100, as shown in Figure 58.
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    Figure 58   Checking that the volume and LUN are created on storage

    5.		Create the MySQL deployment yaml file and the MySQL containerized database, as shown in Figure 59 on page 46.
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    Figure 59   Creating mysql yaml file and deploying mysql

    6.		Log in to the MySQL pod and check whether the MySQL deployment was successful, as shown in Figure 60.
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    Figure 60   Logging in to mysql pod

    7.		Create the sample database and table and then, insert data into table and show the table contents (see Figure 61). 

    [image: ]

    Figure 61   Creating database and insert sample data

    The next part of the process involves replicating the on-premises storage volume or LUN with the equal sized volume or LUN on the SV4PC storage that is deployed on Microsoft Azure Cloud. The data replication is performed by using IBM Global mirror replication.

    Complete the following steps:

    1.		Log in to the SV4PC storage on the Azure Cloud and the, create the 20Gi volume, as shown in Figure 62 and Figure 63 on page 50.
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    Figure 62   Creating 20gi volume on sv4pc on Azure
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    Figure 63   Checking the volume properties

    2.		Log in to the IBM FlashSystem FS9100 storage (on-premises) and SV4PC storage on Azure and complete the following steps to replicate the data on the volume, as shown in Figure 64 on page 51 - Figure 74 on page 55):

    a.	Create a partnership from on-premises storage. 

    b.	Create a partnership from SV4PC storage on Azure Cloud.

    c.	Add a Consistency Group.

    d.	Create a relationship and start copying the data that is on the volume.

    e.	Stop the Remote-copy Consistency Group.
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    Figure 64   Creating partnership: On-premises storage, Part 1
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    Figure 65   Creating partnership: On-premise storage, Part 2
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    Figure 66   Creating partnership: sv4pc on Azure, Part 1
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    Figure 67   Creating partnership: sv4pc on Azure, Part 2
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    Figure 68   Adding consistency group: On-premises storage
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    Figure 69   Creating relationship: On-premises storage Part 1
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    Figure 70   Creating relationship: On-premises storage Part 2
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    Figure 71   Creating relationship: On-premises storage Part 3
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    Figure 72   Adding consistency group: On-premises storage
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    Figure 73   Checking status: Consistent synchronized
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    Figure 74   Stopping remote-copy consistency group

    3.		Log in to the Microsoft Azure portal at https://portal.azure.com and then, log in to the Linux VM by using azureuser and the SSH key that uses the Bastion service or by using SSH and creating the persistent volume claim (PVC) and PV by using the procedure that is described at this IBM Documentation web page (see Figure 75 on page 56 - Figure 82 on page 60).
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    Figure 75   Creating a volume yaml file
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    Figure 76   Checking the status of pv,pvc
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    Figure 77   Creating mysql pvc
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    Figure 78   Creating mysql yaml file
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    Figure 79   Deploying mysql
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    Figure 80   Logging in to mysql pod
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    Figure 81   Validating the replicated data
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    Figure 82   Validating replicated data

    	Now, the volume replication and business continuity use case is complete by using IBM Storage Global Mirror.

    Replication by using IBM Block Storage CSI driver volume replication 

    Complete the following steps:

    1.		Log in to the on-premises RHOCP bastion hosts or the host from where RHOCP cluster can be accessed by using oc cli command tools and deploy MySQL, as shown in Figure 83 - Figure 87 on page 63.

    [image: ]

    Figure 83   Creating mysql pvc yaml file
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    Figure 84   Deploying mysql

     

    [image: ]

    Figure 85   Logging in to the mysql pod and inserting sample data
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    Figure 86   Checking that the volume is created in storage

    2.		Log in to the SV4PC on Azure and create equal-sized storage LUNs for CSI-based volume replication (see Figure 87).
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    Figure 87   Creating a same size (20gi) volume on sv4pc storage

    3.	Using volume replication (remote copy function), enable support on your orchestration platform cluster and the storage system.

    To enable support on your Kubernetes or Red Hat OpenShift cluster, install the following replication CRDs once per cluster as shown in Figure 88 on page 64 and Figure 90 on page 65.

    Before the volume replication function is used, ensure that a partnership is created, and a consistency group is added to configure correctly. 
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    Figure 88   Enabling volume replication support (on-premises)

    4.		Log in to the on-premises RHOCP Bastion hosts or the host from where the RHOCP cluster can be accessed by using oc cli command tools and create the volume replication class (see Figure 89). Ensure to add the correct system_id in the yaml file (see Figure 89).
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    Figure 89   Creating volume replication class (on-premises)
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    Figure 90   Enabling volume replication support (sv4pc on Azure)

    5.		Log in to the Microsoft Azure portal at https://portal.azure.com.

    6.	Log in to the Linux VM by using azureuser and the SSH key by using the Bastion service or use SSH and create the volume replication class (see Figure 91).
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    Figure 91   Creating volume replication class (sv4pc on Azure)

    7.		Create the volume replication yaml file as shown in Figure 92. Then, create volume replication and check the status of volume replication.
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    Figure 92   Creating volume replication (on-premises)

    8.		Log in to the on-premises storage and check the status of volume relationship (see Figure 93). The status should be consistent synchronized. 
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    Figure 93   check status consistent synchronized

    9.	Stop the Remote-copy consistency group and allow secondary read/write access (see Figure 94).
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    Figure 94   Stopping remote-copy consistency group

    10.		Log in to the Microsoft Azure portal at https://portal.azure.com.

    11.	Log in to the Linux VM by using azureuser and the SSH key that uses the Bastion service or by using SSH and deploying MySQL and validating the data (see Figure 95 - Figure 100 on page 71).
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    Figure 95   Creating mysql pvc

    12.		Create the PVC and PV by using the procedure that is described at this IBM Documentation web page (see Figure 96 and Figure 97).

    [image: ]

    Figure 96   Importing a volume
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    Figure 97   Checking the status of the volume

    13.		Create the MySQL deployment yaml file and the MySQL deployment (see Figure 98 on page 70 and Figure 99 on page 71).
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    Figure 98   Deploying mysql
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    Figure 99   Creating mysql deployment

    14.		Log in to the MySQL pod and validate the data, as shown in Figure 100.
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    Figure 100   validate the data

    Now, the volume replication and business continuity use case that uses the IBM block storage CSI volume replication feature is complete.

    Summary

    This solution is designed to protect the data by using IBM Storage-based Global Mirror Replication and the volume replication feature from IBM block storage CSI driver for IBM Storage. 

    The use case that is described in this document is designed for the business continuity solution for containerized workload for Red Hat OpenShift on Microsoft Azure with IBM Spectrum Virtualize for Public Cloud on Azure. 

    The steps in this demonstration show how the on-premises data can be made available to remote sites and public clouds by using the components that are described in this Blueprint. 

    For more information about steps that can be taken to ensure database data consistency, see the specific product documentation.
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    Resources

    For more information, see the following resources:

    •IBM block storage CSI driver 1.8.0:

    https://www.ibm.com/docs/en/stg-block-csi-driver/1.8.0 

    •Preparing to install on Azure:

    https://docs.openshift.com/container-platform/4.8/installing/installing_azure/preparing-to-install-on-azure.html 

    •Microsoft tutorial: Create a site-to-site VPN connection in the Azure portal:

    https://docs.microsoft.com/en-us/azure/vpn-gateway/tutorial-site-to-site-portal 

    •Route-Based Site-to-Site VPN to Azure (BGP over IKEv2/IPsec):

    https://docs.vyos.io/en/latest/configexamples/azure-vpn-bgp.html 

    •Implementation Guide for IBM Spectrum Virtualize for Public Cloud on Microsoft Azure Version 8.4.3, SG24-8510:

    https://www.redbooks.ibm.com/Redbooks.nsf/RedpieceAbstracts/sg248510.html?Open 
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[root@hybrid-Cloud-Linux—bastion-vm binl#

[root@hybrid-Cloud-Linux-bastion-vm binl#

[root@hybrid-Cloud-Linux-bastion-vm binl#| ./openshift-install create cluster —--dir /root/ocp4.8/config/ —-log-level=info «

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

Credentials loaded from file "/root/.azure/osServicePrincipal.json"

Consuming Install Config from target directory

Creating infrastructure resources...

Waiting up to 20m@s for the Kubernetes API at https://api.arhoclusterlsv4pc.arhoclustersvé4pc.net:6443...

API v1.21.6+bb8d50a up

Waiting up to 3@m@s for bootstrapping to complete...

Destroying the bootstrap resources...

Waiting up to 4@m@s for the cluster at https://api.arhoclusterlsvé4pc.arhoclustersv4pc.net:6443 to initialize...
Waiting up to 1@m@s for the openshift-console route to be created...
Install complete!

To access the cluster as the system:admin user when using 'oc', run ['export KUBECONFIG:/root/ocp4.8/config/auth/kubeconfigj
Access the OpenShift web-console| here: https://console-openshift-console.apps.arhoclusterlsvé4pc.arhoclustersvé4pc.net
Login to the console with user: ['kubeadmin", and password: "ii3B5-AbFPa-ujRfg-ntkYX"

Time elapsed: 35m&43s

[root@hybrid-Cloud-Linux-bastion-vm binl# [
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[root@hybrid-Cloud-Linux-bastion-vm ocpé.81# [ssh-Keygen]{=
Generating public/private rsa key pair.

Enter file in which to save the key (/root/.ssh/id_rsa):

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /root/.ssh/id_rsa.

Your public key has been saved in /root/.ssh/id_rsa.pub.

The key fingerprint is:

SHA256: GXYWBVQrXmcQD2UwpvVeTWzOpynpTLdh+ONIqdHtNBA root@hybrid-Cloud-Linux-bastion-vm
The key's randomart image is:

+---[RSA 2048]
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[root@hybrid-Cloud-Linux-bastion-vm ocp4.81# _
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Microsoft Azure 0 Search resources, services, and docs (G+/)

Home > DNS zones >

Create DNS zone

Basics Tags  Review + create

ADNS zone s used to host the DNS records for a particular domain. For example, the domain ‘contoso.com’ may contain a
number of DNS records such as 'mail.contoso.com' (for a mail server) and ‘www.contoso.com’ (for a web site). Azure DNS
allows you to host your DNS zone and manage your DNS records, and provides name servers that will espond to DNS.
queries from end users with the DNS records that you create. Learn more.

Project details

Subscription * [ Microsoft Azure Enterprise_ikky viéa

‘ Resource group * [ Hybrid-Cloud-Sv4PC-ARHO-RG v]éa
Create new
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[root@hybrid-Cloud-Linux-bastion-vm authl#

[roothybrid-Cloud-Linux-bastion-vn auth]# [sXgort KUBECONFIO=/ Faot/oEpd-8/cont Lo/auth/kubacantis]

[x00t@hybrid-Cloud-Linux-bastion-vm authl#
[x00t@hybrid-Cloud-Linux-bastion-vm authl#
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Ready
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[r00t@hybrid-Cloud-Linux-bastion-vm authl#

ROLES
master
master
master
worker
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AGE
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30m
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22m
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VERSION
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CONFIGURE A VTT WITH A DUMMY IP ADDRESS
set interfaces vti vti2 address '40.10.0.200/24"

set interfaces vti vti2 description 'Azure Tunnel'
set interfaces vti vti2 mtu '1436'

CONFIGURE THE

set
set
set
set
set
set
set

vpn
vpn
vpn
vpn
vpn
vpn
vpn

ipsec
ipsec
ipsec
ipsec
ipsec
ipsec
ipsec

VPN TUNNEL
site-to-site peer I
site-to-site peer
site-to-site peer LI
site-to-site peer Kimfaestuid
site-to-site peer LIIZmmN
Site-to-site peer HmiZmeommad
site-to-site peer LETIZEctm

CONFIGURE YOUR BGP SETTINGS
protocols

protocols

protocols

protocols

protocols

protocols

set
set
set
set
set
set

bgp 65000 neighbor 40.10.0.254
bgp 65000 neighbor 40.10.0.254
bgp 65008 neighbor 40.10.0. 254
bgp 65000 neighbor 40.10.0.254
bap 65000 neighbor 40.10.0.254

authentication mode 'pre-shared-secret’
authentication pre-shared-secret 'HybridCloudsV4pC'
description 'AZURE PRIMARY TUNNEL'

ike-group 'AZURE"

Tocal-address '10.1.240.9"

vti bind 'vti2"

VEi esp-group 'AZURE'

*disable-connected-check"
remote-as '65515'
soft-reconfiguration *inbound’
timers holdtime ‘30"

timers keepalive '10°

bgp 65000 network '10.0.240.0/24"

ADD AN INTERFACE ROUTE TO REACH AZURE’S BGP LISTENER
protocols static interface-route 40.10.9.254/32 next-hop-interface 'vti2*

set
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[root@hybrid-Cloud-Linux-bastion-vm
{

~]#[az _account show

"environmentName "AzureCloud",
"homeTenantId": LK)
des ER ]
isDefault": true,
"managedByTenants": [1,
"name" = ", -
"state "Enabled",
"tenantId": "¢ LR ]
"user": {
"nam:
"type":

"hekantak@in.ibm.com", <=
"user"

3
}
[root@hybrid-Cloud-Linux-bastion-vm ~1#
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[root@gw-10 ~]#[oc project |

sing project "mysql™ on server "https://api.sha.spp-mcm.kb.stglabs.ibm.com:6443".
[root@gw-10 ~14
[root@gw-10 ~]#!

READY STATUS RESTARTS  AGE
ysql-6chTchd56d-52682  1/1 Running 0 3m1ss
[root@gw-10 ~1#

(rootqu-10 ~]1#[oc rsh mysql-6ch7chds6d-52682

$[mysql -u root -p

nter passwol

Lcome to the MySQL monitor. Commands end with ; or \g.

our MysQL connection id is 1

erver version: 5.6.51 MySQL Community Server (GPL)

opyright (c) 2000, 2021, Oracle and/or its affiliates. All rights reserved.
racle is a registered trademark of Oracle Corporation and/or its
ffiliates. Other names may be trademarks of their respective

wners.

'ype 'help;' or '\h' for help. Type '\c' to clear the current input statement.

ysql> |
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irootégw-10 yami]#[oc project
Eing. proteck in FTASESySEe-LeL on server "HC{ps://apl.sha. p-aca. Kb.iglabs. ihm. coms 443"
(rootagu-10 yami1s
(roottg-10 yami14 15
o1 omb10ck storage-secret.yaml 02-ibm-block-storageclass.yanl install-config.yaml install-config.yaml.orig MysgL
(roottau-10 yani) s
(cootequ-10 yant)#[cat 07-Tba-block-storageciass-yanl |
lowolusesrpansions Erue
piversion: storage.kss.io/vl
ina: storageciazs
et
annotations
Gescription: iba-block-storage-class
namas sbmblock. storage.clacs
Spacestticiency: thin
o storage. k63, o/ Estype: xfs
Coistorage. Kis. io/secret-nane: ibm-block-storage-sectet
Csistorage. kis. io/secrot-nanespace: iba-flashaysten-col
poois SVPe Bool
Voluse_name_pretix: nybrid
rovisioner: Block.csi.iba.con
Feciainboticy: belete.
Lunebindinguode: Tmmediate
(roottgu-10 yant s
(coottau-10 yant) b[oe creste £ 02-ibm-block storageciase yanl
storageciass . storage. “storage-class created
(rootégu-10 yani) s
(rootequ-10 yan)#[sE get 5 ]

o Fovts toneR RECIAIMPOLICY  VOLUWEBINDINGHODE  ALLOWOLUMEEXPAISION  AGE
ibn-btock-storage-class  biock.csi. iba.con Delete Immediate true Snvarie
nin (derani) Kubernetes. 1o/ vsphere-volume  Delete Immeatate fatse e

[(rootaqu-10 yami1e
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[root@gw-10 yaml]#
(cootégu-10 yamt 14 o et ]
Using project ibe-Tissheystes-cai®

(rootégu-10 yaml]4

on server "https://api.sha.spp-mcm.kb.stglabs. ibm.com: 644:

(rootége-10 yam1)
total 24

oot root 212 Feb 12 07:51
root root 190 Feb 12 07:53

01-ibm-block-storage-secret .yaml|
02-ibm-block-storageclass.yaml

~rw-r--x-
oot root 4135 Jan 27 04:01
root root 4135 Jan 27 04:07
oot 3

drwxr-xr-x. 2

management_address: MTAWNCAYNDAUMZA=
password: CoFzc3cucmo=
username: cIVWIXJlc2Vy

name:_ibm-block-storage-secret
namespace: ibm-flashsystem-csi
type: opague
[rootégu-10 yaml)
secret/ibm-block-storage
[zootégu-10 yamll#

Install-config.yaml
install-config.yaml.orig

[ibm-block-storage-secret
[root@gw-10 yaml)$

opaque 3

[root@gw-10 yaml]#[oc get secrets ibm-block-storage-secret

155
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name: ibm-block-storage-class-svipc
annotations
description: ibm-block-storage-class-svipc
provisioner: block.csi.ibm.com
parameter
pool: CloudPool0
SpaceEfficiency: thin
volume name_prefix: SV4PC-AZ
csi.storage kds.io/fatype: xfs
cai.storage.k8s.io/secret-name: ibm-avipc-storage-secret
csi.storage. k8s.io/secret-namespace: ibm-block-storage-ns
reclaimPolicy: Delete
allowvolumeExpansion: true
volumeBindingMode: Immediate

[rootehybrid-Cloud-Linux-bastion-vm yaml]#|oc create bm-svdpc-storage-class . yaml
storageclass.storage.k8s.io/ibm-block-storage-class-svdpc create

[root@hybrid-Cloud-Linux-bastion-vm yaml]#
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kind: Secret
piversion: vl
tadata:
name: ibm-svipc-storage-secret
namespace: ibm-block-storage-ns
type: Opaque
stringData:

‘management_address: 40.10.1.4
username: superuser
lata:

[root@hybrid-Clond-Linux-bastion-vm yenll#[cat Tbm-svipo-storage-secret.yaal]

password: SWItU3YOCGNVHKF6AXI1CG==
(root@hybrid-Cloud-Linux-bastion-vm yaml]#

secret/ibm-svipc-storage-secret created
(root@hybrid-Cloud-Linux-bastion-vm yaml]#

[xootehybrid-Cloud-Linux-bastion-vm yaml]# [oc create —f ibm-svipc-storage-secret.yaml]
rootshybrid-Cloud-Linux-bastion-va yomll? [
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/40.10.1.4:8443 /gui#

IBM Spectrum Virtualize for Public Cloud SV4PC-On-Azure

® Add Host

Name

worker-germanywestcentral1-24417
worker-germanywestcentral2-rzjm7

worker-germanywestcentral3-kk4rv

= Actions ~

[
Status Host Type # of Ports Host Mappings
v/ Online Generic 1 Yes
v/ Online Generic 1 Yes
v/ Online Generic 1 Yes
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01-mysqlpvc.yaml 02-mysql-deployment. yaml
(rootegu-10 MysqLl#,
(rootegu-10 MysQL]

apiversion: vi
service

3306
selector:

app: mysql
clusterIp: None

apps/vl # for versions before 1.9.0 use apps/vibeta2
kind: Deployment

selector:
matchLabels:
app: mysql
strategy:
type: Recreate
template:
metadata:
labels
app: mysql
spec:
containers:
- image: mysql:5.6
name: mysql
# Use secret in real usage
- name: MYSQL_ROOT_PASSWORD
value: password
ports:
~ containerport: 3306
nane: mysql
voluneMounts:
~ name: mysql-persistent-storage
mounteath: /var/1ib/mysql
volune:
- name: mysql-persistent-storage
persistentvoluneClain:
Claimvane: mysql-pvc
[rootégu-10 MysQL]
[zootegu-10 MysQul#| oc creat 02-mysql-deployment.yanl
service/mysql creat
deployment .apps/mysql created
[root@gw-10 MySQL]#
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Create IBM Spectrum Virtualize for Public Cloud - Beta
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PRODUCT DETAILS.

1BM Spectrum Virtualize for Public
Cloud - Beta

by 1BM-Allance-Global-Microsoft
Partner-USA-NY-Armonk-HQ-
1BMstorage-6201192

Terms of use | Privacy policy

TERMS

By clicking “Create", | (a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s)
listed above; (b) authorize Microsoft o bill my current payment method for the fees associated with the offering(s).
with the same billing frequency as my Azure subscription; and (c) agree that Microsoft may share my contact, usage
and transactional information with the provider(s) of the offering(s) for support,billng and other transactional
activites. Microsoft does not provide rights for third-party offerings. See the Azure Marketplace Terms for additional
details

Basics
Subscription Microsoft Azure Enterprise.ikky
Resource group Hybrid-Cloud-SV4PC-RG
Region ‘Germany West Central

Tag hybridsvpe
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Spectrum Virtualize is deployed in an Azure VNet across two subnets. The Spectrum Virtualize cluster VMs are deployed
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Learn more

Configure virtual networks

Virtual Network * © [ Hybrid-Cloud-1BM-SV4PC-VNET M=
Create new
Cluster Subnet * © [_Hybrid-Cloud-1BM-SV4PC-Cluster-snet (40.10.1.0/24) M=

Manage subnet configuration
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Manage subnet configuration
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1BM Spectrum Virtualize for Public Cloud is deployed in a 2 Node High Availabilty cluster consisting of 2 Azure VMs and
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Leam more
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Change size
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[root@hybrid-Cloud-Linux-bastion-vm yaml]#
[root@hybrid-Cloud-Linux-bastion-vm yaml]#|oc get nodes

NAME STATUS ROLES AGE VERSION

arhoclusterlsvé4pc-9w2gw-master-0 Ready master 6h22m v1.21.6+bb8d50a
arhoclusterlsv4pc-9w2gw-master-1 Ready master 6h21m v1.21.6+bb8d50a
arhoclusterlsvé4pc-9w2gw-master-2 Ready master 6h22m v1.21.6+bb8d50a

arhoclusterlsv4pc-9w2gw-worker—-germanywestcentrall-24417 Ready worker 6hl13m v1.21.6+bb8d50a
arhoclusterlsvé4pc-9w2gw-worker—-germanywestcentral2-rzjm7 Ready worker 6hl13m v1.21.6+bb8d50a
arhoclusterlsv4pc-9w2gw-worker—-germanywestcentral3-kk4rv Ready worker 6h1l3m v1.21.6+bb8d50a
[root@hybrid-Cloud-Linux-bastion-vm yaml]#

[root@hybrid-Cloud-Linux-bastion-vm yaml]# ssh core@arhoclusterlsvé4pc-9w2gw-worker—germanywestcentrall-24417 cat /etc/iscs|
i/initiatorname.iscsi
InitiatorName=ign.1994-05.com.redhat:402e6796fb6e
[root@hybrid-Cloud-Linux-bastion-vm yaml]#
[root@hybrid-Cloud-Linux-bastion-vm yaml]# ssh core@arhoclusterlsvidpc-9w2gw-worker—-germanywestcentral2-rzjm7 cat /etc/iscs|
i/initiatorname.iscsi
InitiatorName=ign.1994-05.com.redhat:25dd27569%9ebl
[root@hybrid-Cloud-Linux-bastion-vm yaml]#
[root@hybrid-Cloud-Linux-bastion-vm yaml]# ssh core@arhoclusterlsvédpc-9w2gw-worker—-germanywestcentral3-kk4rv cat /etc/iscs|
i/initiatorname.iscsi
InitiatorName=ign.1994-05.com.redhat:113148c0f72e
[root@hybrid-Cloud-Linux-bastion-vm yaml]#
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[EXTERNAL] IBM SVPC Cluster Deployment: Cluster Hybrid-Cloud-SV4PC-RG is created successfully
root Tuesday, February 01, 2022 04:06PM

o et

T TR T

Ttem TP
[cluster TP 40.10.1.4
INodel Service Ip 40.10.1.20
lodel Node IP 1 40.10.1.18
[Node1 Node 1P 2 40.10.1.12
lodel Port IP 1 40.10.1.19
lode1 Port TP 2 40.10.1.13
Node2 Service Ip 40.10.1.25
lode2 Node TP 1 40.10.1.23
[Node2 Node Ip 2 40.10.1.7
lode2 Port IP 1 40.10.1.24
lode2 Port Ip 2 40.10.1.8

To access IBM Spectrum Virtualize for Public Cloud management GUI, please follow this link:
https://www. ibm.con/docs/en/spectrunvirtualizecl/8. 4.x?topic=azure-completing-post-
installation-tasks
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mysql>

nysql> [use hybrid; |

Reading table information for completion of table and column names
You can turn off this feature to get a quicker startup with -A

Database changed
mysql>

3 rows in set (0.00 sec)

mysgl> @i
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[root@hybrid-Cloud-Linux-bastion-vm MySQL]#
[root@hybrid-Cloud-Linux-bastion-vm MySQL]#
$

$[mysql -u root -p
Enter pa oTdT
Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 1
‘Server version: 5.6.51 MySQL Community Server (GPL)

Copyright (c) 2000, 2021, Oracle and/or its affiliates. All rights reserved.

Oracle is a registered trademark of Oracle Corporation and/or its
affiliates. Other names may be trademarks of their respective
ouners.

)

Type ‘help:

or '\h' for help. Type '\c' to clear the current input statement.
mysql>[ show databases;
4

| Database |
+

| information_schema
1
| mysq

|
|
I
| performance_schema |
. +

4 rows in set (0.01 sec)

ysql> i
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Loyment . yaml

[root@hybrid-Cloud-Linux-bast
[service/mysql created
deployment .apps/myaql cre.

tehybe 1d-Cloud-Linus-bast o
RESTARTS  AGE

RE
Jpod/mysq1-sceb706ac6— o o 15
R TYPE PORT(S)  AGE
service/mysql  ClusterIP 153
nave R AGE
1

deployment .apps/mysql  0/1

5cEbTbE4CE

aset .apps/mysql

@hybrid-Cloud-Linux-bastion-vm MysQL]#
DY _ STATUS
5cfbTbedce-gvosr  1/1 Running

ot@hybrid-Cloud-Linux-bastion-vm MySQL]#
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[root@hybrid-Cloud-Linux-bastion-vm MySQL]#[cat 03-Cloud-mysql-deployment.yaml

apiversion: vl
kind: Service
metadata:
name: mysql
spec:
ports:
- port: 3306
selecto
app: mysql
clusterIP: None

apiVersion: apps/vl # for versions before 1.9.0 use apps/vibeta2
kind: Deployment
metadata:
name: mysql
spec:
selector:
matchLabel:
app: mysql
strateg
type: Recreate
template:
metadata:
labels:
app: mysql
spec:
containers:
- image: mysql
name: mysql
# Use secret in real usage
- name: MYSQL_ROOT_PASSWORD
value: password
ports:
- containerPort: 3306
name: mysql
volumeMounts:
~ name: mysql-persistent-storage
mountPath: /var/lib/mysql
volumes:
- name: mysql-persistent-storage
persistentVolumeClaim:
claimName: replicated-mysql-pvc-20gb

.6
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isting-mysql-pve. yaml

[xootéhybrid-Cloud-Linuz-bastion-vm MySQL]f|cat 02-replicated
bpiversion: vi
feind: rorsiste
hetadata

neme: replic
pec

accessModes:

Readri teonce

rage: 2061

storageClassName: ibm-block-storage-class-svipc
VoluneName: replicated-myaql-pv-20gb
(zootehybrid-Cloud-Linux-bastion-vm MySQL]#
[zootenybrid-Cloud-Linux-bast ion-vm MySQL]#[oc create —£ 02-replicated-existing-mysql-pve.yan

tVolumeClain

ersistentvolumeclaim/replicated-nysql-pve-20gb created
[(rootehybrid-Cloud-Linux-bastion-vm MySQL]#

[Footenybrid-cloud-Linu-bastion-va HysqL]# (55 get pv,pve ]

iAE APACITY  ACCESS MODES  RECLATM

poicy  srarus  cram STORAGECLASS E

eason  ace

ersistentvolume/pvc-016db124-d744-4e5c-aT4e-4919ee05££28  5GL RWO Delete
Bound  ibm-block-storage-ns/test-claim-on-svipc  ibm-block-storage-class-svipc
3dsh

ersistentvolume/replicated-mysql-pv-20gb 2061 £

Bound  mysql-cloud/replicated-mysql-pve-20gb ibm-block-storage-

1125

nE SIATUS  VOLOME capacITy
ACCESS MODES _STORAGECLASS A

ersistentvolumeclain/replicated-mysql-pve-20gb  Bound  replicated-mysql-pv-20gb 2061
RiO ibm-block-storage-clasa-své) 75

(oot ehybriaCloud-Linus bastion—vm MysQL1f
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[root@hybrid-Cloud- Llnux—bastlon—vm.MySQL]# oc create -f Ol-replicated-existing-mysgl-pv.yaml
ersistentvolume/replicated-mysql-pv-20gb created

[root@hybrid-Cloud-Linux-bastion-vm MySQL]#

[root@hybrid-Cloud-Linux-bastion-vm MySQL]#[oc get pv,pvc
AME

CAPACITY ACCESS MODES RECLAIM

STORAGECLASS REASON AGE
ersistentvolume/pvc-016dbl24-d744-4e5c-a74e-4919ee05f£f28 5Gi RWO Delete
est-claim-on-svédpc ibm-block-storage-class-své4pc 3d5h
ersistentvolume/replicated-mysqgl-pv—20gb 20G1i RWO Delete

ibm-block-storage-class-svépc 5s

[root@hybrid-Cloud-Linux-bastion-vm MySQL]#
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[root@hybrid-Cloud-Linux-bast ion-vm MyS:
Al ready
[zootehybrid-Cloud-Linux-bast ion-vm MySQL]#
[rootehybrid-Cloud
apiversion: vi
kind: Persistentvolume
netadata:
pv. kubernates. io/provisioned-by: b

finalizera:

- kubernetes. io/pv-protection

- external-attacher/block-csi-ibm-com

name: replicated-mysql-py-20gb

ock.cai. ibm. com

spec:
accessmodes:
Readkriteonce
capacity:
storage: 200
controllerExpandsecratRef
neme: ibm-svipc-storage-secret
namespace: ibm-block-storage-ns
controllerpublishSecretRe
name: ibm-svipo-storage
namespace: ibm-block-storage-ns

block.csi. ibm. com

namespace: ibm-block-storage-ns

nodeStagesecretRef:
name: ibm-svipc-storage-secrat
namespace: ibm-block-storage-ns

volumeAttributes.

array_address: 40.10.

pool Rame: Cloud2aold

os.10/caiProvisionerTdentity: 1644
:sve
volume name: replicated-mysql-pv-2055

volumefandle: SVC:4;6005076072AE275A3800000000000005
persistentVolumeReclaimPolicy: Delste
StorageClasshame: ibm-block-storage-class-svipe
oltmeloda: Filesysten
[zootehybrid-Cloud-Linux-bast ion-vm HysoLl# I

4

9157645-8081-block

inux-bast ion-vm MySOL] #[Cat 01 replicated—existing mysqi-pv.yaml

.csi.ibm.com

6aa3n
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> Insert sample data into table
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[root@hybrid-Cloud-Linux-bastion-vm csi-

apiversion

netadata:
name: mysql
spec
B
= port.
selector
Spp: myeql
clusterIp: None

3306

apiversion: apps/vl
kind: Deployment
netadata:
name: mysql
spect
selector
matcl
app
strategy:
type: Recreate
template!
metadata
Tabel
app:

containers:

abel.
mysql

mysql

= image: mysql
# Use s

mountPath
volumes:

mysql

persistentVolumeclaim:

# for versions before

et in

eal usage

MYSQL_ROOT_PASSWORD

tent-storage
/var/1ib/mysql

tent

storage

ication] #| cat _03-Cloud-mysql-deployment.yaml

use apps/vibeta2
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[root@hybrld Cloud-Linux-bastion-vm csi-replication]#

-Cloud-Linux-bastion-vm csi-replication]#

oc get persistentvolume/csi-replicated-mys

ql-pv-20gb

CAPACITY ACCESS MODES
STORAGECLASS
csi-replicated-mysql-pv-20gb 20Gi RWO

si-replicated-mysql-pvc-20gb  ibm-block-storage-class-.
[root@hybrld Cloud-Linux-bastion-vm csi-replication]l#

RECLAIM POLICY STATUS CLAIM
REASON AGE
Delete Bound mysqgl-cloud/c]
svapc 3ml5s

-~Linux-bastion-vm csi-replication]#

oc get persistentvolumeclaim/csi-replicate]

d-mysql-pvc-20gb

STATUS  VOLUME
STORAGECLASS AGE
csi-replicated-mysql-pvc-20gb  Bound csi-replicate
ibm-block-storage-class-sv4pc 6m32s

[root@hybrid-Cloud-Linux-bastion-vm csi-replication]#
[root@hybrid-Cloud-Linux-bastion-vm csi-replicationl#

CAPACITY ACCESS MODES

d-mysql-pv-20gb 2061 RWO
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(Foot@hybrid-Cloud-Linux-bastion-vm csi-replication] | cat 02-create-existing-mysql-pv.yaml
apiversion: vi
kina: Persistentvolune
netadata.

annotations:

pv.kubernetes. io/provisioned-by: block.csi.ibm.com

finalizer:

= kubernetes. io/pv-protection

- external-attacher/block-csi-ibn-com
csi-replicated-mysql-pv-20gb

spec
accessModes:
= Readuriteon
capacity:
storage: 2061
controllerExpand
name: ibm-svip:
namespace: ibm-block-storage-ns
controllerpublishsecretRe:
name:_ibm-svdpc-storag
namespace: ibm-block-storage-ns
driver: block.csi.ibm.com
£sType: xfs
nodePublishsecretRe!
name: ibm-svépc-storage-secret
namespace: ibm-block-storage-ns
nodeStagesecretres
name: ibm-svipc-storage-secret
namespace: ibm-block-storage-ns
voluneattributes
array_address: 40.10.1.4
pool_iame: CloudPool0
storage. kubernetes. io/csiProv
storage type: SVC
Volune name: csi-volumereplication-20g1-azure
volumeandle: SVC:7;6005076072AE275A380000000000000C

persistentVolumeReclainpolicy: Delete
storageClassName:| ibn-block-storage-class-svapc
volumeMode: Filesye!

onerTdentity: 1644399157645-8081-block.csi. ibm.com

{root8hybrid-Cloud-Linux-bastion-vm csi-replication] #[oc create —f 02-create-existing-mysql-pv:

persistentvolune/csi-replicated-mysql-pv-20gb created
{root@hybrid-Cloud-Linux-bastion-vm csi
{ro0t@hybrid-Cloud-Linux-bastion-vm csi-replicat
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ication]#
-replication] #[Cat 01-create-existing-mysql-pve.yanl

accesswodes:

teonce

voluneName

[root@hybrid-cToud eplication] ¢

£8hybrid-Cloud-Linux-bastion-ve csi-replication]#[oc create -f 0l-create-exis

ing-mysql-p:

yam:
ersTstentvoluneclain/csi-r

plicated-mysql-pvc-20gb created
(zootehybrid-Cloud-Linux-bastion-vm csi-replication]t
{rootehybrid-Cloud-Linux-bast plication]t ||
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CONFIGURE ETHERNET INTERFACE
set interfaces ethernet eth® address '10.1.240.9/24"
set interfaces ethernet eth® description 'TRANSFER-NET'

set interfaces ethernet eth@ duplex 'full'
set interfaces ethernet eth® hw-id 'e4:1f:13:6d:
set interfaces ethernet eth® smp_affinity 'auto
set interfaces ethernet eth® speed '1000'

set interfaces ethernet ethl address '10.0.240.9/24'
set interfaces ethernet ethl description 'YELLOW-ZONE'
set interfaces ethernet ethl duplex 'full'

set interfaces ethernet ethl hw-id 'e4:1f:13:6d:
set interfaces ethernet ethl smp_affinity 'auto
set interfaces ethernet ethl speed '1000'

set interfaces loopback 'lo*

158"

a:5a'|

CONFIGURE THE IKE AND ESP SETTINGS TO MATCH A SUBSET OF THOSE SUPPORTED BY AZURE

set vpn ipsec esp-group AZURE compression ‘disable’
set vpn ipsec esp-group AZURE lifetime '3600"

set vpn ipsec esp-group AZURE mode 'tunnel’

set vpn ipsec esp-group AZURE pfs 'dh-group2'

set vpn ipsec esp-group AZURE proposal 1 encryption ‘aes256'
set vpn ipsec esp-group AZURE proposal 1 hash 'shal’

set vpn ipsec ike-group AZURE dead-peer-detection action 'restart'
set vpn ipsec ike-group AZURE dead-peer-detection interval '15'
set vpn ipsec ike-group AZURE dead-peer-detection timeout '30'
set vpn ipsec ike-group AZURE key-exchange 'ikevi'

set vpn ipsec ike-group AZURE lifetime '28800"

set vpn ipsec ike-group AZURE proposal 1 dh-group '2'

set vpn ipsec ike-group AZURE proposal 1 encryption ‘aes256'

set vpn ipsec ike-group AZURE proposal 1 hash 'shal’

ENABLE IPSEC ON ETHO
set vpn ipsec ipsec-interfaces interface 'etho’

set vpn ipsec nat-networks allowed-network '40.10.0.0/16'
set vpn ipsec nat-traversal ‘enable’
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Microsoft Azure £ Search resources, services, and docs (G+/)

Home > Local network gateways >

Create local network gateway
@ vaidtion passed

Basics  Advanced  Review + create

Summary

Name Hybrid-Cloud-1BM-SVAPC-Local-net. Gateway.
Subscription Mictosoft Azure Enterprise_ikky

Resource group. Hybrid-Cloud-With-IBM-SVAPC

Region Germany West Central

Endpoint 1P address

1P address proney

‘Address space 1002400/24,10.1.2400/24

Autonomous system number (ASN) 65000

BGP peer P address 1012409
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Create-volunereplication.yaml
TFE.10/VIalp

ind: volunerepl

retadata:

eplicationstate: p

plicationkar

datasour
Kind:

“vreplication # Ensure that this is in the sam

namespace as VolumeReplication
root@gu-10 CSI-Replication]#
root@gu-1
volunereplication.
o0t@gu-10 C
otegw

ate f 07-crea

Z volumereplicatil
Grage. openshift

To/csi-volumeraplicat:

yand]
=205 created

ation)#

ation] # [oc get volumere

s replication.s anshite.io]

AGE VOLUMEREPLICATIONCLASS BVCHAME

'si-volumereplication-20g1 _1ém _csi-volumereplicationcla: mysql-pve-csi-vreplication prim
Prinary

Jdemo-volumerep1ication 204 demo-volumereplicationcla pve-tile-system primary
nknown

root@gw-10 CSI-Replication]#
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create-volunereplicationclass

[rootehybrid-Cloud-Linux-bastion-vm csi-r
piversion: replication.storage.openshift.io/vlalphal
ind: volumereplicationCla:
etadata:
name: csi-volumereplicationclass-svipe
“provisioner: block.csi.ibm.con
paraneters
systen_id: [000002042041265C
copy_type: async # Optional. Values sync/async. The default is sync.

storage-secret

replication.storage.openshift. io/replication-secret-nane: ibm-sv4
replication.storage.openshift.io/replication-secret-nanespace: ibm-blockstorage-ns

(rootehybrid-Cloud-Linux-bast ion-vm csi-replication]#
(rootehybrid-Cloud-Linux-bastion-vm csi-replication]#[oc create —f 04-create-volumereplicationcl
ass

Volunereplicationclass. replication. storage. openshift. io/csi-volunereplicat ionclass-svipc created|
(rootehybrid-Cloud-Linux-bastion-vm csi-replication]#

[root@hybrid-Cloud-Linux-bastion-vm csi-replication]#[oc get volumereplicationclasses.replicatio

o PROVISIONER
csi-volunereplicationclass-svipe  block.csi.ibm.co

[rootehybrid-Cloud-Linux-bastion-vm csi-replicat
[rootenybrid-Cloud-Linux-bastion-vm csi-replica
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[root@hybrid-Cloud-Linux-bastion-vm csi-replication]# curl -O https://raw.githubusercontent.com,
csi-addons/volune-replication-operator/v0.2.0/config/crd/bases/replication. storage.openshift . io
volunereplicationclasses.yanl

% Total % Received % Xferd Average Speed Time  Time  Time Current
Dload Upload Total Spent  Left Speed
100 2747 100 2747 0 0 17974 0 - 17954

(root@nybrid-Cloud-Linux-bastion-vm csi-replication] ¢
[root@hybrid-Cloud-Linux-bastion-vm csi-replication]# oc apply -f ./replication.storage.opensh:
ft.io_volumereplicationclasses.yaml
Customresourcedefinition. apiextensions.k8s. jo/volunereplicat ionclasses. replication. storage. opens|
hift.io configured

(root@hybrid-Cloud-Linux-bastion-vm csi-replication]#

[root@hybrid-Cloud-Linux-bastion-vm csi-replication]# curl -0 https://raw.githubusercontent.com
si-addons/volune-repl ication-operator/v0.2.0/config/crd/bases/replication. storage. openshift .o
Volumereplications.yanl

% Total % Received % Xferd Average Speed Time  Time  Time Current
Dload Upload Total Spent  Left Speed
100 8935 100 8935 0 0 61025 0 —-gomiom - - 61620

‘(zootehybrid-Cloud-Linux-bastion-vm csi-replication]t

[zoot@hybrid-Cloud-Linux-bastion-vm csi-replication]# oc apply -f ./replication.storage.openshil
.o volumereplications.yaml
customresourcedefinition.apiextensions.k8s. o/ volunereplications. replication. storage.openshite. il
s configurea
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lunereplicationclass

phal

retadata:

esi-volunere

plicationclass. replication. storage

ptiona

age .openshift.io/replication
nlt

.openshift.io/replication-secret-nam

Values sync/async. The default is sync.

ibm-block-storag: t
ecret-namespace: ibm-flashsystem-csi

plication]# [oc_create —f 0

FetrYp Ry |

TfE.10/csi-volumereplicationclass created

ionclasses cation.storage.openshift. io
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(root@gu-10 CSI-Replication]# curl -O https://raw.githubusercontent.com/csi-addons/volume-replicatior
operator/v0.2.0/config/crd/bases/replication. storage.openshift. io_volumereplicationclasses.yaml

¥ Total  § Received § Xferd Average Speed Time ~ Time  Time Current
Dload Upload Total Spent  Left Speed
100 2747 100 2247 0 0 7027 0- 7083

(rootagu-10 CST-Replication]#
(zootqu-10 CSI-Replication]#[oc apply - -/replication.storage .openshift.io volumereplicationclasses)
yan

st omresourcede inition. apiextensions . kds. io/volunereplicationclasses. replication. storage.openshit. i
o contigurea

{rootége-10 CsI-Replication]t

(£ooteqe-10 CST-RepLication]§ Gurl -0 WEEps://fau githubusercontent con/csi-addons /v une-replicat o

operator/v0.2.0/config/crd/bases/replication. storage.openshift. io_volumereplications. yanl

¥ Total  § Recelved § Xferd Average Speed Time  Time  Time Current
Dload Upload Total Spent  Left Speed
100 8535 100 8335 o o 16291 0 i i 16275

(rootéqe-10 CSI-Replication]t
(£o0tagu-10 CS1-Replication]#[oc apply £ /replicationstorage-openshit.io volumereplications.yanl
customresourcede tini tion. apiextens ons k9 1o/ volunereplicat ions . ceplication storage .openshift.io cor
igurea

[2o0tege-10 CSI-Replicationlt
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octigu-10 ysoias
o wysQu) 4 [EaE OT-mysqpve.yan]

‘vl

equest
storage
storageClassName: ibm-block-storage-class
tage-10 MysqL) ¢

[rootégu-10 MysoL# [o¢ create —f OI-mysqlpve.yanl
ersistentvoluneclain/mysql-pve-csi-vreplication created
[rootégu-10 MySQL1#

[ R A H o —)

e access 1a1H poLTcY
sTaTus _ciam stoma REASON
axsistentvolund)pve-bEEb0300-575¢-4oeb-3eb0-a0lact cbac3 R Delete
Bound  mysql/RYSqI-pVe=CSI-VEepIICATIon — IbR-BIock-SToFage-Clas cinvalio>
statos
Y AccEss MoDES _sTomn ace
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