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    IBM CICS Performance Series: Effective Monitoring for CICS Performance Benchmarks

    Introduction 

    The aim of this paper is to show tools and techniques that can be used to understand the performance characteristics of an IBM® CICS® performance benchmark. It describes why it is important to understand whether other work on your systems can interfere with the system under test. It looks at an example CICS Transaction Server (CICS TS) configuration and describes how monitoring tools, including IBM Resource Measurement Facility™ (IBM RMF™) and Workload Manager (WLM) can be used to collect and report performance data. 

    Achieving consistent, repeatable CPU usage in benchmarks

    Before we describe how to collect performance data, it is important to explain how, unless you totally dedicate hardware for a benchmark, the CPU that is used can vary each time that the benchmark is run. It might be hard to get repeatable results. This statement is true for benchmark comparisons and also for CPU usage comparisons after a CICS upgrade.

    A common misconception is that the same transaction running the same application programs using the same amount of business logic uses the same amount of CPU time each time that it is run. It probably executes the same number of physical instructions; however, the number of required cycles to execute those instructions can vary, depending on the state of the on-chip caches. Two identical instructions can use varying numbers of cycles to complete, depending on the level of cache or real storage that the data or instructions were retrieved from. 

    Code in a CICS region running, for example, on a zEC12, is affected by the state of cache hierarchy if the following conditions are true: 

    •It is running on a single logical partition (LPAR) of z hardware with any other type of work executing in other address spaces on the same LPAR. 

    •Work is running on any other LPAR sharing the same central processors (CPs) as the LPAR where the CICS region resides.

    •Work is running on any other LPAR that is using CPs that are on the same processor unit (PU) chip as the CPs that the LPAR running CICS is using because CPs on the same PU Chip share a level 3 cache. CPs on the same PU Chip share a level 3 cache even if the LPAR under test has dedicated CPs. 

    •Work is running on any other LPAR that is using CPs that are on the same book as the CPs that the LPAR running CICS uses because CPs on the same book share a level 4 cache and the same real storage. CPs on the same book share a level 4 cache and the same real storage even if the LPAR under test has dedicated CPs. 

    Figure 1 shows the memory hierarchy of a zEC12. 
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    Figure 1   zEC12 cache layout

    Figure 1 shows up to six CPs on a PU chip, six PU chips in a book, and four books in a central processor complex (CEC). Not all CPs are configurable as general-purpose CPs. CPs are associated with an L1 cache and an L2 cache and shared use of the L3 and L4 caches. The deeper into the cache hierarchy the instruction needs to go for its data, the more CPU cycles it uses. If the cache that programs are using is getting disrupted by other programs even from other LPARs, the data must be retrieved from higher-level caches or real storage, therefore varying the cost of these instructions. 

    This depth into the memory hierarchy, to which a workload that is running on an LPAR needs to go to retrieve its data, is referred to as Relative Nest Intensity (RNI). RNI is a metric that is now used to select the most relevant workload when you use the IBM Large Systems Performance Report (LSPR) to calculate the effects of hardware migration. Historically, LSPR workload capacity values used application names, such as CICS and IBM IMS™. 

    However, because capacity performance was always more closely associated with how a workload uses and interacts with a particular processor hardware design and more importantly its caches, this new RNI metric was introduced with the ability for clients to calculate this value for their own workloads.

    For more information, see this website, which provides a more detailed description of LSPR and RNI:

    https://www-304.ibm.com/servers/resourcelink/lib03060.nsf/pages/lsprwork?OpenDocument 

    On IBM z10™ and later machines, the ability to collect instrumentation data that describes the interaction with memory was introduced. This Hardware Instrumentation (HIS) can be used to produce IBM z/OS® file system (zFS) data and System Management Facilities (SMF) 113 records. This data can be used to provide a detailed insight into the workload characteristics. Also, this data can be used to determine in a benchmark that the interaction between the software and hardware was the same in two comparative runs and that the results were not affected by outside influences (Figure 2).

    For more information about how to gather and use this HIS data, see the IBM Redpaper™, Setting Up and Using the IBM System z® CPU Measurement Facility with z/OS, REDP-4727-00.
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    Figure 2   Other work that affects CICS CPU per transaction

    Figure 2 shows the effect on CICS CPU/transactions when other batch-type work in separate address spaces is started on the same LPAR. The other work, which was introduced for a short time, causes more contention in the cache hierarchy and the cycles per instruction (CPI) increases for the CICS workload. In this example, there was an increase of up to 15% more CPU that was used during that period.

    In summary, to get consistent and repeatable CPU usage from a benchmark comparison, it is important to have a configuration that cannot be affected by other work anywhere on the system, either on the LPAR under test or any other LPAR on the machine. 

    In reality, not everyone can dedicate hardware to a benchmark. So, in this case, take sufficient measurements to establish a trend, especially in comparisons before and after a CICS upgrade where a trend from before and after must be established so that extremes or outlying cases can be eliminated. 

    CICS Transaction Server (CICS TS) configuration

    For demonstration, we chose the following CICS configuration (Figure 3) to use as a performance benchmark.
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    Figure 3   CICS configuration

    As shown in Figure 3, there were two terminal-owning regions (TORs) that both route all transactions to all of the four application-owning regions (AORs). All AORs then function-ship all VSAM file requests to a single data-owning or file-owning region (FOR). The application identifiers (APPLIDs) for the regions are also shown in Figure 3.

    For reference with the WLM setup later, the job names of the TORs are CICST001 and CICST002; the job names of the AORs are CICSA001, CICSA002, CICSA003, and CICSA004; and the job name for the FOR is CICS2A07.   

    CICS TS application

    The application that is used for this benchmark has a relatively short path length in terms of business logic.

    It has the following characteristics:

    •COBOL/VSAM.

    •All transactions arriving in the TORs are routed to the AORs.

    •Routing is performed by using IBM CICSPlex® System Manager (SM). 

    •A few transactions start in the AOR by way of a Start from a routed transaction.

    •On average, 12 file requests occur per transaction.

    •All file requests are function-shipped to the FOR, 69% Read, 10% Read for Update, 9% Update, 11% Add, and 1% Delete. Long-running mirrors are used. 

    •To avoid any transaction affinities, all temporary storage requests use a temporary storage data sharing server. 

    Hardware and software configuration

    This section describes the hardware and software that are used during this benchmark.

    The following hardware is used:

    •zEC12 2827-799 model HA1

    •LPAR with three dedicated CPs for the system under test

    •LPAR with three dedicated CPs for the network driver

    •Internal Coupling Facility with ICP links

    The following software is used:

    •CICS Transaction Server V5R2

    •z/OS V2R1

    •IBM Workload Simulator for z/OS (WSim)

    Summary of performance monitoring tools

    During the benchmark sampling period, the following tools were used.

    RMF Monitor I

    RMF Monitor I was used to record system resource usage, including CPU, DASD, and storage. Also, RFM Monitor I was used with the WLM configuration to record the CPU, transaction rates, and response times for CICS service classes and report classes. 

    SMF records 70 - 79 are written on an interval basis. They can be post-processed by using the RMF utility program ERBRMFPP. 

    RMF Monitor III 

    RMF Monitor III was used to record the coupling facility activity for the logger and temporary storage structures. SMF records 70 - 79 are written on an interval basis. Also, they can be post-processed by using the RMF utility program ERBRMFPP. RMF Monitor III can be used on an interactive basis and the data can be written to VSAM datasets for later review.

    CICS TS statistics

    CICS statistics were used to monitor and report CICS resource usage, including CPU, storage, file accesses, the number of requests that were transaction-routed, and the number of requests that were function-shipped.

    With CICS interval statistics, most of the counters are reset at the start of the interval so that any resource consumption that is reported relates only to the observed measurement period. Interval statistics can be activated by using CEMT SET STATISTICS. However, when you set this interval, the first interval can be adjusted to a shorter time so that all the intervals are synchronized to the STATEOD parameter. For example, if you use CEMT to set the interval to 15 minutes at 10 past the hour, the first interval expires in 5 minutes so that all future intervals line up on 15-minute wall clock boundaries. The values in this first report can also be associated with a much longer period, depending on the time of the last reset.

    Another alternative to using interval statistics is to use CEMT to reset the counters and then at the end of the measurement period, use CEMT to record all the statistics. Resetting the statistics requires a change of state from ON to OFF or from OFF to ON. To ensure that this change happens, the commands that are shown in Figure 4 show an example of resetting the statistics in one of the AORs in this configuration. 

    
      
        	
          F CICSA001,CEMT SET STAT OFF RESET

          F CICSA001,CEMT SET STAT ON RESET

                  Measurement period is between the RESET and the RECORD 

          F CICSA001,CEMT PERFORM STAT ALL RECORD 

        
      

    

    Figure 4   Collecting CICS statistics

    Regardless of whether the statistics are ON or OFF, when a PERFORM RECORD is issued, a statistics record is written.

    CICS statistics are written as SMF 110 subtype 2 records. They can be post-processed by using the CICS statistics utility program, DFHSTUP, or CICS Performance Analyzer (CICS PA).

    CICS TS Performance Class Monitoring 

    When CICS Performance Class Monitoring is turned on by either using MNPER=ON in the CICS startup parameters or by using CEMT or CEMN transactions to turn it on dynamically, a Performance Class Monitoring record is generated for every executed transaction when the transaction terminates.

    The command in Figure 5 is an example of turning on CICS Performance Class Monitoring and Resource Class Monitoring for one of the AORs in this configuration.

    
      
        	
          F CICSA001,CEMT SET MON ON PER  RESRCE  

          Monitoring can then be turned off using

          F CICSA001,CEMT SET MON ON NOPER NORESRCE 

        
      

    

    Figure 5   Collecting CICS Performance Class Monitoring data

    Each transaction’s performance class record contains information about the resources that were used by that transaction, how much CPU was used on all the various task control blocks (TCBs), and information about how long it waited for different resources. Resource Class Monitoring records contain information about the individual files, temporary storage queues, and distributed program links (DPLs) that were used by transactions.

    Monitoring records are written as SMF 110 Type 1 records. They can be analyzed by using CICS Performance Analyzer for z/OS.

    Hardware Instrumentation counters

    Hardware Instrumentation (HIS) can be used to collect Instruction samples and counters. Only counters were used for this benchmark.

    HIS counters are written as SMF 113 records and to zFS. These counters contain information about key hardware events, such as the number of instructions, the number of cycles that were used, and the number of instruction/data cache misses. For more information, see Setting Up and Using the IBM System z CPU Measurement Facility with z/OS, REDP-4727, which provides a good description of how to set up and use HIS: 

    http://www.redbooks.ibm.com/redpapers/pdfs/redp4727.pdf 

    z/OS Workload Manager (WLM) and CICS 

    z/OS Workload Manager provides a solution for managing workload distribution, workload balancing, and distributing resources to competing workloads. 

    WLM service definition constructs

    Figure 6 shows the main components of a z/OS WLM service definition.
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    Figure 6   WLM service definition constructs

    The main components are described:

    •Service definition 

    The service definition is composed of a set of service policies. There is only one service definition for a sysplex.

    •Service policies

    A service policy applies to all of the work running in a sysplex. A service policy is a collection of performance goals that are described in a set of service classes. 

    Multiple service policies with different objectives can exist, but only one can be active at a time. 

    •Resource groups

    Resource groups define processor capacity boundaries across the sysplex. You can assign a minimum and maximum amount of CPU service units per second to work by assigning a service class to a resource group.

    •Classification rules

    The classification rules link the external properties of transactions to a service class. The rules are used to assign incoming work to a service class.

    •Workload

    Workload is an arbitrary name that is used to group service classes for reporting and accounting.

    •Service class

    The service class defines the performance goals for specific types of work. The goal can be based on the response time or velocity.

    •Report class

    The report classes group work for reporting. They are commonly used to provide more granular reporting for subsets of work within a single service class.

    WLM is used to set the service levels that you want your CICS regions and transactions to achieve. It is also a useful, relatively inexpensive method for reporting CICS CPU usage, transaction rates, and response times by way of RMF.

    When work enters the system, it is classified into service classes and reporting classes based on a set of rules associated with its subsystem type.

    For this benchmark, all the CICS regions were submitted as batch jobs so in this case they are all initially classified into a service class under the WLM JES classification rules. When transactions start executing in these regions, whether they stay managed to the service class that is specified in the JES classification depends on what is specified in the Manage Region Using Goals of parameter for that classification.

    If REGION is specified, the CICS region is managed to the Velocity goal of the JES service class.

    Velocity in this case is the measurement of the speed at which an address space gets dispatched on a CPU when it is in a ready state:

    Velocity = Using samples / (Using samples + Delay samples)

    WLM samples the states of dispatchable units every 250 milliseconds, and this formula refers to these states. Using is when the dispatchable unit is using CPU or DASD I/O. Delayed is when delayed by CPU, storage, or I/O.   

    If TRANSACTION is specified, the regions are managed to the response time goals of the transactions that are running in them as specified in the CICS subsystem classification rules. 

    For this benchmark, the CICS response time goals are based on a percentile goal, for example, 80% of transactions must finish within 0.030 of a second. It is a preferred practice to set goals that are achievable. The shortest goal that can be set is 0.015. 

    If BOTH is specified, the regions are managed to the goals of the transactions that are running in them. However, at the same time, WLM can help achieve the velocity goal set by the JES or STC service class that is associated with these regions.

    For this demonstration, we ran all our CICS transactions in the same service class and used WLM report classes and workloads to report on the different region types. 

    A report class can be associated with a job that was classified by the JES classification rules, in which case, CPU, I/O, and real storage are reported in that class. Also, a report class can be associated with a CICS subsystem classification based, in our case, on its CICS APPLID. This reports transaction rates and response times. If you use the same report class for both the JES and the CICS classifications, you get all of this information in a single report.

    Another concept, which is called a workload, is an arbitrary grouping of service classes that is used for reporting and accounting. In this benchmark, we used report classes to look at TORs, AORs, and the FOR. We used the workload to accumulate all the regions into one report. 

     

    
      
        	
          Note: An important factor with WLM reporting is that CICS transactions are only reported in the region in which they were originally initiated, classified, and then ended.

        
      

    

    For instance, if in the TOR/AOR/FOR environment, 5000 transactions arrived in the TOR, these transactions are classified accordingly. If they are all routed to the AOR, they carry that classification with them. The same rule applies for any transaction that is running on behalf of these in the FOR, such as CSMI. When you look at an RMF report, the only transaction count that appears is the 5000 in the TOR. This count contains the number of transactions ended, which is the total number of transactions that were initiated in the region or regions that are represented by this report class or service class. WLM has a count of the initial transactions only, not any transaction that is started as a result of a transaction route or function-ship. In this example, where all the transactions were routed to an AOR, there is an ENDED count of 5000 and an EXCTD of 5000 in the RMF report. The EXCTD is a count of transactions that were routed to another CICS region.

    The Actual and Execution response times are also shown. Actual refers to the overall response time of transactions and Execution refers to the time that is spent executing in the AORs and FOR. Figure 22 on page 19, Report Class for TORs, shows an example. 

    Setting up WLM for this CICS TS configuration

    Figure 3 on page 4 shows a CICS configuration that consists of two TORs, four AORs, and one FOR. By using the WLM Time Sharing Option (TSO) application, we set up WLM so that our RMF Monitor I reports show the following information:

    •The transaction rate, response times, and CPU usage in the TORs

    •The transaction rate, response times, and CPU usage in the AORs (this transaction count does not include those transactions that were routed from TORs)

    •The transaction rate, response times, and CPU usage in the FORs (this transaction count does not include those CSMIs that are run as a result of a function-ship request from an AOR) 

    •The total transaction rate across all regions and total CPU used by CICS regions (Workload report)    

    In addition to the preceding information, WLM was also set up so that the CICS regions are transaction-managed with a percentile average response time goal of 80% of all transactions ending within 0.030 seconds.

    The following windows show several of the panels that we used to achieve the required WLM settings. Figure 7 shows the TSO WLM application.

    [image: ]

    Figure 7   TSO WLM application

    Figure 7 shows the main panel for the TSO WLM application. The CICS regions that were used for this benchmark were submitted as batch jobs so these are classified by modifying the JES subsystem type under option 6, Classification Rules.

    JES subsystem classification

    Figure 8 on page 11 shows the Subsystem type selection list, which is displayed after you select option 6, Classification Rules, on the previous panel (Figure 7). 
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    Figure 8   Selecting the JES classification rules

    Figure 8 shows the JES subsystem type that is selected for update.

    Figure 9 shows the JES classification rules. 
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    Figure 9   JES classification rules

    Figure 9 shows the JES classification rules for the CICS regions that are described in Figure 3 on page 4. The two TORs start in service class JESTORS. They are reported in report class CICSTORS. The AORs start in service class CICSBTCH. They are reported in report class CICSAORS. The FOR starts in service class CICSBTCH. It is reported in report class CICSFORS. 

    The TORs were given a unique service class because the classification rule for these regions differs from the classification rule for the other regions. If we scroll to the right in the previous window, as shown in Figure 10 on page 12, you can see that these regions are managed by both REGION and TRANSACTION (BOTH). The AORs and FOR are managed by TRANSACTION only. 
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    Figure 10   TORs have BOTH specified 

    During initialization, all regions are managed to the JES subsystem classification service classes. When these CICS regions start to execute transactions, transactions are then classified according to the CICS subsystem classification rules and the regions are managed to achieve those response time goals in the CICS service classes. The TORs are managed as part of that service class (to achieve the CICS response time goals), but at the same time, their velocity goal is considered by WLM because they have BOTH specified. The AORs and the FOR are not managed to the JES service class after transactions start to execute.

    CICS subsystem classification

    The CICS regions for this benchmark are managed by TRANSACTION, and in addition the TORs are managed to BOTH. The following windows show how we set up the WLM definitions for the CICS subsystem classification rules. Figure 11 shows the selection of the CICS subsystem rules. 
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    Figure 11   Selecting the CICS subsystem rules

    Figure 11 shows the CICS subsystem rules that are selected for the update.

    Figure 12 on page 13 shows the CICS classification rules. 
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    Figure 12   CICS classification rules

    Figure 12 shows that all the regions in our configuration use the same service class. All transactions are classified into service class CICSJB but the regions are grouped by type into unique report classes. Classifications are based on the APPLID of the CICS region. For example, the TORs have APPLIDs IYCUT001 and IYCUT002; so based on IYCUT0*, all transactions that start in the TORs run in service class CICSJB and are reported in report class CICSTORS. IYCUZC07 is the name for FOR.

     

    
      
        	
          Note: In Figure 9 on page 11, the TORs, AORs, and FOR classifications for the JES subsystems show the regions reporting into the same report class names as the CICS subsystem rules in Figure 12. JES subsystems report CPU time, I/O, and real storage. CICS subsystems report transaction rates and response time. When both subsystem types point to the same report class, all data appears in one place. An example is shown later in an RMF report.

        
      

    

    Service classes

    In this configuration, two JES subsystem service classes JESTORS and CICSBTCH exist. One CICS subsystem service class, CICSJB, exists. The AORs and FOR regions are managed only by service class CICSBTCH during the CICS initiation and until transactions start running. Then, the AORs and FOR regions switch to being TRANSACTION-managed by service class CICSJB.

    Figure 13 on page 14 show the selection of service class definitions.
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    Figure 13   Selecting service classes

    Figure 14 lists the service classes.
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    Figure 14   Listing the service classes

    Figure 14 shows a list of defined service classes. 

    Figure 15 on page 15 and Figure 16 on page 15 show the definitions for the CICS subsystems service class CICSJB and the JES subsystem service class JESTORS. 
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    Figure 15   CICSJB service class definition

    Figure 15 shows the definition for CICSJB, which is a response time with percentile goal where 80% of the transactions need to finish within 0.030 of a second. 

     

    
      
        	
          Note: Data for this service is also accumulated in a workload called CICSCPU. A workload is an arbitrary name to group service classes together for reporting or accounting. Transactions that run in this service class have an importance of 2, which is the relative importance of this service class compared to others. The range is 1 - 5, and 1 is the highest importance. Also, discretionary is available, which means that it gets service only if no other service class needs service at that time.

        
      

    

    Figure 16 shows the definition for JESTORS. 
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    Figure 16   JESTORS service class definition

    Figure 16 shows the definition for the JES subsystem service class JESTORS. This is a special case where although all transactions entering the TORs via the network are classified into service class CICSJB and the TOR regions are managed with the other regions that support that service class to achieve that response time goal of 30 milliseconds, the TORs are also managed to their velocity goal because of being managed by BOTH. 

     

    
      
        	
          Note: In this case, the importance of the JESTORS is higher than the CICSJB service class and JESTORS is specified as CPU Critical. CPU Critical means that even if this service class is achieving its goal, lower importance service classes are not allowed to take its CPU when it is executing. 

          The data for this service class is also accumulated into workload CICSCPU, which is the same workload as the CICS service class.

        
      

    

    Figure 17 shows the CICSBTCH service class definition.
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    Figure 17   CICSBTCH service class definition

    Figure 17 shows the definition for JES subsystem service class CICSBTCH. Although no regions are actually managed to this service class because all of the regions are TRANSACTION-managed, the CPU times, I/O, and real storage are still reported and accumulated into the same workload, CICSCPU.

    The RMF report shows the data from all seven CICS regions in workload CICSCPU, including data from both the JES and CICS service classes. An example RMF report is shown in “Analyzing the data” on page 18. 

    Verifying the setup 

    Figure 18 shows the TSO System Display and Search Facility (SDSF) Display Active (DA) display for these regions. 
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    Figure 18   A TSO S.DA display for the CICS regions

    In Figure 18 on page 16, when you use TSO SDSF view, all CICS regions appear to have the JES subsystem service classes associated with them. However, under the column Server, in the AORs and the FOR, YES is displayed. YES indicates that these regions, although shown as in service class CICSBTCH, are actually managed by the service classes of the transaction response times running in them. The TORs show service class JESTORs, but under the Server column, REG-SERV is displayed. REG-SERV is the indication that BOTH was specified in the JES subsystem classification rule and that they are managed to a velocity and a response time goal.

    Executing the benchmark

    This section describes the execution of the benchmark and how the work was delivered to CICS.

    Repeatable measurements

    The first part of this paper describes the issue of repeatable and consistent measurements. The LPAR that is used to support the CICS regions in this benchmark has three dedicated CPs. If you refer to Figure 1 on page 2, you can see that even though our CPs are dedicated, the L3 and L4 caches are shared with other CPs that are used by other LPARs. So, this situation is not perfect; it can lead to CPU variation because those caches can have their data invalidated by those CPs that are used by the other LPARs. It is important to understand this situation before we can continue to show how the data can be collected and then analyzed.   

    We ran this benchmark by using IBM Workload Simulator for z/OS (WSim) running on one LPAR, simulating 10000 LU2 clients in session with the TORs. The system under test was on a separate LPAR in the same sysplex. All network traffic was routed by way of a coupling facility from one LPAR to the other. A “user think time” was adjusted to achieve the required transaction rate in the CICS regions, and the workload was allowed to run for a period to ensure that all programs were loaded and the LSR pools were populated. After the stabilization period was complete, the performance data collection was started. 

    Collecting the data

    No specific changes to any default CICS parameters were needed to support the data that was collected during this benchmark. Data was collected for a 5-minute period, which is relatively short but adequate for the demonstration in this paper. 

    RMF, CICS Performance Class Monitoring, CICS statistics, and HIS were all synchronized and started and ended together. We use an automation tool that enters commands on the IBM MVS™ console on a time-based interval. Clients can use the tool that is most convenient for them for this role.

    To generate the RMF interval, we chose to simply start and stop RMF at the appropriate times, which creates an interval report for that period rather than trying to synchronize on a time basis. 

    When the workload was running at its stabilized state, the CICS statistics were reset by using the commands that are shown in Figure 4 on page 6. CICS Performance Class Monitoring was turned on by using the commands that are shown in Figure 5 on page 6. Example 1 shows these commands.

    Example 1   Reset command and command to start CICS Performance Class Monitoring 
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    RMF Monitor I was started using 

    S RMF.R and then Monitor III was started using 

    F R,START III
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    HIS was also started for counters only. For more information about setting HIS up, see Setting Up and Using the IBM System z CPU Measurement Facility with z/OS, REDP-4727: 

    http://www.redbooks.ibm.com/redpapers/pdfs/redp4727.pdf 

    After 5 minutes elapsed, RMF and HIS were stopped, a command to perform CICS statistics was issued, as shown in Figure 4 on page 6, and CICS Monitoring was stopped, as shown in Figure 5 on page 6. The SMF dataset was copied for later processing. 

    Analyzing the data

    This section describes the post-processing and analysis of the data that was collected during the benchmark. 

    RMF Monitor I data

    Figure 19 shows the RMF Monitor I post-processing.
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    Figure 19   RMF Monitor I post-processing

    Figure 19 shows a window of the JCL for the RMF post-processing step that was used to produce the RMF Monitor I report.

    The following figures are extracts from the RMF Monitor I report. Using a top-down approach, we look at the LPAR configuration first to see how busy it is. 

    Figure 20 on page 19 shows the RMF I CPU Activity report.
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    Figure 20   RMF I CPU Activity report 

    The RMF I CPU Activity report shows three online CPs, which on average are 28.6% busy for this 5-minute interval.

    Figure 21 shows the RMF I Partition report. 
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    Figure 21   RMF I Partition report

    Figure 21 shows the extract from the RMF I Partition report, which confirms that the three CPs that are allocated to the LPAR are dedicated; they are not shared with other LPARs. The RMF I Partition report also describes the hardware in terms of types of configured CPs. 

    TOR Report class 

    In the WLM configuration, the TORs were recorded in a report class called CICSTORS, as shown in Figure 9 on page 11 and Figure 12 on page 13. 

    The TOR Report class report is shown in Figure 22.
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    Figure 22   Report class for TORs

    Figure 22 on page 19 shows the report class for the two TORs. Some of the data is populated from the JES classification and some of the data is populated from the CICS classification rules. Remember that both the JES and the CICS classification rules pointed to the same report class name CICSTORS.

    The report shows two address spaces that are executing in this report, Class (AVG) and on average, which use 15.65% of a CP. The report shows 1322.7 transactions per second executing. In total, 400653 transactions were executed across the two address spaces and 365760 transactions were routed to the AORs for execution. ACTUAL 16 represents the average response time of 16 milliseconds for all transactions. EXECUTION represents the response time of 17 milliseconds in the AORs for those transactions that were routed. Logically, you expect the EXECUTION to be lower than the ACTUAL because it is a subset of the response time of routed transactions. However, in this case, 34893 (ended - executed) transactions were run locally and had short response times, therefore reducing the ACTUAL times. These 34893 transactions were CICS system transactions that were initiated and not routed. Only the user transactions were dynamically routed.

    The total and average usage of real storage is also displayed. 

    AOR Report class

    WLM was configured so that the four AORs were reported in the CICSAORS Report class report (Figure 23).
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    Figure 23   Report class for AORs

    Figure 23 is an extract of the report class for the four AORs. The transaction rate reported in this report is relatively low compared to the actual number executing in these AORs because the transactions that were routed to these AOR regions from the TORs are not reported by RMF. Their counts are accumulated back in the TOR Report class. Only transactions that are actually initiated in these AOR regions are counted in this report. The 31210 transactions counted in this report are a result of some of the routed transactions issuing an EXEC CICS START of a new transaction, which results in a new classification in the AOR and counts toward ENDED transactions for this report class. 

    FOR Report class

    WLM was configured so that the FOR was reported in the CICSFOR Report class report (Figure 24 on page 21).

    [image: ]

    Figure 24   Report class for FOR

    Figure 24 shows the transactions that are reported by WLM for the FOR. Because this report is a pure FOR and nearly all of the transactions are CSMIs, we do not expect to see many ENDED transactions in this report. 

    Looking at the CICS statistics for the FOR, which we show later, we see that actually 339527 CSMI transactions were executed, which are not counted individually by WLM. Also, 286 CSKP and 117 CSSY transactions were executed, for a total of 403 transactions that are classified in this report and counted in the 5-minute interval. This minimal difference between the RMF count of 401 and the statistics is due to timing. 

    WLM workload reporting

    WLM was also configured so that all of the service classes that were used were grouped into one workload for reporting (Figure 25).
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    Figure 25   Workload report for all CICS regions

    Figure 25 shows the report for workload CICSCPU. Seven CICS regions exist in total: two TORs, four AORs, and one FOR. In total, they used 69.72% of one CP. The transaction rate of 1427.06 consists of all transactions that started in the TORs, transactions that were initiated in the AORs, and CICS system-type transactions that were initiated within the FOR.

    The data from JESTORS, CICSBTCH, and CICSJB is accumulated in this report. 

    To calculate an average CPU per transaction for comparison, divide the 0.6972 of a CP by 1427.06 = 0.000488 seconds/transaction. 

    The total real storage that was used was 33794.87 frames. A frame is 4096 bytes so 33794.87 x 4096 = 138.4 M.

    CICS service class reporting

    Figure 26 on page 22 shows the CICS service class report. 
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    Figure 26   CICS service class

    Figure 26 shows the service class CICSJB. The report has four parts. The first part shows the transaction rates and response times that we saw in the Workload report. The second part shows the breakdown of the WLM samples that were taken. This second part is not always useful because long-running tasks can distort the numbers. The third part shows the Performance Index (PI). A PI of 1 means that the goal is achieved. A PI of less than 1 means that the goal is overachieved. A PI that is greater than 1 means that the goal is not being achieved. The fourth part of the report shows the distribution by response time. In this case, the first bucket indicates that 65.5% of the transactions complete within 0.015 seconds.

    RMF Monitor III data

    RMF Monitor III data was post-processed by using the JCL that is shown in Figure 27.
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    Figure 27   RMF Monitor III post-processing

    This benchmark used the coupling facility (CF) for CICS log structures and CICS temporary storage. Both the access rates and response time are recorded by RMF III. If a complete sysplex-wide view is required, the SMF data from all LPARs in the sysplex must be sorted and concatenated as input to the first step.

    Figure 28 show extracts from the report.
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    Figure 28   CICS CF log structure

    Figure 28 shows the statistics for the CF structure that is associated with the CICS log streams. In this benchmark, only the FOR writes any log records so this value of 129.4 accesses per second can be tied back to the CICS log stream statistics that were collected for the FOR. Most requests are processed synchronously. Synchronous requests have quicker response times but they can be altered to asynchronous by MVS, based on monitoring the past performance of similar requests. Synchronous requests can also be changed to asynchronous due to the lack of a resource, such as a subchannel, and this situation is counted on the CHNDG row. No changed requests show on this report. Most of the requests have a response time of 9.2 microseconds.

    Figure 29 shows the CICS temporary storage structure. 
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    Figure 29   CICS temporary storage structure

    Figure 29 shows the RMF Monitor III statistics for the CICS temporary storage server coupling facility structure. The report shows 2183 synchronous CICS temporary storage requests per second with a 3.9-microsecond response time. 

    Figure 30 shows the coupling facility processor summary.
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    Figure 30   Coupling facility processor summary 

    In Figure 30 on page 23, the RMF Monitor III coupling facility summary shows the coupling facility with two dedicated CPs and 0.5% busy. Dynamic Dispatch (DYNDISP), as shown, is turned off, which means that the frequency of polling that is performed by a coupling facility to look for work does not slow down when the CF becomes less busy. Turning on DYNDISP can increase the response times for infrequent requests.

    CICS TS statistics

    The CICS statistics were processed by using the CICS statistics utility program, DFHSTUP. Figure 31 shows an example of the JCL that extracted the statistics for the FOR.
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    Figure 31   CICS statistics utility

    Figure 31 shows the post-processing for only the FOR in this configuration. 

     

    
      
        	
          Note: TYPE=REQUESTED was specified in Figure 31 because a CEMT PERFORM STATISTICS was used to write the statistics to the SMF dataset during this benchmark.

        
      

    

    By using the FOR as an example, the following extracts from the statistics report show several of the key indicators for CPU usage (Figure 32).
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    Figure 32   CICS Dispatcher Statistics

    Figure 32 on page 24 shows an extract of the CICS Dispatcher Statistics for the FOR. Although not captured in the window, there was a period of 304 seconds since the last reset. The CPU usage for the address space can be calculated from this report as TCB + SRB / Interval or 50.98+2.66 / 304 = 17.5% of 1 CP, which relates back to the RMF report class for the FOR in Figure 24 on page 21.

    A small difference exists because RMF shows 18.41% of one CP. However, the CICS statistics show only task control block (TCB) and service request block (SRB) CPU usage compared to the RMF that shows TCB, SRB, and in this case, IIT. IIT is the time that is used for processing I/O interrupts. Excluding the IIT, both the RMF and the CICS statistics show the same percentage value. Generally, the times that are reported in the CICS statistics match the times that are reported by RMF.

    Figure 33 shows the CICS TCB Mode Statistics. 
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    Figure 33   CICS TCB Mode Statistics

    Figure 33 shows the TCB statistics for only the QR TCB. Because this is a pure FOR with no threadsafe applications, only the QR TCB is used. The report shows that on average when a task was dispatched, 1.9 queued tasks were also ready to go. A high value in this report is an indicator of contention for the QR TCB.

    Figure 34 shows the Requested Statistics Report. 
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    Figure 34   CICS Requested Statistics Report

    Figure 34 shows the QR TCB usage. In this case, all of the CPU is accumulated on the QR TCB so the accumulated TCB time that is shown in this report matches the time that is shown in the address CPU time in Figure 32 on page 24. The dispatch time compared to CPU time provides an indication of any CPU constraint. If the QR dispatch time is much higher than the CPU time on the QR TCB, after an interrupt, other address spaces are dispatched before this address space. The ratio 50.984259/54.281921 gives a CPU to dispatch time ratio of 92%, which is good. The use of this ratio for an indication of CPU constraint is only valid for the QR TCB, not for open TCBs or other TCBs that might give up the CPU without using a CICS dispatcher wait. 

    Figure 35 on page 26 shows CICS Monitoring global statistics.
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    Figure 35   CICS Monitoring global statistics

    Figure 35 shows an extract from the CICS Monitoring global statistics. This part shows how the CICS region is managed by WLM. It shows that the service class that is associated with the FOR is CICSBTCH. However, the window also shows that the region is not being managed to that because it shows that the region is being managed by using the goals of Transaction. So, this region is managed by the service classes of the transactions that are running in it. This is a pure FOR so the CSMI mirror tasks carry the service class token from the TOR where the originating transaction was classified, in this case, CICSJB. The transaction’s Performance Class Monitoring record for the region where the transaction was classified contains the service class name in field SRVCLASS. If the transaction is routed elsewhere, the Performance Class Monitoring record for the transaction in the target region does not contain the service class name. The only way to see the service classes that are supported by a region is by running a CICS Performance Analysis (PA) Workload Activity report or by looking at the WLM definitions. 

    The CICS Monitoring global statistics report also provides information about current tasks and average response times.

    When you compare benchmarks, it is good to check that the number of file requests and the types of requests are similar to a previous benchmark and that the same number of I/Os, and so on, completed. The I/O rate is also shown in the RMF Monitor I Workload report, as shown in Figure 24 on page 21, where the DASD I/O column shows that 3801 subchannels started per second (SSCHRT) on average. When multiplied by the 304-second interval, the total is 1155504, which is similar to the number of EXCPs that are reported in the file statistics if you add the Index and Data EXCPs together.

    Figure 36 shows the CICS file statistics report. 
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    Figure 36   CICS file statistics

    The CICS statistics for the FOR region has more information in it than we can show, so this paper covers only some of the key indicators of CPU usage. 

    CICS Performance Class Monitoring records 

    For the 5-minute measurement interval that CICS Performance Monitoring was turned on and collected data, as shown in Figure 5 on page 6, CICS Performance Analyzer for z/OS (CICS PA) was used to post-process these records. 

     

    
      
        	
          Important: We do not recommend using CICS Performance Class Monitoring records for CPU comparisons between benchmarks. 

          The following reports are included to show examples of how CICS PA can be used to give you valuable insight into the characteristics of CICS regions and how CICS PA can be used to diagnose performance problems or for CPU chargeback. 

        
      

    

    For more information about this product and how to produce the following reports, see this website:

    http://www-03.ibm.com/software/products/en/cics-panaly

    The following windows show several reports that were generated by using CICS PA.

    Figure 37 shows the CICS Performance Analyzer Performance Summary report. 
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    Figure 37   CICS PA Summary report for all address spaces

    Figure 37 is a summary of all transactions, sorted by APPLID, that were executed. Only a subset of the CICS Monitoring fields is included in the report.

    The CPU time that is reported by CICS Performance Class Monitoring is reported at a transaction level; it does not include the CPU time that is used, for example, by the CICS dispatcher to get the transaction running or all of the CPU that is used to get the transaction redispatched after a wait. It also does not include SRB or CPU time that is used on any TCBs that are not CICS. For example, the CICS Performance Analyzer Performance Summary report shows the Total CPU time for all transactions across all regions as 159.3536 seconds in this 305-second interval. 

    The RMF report that is shown in Figure 25 on page 21 shows the total TCB CPU time as 194.143 seconds. So, CICS Monitoring shows about 81% of the TCB CPU time that is used.

     

    
      
        	
          Important: Be aware of this difference when you compare benchmarks by using only monitoring records. It is possible that one version of the software that is used in the comparison has changes that will improve parts of the code that are not accounted for by monitoring. It is always best to look at the total CPU times from the CICS statistics or RMF.

        
      

    

    Looking at an example for the FOR only, Table 1 shows a comparison of CPU time.

    Table 1   CPU time comparison for the FOR

    
      
        	
           

        
        	
          CICS statistics

        
        	
          RMF Monitor I

        
        	
          CICS Monitoring

        
      

      
        	
          TCB time

        
        	
          50.98

        
        	
          50.85

        
        	
          40.61

        
      

      
        	
          SRB time

        
        	
          2.66

        
        	
          2.65

        
        	
          N/A

        
      

      
        	
          IIT time

        
        	
          N/A

        
        	
          2.25

        
        	
          N/A

        
      

    

    The following windows show a CICS PA summary report for only one of the AORs. It sorted and listed the summary of transactions by the highest average CPU per transaction first.

    Figure 38 shows the CICS summary report for the top CPU users.
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    Figure 38   CICS PA summary report for the top CPU users

    The report in Figure 38 shows OE5 as the user transaction with the highest average CPU time per transaction, although OE5 is not the highest user of CPU time in total. To look at the resources that this transaction was accessing and waiting on, a CICS PA Wait analysis report provides an overall view. 

    Figure 39 shows the CICS PA Wait analysis report. 

    [image: ]

    Figure 39   CICS PA Wait analysis report 

    Figure 39 on page 28 shows a CICS PA Wait analysis report for the OE5 transaction. This report is based on only one of the AORs for all OE5s running in that region. The selection can be either for a single instance of a transaction if a transaction was identified as having poor performance or as in this case, a summary of them all. This report shows that all of the wait time that was experienced for these transactions was in IRIOWTT and that the 0.101160 seconds were accumulated from an average of 23 multiregion operation (MRO) link waits.

    To look closely at the flows in the OE5 transaction, you can run a CICS PA Cross System Work report. Figure 40 shows an extract from this report.
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    Figure 40   CICS PA Cross System Work report

    Figure 40 shows an extract from a CICS PA Cross System Work report for the OE5 transaction. The report lists each execution of the transaction and shows where the transaction originated, where the transaction went, and any function-shipping that the transaction performed. For example, the first entry shows that it started in region IYCUT001 from terminal DX0000. From there, it was transaction-routed to IYCUA001 where the application program DSWOE5VV function-shipped file requests to IYCUZC07, which were handled by the CSMI mirror task 69456. For more detail about how to understand this report, see this document:

    http://publibfp.dhe.ibm.com/epubs/pdf/cpaabc52.pdf

    For this demonstration only, Figure 41 shows an extract of the CICS PA Performance List report for the mirror task 69556, which supported this particular OE5 task. 
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    Figure 41   CICS PA Performance List report

    The fields that are chosen for display in this CICS PA detailed report were the file control accesses only. This report displays a total of 22 file control requests, which consist of nine Reads, nine Rewrites, and four Writes. This ties into the report in Figure 39 on page 28 where the OE5 transaction in the AOR has an average IRIOWTT count of 23: 22 file requests function-shipped and one Syncpoint flow. Also, a LogWrite count of 0 but a JC Wait Count of 14 is interesting, which indicates that the transaction waited 14 times for the log buffer to be written but it was never the one that was charged with the physical log write. That is, each time that this task wanted the log buffer to be written, another task already requested a log force and set the defer log interval running. That original task is the one that is dispatched when the time elapses, and it gets the LogWrite count. 

    A CICS PA Transaction File usage summary report, as shown in Figure 42, provides more detail about the files that were used in the transaction. 
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    Figure 42   CICS PA Transaction File usage summary report

    The CICS PA Transaction File usage summary report is generated from activating CICS Resource Class Monitoring as shown in Figure 5 on page 6 with the RESRCE parameter. 

    This report shows the types of accesses for all the files up to a maximum that is specified in the File resource limit as defined in the MCT, set by CEMT, or set by CEMN. It shows that nine Reads, nine Rewrites, and one Write were issued against PARTS8 and that the other three Writes were issued against CUSTOME8. This file was a recoverable file so nine Reads for update require nine records written to the log and forced out before the Rewrite and the four Writes require four forces and another for the Syncpoint (14 JCWAITS).

    Many more reports can be produced by CICS PA from the CICS SMF 110 monitoring records. The previous samples of reports are only an example to demonstrate how useful CICS PA is for performance analysis.

    Also, CICS PA can combine the IBM DB2® SMF 101 with the SMF 110 records to produce the following information:

    •A CICS/DB2 view of the applications

    •SMF 111 CICS Transaction Gateway statistics report 

    •IBM WebSphere® MQ reports by using the SMF 116 records

    •SMF 88 logger record reports

    •SMF 112 Omegamon XE for CICS record reports

    SMF 88 logger data

    The SMF 88 records can be post-processed by using CICS PA. Figure 43 on page 31 shows an example report for the FOR.
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    Figure 43   CICS PA report for SMF 88 

    Figure 43 shows an extract of an SMF 88 logger report that was produced by CICS PA. For more information about how to produce and use the data in this report, see this document:

    http://publibfp.dhe.ibm.com/epubs/pdf/cpaabc52.pdf

    Looking at these records during benchmark comparisons is another form of verification to ensure that your comparisons have similar characteristics. This logger report ties in with the CICS log stream statistics and the RMF III report that is shown in Figure 28 on page 23. 

    Hardware Instrumentation (HIS)

    Hardware instrumentation (HIS) is available on all machines from z10 and later. HIS has a function that is known as CPU Measurement Facility (CMF), which allows for the collection of CPU samples and CPU counters. Samples are written to zFS, and counters are written to SMF as 113 records and to zFS.

    When CMF is activated, samples are taken, by default, at a rate of 800000 per minute and the state of the instruction executing on the CP at that time is recorded. At the end of the sampling period, HIS also produces a module map for all address spaces in the LPAR. CICS also produces a detailed map for all modules/CSECTs in its address space by running the CLDM transaction. The samples and the maps can be merged to attribute CPU usage by module.

    Counters can be collected independently of samples. Counters contain hardware events, such as the number of instructions executed, number of cycles used, and cache usage. The records that are written to zFS are human-readable. 

    Sample collection and counter collection are functions that are built into the Processor Unit (PU). These functions have minimal effect on the system when it is activated. For more information about how to set up and use HIS, see Setting Up and Using the IBM System z CPU Measurement Facility with z/OS, REDP-4727: 

    http://www.redbooks.ibm.com/redpapers/pdfs/redp4727.pdf 

    For this benchmark, only the counters were activated for the 5-minute interval.

    HIS provides the following four counter sets for each CP:

    •Basic Counter set:

     –	CPU speed (cycles/microseconds)

     –	0: CYCLE COUNT                       

     –	1: INSTRUCTION COUNT                 

     –	2: L1 I-CACHE DIRECTORY-WRITE COUNT 

     –	3: L1 I-CACHE PENALTY CYCLE COUNT    

     –	4: L1 D-CACHE DIRECTORY-WRITE COUNT 

     –	5: L1 D-CACHE PENALTY CYCLE COUNT 

    •Problem State Counter set

    Same set as the Basic Counter set, but only for code running in a problem state 

    •Crypto-activity Counter set

    Central Processor Assist for Cryptographic Functions (CPACF) data

    •Extended Counter set

    For a complete description of the Extended Counter set, see The CPU-Measurement Facility Extended Counters Definition for System z10 and zEnterprise 196, SA23-2261-02, at this website:

    http://www-01.ibm.com/support/docview.wss?uid=isg20ab3047d13672ab6852574ce0044b445

    For our demonstration, Table 2 shows some of the data that was extracted from the HIS counters during the 5-minute measurement interval. IBM internal post-processing tools were used to extract the information from the SMF 113 records. Clients might choose to write their own post-processing tool or use tools that are already available in the marketplace.

    SMF 113 records can also be used as input to the IBM capacity planning tool, IBM Processor Capacity Reference (zPCR), which can predict capacity based on the IBM Large Systems Performance Reference (LSPR). For more details about workload capacity performance, see this website:

    https://www-304.ibm.com/servers/resourcelink/lib03060.nsf/pages/lsprwork?OpenDocument 

    Table 2   Data extracted from the HIS counters

    
      
        	
          Type

        
        	
          Data

        
      

      
        	
          CPU speed

        
        	
          5504 cycles per microsecond 

        
      

      
        	
          Number of cycles used

        
        	
          1415883143928

        
      

      
        	
          Number of instructions

        
        	
          369001248872

        
      

      
        	
          L1 instruction cache miss count 

        
        	
          17766669041

        
      

      
        	
          L1 data cache miss count

        
        	
          11156580125

        
      

      
        	
          Relative nest intensity

        
        	
          0.35

        
      

      
        	
          Sourced from L2

        
        	
          66.53%

        
      

      
        	
          Sourced from L3

        
        	
          32.18%

        
      

      
        	
          Sourced from local L4

        
        	
          0.76%

        
      

      
        	
          Sourced from remote L4

        
        	
          0.10%

        
      

      
        	
          Sourced from local real

        
        	
          0.03%

        
      

      
        	
          Sourced from remote real

        
        	
          0.21%

        
      

      
        	
          Average cycles per instruction (CPI)

        
        	
          3.83

        
      

      
        	
          MIPs per CP

        
        	
          1437

        
      

      
        	
          L1 cache miss rate

        
        	
          7.83%

        
      

      
        	
          LPAR busy

        
        	
          28.6%

        
      

    

    Table 2 on page 32 shows data that was extracted from the HIS counters that were written to SMF. All of this data is relative to the LPAR, not to any single address space.

    The rows in red represents data that was extracted from the basic set of counters. The rows in blue represent data that was calculated from the extended set of counters. And, the rows in green were calculated by using the Basic Counter set. 

    The following example shows these calculations:

    CPI = Number of cycles used / Number of instructions 

    MIP rate per CP = 5504000000 / CPI

    LI Cache miss rate = (L1 instruction cache misses + L1 data cache misses) / Number of instructions 

    LPAR busy = (Number of cycles used / interval in seconds) / (5504000000 * 3 CPs) 

    When you compare benchmarks, this data can be useful in determining, for example, whether the two runs have similar characteristics in terms of any other work on this LPAR or other LPARs that affect the performance of one of the runs more than the other. If other work is interfering, it might disrupt the CP caches and so the MIP rate is reduced and the CPIs increase. A good test is whether the CPI rates that are reported by HIS are similar for both runs. 

    Summary

    This paper attempted to show effective ways of collecting performance data for CICS benchmarks or for capacity planning. It shows how the data that is collected from various places ties together. 

    The following points are key:

    •The CPU/transaction can vary based on outside influences that are not always obvious.

    •The hardware needs to be dedicated to the benchmark for consistent results. 

    •Usage of the z/OS WLM report classes is important to monitor CPU and transaction rates effectively.

    •You need to measure multiple times to ensure consistency and look for trends.

    •Usage of the RMF or CICS statistics for CPU comparisons rather than transaction CPU times from CICS Performance Class Monitoring is important because CICS Monitoring does not account for all of the CPU time.

    •Usage of the Hardware Instrumentation (CPU Measurement Facility) is important to validate the data consistency. 
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Introduction

The aim of this paper is to show tools and techniques that can be used to understand the
performance characteristics of an IBM® CICS® performance benchmark. It describes why i
is important to understand whether other work on your systems can interfere with the system
under test. It looks at an example CICS Transaction Server (CICS TS) configuration and
describes how monitoring tools, including IBM Resource Measurement Facilty™ (IBM
RMF™) and Workload Manager (WLM) can be used to collect and report performance data.

Achieving consistent, repeatable CPU usage in benchmarks

Before we describe how to collect performance data, it is important to explain how, unless you
totally dedicate hardware for a benchmark, the CPU that is used can vary each time that the
benchmark is run. It might be hard to get repeatable results. This statement is true for
benchmark comparisons and also for CPU usage comparisons after a CICS upgrade.

A common misconception is that the same transaction running the same application
programs using the same amount of business logic uses the same amount of CPU time each
time that it is run. It probably executes the same number of physical instructions; however, the
number of required cycles to execute those instructions can vary, depending on the state of
the on-chip caches. Two identical instructions can use varying numbers of cycles o complete,
depending on the level of cache or real storage that the data or instructions were retrieved
from,
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DISPATCHER STATISTICS
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