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    Preface

    IBM® has announced native Internet Protocol (IP) replication using Bridgeworks SANSlide technology with its IBM System Storage® SAN Volume Controller (SVC), IBM Storwize® V7000, IBM Storwize V5000 and Storwize V3700 virtualized storage systems. 

    This combination of SANSlide and the SVC/Storwize family provides a powerful solution for clients who require efficient, IP-based replication over long distances.

    This certification gives SVC/Storwize clients a fully supported, transparent technology that includes unmatched levels of performance and reliability. With the SANSlide protocol acceleration technology, it is now possible to replicate data across continents in a cost-efficient way, with little or no loss in performance. At the same time, bandwidth usage can improve to over 95%, rather than the 1% - 5% normally achieved in long-distance IP networks.

    This IBM Redpaper™ publication shows the steps required to implement this solution efficiently and speedily.
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Introduction to native IP replication in SVC/Storwize

    This chapter describes the new functionality introduced with code version 7.2, which supports native IP replication across the IBM Storwize family, including IBM System Storage SAN Volume Controller (SVC). The functionality of the new feature is covered, along with a summary of the SVC/Storwize remote mirror technologies.

     

    
      
        	
          Important: Although this paper provides information about the Storwize V7000 and SVC, it also applies to the Storwize V5000 and the Storwize V3700.

        
      

    

    1.1  IP replication overview

    The native Internet Protocol (IP) replication feature enables replication between any SVC/Storwize family member running code version 7.2 or higher, using the built-in networking ports of the cluster nodes. Following a recent partnership with IBM, it uses SANslide technology developed by Bridgeworks Limited of Christchurch, UK. They specialize in products that can bridge storage protocols and accelerate data transfer over long distances. 

    Adding this technology at each end of a wide area network (WAN) Transmission Control Protocol/Internet Protocol (TCP/IP) link significantly improves the usage of the link. It does this by applying patented Artificial Intelligence (AI) to hide latency normally associated with WANs. Therefore, doing so can greatly improve the performance of mirroring services, in particular Global Mirror with Change Volumes (GM/CV) over long distances.

    More details are provided in 1.4, “SVC/Storwize IP replication in more detail” on page 7.

     

    
      
        	
          Tip: Although all versions of 7.2 code offer native IP replication, versions 7.2.0.4 and later offer performance enhancements to the SANslide technology. 

        
      

    

    1.2  Metro Mirror and Global Mirror overview

    Metro Mirror (MM) and Global Mirror (GM) are technologies that enable you to keep a real time, or near real-time, copy of a disk at a remote site that contains another SVC cluster or Storwize V7000 system.

    1.2.1  Metro Mirror

    MM makes synchronous copies, which means that the original writes are not considered complete until the write to the destination disk has been confirmed. The distance between two sites is usually determined by how much latency the applications can handle. Therefore, MM is typically used within metropolitan distances in conjunction with a zero recovery point objective (RPO), that is, zero data loss.

    Figure 1-1 shows the order of MM write operations.
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    Figure 1-1   Metro Mirror write sequence

    1.2.2  Global Mirror

    GM makes asynchronous copies of your disk. This means that the write is considered complete after it is complete at the local disk; it does not wait for the write to be confirmed at the remote cluster like MM does. This greatly reduces the latency experienced by applications if the other cluster is far away. However, it also means that, during a failure, the data on the remote copy might not have the most recent changes committed to the local disk.

    Figure 1-2 shows the order of GM write operations.
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    Figure 1-2   Global Mirror write sequence

    1.2.3  Global Mirror with Change Volumes

    This function (also known as Cycle-Mode Global Mirror), was introduced in Storwize V7000 V6.3, and can best be described as Continuous Remote IBM FlashCopy®. If you use this feature, the Storwize V7000 will essentially take periodic flash copies of a disk, and write them to your remote destination.

    This feature completely isolates the local copy from WAN issues, such as line glitches, and from sudden spikes in workload that might occur. Bear in mind that your remote copy might lag behind the original, depending on how you have set up the cycle time.

    Figure 1-3 shows a high-level conceptual view of GM/CV. GM/CV uses FlashCopy to maintain image consistency, and to isolate host volumes from the replication process.
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    Figure 1-3   Global Mirror with Change Volumes

     

     

     

     

     

    
      
        	
          Information: For more information about SVC and Storwize V7000 replication, see IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574.

          For more information about the SVC, see Implementing the IBM System Storage SAN Volume Controller V7.2, SG24-7933.

          For more information about the Storwize V7000, see Implementing the IBM Storwize V7000 V7.2, SG24-7938.

          For more information about the Storwize V5000, see Implementing the IBM Storwize V5000, SG24-8162

          For more information about the Storwize V3700, see Implementing the IBM Storwize V3700, SG24-8107

        
      

    

    1.3  Example scenarios

    A SVC/Storwize cluster in one location can be connected to another SVC/Storwize cluster at a remote location using various designs. The following sections show example connectivity designs.

    1.3.1  Single WAN link to a single input/output group

    Figure 1-4 shows a single WAN link connecting two Storwize V7000 clusters consisting of a single input/output (I/O) group each. In this design, there is a redundant connection from each Storwize V7000. Either Ethernet port 1 or 2 can be configured for IP replication, but not both. This protects against a node connection failure or a node canister outage (for example, for a code upgrade). However, it does not protect against a WAN connection failure.
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    Figure 1-4   Single WAN link to a single I/O group

    In this scenario, the remote-copy port group on each system includes two IP addresses, one from each node. When the system initially configures, one of these IP addresses is chosen from each side. This pairing cannot be chosen or changed by an administrator. In the previous example, H1 and M2 have established a connection. If M2 fails, the session will be lost but the connection will automatically be re-established between either H1 or H2 and M1. 

    The IP addresses do not fail over between nodes for the purposes of IP replication. Although the address does in fact move to the other node, as can be seen from the output of the lsportip command when a node does fail, this is for Internet Small Computer System Interface (iSCSI) purposes only. The IP replication link will be re-established with the previously assigned original IP address of the port.

    1.3.2  Single WAN link to dual I/O groups

    Figure 1-5 on page 6 shows a single WAN link connecting two Storwize V7000 clusters consisting of dual I/O groups. This design also provides redundancy against a node failure, but not against a WAN failure. The remote-copy port group on each system has four IP addresses, one from each node. 

    When the system initially configures, one of these IP addresses is chosen from each side. This pairing cannot be chosen or changed by an administrator. If one of the paired nodes fails, for example H1, then the connection will be lost as before, but re-established between either H2, H3, or H4 and M1, M2, M3, or M4.

     

    
      
        	
          Restriction: Storwize V7000 and SVC nodes with more than two I/O groups are supported. However, there is a limitation that only four IP addresses, from two I/O groups per system, can be included in a remote-copy port group. If there is only one intersite link there must be only one port group. 

        
      

    

    Figure 1-5 shows a single WAN link connecting two Storwize V7000 clusters.
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    Figure 1-5   Dual I/O group with a single WAN link

    1.3.3  Dual WAN links to a single I/O group

    The design shown in Figure 1-6 shows a dual redundant WAN link connecting two Storwize V7000 clusters consisting of a single I/O group each. In this design, port group 1 and 2 have two IP addresses, each on a different node in a different system. This design enables two simultaneous IP replication sessions; however, there is only one active port per node. If any node should fail, the associated connection would also fail with the loss of half the bandwidth. 
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    Figure 1-6   Dual WAN links to a single I/O group

    1.3.4  Dual WAN links to dual I/O groups

    If the required bandwidth means that there must be dual links, then a failure of one might lead to an effect on MM or GM if there is no redundancy at the node canister level. In this case, the advice would be to have two I/O groups at each site to enable recovery from any single node failure or outage, as shown in Figure 1-7.
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    Figure 1-7   Dual WAN links to dual I/O groups

    1.4  SVC/Storwize IP replication in more detail

    The introduction of native IP replication provides an alternative to the traditional use of a pair of Fibre Channel over IP (FCIP) routers, or wave division multiplexors (WDMs) for WAN connectivity and to native Fibre Channel (FC) connectivity. Before the release of the version 7.2 code, if there was a need for replication, the only option was FC connectivity. 

    FC technology uses the concept of buffer-to-buffer (B2B) credits as a flow control method to maximize the performance of an individual link. The B2B credits are calculated depending on the speed and the distance of the link, and represent the number of frames a port can store. The faster the link, the more frames can be in flight, and the higher the B2B credit. Traditional IP does not have this concept.

    1.4.1  Performance degradation with TCP/IP

    Put simply, with TCP/IP, information transfer slows the farther you go. This is because of the latency caused by waiting for acknowledgment of each set of packets sent, because the next packet set cannot be sent until the previous one has been acknowledged:

    Latency = Round Trip Time (RTT) for a single packet set

    Figure 1-8 illustrates this packet flow for a typical IP link.
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    Figure 1-8   Link usage on a standard IP link

    Figure 1-9 shows how throughput drops off as latency increases.
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    Figure 1-9   Effect of latency on performance

    1.4.2  How SVC/Storwize improves performance

    The technology built into the SVC/Storwize code uses TCP/IP latency to its advantage. Rather than wait for the acknowledgment to come back, it sends more sets of packets across other virtual connections. The number of virtual connections is controlled by the AI engine. This improves WAN connection use, which results in a data transfer rate approaching full line speed.

    If packets are lost from any virtual connection, the data will be retransmitted, and the remote unit will wait for it. Presuming that this is not a frequent problem, overall performance is only marginally affected because of the delay of an extra round trip for the data that is resent. 

    Figure 1-10 illustrates data flow with multiple virtual connections.
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    Figure 1-10   Link usage on an SVC/Storwize IP link

    The AI monitors the link performance during data transfer, in addition to the memory and processor use of the node. It can adjust the number of virtual connections, the receive window size, and the packet size as appropriate to maintain optimum performance. This information is retained in the node so that, if the link is stopped and started again, it will restart with the previously learned settings.

    What it does not do

    SVC/Storwize IP replication does not manipulate the data in any way. It does not perform any of the following actions:

    •Compress data

    •Use deduplication

    •Use User Datagram Protocol (UDP)

    •Modify TCP/IP

    •Use hard disk drive (HDD) caching

    What it does do

    It improves performance in several ways:

    •Uses patented AI

    •Fills the pipe

    •Operates beneath the operating system

    •Uses standard TCP/IP

    •Is not affected by compressed and encrypted files

    In summary, the SVC/Storwize solution is designed around the principle of using all of the pipe rather than changing the data. It works best with larger, more consistent amounts of data rather than bursty type data, which is another reason why we advocate GM/CV for IP replication. However, it also works with MM and GM.

    1.4.3  Performance benefit

    Figure 1-11 shows how the SVC/Storwize solution maintains near line-speed performance by masking the latency of the line. Even as the line latency increases, the performance of the technology enables the line to continue to exceed that of a plain link.
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    Figure 1-11   Storwize V7000 transfer rate comparison
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IP replication configuration overview and considerations

    This chapter describes the basic concepts and related steps for configuring Internet Protocol (IP) replication in IBM System Storage SAN Volume Controller (SVC) and IBM Storwize Family products. It is possible to set up IP replication between any IBM SVC/Storwize family member running code version 7.2 or later. It also documents the requirements to configure an IP partnership and intersite links. 

    2.1  IP partnerships

    This topic provides information about items that relate to IP partnerships.

    2.1.1  Intersite link planning

    There are specific intersite link requirements that must be met when planning to use IP replication for remote copy.

    If you use IP replication, you must meet the following requirements:

    •Transmission Control Protocol (TCP) ports 3260 and 3265 are used by systems for IP partnership communications; therefore, these ports will need to be open. Port 3260 is used for link initialization and system discovery, and port 3265 is used for the IP replication traffic.

    •	The maximum supported Round Trip Time (RTT) between systems is 80 milliseconds (ms) for a link. 

    •For IP partnerships, the advised method of copying is Global Mirror with Change Volumes (GM/CV). This method is advised because of the performance benefits when used in combination with the SVC/Storwize IP replication technology (which works best with streaming data rather than bursty data). It is also advised because of the fact that it removes the local copy entirely from wide area network (WAN) glitches, and because it also smooths input/output (I/O) peaks and enables more efficient use of the intersite link.

    •The amount of intersite heartbeat traffic is one megabit per second (Mbps) per link. 

    •The minimum bandwidth requirement for the intersite link is 10 Mbps. This, however, scales up with the amount of host I/O that you choose to do, as shown in Figure 2-1.
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    Figure 2-1   Intersite bandwidth requirements

    The following equation describes the approximate minimum bandwidth required between two systems with less than (<) 5 ms round-trip time and an errorless link:

    Minimum intersite link bandwidth in Mbps > required background copy in Mbps + maximum host I/O in Mbps + 0.125 Mbps heartbeat traffic

    If the link is dedicated and using only GM/CV traffic, then there will be no host I/O. It will all be sync I/O, and the link bandwidth formula changes. 

    Increasing latency and errors results in a higher requirement for minimum bandwidth. Network address translation (NAT) is not supported.

     

    
      
        	
          Important: It is important that both ports 3260 and 3265 are opened up through any firewalls for IP replication to be configured successfully. Additionally, ensure that there is no NAT in the intersite link. 

        
      

    

    2.1.2  IP partnership requirements

    There are several requirements that must be remembered when creating IP partnerships:

    •You can only create IP partnerships between two systems.

    •A system can only be part of one IP partnership.

    •You can create IP partnerships between any two SVC/Storwize products on the same layer. In other words, both systems must be at the storage layer or both systems must be at the replication layer. By default, all SVC systems are configured at the replication layer, and this cannot be changed. All Storwize systems by default are configured at the storage layer, but this can be changed. 

    There are many other IBM Redbooks publications on the Storwize family that explain the concept of layers in more detail, for example, Implementing the IBM Storwize V7000 V7.2, SG24-7938 and IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574.

    •You cannot use link-local addressing.

    •If you use IPv4 addressing, the management IP addresses on both systems must be IPv4-compliant, and these addresses must have connectivity with each other.

    •If you use IPv6 addressing, the management IP addresses on both systems must be IPv6-compliant, and these addresses must have connectivity with each other.

    •If your system has IPv4 and IPv6 addressing on the ports, you must configure all remote copy links between the local and remote site for one of those types of addresses.

    •You can configure ports from a maximum of two I/O groups from each system for an IP partnership.

    •A node can have only one port configured in an IP partnership, either port 1 or 2, but not both. Where the optional 10 Gb Ethernet (GbE) card is installed in a system, ports 3 and 4 are also available.

    •If your system has 10 Gbps and 1 Gbps Ethernet ports, you must configure all remote copy links between the local and remote site for just one of those speeds. 

    •Both ends of a partnership must be the same speed.

    •A system can have simultaneous partnerships using Fibre Channel over IP (FCIP), but with separate systems.

    •The IP partner systems must not be visible to each other over FC or Fibre Channel over Ethernet (FCoE) connections. FC/FCoE ports of one system should not be listed on the other when viewing the output of the lsfsabric command.

    •Clusters configured in active IP partnerships should not be zoned with each other for FC/FCoE.

    •Internet Small Computer System Interface (iSCSI) hosts can access volumes over IP ports participating in an IP partnership, but for the best performance it is advised to use separate ports for each.

    •Virtual local area network (VLAN) tagging of the IP addresses configured for remote copy is supported starting with code level 7.4.0.x.

    •If you configure two intersite links, you must configure separate remote-copy port groups, one for each link.

    •If you have one intersite link, you can configure only one remote-copy port group for that link.

    •No more than two intersite links and two remote-copy port groups are supported.

    •If you have one remote-copy port group, configure one port from each node in one I/O group in that remote-copy port group.

    •For systems with more than one I/O group, ports from a second I/O group can be added to the same remote-copy port group.

    •If you have two remote-copy port groups and just a single I/O group, then on each system, configure one port from one node in the first remote-copy port group, and then a port from the other node in the second remote-copy port group.

    •For systems with more than one I/O group, ports from a second I/O group can be added to each of the two remote-copy port groups.

    For more details about I/O groups, port groups, and node port configurations, see 1.3, “Example scenarios” on page 4.

    •If you connect systems by directly attaching them without switches, you must have only two direct-attach links, and both direct-attach links must be on the same I/O group. You should use two port groups, where a port group should only contain the two ports that are directly linked.

    2.1.3  Configuring IP partnerships

    The procedure to configure a partnership with a remote system using IP replication is specified here. 

    To configure a partnership with a remote system by using IP replication, follow these steps:

    1.	Determine whether you have met all partnership requirements, as described in 2.1.2, “IP partnership requirements” on page 13.

    2.	For each node port that is to be used in the IP partnership, configure the ports on both systems using the command-line interface (CLI) cfgportip command. Configuration includes assigning each port to a remote-copy port group, as described in section 2.1.4, “Remote-copy port groups” on page 15. Remote-copy port groups are unique to IP partnerships, and are the local and remote IP addresses accessible to each other through an IP partnership.

    You can also use the management graphical user interface (GUI) to do this task:

    a.	Select Settings → Network → Ethernet Ports.

    b.	Right-click the port, and then select Modify.

    3.	Configure IP replication on the local system by running the mkippartnership command on that system. Specify the Challenge Handshake Authentication Protocol (CHAP) secret, if necessary. See section 2.1.7, “Using CHAP with IP partnerships” on page 16 for more information about CHAP. The partnership link bandwidth parameter must be less than or equal to (<=) the bandwidth of the intersite link. 

    4.	If you want to do background copy, the amount of link used is governed by the background copy rate parameter. Adjust this parameter so that there is enough bandwidth available for the largest host I/O burst expected. Use the following equation to determine the approximate percentage: 

    background copy rate = ((intersite links bandwidth in MBps - approximate maximum host I/O in MBps expected - 0.125 MBps heartbeat traffic) / Intersite links bandwidth in MBps) x 100

    You can also use the management GUI to do this task by selecting Copy Services → Partnerships → Create Partnership.

    5.	Configure IP replication on the remote system by running the mkippartnership command on the remote system, specifying the CHAP secret that you provided previously, if any.

    For a detailed step-by-step guide to configuring IP partnerships, see Chapter 3, “Implementing IP replication in the SVC/Storwize family” on page 21.

    2.1.4  Remote-copy port groups

    Remote-copy port groups are unique to IP partnerships. They are the local and remote IP addresses accessible to each other through an IP partnership. A remote-copy port group must contain at least one IP address in the local system and one IP address in the remote system. You must configure individual ports on the local and remote systems and assign to them a remote-copy port group number before establishing the IP partnership. 

    A remote-copy port group is designated by a number 0 - 2 that identifies a set of IP addresses. These port groups are defined as follows:

    Group 0	These ports are not configured for remote copy (supports iSCSI host attachment by default).

    Group 1	Ports that belong to remote-copy port group 1.

    Group 2	Ports that belong to remote-copy port group 2.

    The system will select one pair of IP addresses within port groups 1 and 2, one address on each system, and will open a remote copy connection between them. It is not possible to choose which IP addresses will be selected, it is a system choice based on the IP address of the port.

    See 3.1.3, “Configure the Ethernet ports on the partner systems” on page 24 for a walk-through describing how to assign IP addresses to ports, and how to assign those ports to port groups.

     

    
      
        	
          Tip: Each IP address can be shared for iSCSI host attachment and remote copy functionality. Therefore, the appropriate settings must be applied to each IP address. For optimal performance, consider isolating iSCSI and IP replication traffic on separate ports.

        
      

    

    2.1.5  Node port status

    After an IP partnership has been defined, it is possible to determine which ports are in use in a port group and which are not. Using the lsportip command will show the status of all ports. In the output, the value of the remote_copy_status field for IPv4 ports, or the remote_copy_status6 field for IPv6 ports, will be used. This is true only if the port has been configured for use in the IP partnership, and has been selected by the system for sending and receiving remote copy data. 

    If a port has been configured for use in the IP partnership, but is not currently selected for sending and receiving remote copy data, the value of the corresponding field will be unused. If a port has not been configured for use by the IP partnership, this field will be blank. 

    Example 2-1 on page 16 shows the output from one of the SVCs used for this paper. There is one I/O group, and two ports (port 2 on each node) are configured for use in IP replication. 

    There are no unused ports in this example, so there are two intersite links in use, and therefore two port groups. All other ports are not part of any I/O group, because they 
are blank. 

    Example 2-1 shows the lsportip command output.

    Example 2-1   The lsportip command output
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    IBM_2145:ITSO_Local_Cluster:superuser>lsportip

    id node_id node_name IP_address   mask          gateway     IP_address_6 prefix_6 gateway_6 MAC               duplex                                         state        speed failover link_state host remote_copy host_6 remote_copy_6 remote_copy_status remote_copy_status_6

    1  1       node1                                                                            e4:1f:13:30:19:e4 Full                                           unconfigured 1Gb/s no       active          0                  0

    1  1       node1                                                                            e4:1f:13:30:19:e4 Full                                           unconfigured 1Gb/s yes      active          0                  0

    2  1       node1     192.168.1.10 255.255.255.0 192.168.1.1                                 e4:1f:13:30:19:e6 Full                                           configured   1Gb/s no       active     no   1                  0             used

    2  1       node1                                                                            e4:1f:13:30:19:e6 Full                                           configured   1Gb/s yes      active          0                  0

    1  2       node2                                                                            e4:1f:13:b7:7f:78 Full                                           unconfigured 1Gb/s no       active          0                  0

    1  2       node2                                                                            e4:1f:13:b7:7f:78 Full                                           unconfigured 1Gb/s yes      active          0                  0

    2  2       node2     192.168.1.11 255.255.255.0 192.168.1.1                                 e4:1f:13:b7:7f:7a Full                                           configured   1Gb/s no       active     no   2                  0             used

    2  2       node2                                                                            e4:1f:13:b7:7f:7a Full                                           configured   1Gb/s yes      active          0                  0
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    2.1.6  IP replication link failover

    As previously mentioned in 1.3, “Example scenarios” on page 4, only one port from a port group on each partner system can be active at any one time. That is why in Example 2-1, you can deduce that there are in fact two replication links. Because there are two ports in the used state, it means that there must be two port groups and therefore two intersite links. In this scenario, if one link were to fail for some reason, either through the loss of the WAN link, a node fault, or a port fault, the entire link would drop and be lost. 

    Communication would continue through the remaining link. The failed link would not re-establish until the fault that caused link loss was rectified, because there are no other ports defined in that port group for failover. If there were a second I/O group, then the port group definition would follow that, as outlined in 1.3.4, “Dual WAN links to dual I/O groups” on page 7.

    In this case, a loss of a node would lead to a temporary loss of the link, while the discovery process is triggered and re-establishes the link using the failover node. Typically this process takes around 30 - 60 seconds to complete. Clearly, with only one intersite link, any failure, even with failover node ports defined in the port group, would result in a temporary outage to the intersite connection. 

    With Metro Mirror (MM) and GM volumes, this might result in the relationships stopping, and the need for manual intervention to restart them. This is one of the reasons why GM/CV is the preferred option for IP replication, because it can be more tolerant of short outages such as this if only one intersite link is available.

    2.1.7  Using CHAP with IP partnerships

    Data exchange between the local system and partner system over an IP connection can be protected through CHAP, which uses a shared secret to authenticate systems with each other when sending requests.

    Note that you can also specify that the same CHAP secret be used to authenticate the system with iSCSI-attached hosts. The system-wide CHAP secret is used for all CHAP authentication from the local system to partner systems, and to iSCSI-attached hosts. For more information about CHAP, see Appendix B, “CHAP Information and Implementation” on page 57.

    2.2  Setting up remote copy relationships on SVC/Storwize

    Establishing remote copy relationships on a Storwize or SVC system is already covered in several existing publications that are available from IBM.

    For example, see IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574, available on the following web page:

    http://www.redbooks.ibm.com/redbooks/pdfs/sg247574.pdf

    Figure 2-2 represents a high-level conceptual view of how GM/CV isolates host volumes from the replication process.

    [image: ]

    Figure 2-2   Global Mirror with Change Volumes concept

    For details about how to set up IP replication using GM/CV, see Chapter 3, “Implementing IP replication in the SVC/Storwize family” on page 21.

    2.3  Migrating between FC and IP replication

    It is possible to move existing mirror relationships between different replication partnerships. In each case this requires an outage to stop host I/O to the volumes in the relationships to be converted from one type of infrastructure to the other. 

    The procedures outlined below preserve the data on the volumes and removes the need to do a complete re-sync on the mirror volumes when the new relationships are established, you may decide that it is simpler to delete the existing relationships, create new ones and perform a complete re-sync from scratch. The following conversions are available:

    •FC to IP and vice versa

    •1 Gb links to 10 Gb links and vice versa

    •IPv4 to IPv6 and vice versa

    2.3.1  Migration between FC and IP, or IP and FC

    When migrating from or to FC partnerships, to ensure that all cached data on the host is flushed to the volumes, make sure that any file systems that are mounted on replicated volumes are unmounted first. This process must be done for all relationships. It must also be done on all hosts if the same volume is used by multiple hosts, for example using clustered file systems, such as VMware Virtual Machine File System (VMFS). 

    If you are using other applications, you must ensure that you synchronize all cached data from application to disk. This procedure might be application-specific as well. For example, Oracle, IBM DB2®, and so on, might need to be stopped, although for some applications you might need to run synchronization on the host. 

    To prepare for the migration, follow these steps:

    1.	If there are GM/CV remote-copy relationships, complete the following steps. If not, go to the next step:

    a.	Stop the relationship and change to non-cycling GM.

    b.	Start the relationship.

     

    
      
        	
          Important: Make sure that the relationship makes the transition to consistent_synchronized (or else wait until the relationship’s state is consistent_synchronized).

        
      

    

    2.	Stop the relationships without the -access flag and verify that the status for each relationship is in_sync.

    3.	Delete the remote-copy relationships.

    4.	After all remote-copy relationships are deleted, stop and delete the partnerships from both systems.

    FC to IP migration

    For FC to IP migration, follow these additional steps:

    1.	Remove/delete the zoning between the two sites so that the two systems are not listed as available systems. Remember when using IP replication that neither system should be able to see the other before the creation of the IP replication partnership.

    2.	Configure the IP ports and establish IP partnerships. Additionally, configure CHAP if required.

    3.	Create the remote-copy relationships with the -sync flag for MM, GM, or GM/CV with the original master and auxiliary volumes (previously used in the FC partnerships) on respective sites.

    4.	Add the change volumes to the respective relationships.

    5.	Start the remote-copy relationship(s).

    IP to FC migration

    For IP to FC migration, follow these additional steps:

    1.	Unconfigure the ports in the remote copy port groups (set them to 0) on both systems.

    2.	Create the zones between the two sites so that the two systems are listed as available systems when you run lspartnershipcandidate and lsfabric.

    3.	Create the remote-copy relationships with the -sync flag for MM, GM, or GM/CV with the original master and auxiliary volumes (previously used in the FC partnerships) on respective sites.

    4.	Add the change volumes to the respective relationships.

    5.	Start the remote-copy relationship(s).

    These steps complete the migration of remote-copy relationships from FC to native IP or vice versa.

    2.3.2  Migration between IPv4 and IPv6, or IPv6 and IPv4

    To migrate from IPv4 to IPv6, the following requirements must be met:

    •System IPs have IPv6 addresses configured.

    •Data path IPs (IPs configured by using cfgportip) have IPv6 addresses.

     

    
      
        	
          Restriction: You can assign IPv6 addresses to ports while IP partnerships are active. However, you cannot add them to remote-copy port groups.

        
      

    

    Complete the following procedure:

    1.	Stop the relationships without the -access flag and verify that the status for each relationship is in_sync.

    2.	After all remote-copy relationships are stopped, stop the IP partnership on both systems.

    3.	Add the IPv6 IP addresses, which are configured on data path IP Ports (by using the cfgportip command), in respective remote copy port groups.

     

    
      
        	
          Remember: This step causes your remote-copy status to change from used to unused, because discovery for the new paths on new IP addresses has not yet happened.

        
      

    

    4.	Modify the IP partnerships to do discovery over IPv6 addresses.

     

    
      
        	
          Confirm: Because new data paths over IPv6 addresses are now available, partnership will first change to not_present, and then to fully_configured. If it remains in not_present, monitor the Event Log to see if an error is getting triggered, and run the appropriate Directed Maintenance Procedure (DMP).

        
      

    

    5.	Start the remote-copy relationships.

    This procedure completes the migration of remote-copy relationships from IPv4 to IPv6. This same procedure can be applied when migrating from IPv6 to IPv4 by applying suitable substitutes for IPv4 rather than IPv6.

    2.3.3  Migration between 1 Gbps and 10 Gbps, or 10 Gbps and 1 Gbps

    Before you attempt to migrate existing deployments from 1 Gbps links to 10 Gbps links, see the limitations and considerations in IP partnership configuration, 2.1.2, “IP partnership requirements” on page 13.

     

    
      
        	
          Restriction: You cannot mix link speeds. For example, if there are two links, both links should either be 10 Gbps links or both should be 1 Gbps links.

        
      

    

    Complete the following procedure:

    1.	Stop the relationships without the -access flag and verify that the status for each relationship is in_sync.

    2.	After all remote-copy relationships are stopped, stop the IP partnership on both systems.

    3.	Add the IP addresses, which are configured on data path IP ports on 10 Gbps links in respective remote-copy port groups.

    4.	Remo	ve the existing 1 Gbps ports from the remote-copy groups.

     

    
      
        	
          Remember: This step causes your remote-copy status to change from used to unused, because discovery for the new paths on new IP addresses has not yet happened.

        
      

    

    5.	Start the IP partnerships.

     

    
      
        	
          Confirm: Because new data paths over IPv6 addresses are now available, partnership will first change to not_present, and then to fully_configured. If it remains in not_present, monitor the node error/DMP if it is getting triggered, and examine the appropriate DMP.

        
      

    

    6.	Start the remote-copy relationships.

    This procedure completes the migration from 1 Gbps links to 10 Gbps links. This same procedure can be applied when migrating from 10 Gbps to 1 Gbps by applying suitable substitutes for 1 Gbps ports rather than 10 Gbps ports.
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Implementing IP replication in the SVC/Storwize family

    This chapter covers the steps required to configure Internet Protocol (IP) replication in the IBM System Storage SAN Volume Controller (SVC)/IBM Storwize family of products using the web-based graphical user interface (GUI). A detailed description of the example environment is provided. For details about using the command-line interface (CLI) to configure IP replication, see Appendix A, “Command-line interface” on page 53.

    The following sections will describe the steps to configure an IP replication partnership between two SVC clusters, and to create and initiate a remote-copy relationship of volumes between these partner systems. 

    3.1  Configuring IP replication

    The following sections describe how to configure IP replication. 

    3.1.1  Overview of required steps

    Before configuring IP replication, ensure that the following prerequisites have been met:

    1.	Confirm the presence and details of the intersite IP links to be used for replication traffic between your partner systems. For more details about the requirements for intersite links, see Chapter 2, “IP replication configuration overview and considerations” on page 11.

    2.	Determine the number of Ethernet ports and replication port groups to be used.

    3.	Obtain IP addresses for the IP ports to be used, and ensure that the intersite links support the routing of traffic between the addresses on each end, and that Transmission Control Protocol (TCP) ports 3260 and 3265 are open for traffic between the partner systems.

    To configure IP replication, the following steps must be performed:

    1.	Configure the Ethernet ports on each of the partner systems.

    2.	Create the IP partnership on each of the partner systems.

    3.	Create the wanted remote-copy relationship(s).

    3.1.2  Physical details of an example environment

    The configuration examples reference a lab environment containing two SVC clusters. Each SVC cluster contains two nodes. Our intersite connectivity consists of two 1 gigabits per second (Gbps) links. For the IP replication traffic, the example uses port 2 on each SVC node.

    The example configuration in Figure 3-1 shows the two SVC clusters used to demonstrate IP replication in this paper.
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    Figure 3-1   Example configuration

    This example highlights the following elements of the configuration:

    •One SVC named ITSO_Local_Cluster and one SVC named ITSO_Remote_Cluster. Both systems use IBM XIV Storage Systems for back-end storage.

    •This example uses network port 2 on each of the SVC nodes for IP replication, with two 
1 Gbps intersite links.

    •Because Global Mirror with Change Volumes (GM/CV) is the advised method to use with IP replication, GM/CV is used in the following examples.

    The following sections provides details about the SVC clusters.

    ITSO_Local_Cluster

    ITSO_Local_Cluster has the following characteristics:

    Cluster IP address	9.32.248.174

    Node 1 port 2

    IP address	192.168.1.10

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    Remote port group	Group 1

    Node 2 port 2

    IP address	192.168.1.11

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    Remote port group	Group 2

    Master volumes (17 gigabytes, or GB)

    repl_master_1

    repl_master_2

    repl_master_3

    repl_master_4

    Master change volumes (17 GB)

    repl_master_cv_1

    repl_master_cv_2

    repl_master_cv_3

    repl_master_cv_4

    ITSO_Remote_Cluster

    ITSO_Remote_Cluster has the following characteristics:

    Cluster IP address	9.32.248.89

    Node 1 port 2

    IP address	192.168.1.12

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    Remote port group	Group 1

    Node 2 port 2

    IP address	192.168.1.13

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    Remote port group	Group 2

    Auxiliary volumes (17 GB)

    repl_auxiliary_1

    repl_auxiliary_2

    repl_auxiliary_3

    repl_auxiliary_4

    Auxiliary change volumes (17 GB)

    repl_auxiliary_cv_1

    repl_auxiliary_cv_2

    repl_auxiliary_cv_3

    repl_auxiliary_cv_4

     

    
      
        	
          Information: The IP addresses (IPs) used in this scenario are just one example of what IPs can be used. Any range of IPs are allowable, private networks included, if they conform with your own IP network and the requirements described in 2.1.2, “IP partnership requirements” on page 13.

        
      

    

    3.1.3  Configure the Ethernet ports on the partner systems

    This section describes the steps to configure the IP ports on the partner systems. 

     

    
      
        	
          Remember: In the lab environment used for the examples in this section, Ethernet port 2 is configured on each of the two SVC nodes on the partner systems. Alternative Ethernet port configurations are supported. See 2.1, “IP partnerships” on page 12 for more information about the various supported configurations.

        
      

    

    Configuring the Ethernet ports on ITSO_Local_Cluster

    To configure the IP ports on ITSO_Local_Cluster, follow these steps:

    1.	Access the Network pane in the web-based GUI using the Settings icon in the left navigation menu, as show in Figure 3-2.
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    Figure 3-2   Accessing the Network pane in the web-based GUI

    2.	On the Network pane, click Ethernet Ports in the left Network menu, as shown in Figure 3-3.
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    Figure 3-3   Accessing the Ethernet Ports pane in the web-based GUI

    3.	Right-click the row of the wanted port and select Modify to modify its IP settings, as shown in Figure 3-4. In this example, configure port 2 on node 1.
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    Figure 3-4   Modifying Ethernet Port settings in the web-based GUI

    4.	In the Modify Port dialog window shown in Figure 3-5 on page 26, enter the appropriate values for IP address, Subnet mask, and Gateway. In this example, the following values were used for port 2 on node 1:

    IP address	192.168.1.10

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    iSCSI hosts	Disabled

    Remote copy	Group 1

    5.	Additionally, select or clear the iSCSI hosts box to enable or disable Internet Small Computer System Interface (iSCSI) host traffic on this port. In this example, clear the box to disable iSCSI traffic on this port.

     

    
      
        	
          Tip: Although the sharing of IP ports for both IP replication traffic and iSCSI host traffic is supported, for performance purposes, it is advised to isolate IP replication traffic. For more information, see Chapter 2, “IP replication configuration overview and considerations” on page 11.

        
      

    

    6.	To enable the port for IP replication, use the Remote copy radio buttons to select a port group. In this example, choose Group 1 for Ethernet port 2, as shown in Figure 3-5.
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    Figure 3-5   Configuring Ethernet Port settings in the web-based GUI

    7.	When you click OK, the Modify Ethernet Port IP address dialog window will display the task status for modifying the Ethernet port IP address settings, as shown in Figure 3-6. After the task completes, click Close to close the task status window.
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    Figure 3-6   Task status for Ethernet port IP address modification in the web-based GUI

    8.	The Ethernet Ports pane should now reflect the changes made, as shown in Figure 3-7. Ensure that your settings are correct.
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    Figure 3-7   Verifying Ethernet Port settings for port 2 on node 1 in the web-based GUI

    9.	Repeat steps 3 on page 25 to 8 to configure the IP settings for port 2 on node 2. In this example, the following values were used for port 2 on node 2:

    IP address	192.168.1.11

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    iSCSI hosts	Disabled

    Remote copy	Group 2

    10.	The Ethernet Ports pane should now reflect the changes made to port 2 on node 2, as shown in Figure 3-8.
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    Figure 3-8   Verifying Ethernet Port settings for port 2 on node 2 in the web-based GUI

    Configuring the Ethernet ports on ITSO_Remote_Cluster

    To configure the IP ports on ITSO_Remote_Cluster, access the web-based GUI of ITSO_Remote_Cluster and repeat the procedure outlined in “Configuring the Ethernet ports on ITSO_Local_Cluster” on page 24, using the appropriate values. In this example, configure the Ethernet Ports on ITSO_Remote_Cluster using the following values:

    Port 2 on Node 1

    IP address	192.168.1.12

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    iSCSI hosts	Disabled

    Remote copy	Group 1

    Port 2 on Node 2

    IP address	192.168.1.13

    Subnet mask	255.255.255.0

    Gateway	192.168.1.1

    iSCSI hosts	Disabled

    Remote copy	Group 2

    Figure 3-9 shows the port configuration for the Ethernet Ports on ITSO_Remote_Cluster.
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    Figure 3-9   Verifying Ethernet Port settings for ITSO_Remote_Cluster in the web-based GUI

    The Ethernet port settings are now complete, and you can proceed to configure the IP partnership.

    3.1.4  Create and configure the IP partnership on each of the partner systems

    In this section, we detail the steps to configure the IP partnership on the partner systems. 

     

    
      
        	
          Remember: To create a Partnership between SVC and Storwize family systems, those systems must be in the same layer. SVC systems are always in the replication layer. Storwize systems are in the storage layer by default, but can be configured in the replication layer. To create a partnership between an SVC and a Storwize system, you must ensure that the Storwize system layer is set to replication. For more information, see 2.1.2, “IP partnership requirements” on page 13.

          For information about troubleshooting IP partnership layer issues, see 4.2.2, “Error code CMMVC8354E” on page 48.

        
      

    

    Configuring the IP partnership on ITSO_Local_Cluster

    To configure the IP partnership on ITSO_Local_Cluster, perform the following steps:

    1.	Access the Partnerships pane in the web-based GUI using the Copy Services icon in the left navigation menu, as shown in Figure 3-10 on page 29.
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    Figure 3-10   Accessing the Partnerships pane in the web-based GUI

    2.	On the Partnerships pane, click Create Partnership, as shown in Figure 3-11.
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    Figure 3-11   Creating a partnership in the web-based GUI

    3.	In the Create Partnership dialog window shown in Figure 3-12, select IP.
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    Figure 3-12   Selecting IP partnership replication type in the web-based GUI

    4.	In the Create Partnership dialog window shown in Figure 3-13 on page 30, enter values for Partner system IP address, Link bandwidth, Background copy rate, and optionally, Partner system’s CHAP secret. In this example, the following values were used:

    Partner system IP address	9.32.248.89

    Link bandwidth in megabits per second (Mbps)		

    	2000 (our example environment contains two 
1 Gbps intersite links)

    Background copy rate (%)	50 (we chose to use up to 50% of the link bandwidth for the initial background synchronization)

    Partner system’s CHAP secret	None (the example environment does not use CHAP authentication)

     

    
      
        	
          Tip: For the partner system IP address, enter the management IP address (“cluster IP”) for the partner system. Do not enter the IP addresses that you configured for IP replication on the Ethernet ports of the partner system.

        
      

    

    Figure 3-13 shows the example values.
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    Figure 3-13   Configuring IP partnership settings in the web-based GUI

    5.	When you click OK, the Create IP Partnership dialog window will display the task status for creating the IP partnership, as shown in Figure 3-14. When the task completes, click Close to close the task status window.
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    Figure 3-14   Task status for IP partnership creation in the web-based GUI

    6.	Confirm that the Partnerships pane displays the new partnership that you just created, as shown in Figure 3-15.
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    Figure 3-15   Verifying IP partnership creation in the web-based GUI

     

    
      
        	
          Note: Make note of the State of the partnership. When the partnership is successfully created on the first system, the State value on that system will display Partially Configured: Local. When the partnership is successfully created on the second system, the State on that system might initially display Not Present. After a brief period of time, the State value will display Fully Configured on each system if the IP partnership was successfully created on each partner system. 

          For further information about troubleshooting IP partnership creation, see Chapter 4, “Best practices and troubleshooting” on page 45.

        
      

    

    Configuring the IP partnership on ITSO_Remote_Cluster

    To configure the IP partnership on ITSO_Remote_Cluster, access the web-based GUI of ITSO_Remote_Cluster and repeat the procedure outlined in “Configuring the IP partnership on ITSO_Local_Cluster” on page 28, using the appropriate values. In this example, configure the IP partnership on ITSO_Remote_Cluster using the following values:

    Partner system IP address	9.32.248.174

    Link bandwidth (Mbps)	2000 (the example environment contains two 1 Gbps intersite links)

    Background copy rate (%)	50 (we chose to use up to 50% of the link bandwidth for the initial background synchronization)

    Partner system’s CHAP secret	None (our example environment does not use CHAP authentication

    After initially configuring the IP partnership on ITSO_Remote_Cluster, the Partnerships pane shows the state of this partnership as Not Present, as shown in Figure 3-16.
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    Figure 3-16   Initial IP partnership state on ITSO_Remote_Cluster in the web-based GUI

    After a few moments, the State of the IP partnership should display Fully Configured on both systems, as shown in Figure 3-17 and Figure 3-18.
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    Figure 3-17   Fully configured IP partnership on ITSO_Local_Cluster in the web-based GUI
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    Figure 3-18   Fully configured IP partnership on ITSO_Remote_Cluster in the web-based GUI

    The IP partnership is now fully configured, and you can proceed to configure the remote-copy relationships.

    3.1.5  Creating IP remote-copy consistency groups and relationships 

    This section describes how to configure and activate remote-copy relationships that will use the IP replication partnership created in 3.1.4, “Create and configure the IP partnership on each of the partner systems” on page 28. Although IP replication supports all three types of remote-copy relationships (Metro Mirror (MM), Global Mirror (GM), and GM/CV), the advised remote-copy relationship type for use with IP replication is GM/CV. The following example shows relationships created using GM/CV.

    Prerequisites and example environment details

    To successfully create a remote-copy relationship, you must ensure that, for each volume that you want to replication, the remote partner system that you want to replicate to contains an available auxiliary volume that is the same size as the master volume. In this example, ITSO_Local_Cluster contains the following four 17 GB master volumes:

    •repl_master_1

    •repl_master_2

    •repl_master_3

    •repl_master_4

    ITSO_Local_Cluster also contains the following four change volumes:

    •repl_master_cv_1

    •repl_master_cv_2

    •repl_master_cv_3

    •repl_master_cv_4

    Additionally, ITSO_Remote_Cluster contains the following four 17 GB auxiliary volumes:

    •repl_auxiliary_1

    •repl_auxiliary_2

    •repl_auxiliary_3

    •repl_auxiliary_4

    It also contains the following four change volumes:

    •repl_auxiliary_cv_1

    •repl_auxiliary_cv_2

    •repl_auxiliary_cv_3

    •repl_auxiliary_cv_4

    The example uses a consistency group called ITSO_Repl_CG to contain the 4 volumes that we will replicate from ITSO_Local_Cluster to ITSO_Remote_Cluster.

    Creating IP remote-copy consistency group and relationships on ITSO_Local_Cluster

    To create a remote-copy relationship, perform the following steps:

    1.	Access the Remote Copy pane in the web-based GUI of ITSO_Local_Cluster using the Copy Services icon in the left navigation menu, as shown in Figure 3-19.
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    Figure 3-19   Accessing the Remote Copy pane in the web-based GUI

    2.	On the Remote Copy pane, click New Consistency Group at the top of the pane to create a consistency group containing multiple remote-copy relationships, as shown in Figure 3-20. Alternatively, if you choose not to use a consistency group, click New Relationship at the top of the pane to create a remote-copy relationship for a single volume.
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    Figure 3-20   Creating a remote-copy relationship in the web-based GUI

    3.	In the New Consistency Group dialog window, enter the Consistency Group Name and click Next, as shown in Figure 3-21.
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    Figure 3-21   Creating a New Consistency Group for IP Replication in the web-based GUI

    4.	In the New Consistency Group dialog window, indicate the location of the auxiliary volumes and click Next, as shown in Figure 3-22. In this example, the auxiliary volumes are located on ITSO_Remote_Cluster, called ITSO_Remote_Cluster.
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    Figure 3-22   Indicating the location of the auxiliary volumes in the web-based GUI

    5.	In the New Consistency Group dialog window, indicate whether you want to add remote-copy relationships to the consistency group now or later and click Next, as shown in Figure 3-23. In this example, choose to add the relationships now.
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    Figure 3-23   Indicating when to add remote-copy relationships to the consistency group in the web-based GUI

    6.	In the New Consistency Group dialog window, indicate the type of remote-copy relationship you want to add and click Next, as shown in Figure 3-24. In this example, choose Global Mirror with Change Volumes.
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    Figure 3-24   Choosing the type of remote-copy relationship in the web-based GUI

    7.	In the New Consistency Group dialog window, select any existing remote-copy relationships you want to add to this consistency group, as shown in Figure 3-25. In this example, choose to create new relationships, so click Next.
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    Figure 3-25   Selecting existing remote-copy relationships, if any, in the web-based GUI

    8.	In the New Consistency Group dialog window, use the drop-down menus to select the master and auxiliary volume relationship pairs, as shown in Figure 3-26.
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    Figure 3-26   Selecting primary and auxiliary relationship volumes in the web-based GUI

    9.	Click Add to create a relationship between each selected pair. For each pair that you add, the Add New Global Mirror Change Volume dialog window displays, as shown in Figure 3-27. 
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    Figure 3-27   Indicating when to add master change volumes in the web-based GUI

    10.	You can choose to create or add the master Global Mirror change volume at this point, or after the consistency group has been fully created. In this example, choose to add the master change volumes at this step and click Next.

     

    
      
        	
          Important: Master change volumes can be created or added at this step, or at a later point. You must create or add auxiliary change volumes from the auxiliary system GUI or CLI after the remote-copy relationships have been added, or after the consistency group configuration is complete. The remote-copy relationship cannot be started until the change volumes have been created or added to the relationship for the master and auxiliary volumes.

        
      

    

    11.	In the Add New Global Mirror Change Volume dialog window, use the radio buttons to indicate whether you want to create a new master change volume, or use an existing master change volume, as shown in Figure 3-28. In this example, you indicate that you will use an existing master change volume, then use the drop-down menu to select it. Click Finish to complete adding this relationship to the consistency group.
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    Figure 3-28   Selecting the master Global Mirror change volume in the web-based GUI

    Figure 3-29 shows that the New Consistency Group dialog window updates to reflect the remote-copy relationship that you just added to the consistency group. 
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    Figure 3-29   A new remote-copy relationship added to a new Consistency Group in the web-based GUI

    12.	Repeat steps 8 on page 36 through 11 on page 37 for any additional remote-copy master and auxiliary volume relationships that you want to add to the consistency group. In this example, add the remaining three master/auxiliary volume relationships, as shown in Figure 3-30, and click Next.
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    Figure 3-30   Four remote-copy relationships added to the consistency group in the web-based GUI

    13.	In the New Consistency Group dialog window, use the radio buttons to indicate whether the master and auxiliary volumes are already synchronized, as shown in Figure 3-31. In this example, indicate that the volumes are not synchronized, and then click Next.
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    Figure 3-31   Indicating remote-copy volume synchronization state in the web-based GUI

    14.	In the New Consistency Group dialog window, use the radio buttons to indicate whether you want to start copying the volumes now or later, as shown in Figure 3-32. In this example, choose to use Global Mirror with Change Volumes. In this scenario, you must add the change volumes on the auxiliary system before you can start copying, so choose not to start copying and click Finish.
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    Figure 3-32   Selecting when to start copying the consistency group in the web-based GUI

    15.	The Create Remote-Copy Consistency Group dialog window displays the task status for creating the remote-copy consistency group, as shown in Figure 3-33. When the task completes, click Close to close the task status window.
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    Figure 3-33   Task status for remote-copy consistency group creation in the web-based GUI

    16.	Confirm that the Remote Copy pane displays the consistency group and related remote-copy relationships that you just created, as shown in Figure 3-34.
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    Figure 3-34   Verifying remote-copy consistency group creation in the web-based GUI

     

    
      
        	
          Note: Make note of the State of the consistency group and remote-copy relationships. In the example environment, we chose to use GM/CV. In this scenario, the consistency group cannot be started until you configure the change volumes on the auxiliary system. When creating consistency groups without change volumes, you might choose to start the copying as soon as the consistency group is created. In those cases, the value displayed for the State of the consistency group might differ. 

          For further information about consistency groups and remote copy status, see Chapter 2, “IP replication configuration overview and considerations” on page 11.

        
      

    

    Completing IP remote-copy consistency group and relationship configuration on ITSO_Remote_Cluster

    To complete the configuration, perform the following steps:

    1.	Access the Remote Copy pane in the web-based GUI of ITSO_Remote_Cluster using the Copy Services icon in the left navigation menu, as shown in Figure 3-35.
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    Figure 3-35   Accessing the Remote Copy pane in the web-based GUI

    2.	On the Remote Copy pane, you will see the same consistency group that was created on ITSO_Local_Cluster, as shown in Figure 3-36. If necessary, expand the consistency group to display the associated remote-copy relationships. 
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    Figure 3-36   Verifying the Partner System consistency group in the web-based GUI

    3.	Right-click the row for the first remote-copy relationship and use the Global Mirror Change Volumes menu to add a change volume to this auxiliary volume. You can choose to create a new change volume or add an existing volume. In this example, choose to use an existing volume, so select Global Mirror Change Volumes → Add Existing, as shown in Figure 3-37. 
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    Figure 3-37   Adding auxiliary change volumes in the web-based GUI

    4.	In the Add Existing Global Mirror Change Volume dialog window, use the drop-down menu to select the appropriate auxiliary change volume, and click Add, as shown in Figure 3-38.
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    Figure 3-38   Selecting the auxiliary change volume in the web-based GUI

    5.	The Add Global Mirror Change Volume dialog window displays the task status for adding the change volume, as shown in Figure 3-39. When the task completes, click Close to close the task status window.
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    Figure 3-39   Task status for adding a change volume in the web-based GUI

    6.	Repeat steps 3 on page 41 and 4 on page 41 for each of the remaining remote-copy relationships in the consistency group.

    Starting the IP remote-copy consistency group

    To start the IP remote-copy consistency group, perform the following steps:

    1.	After all of the auxiliary change volumes have been added to the consistency group, right-click the consistency group in the Remote Copy pane and select Start to start the consistency group, as shown in Figure 3-40.
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    Figure 3-40   Starting the IP replication remote-copy consistency group in the web-based GUI

    2.	The Start Remote-Copy Consistency Group dialog window displays the task status for starting the consistency group, as shown in Figure 3-41 on page 43. When the task completes, click Close to close the task status window.
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    Figure 3-41   Task status for starting a remote-copy consistency group in the web-based GUI

    Verifying and monitoring IP remote-copy status

    To verify and monitor the IP remote-copy status, perform the following steps:

    1.	The Remote Copy pane should indicate that the consistency group state is now Inconsistent Copying, as shown in Figure 3-42.
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    Figure 3-42   Verifying remote-copy consistency group state in the web-based GUI

    2.	Additionally, you can verify that the expected Ethernet ports are in use for IP replication by clicking Settings → Network from the left navigation menu, then accessing the Network → Ethernet Ports pane, as shown in Figure 3-43. Note the value in the Remote Copy Active column.
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    Figure 3-43   The Ethernet Ports pane

    3.	Further, you can monitor the IP remote-copy bandwidth usage of the system from the Performance page. From the left navigation menu, choose Monitoring → Performance menu, as shown in Figure 3-44.
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    Figure 3-44   Accessing the Performance page in the web-based GUI

    4.	In the Interfaces graph in the lower left region of the Performance pane, ensure that the IP Remote Copy box is selected, as shown on Figure 3-45. When selected, the graph will display IP Remote Copy statistics.
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    Figure 3-45   Monitoring IP Remote Copy performance in the web-based GUI
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Best practices and troubleshooting

    This chapter captures some best practices for Internet Protocol (IP) replication based on field experience. It also provides an overview of common problems that can occur during the implementation and usage of IP replication.

    This chapter includes the following sections:

    •Best practices

    •Implementation and usage troubleshooting

    4.1  Best practices

    This section describes best practices based on field experience of IP replication.

    4.1.1  System configuration

    IP replication provides for the use of single or dual input/output (I/O) groups, in addition to single or dual remote-copy port groups. By using one or the other, speed or redundancy can be achieved for replication. By using both, speed and redundancy can be achieved.

    Figure 4-1 shows an optimal configuration using both dual I/O Groups and dual remote copy port groups.
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    Figure 4-1   Dual I/O group and dual remote copy port group example

     

    
      
        	
          Restriction: IBM Storwize V7000 and IBM System Storage SAN Volume Controller (SVC) nodes with more than two I/O groups are supported. However, there is a limitation that only four IP addresses from two I/O groups can be included in a remote copy port group.

        
      

    

    4.1.2  Performance considerations

    The following advice has come out of field experience:

    •2145-CG8 with request for price quotation (RPQ) 8S1296 is advised if IP replication and IBM Real-time Compression are being used. This is advised so that processor-intensive services have adequate resources for optimal usability.

    •If the nodes performing IP replication are 2145-CF8 or earlier, and Real-time Compression is being used, configure ports for the IP replication traffic on I/O groups not containing compressed volumes. This is advised so that processor-intensive services have adequate resources for optimal usability.

    •If Internet Small Computer System Interface (iSCSI) is used for host connectivity, do not use the same port for host I/O and IP replication traffic. Optimal performance can be achieved by isolating the different traffic onto different ports.

     

    
      
        	
          Important: Decreased throughput on the source back-end controller can adversely affect the consistency of the throughput of IP replication traffic.

        
      

    

    4.2  Implementation and usage troubleshooting

    This section describes some of the issues that might arise during the initial implementation of IP replication.

    4.2.1  Error code CMMVC8359E

    During the implementation of IP replication, error code CMMVC8359E might be encountered.

    Figure 4-2 shows the specific error as it is encountered in the graphical user interface (GUI).
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    Figure 4-2   CMMVC8359E error pane

    This error is caused by the destination system being in a Fibre Channel (FC) zone with the source system. Ensure that the two systems are not zoned together, and attempt to create the partnership again.

    4.2.2  Error code CMMVC8354E

    During the implementation of IP replication, error code CMMVC8354E might be encountered.

    Figure 4-3 shows the specific error as it is encountered in the GUI.

    [image: ]

    Figure 4-3   CMMVC8354E error pane

    There are three common reasons why this error can occur:

    •A lack of communication between the source system and the destination system over port 3260. Ensure that Transmission Control Protocol (TCP) port 3260 is open bidirectionally between the source and destination systems.

    •The source and destination system are not in the same layer.

    •The IP address input into the partnership is incorrect.

    4.2.3  Error Code CMMVC8353E

    During implementation and usage of IP replication, error code CMMVC8353E might be encountered.

    Figure 4-4 shows the specific error as it is encountered in the GUI.
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    Figure 4-4   CMMVC8353E error pane

    This error is caused by the Challenge Handshake Authentication Protocol (CHAP) secret setup in the partnership not matching the CHAP secret defined in the destination system. Ensure that the CHAP secret of the partnership matches the CHAP secret of the destination system. For more information about CHAP secret, see Appendix B, “CHAP Information and Implementation” on page 57.

    4.2.4  Error Code 2020

    This error can occur both during implementation and during normal usage of IP Replication. This error occurs when the Remote Copy link is unavailable.

    Figure 4-5 shows the Event Log when an error code 2020 appears.
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    Figure 4-5   Event Log showing error 2020

    Figure 4-6 shows the Directed Maintenance Procedure (DMP) pane for the error. This pane shows general information about what to check in the LAN environment to assist with diagnosing this error.
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    Figure 4-6   DMP information pane for the 2020 error code

    There are multiple reasons why this error can occur:

    •A firewall or switch has not been properly configured to enable communication over 
port 3265.

    •An external system is blocking access to port 3265.

    •Other LAN issues exist (for example, cabling, switches, and so on).

    4.2.5  Error Code 2021

    This error can occur during normal usage of IP replication. This error occurs when the destination system IP is not reachable.

    Figure 4-7 shows the Event Log when an error code 2021 appears.
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    Figure 4-7   Event Log showing error 2021

    Figure 4-8 shows the DMP pane for the error. It has information regarding the partner system that is affected. From here, you can check the connectivity of the destination system, or modify the address of the destination system in the partnership, if required.
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    Figure 4-8   DMP information pane for the 2021 error code

    There are multiple reasons why this error can occur:

    •The IP of the destination system has been modified, and the partnership information has not been updated.

    •A firewall or switch has not been properly configured to enable communication over port 3260.

    •An external system is blocking access to port 3260.

    •Other LAN issues exist (for example, cabling, switches, and so on).

    4.2.6  Error Code 2022

    This error can occur during normal usage of IP replication. This error occurs when the CHAP secret configured in the IP partnership does not match the system CHAP secret of the remote system.

    Figure 4-9 shows the Event Log when an error code 2022 appears.
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    Figure 4-9   Event Log showing error 2022

    This error can occur when the system CHAP secret is modified on one partner system, and the IP partnership CHAP secret is not modified appropriately on the partner system.

    Figure 4-10 shows the DMP pane for the error. It has information regarding the partner system that is disallowing CHAP authentication.
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    Figure 4-10   DMP Information Pane for 2022 error code

    Figure 4-11 shows the DMP pane that enables you to modify the partnership CHAP secret to match the system CHAP secret of the destination system.
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    Figure 4-11   Additional DMP information pane for 2022 error code

    This error should be fixed so that if the partnership is stopped for whatever reason, it will be able to authenticate with the destination system after the partnership starts again.

    4.2.7  Error Code 2023

    This error can occur during normal usage of IP replication. This error occurs when the system ID of the partner system has been changed, or is not expected.

    These are the main reasons why this error can occur:

    •The IP address of the partner system has changed, and the IP address configured in the partnership is pointing to a different system.

    •The partner system has experienced a system recovery, and the unique system ID has been changed.

    To resolve this error, the partnership needs to be removed and re-created.
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Command-line interface

    The following outlines the command-line interface (CLI) commands required to complete the operations carried out in Chapter 2, “IP replication configuration overview and considerations” on page 11, using the GUI, to configure IP replication between two IBM System Storage SAN Volume Controller (SVC) systems. Each SVC system consists of a single input/output (I/O) group using port 2 on each node. Two intersite links are used. 

    For CLI commands used in configuring Challenge Handshake Authentication Protocol (CHAP) see Appendix B, “CHAP Information and Implementation” on page 57.

    Configuring Ethernet ports on the partner systems

    To configure the Ethernet port of each node to be used for IP replication, perform the following steps:

    1.	Run the cfgportip command shown in Example A-1.

    Example A-1   Configure network ports
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    IBM_2145:ITSO_Local_Cluster:superuser>cfgportip -gw 192.168.1.1 -host no -ip 192.168.1.10 -mask 255.255.255.0 -node 1 -remotecopy 1 2

    IBM_2145:ITSO_Local_Cluster:superuser>

    [image: ]

    2.	Confirm changes using the lsportip command shown in Example A-2.

    Example A-2   The lsportip command output
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    IBM_2145:ITSO_Local_Cluster:superuser>lsportip

    id node_id node_name IP_address   mask          gateway     IP_address_6 prefix_6 gateway_6 MAC               duplex state        speed failover link_state host remote_copy host_6 remote_copy_6 remote_copy_status remote_copy_status_6

    1  1       node1                                                                            e4:1f:13:30:19:e4 Full   unconfigured 1Gb/s no       active          0                  0

    1  1       node1                                                                            e4:1f:13:30:19:e4 Full   unconfigured 1Gb/s yes      active          0                  0

    2  1       node1     192.168.1.10 255.255.255.0 192.168.1.1                                 e4:1f:13:30:19:e6 Full   configured   1Gb/s no       active     no   1                  0             unused

    2  1       node1                                                                            e4:1f:13:30:19:e6 Full   configured   1Gb/s yes      active          0                  0

    1  2       node2                                                                            e4:1f:13:b7:7f:78 Full   unconfigured 1Gb/s no       active          0                  0

    1  2       node2                                                                            e4:1f:13:b7:7f:78 Full   unconfigured 1Gb/s yes      active          0                  0

    2  2       node2     192.168.1.11 255.255.255.0 192.168.1.1                                 e4:1f:13:b7:7f:7a Full   configured   1Gb/s no       active     no   2                  0             unused

    2  2       node2                                                                            e4:1f:13:b7:7f:7a Full   configured   1Gb/s yes      active          0                  0

    IBM_2145:ITSO_Local_Cluster:superuser>
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    3.	This example shows only one port being configured. Run the command on all ports to be configured on each partner system. 

    In this example, we chose not to use the port as an Internet Small Computer System Interface (iSCSI) host, and as a member of a port group for replication. Although this is supported, it is not recommended. See 2.1.2, “IP partnership requirements” on page 13 for more details.

    Create and configure the IP partnership on each of the partner systems

    This section describes how to create and configure the IP partnership:

    1.	Run the mkippartnership command to configure the creation of the IP partnership on each system, as shown in Example A-3.

    Example A-3   Configuring IP partnerships
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    IBM_2145:ITSO_Local_Cluster:superuser>mkippartnership -backgroundcopyrate 50 -clusterip 9.32.248.89 -linkbandwidthmbits 2000 -type ipv4

    IBM_2145:ITSO_Local_Cluster:superuser>
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    2.	In this example, we set the link bandwidth to 2000 (2 x 1000 megabits per second (Mbps) links) with a background copy rate of 50%. Do this on both systems in the partnership. Initially, the partnership will show the partially_configured_local status output, as shown in Example A-4.

    Example A-4   The lspartnership command output for the first system defined
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    IBM_2145:ITSO_Local_Cluster:superuser>lspartnership

    id               name                location partnership                type cluster_ip  event_log_sequence

    0000020060C14FE2 ITSO_Local_Cluster  local

    00000200608165F4 ITSO_Remote_Cluster remote   partially_configured_local ipv4 9.32.248.89

    IBM_2145:ITSO_Local_Cluster:superuser>
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    3.	Run the same commands on the remote partner system. After the partnership has been created on the second system, the partnership will change to fully configured.

     

    
      
        	
          Remember: Both candidates for the partnership need to be in the same replication layer. When creating the partnership, use the management IP address of the remote system as the clusterip.

        
      

    

    Creating IP remote-copy consistency groups and relationships

    Because the advised usage of IP replication is with GM/CV, this is what we use in this example. However, Metro Mirror (MM) and Global Mirror (GM) are supported. For any mirror relationship to be created, a volume of the same size needs to exist on both systems in the partnership. This example used four volumes in a consistency group, but for clarity only the creation of the first volume’s remote copy relationship is shown in Example A-5.

    Example A-5   Creating consistency group and mirror relationships
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    IBM_2145:ITSO_Local_Cluster:superuser>mkrcconsistgrp -cluster 00000200608165F4 -name ITSO_repl_CG

    IBM_2145:ITSO_Local_Cluster:superuser>

    IBM_2145:ITSO_Local_Cluster:superuser>mkrcrelationship -aux repl_auxiliary_1 -cluster 00000200608165F4 -global -master repl_master_1

    IBM_2145:ITSO_Local_Cluster:superuser>

    IBM_2145:ITSO_Local_Cluster:superuser>svctask chrcrelationship -masterchange repl_master_cv_1 3

    IBM_2145:ITSO_Local_Cluster:superuser>

    IBM_2145:ITSO_Local_Cluster:superuser>svctask chrcrelationship -cyclingmode multi 3

    IBM_2145:ITSO_Local_Cluster:superuser>

    IBM_2145:ITSO_Local_Cluster:superuser>svctask chrcrelationship -consistgrp 0 3

    IBM_2145:ITSO_Local_Cluster:superuser>

    [image: ]

    When all of the volume relationships are created, they will show as inconsistent stopped, as shown in Example A-6.

    Example A-6   The lsrcrelationship command output
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    IBM_2145:ITSO_Local_Cluster:superuser>lsrcrelationship

    id name   master_cluster_id master_cluster_name master_vdisk_id master_vdisk_name aux_cluster_id   aux_cluster_name    aux_vdisk_id aux_vdisk_name   primary consistency_group_id consistency_group_name state                bg_copy_priority progress copy_type cycling_mode freeze_time

    2  rcrel3 0000020060C14FE2  ITSO_Local_Cluster  2               repl_master_4     00000200608165F4 ITSO_Remote_Cluster 6            repl_auxiliary_4 master  0                    ITSO_repl_CG           inconsistent_stopped 50               0        global    multi

    3  rcrel0 0000020060C14FE2  ITSO_Local_Cluster  3               repl_master_1     00000200608165F4 ITSO_Remote_Cluster 2            repl_auxiliary_1 master  0                    ITSO_repl_CG           inconsistent_stopped 50               0        global    multi

    6  rcrel1 0000020060C14FE2  ITSO_Local_Cluster  6               repl_master_2     00000200608165F4 ITSO_Remote_Cluster 3            repl_auxiliary_2 master  0                    ITSO_repl_CG           inconsistent_stopped 50               0        global    multi

    7  rcrel2 0000020060C14FE2  ITSO_Local_Cluster  7               repl_master_3     00000200608165F4 ITSO_Remote_Cluster 5            repl_auxiliary_3 master  0                    ITSO_repl_CG           inconsistent_stopped 50               0        global    multi

    IBM_2145:ITSO_Local_Cluster:superuser>
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    When the volume relationships are all created and the volumes have their associated change volume assigned on the local system, you will need to add the change volumes to the mirrored volumes on the partner/remote system. In this example, it is ITSO_Remote_Cluster, as shown in Example A-7. For clarity, this is shown on the first volume only.

    Example A-7   Adding change volumes to remote partner system
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    IBM_2145:ITSO_Remote_Cluster:superuser>chrcrelationship -auxchange repl_auxiliary_cv_1 2

    IBM_2145:ITSO_Remote_Cluster:superuser>
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    Starting the IP remote-copy consistency group

    When all of the auxiliary change volumes have been added, the final step is to start the remote-copy consistency group, as shown in Example A-8.

    Example A-8   Starting the remote copy
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    IBM_2145:ITSO_Local_Cluster:superuser>

    IBM_2145:ITSO_Local_Cluster:superuser>startrcconsistgrp 0

    IBM_2145:ITSO_Local_Cluster:superuser>

    [image: ]

    IP Replication is now configured.
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CHAP Information and Implementation

    This appendix provides additional information about Challenge Handshake Authentication Protocol (CHAP) and how to properly implement it for use with Internet Protocol (IP) replication.

    General information on CHAP

    CHAP is used in many different situations and products, and for the IBM System Storage SAN Volume Controller (SVC)/IBM Storwize family, it is used for both IP replication and Internet Small Computer System Interface (iSCSI)-attached host authentication.

    CHAP works by first creating a shared secret on each system. Then, during the link establishment phase, one side sends a challenge to the other. The second side then combines the challenge and the secret and hashes it. After hashing, the second side sends the information back to the first side, which compares it against its own calculated value. If the calculation matches the sent value, the connection is completed. Otherwise, the connection 
is rejected.

    The next section will go into more detail regarding the specific setup of CHAP with the SVC/Storwize family of products.

    Configuring CHAP for IP replication

    There are only a few steps that are needed to properly configure CHAP with IP replication:

    1.	Modify the system-wide CHAP secret for both the source and destination systems.

    2.	Configure the partnership from the source to the destination to include the CHAP secret of the destination system.

    3.	Configure the partnership from the destination to the source to include the CHAP secret of the source system.

     

    
      
        	
          Tip: The CHAP secret used on each system does not have to be the same. The CHAP secret field in the partnership must match the CHAP secret of the system that it is connecting to.

        
      

    

    Configure system-wide CHAP secret

    Using the graphical user interface (GUI), there are many different paths to get to the Modify CHAP Configuration pane, which is needed to set up a system-wide CHAP secret for use with IP Replication. You can select any one of the following choices:

    •Copy Services → Partnerships → Actions → Modify CHAP Configuration

    •Monitoring → System Details → Actions → Modify CHAP Configuration

    •	Settings → Network → iSCSI → Modify CHAP Configuration

    After the Modify CHAP Configuration pane is opened, follow these steps:

    1.	Input the CHAP secret for the current system, select the box marked Use for IP partnerships, and press Modify.

     

    
      
        	
          Note 1: If you are modifying the CHAP secret on a system that is running an IP replication partnership, the partnership must be in a stopped state before modifying.

        
      

    

     

    
      
        	
          Note 2: If you are using the GUI to remove the CHAP secret on a system, clear the Use for IP partnerships box first, then remove the password. Click Modify to proceed.

        
      

    

    2.	Figure B-1 shows the pane that you should see when the system-wide CHAP is modified.
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    Figure B-1   Modify CHAP configuration

    3.	Repeat the previous procedure on the secondary system.

     

    
      
        	
          Information: Alternatively, you can use the following CLI command:

          chsystem -chapsecret chap_secret

          To remove a CHAP secret, you can use the following CLI command:

          chsystem -nochapsecret

        
      

    

    Configure partnership to use the CHAP secret

    The CHAP secret can be added to a partnership either during initial creation, or during normal usage.

    To do so, follow the steps in Chapter 3, “Implementing IP replication in the SVC/Storwize family” on page 21.

    The CHAP secret of the destination system will be input into the Partner system’s CHAP secret field.

    Alternatively, the partnership can be modified at any time by going to its properties, and adding or modifying the partner system’s CHAP secret.

     

    
      
        	
          Information: To make a partnership and include a CHAP secret using the CLI, use the following command:

          mkippartnership -backgroundcopyrate 100 -chapsecret test -clusterip 9.71.50.133 -linkbandwidthmbits 1000 -type ipv4

          To modify an existing partnership to include a CHAP secret, stop the partnership and use the following command:

          chpartnership -chapsecret chap_secret clusterid
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Cannot authenticate with partner cluster

Cannot authenticate with partner system

Cannot authenticate with remote system theluster-80 to form 3 partnership.
‘The following table shows the affected partnership:

Partner System ID__ Partner System Name Partnership _ Partner System IP Address
0000020067€07658 theluster-80 fully_configured 9.71.50.40

The CHAP secret configured locally for this partnership must match the CHAP secret configured on the remote system.

This fx procedure will help check that the CHAP secrets are the same and help configure them to be the same f they are not.

Click Next to proceed, or Cancel to ext.
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Cannot authenticate with partner cluster

Input CHAP secret

Input CHAP secret for partnership with remote system tbcluster-80:

Confirm the CHAP secret:

Click Next to configure CHAP secret for partnership with remote system thcluster-80.

or dlick Cancel to exit.
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Partner Cluster IP address unreachable

1P address of a partner system is unreachable
The system IP address of a partner system is unreachable.

This event can be expected f CCU i n progress on the partner system, pleas et the CCU upgrade complete, before taking any ste
The folowing table shows the affected partnership:

Partner SystemID  Partner System Name Partnership  Partner System IP Address
0000020067E07658 thcluster-80 fully_configured 9.71.50.40

Contact the administrator of the remote system identified above to verify ts configuration, then chaose an option:
© Ifthe 1P address is correct, check its connectvty.

Ifthe 1P address is incorrect, reconfigure partnership to change it and restart this partnership.

“This fix procedure will help check i the IP address of remote system theluster-80 is reachable from local system and help reconfigur
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