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    Preface

    Continuing its commitment to developing and delivering industry-leading storage technologies, IBM® is introducing the IBM Real-time Compression™ Appliances for NAS, an innovative new storage offering that delivers essential storage efficiency technologies, combined with exceptional ease of use and performance.

    In an era when the amount of information, particularly in unstructured files, is exploding, but budgets for storing that information are stagnant, IBM Real-time Compression technology offers a powerful tool for better information management, protection, and access. IBM Real-time Compression can help slow the growth of storage acquisition, reducing storage costs while simplifying both operations and management. It also enables organizations to keep more data available for use rather than storing it offsite or on harder-to-access tape, so they can support improved analytics and decision making.

    This IBM® Redpaper™ publication was written to provide deployment guidelines, and preferred practices for clients who want to implement IBM Real-time compression technologies. IBM Real-time Compression Appliances provide on-line storage optimization through real-time data compression, delivering dramatic cost reduction without performance degradation together with IBM System Storage N series. IBM SAN Volume Controller, IBM Storwize V7000, and Storwize V7000 Unified Disk Systems provide internal Real-time Compression technology discussed in this paper.

    This paper is intended for anyone who wants to learn how to successfully architect an IBM Real-time Compression solutions. It is suitable for IT Architects, Business Partners, IBM clients, storage solution integrators, and IBM specialist sales representatives.
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    JinSu Kim is a Consulting IT specialist who currently focuses on Midrange storage systems as Advanced Technical Support for Growth Markets based in Seoul, South Korea. He taught many classes about IBM storage and NAS systems and managed many Proof of Concepts for clients. JinSu is also an established speaker at the IBM international technical storage conferences. Prior to his current position, JinSu worked as a Technical Sales Specialist within Finance Sector. JinSu has over thirteen years of experience providing technical pre-sales and post-sales solutions for IBM pSeries® and IBM System Storage® disk, SAN, and NAS. He holds certifications for MCSE, BCFP, ITIL, IBM High End Disk Solutions, Open Systems Storage Solutions, and IBM TotalStorage Networking Solutions.

    Beatriz Nolte is an IT Specialist with 25 years of experience in the IT industry. She has experience in sales, technical, and product management areas, including HPC and E&P solution services. Beatriz spent the last 15 spent focusing on storage solutions for an IBM Business Partner, and is experienced in handling the complete sales cycle from solution design, storage architecture, proposal, project management, implementation, and education.

    Gary Nunn is a SAN support specialist based in Bristol, U. K. who now specializes in N series support since mid 2009 as part of the level 2 support team. His previous role includes support of the IBM DS4000® products, IBM NAS, San Volume Controller, and SAN switches across a broad range of customer environments. His background is in electronics, where he served 10 years with the British Army, specializing in radar support and repair. After leaving the Army, he then worked as a Support Engineer for wireless networks for three years before moving to hardware support for the Sequent UNIX based systems NUMA and Symmetry and associated SAN attached storage. He performed this role until 2003, where he then migrated to his current position within IBM.
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Solution architectures

    This chapter discusses the use of compression technology, which is part of the IBM Smarter Storage vision, and reference architectures for the IBM Real-time Compression Appliance™ (RTCA). These architectures can be also be used as a foundation to create dynamic cloud solutions, and make full use of underlying storage features. 

    In this chapter, the following topics are discussed:

    •Current IT challenges

    •Data efficiency technologies

    •Compression technology

    •Compression use within IBM Real-time Compression solutions

    •Solution design and components

    •Solution use

    1.1  Current IT challenges

    Storage in the past was a secondary element in IT architecture, but it has developed to be a discipline by itself. As of 2013, the worldwide demand for storage (in every way it is accounted, as consumer data or enterprise data) is now measured in units of zettabytes (ZB). 

    Research companies estimate that for enterprise data, the size consumed in one year is over 1 ZB, and a CAGR over 40%, which exceeds annual storage vendor supplies to this market. Costs related to hardware, accounted in dollars per GB, have dropped down over years, but today the challenge is how to transfer, protect, and manage these many ZB of data. 

    IBM has created a vision called Smarter Storage for Smarter Computing, which is a new approach to the design and deployment of storage systems and their integration to cloud environments in efficient and optimized form. One of the technologies chosen by IBM to improve efficiency is compression. 

    Compression acts to transfer, protect, and manage data, and also reduces environmental variables such as consumed energy and space per GB of storage. The key point here is, compression is a well known technology, but it has a cost, in terms of integration and performance. The IBM Real-time Compression™ Appliance (RTCA) solution, and the imbedded Real-time Compression software within the Storwize V7000 and SVC, overcome these challenges, giving a new perspective on the use of compression technology. Solution benefits for compression technology are presented in Figure 1-1.
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    Figure 1-1   Data compression benefits

    A key challenge in current IT environments is the integration of the different components of a solution. IBM has a broad set of products that can interact as one, offering a sole vendor solution, as shown in Figure 1-2, bringing more value for each component. Compression is present in RTCA on N series and xServers design, in the V7000 storage node in a Flex System in a private cloud, and in the SVC, for a broad virtualizated storage infrastructure.
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    Figure 1-2   IBM value proposition

    As we can observe in Figure 1-2, compression can occur in different places, and in different products. The way data is accessed by the server will determine which product is suitable for the design. Block access designates that server applications access data using the blocks index written in their own file systems, or file access where server applications access data using the blocks index written in storage device file systems. As shown in Table 1-1, IBM offers real-time compression solutions for both types of data access.

    Table 1-1   Compression for IBM System Storage products

    
      
        	
          Access Type

        
        	
          N Series

        
        	
          V7000 and V7000 Storage Node

        
        	
          V7000 Unified

        
        	
          SVC

        
      

      
        	
          File

        
        	
          yes

        
        	
          no

        
        	
          yes

        
        	
          no

        
      

      
        	
          Block

        
        	
          no

        
        	
          yes

        
        	
          yes

        
        	
          yes

        
      

    

    1.2  Data efficiency technologies

    Data efficiency technologies can be found in various implementations over the last 25 years. These range from compression at the application level, to archiving and space management at the top of the processor operational system, as well as deep, as in-band solutions that are able to compress data as it is transferred from a host to a storage device. 

    During recent years, new technologies and new concepts have been developed in order to address the need for optimized storage space and more efficient capacity usage. We discuss some of these technologies briefly in this chapter in order to avoid confusion between data compression and other space optimization methods.

    1.2.1  Compression at the application level

    Compression at the application level is a well known procedure, in place for many years. The drawback is the processor usage taken by the application to have data compressed, instead of working on the application itself, and lack of transparency as a tool. Examples include ZIP applications, IBM Tivoli® Storage Manager, and so on.

    1.2.2  Archiving and space management

    Archiving and space management, also known as Information Life-cycle Management (ILM) is a concept rather than a dedicated technology solution. It is used in environments where you need to keep online data over a long period of time and you need to optimize the space occupied on different storage types (tapes, hard disk drives, and so on). Infrequently used data can be moved out of the production area and placed on a cheaper support system 
(that is, by moving data from enterprise storage systems to low end storage systems and then from hard drives to tapes). 

    The historical information about the data is usually kept in a database that holds metadata to provide accurate information about the life cycle of the managed data. Another important point is that this is seamless for the application or user. Data will be retrieved automatically from tape to disk when needed. 

    Examples include IBM Data Facility Storage Management Subsystem (DFSMS) for IBM z/OS®, IBM Tivoli Storage Manager with Space Management option, and IBM General Parallel File System GPFS™) integrated with IBM Linear Tape File System™ (LTFS).

    •IBM DFSMS Product Highlights:

    http://www-03.ibm.com/systems/z/os/zos/features/software/dfsms/index.html

    •Tivoli Storage Manager for Space Management:

    http://www-03.ibm.com/software/products/us/en/tivostormanaforspacmana/

    •Tiered storage for big data:

    http://www.zurich.ibm.com/sto/systems/bigdata.html

    •IBM Linear Tape File System Enterprise Edition:

    http://www-03.ibm.com/systems/storage/tape/ltfs-ee/index.html

    1.2.3  Space efficient technology

    Space efficient technology is sometimes also referred to as thin provisioning. It allows the storage to declare the required capacity at the host level, but to allocate on the physical storage media (hard disk drives) only the actual used capacity in terms of space. Figure 1-3 illustrates the difference between a traditional volume and a space efficient volume.
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    Figure 1-3   Space efficient volume

    1.2.4  Flash Copy (space efficient)

    Space efficient Flash Copy is a point-in-time copy of volume, and a technique that allows the creation of copies of volume data and data instances without multiplying the required space with the number of copies. This technology allows the copy to depend on the source with all the data that is in common. When data is changed from the original volume, those changes will be available and reflected only in the updated instance while the rest of the data will remain as a common foundation. 

    Figure 1-4 illustrates a data volume and its dependency on a Flash Copy.
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    Figure 1-4   Space efficient Flash Copy

    1.2.5  Easy Tiering 

    Easy Tiering is a technology that is optimizing the way data is placed across different types of drives (FC/SAS, SATA/SAS_NL, and SSDs). In current environments, the storage system configuration is done by using a rule set. Those rules are well known by a specialist and they usually refer to the result expected after configuring a storage system. The hardest part is to address, in a price/performance way, the capacity needs over the performance needs. 

    Usually, when you need capacity, you add drives; and when you need performance, you add drives. There are a lot of situations when you need to add drives in order to accommodate a specific performance, although those drives are not needed in terms of capacity. In these situations, the infrastructure will be oversized in terms of capacity. 

    IBM Easy Tier® (Figure 1-5) is a feature that is able to provide an optimized balance between capacity and performance. It does this by identifying specific hot zones and by moving them from slower drives to faster drives automatically. For more details about IBM Easy Tier in IBM products, see the following references:

    •IBM System Storage® DS8870 Architecture and Implementation:

    http://www.redbooks.ibm.com/abstracts/sg248085.html?Open&cm_sp=MTE26529

    •Implementing the IBM Storwize® V7000 V6.3:

    http://www.redbooks.ibm.com/abstracts/sg247938.html?Open
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    Figure 1-5   Easy Tier data allocation

    1.2.6  Data deduplication

    The data deduplication mechanism identifies identical chunks of data within a storage container and keeps only one copy of each chunk, while all the other logically identical chunks will be pointed to this chunk. Over time, if a chunk repeats it self (such as backups of the same file), depuplication can offer a high reduction rate of the data stored, as shown in Figure 1-6. There are various implementations of this method. 

    One possibility is in-line deduplication and the other one is post-processing. In-line solutions deduplicate information as it is stored. Post-processing solutions deduplicate data after the information is stored in the original format at certain time intervals. For more details about IBM deduplication products, see the following references: 

    •IBM Deduplication Solutions:

    http://www.ibm.com/systems/storage/solutions/deduplication/index.html

    •IBM ProtecTIER® Implementation and Best Practices Guide:

    http://www.redbooks.ibm.com/abstracts/sg248025.html?Open
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    Figure 1-6   Data deduplication

     

    
      
        	
          Comparison: All the technologies presented in “Data compression technologies” on page 7 are used to optimize the way that the available storage capacity is used. None of those technologies change information, but rather optimize how this information is stored or how much of this information is duplicated within the storage system. Data compression technologies are able to interpret data. For that, they are able to provide storage optimization, both regarding the amount of data stored and the performance needed for the storage system used in back-end systems.

        
      

    

    1.3  Data compression technologies

    The compression of data has rapidly become a focus for the IT industry. Because of the different types of data and the reasons why data is compressed, two concepts are used:

    •Irreversible data compression: This method synthesizes the information and keeps only the data that is needed. The original information cannot be rebuilt completely to its original form when the data is decompressed.

    •Reversible data compression: This method allows the information to be rebuilt completely with no impact on the quantity or quality of the original information. 

    Examples of irreversible data compression include audio, image, video compression, reports, and graphics generated in order to visualize large amounts of data, statistics.

    In this way, reversible data compression offers the advantage of the possibility to recreate completely and accurately the input information. In comparison, the irreversible method offers only some specific information related to the original information.

    Because of the massive amounts of data and the calculation necessary for compressing data, there are two approaches: real-time compression and post-processing compression. These are their major characteristics:

    •Real-time compression: This method processes the data before it is written to the storage device. The key advantage of this approach is that it reduces the storage resources required for a given data set. If done correctly, the capacity-reduction application will preserve the inherent performance of the storage environment. Data, already optimized, will be written to storage and mitigate the capacity explosion challenge at the point of origin. It accomplishes this by eliminating the need to allocate additional storage capacity as required with post-processing solutions. In addition, because this is primary storage, any compression technique has to be performed in real time and must maintain the high availability features of the existing storage system. 

    •Post-processing optimization: These solutions eliminate the need to deal with the performance issues in real time and usually do not have any advanced high availability capabilities. The challenge with post-processing optimization is that it uses storage resources for the capacity-reduction application, which causes a significant impact on storage I/O resources. Post-processing solutions require a read operation and pull a full copy of the original data to the storage; continue scanning the data, reading the data, and writing the optimized file; and then delete the original file.

    In addition, when data deduplication is thrown into the equation, the pointer between the optimized file and its deduplicated file needs to be written to storage before the deletion of the original file. This is a very complex and I/O intensive process. It is also the case that when you want the optimized data, there must be enough space available on disk to uncompress it, which means you do not actually improve storage utilization.

    It is important to keep in mind, when considering post-processing optimization techniques, that all optimization operations need to be scheduled carefully. Operations must be done during a time of day when there are free resources on the subsystem (non-production, non-backup windows). Also, operations must occur after a point in time when snapshots have been completed and newly optimized files have been written to disk. Managing a schedule such as this is next to impossible, and you risk not finding the time to optimize your capacity before you actually run out of disk space.

    Over the years, IBM has introduced a series of reversible, real-time compression algorithms and solutions used in wide range of technologies:

    •The LTO-DC algorithm used in IBM Linear Tape Open, formally known as LTO tape drives

    •The Streaming Lossless Data Compression (SLDC) algorithm used in IBM Enterprise-class TS1140 tape

    •The Adaptive Lossless Data Compression (ALDC) used by the IBM Information Archive for its disk pool collections

    •The Random Access Compression Engine (RACE) used inside Real-time Compression Appliance™

    •For more detail about Lip-Zempel Compression, see the following reference: 

    http://www-math.mit.edu/~shor/PAM/lempel_ziv_notes.pdf

    1.4  IBM Real-time compression solutions

    The industry need for data compression is clearly to be fast, reliable, and scalable. The compression algorithm used must ensure data consistency and a good compression rate to be implemented. In addition, the data compression solution must also be easy to implement. The compression must occur without affecting the production use of the data at any time. Based on industry requirements, the best model was chosen for the IBM Real-time Compression support. This is a combination of a lossless data compression algorithm with a real-time compression technology.

    The IBM RACE technology is the core of the Real-time Compression solution, and is now available in these IBM storage systems:

    •IBM Real-time Compression Appliances for IBM System Storage N Series

    •IBM Storwize V7000 Unified

    •IBM Storwize V7000

    •IBM SAN Volume Controller

    RACE technology is based on over 40 patents that are not about compression. Rather they define how to make industry standard LZ compression of primary storage operate in real-time and allow random access. The primary intellectual property behind this is the RACE engine. At a high level, the IBM RACE component compresses data written into the storage system dynamically. This compression occurs transparently, so Fibre Channel and iSCSI connected hosts are not aware of the compression.

    RACE offers a technology leap beyond location-based compression, temporal compression.When host writes arrive to RACE, they are compressed and fill up fixed size chunks also called compressed blocks. Multiple compressed writes can be aggregated into a single compressed block. A dictionary of the detected repetitions is stored within the compressed block. When applications write new data or update existing data, it is typically sent from the host to the storage system as a series of writes. Because these writes are likely to originate from the same application and be from the same data type, more repetitions are usually detected by the compression algorithm.

    This type of data compression is called temporal compression because the data repetition detection is based on the time the data was written into the same compressed block. Temporal compression adds the time dimension that is not available to other compression algorithms. It offers a higher compression ratio because the compressed data in a block represents a more homogeneous input data.

    In IBM RTCA, the RACE engine sits on an appliance in front of any NFS or CIFS deployment, acting as an “intelligent cable” between the IP switch and the storage. 

    In the SAN Volume Controller and Storwize V7000 thin provisioning layer, it is an organic part of the stack. Compression is transparently integrated with the existing system management design.

    •For more details about IBM RTCA, see Introduction to IBM Real-time Compression Appliances, SG24-7953:

    http://www.redbooks.ibm.com/abstracts/sg247953.html?Open

    •For more details about RTC in SAN Volume Controller and Storwize V7000, see Real-time Compression in SAN Volume Controller and Storwize V7000, REDP-4859:

    http://www.redbooks.ibm.com/abstracts/redp4859.html?Open

    •For more details about compression on the V7000 Unified, see Implementing the IBM Storwize V7000 Unified, SG24-8010:

    http://www.redbooks.ibm.com/abstracts/sg248010.html?Open

    1.5  Solution design and components

    In this section, we present four different types of usage of the compression technology with IBM Storage products as examples of deployment of compression. 

    1.5.1  System x and storage

    There are two major ways that servers access data on a storage device: 

    •File - server applications access data using the blocks index written in storage device file systems; for example, IBM N series and IBM Storwize V7000 Unified

    •Block - server applications access data using the blocks index written in their own file systems; for example, IBM SAN Volume Controller and IBM Storwize V7000.

    We will use these classifications to design our solutions using the RTC. 

    The server can be chosen from a wide range of supported servers for the RTCA, V7000, V7000 Unified, and SVC. For compatibility details, see the IBM System Storage Interoperation Center (SSIC) located at this website:

    http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    1.5.2  File based solution designs

    This section discusses file based solution designs:

    •IBM N series:

    RTCA will do in-line compression:

     –	IBM RTCA appliance will be place between the Ethernet switches and the N series, as shown in Figure 1-7.

     –	IBM RTCA will have easy to use tools, to define which files should be compressed and which should not. 

     –	IBM RTCA can have high availability; two RTCA in a cluster, designed to meet clients’ needs with high availability MetroCluster on the N series. 
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    Figure 1-7   IBM N series with compression on the RTCA

    •IBM V7000 Unified:

    The V7000 software stack will do compression on the logical volumes group used in a given file system, as shown in Figure 1-8.

     –	Compression will take place inside V7000 controllers. Before beginning to use the compression, you should review the guidelines of controllers usage, as found in Hardware Requirements in Real-time Compression in SAN Volume Controller and Storwize V7000, REDP-4859.

     –	As part of the V7000 Unified interface, in file system creation time, you choose whether to have the file system compressed or not. For more details, see Implementing the IBM Storwize V7000 Unified, SG24-8010:

    http://www.redbooks.ibm.com/abstracts/sg248010.html?Open

     –	For more details, see: IBM Storwize V7000 Unified Version 1.4 > Planning > Planning for hardware > Physical configuration planning of a system > Planning for configuration:

    http://pic.dhe.ibm.com/infocenter/storwize/unified_ic/index.jsp
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    Figure 1-8   IBM V7000 Unified with compression

    1.5.3  Block based solution designs

    This section discusses block based solution designs:

    •IBM V7000 with compression:

    The V7000 software stack will do compression on the logical volumes used in the applications, as shown in Figure 1-9:

     –	All high availability features of the V7000, such as volume mirror and Metro Mirror, do support the compressed volumes.

     –	As part of the V7000 interface, in logical volume creation time, you choose whether to have the volume compressed or not.

     –	Compression will take place inside V7000 controllers. Before beginning to use the compression, you should review the guidelines of controllers usage, as found in Hardware requirements in Real-time Compression in SAN Volume Controller and Storwize V7000, REDP-4859:

    http://www.redbooks.ibm.com/abstracts/redp4859.html?Open
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    Figure 1-9   IBM V7000 with compression

    •IBM SVC with compression:

    The SVC software stack will do compression on the logical volumes used in the applications:

     –	All high availability features of the SVC, such as volume mirror and Metro Mirror, do support the compressed volumes. The physical storage may reside in any external storage virtualized by the SVC.

     –	As part of the SVC interface, in logical volume creation time, you choose whether to have the volume compressed or not. 

     –	Compression will take place inside SVC controllers. Before beginning to use the compression, you should review the guidelines of controller usage, as found in Hardware requirements in Real-time Compression in SAN Volume Controller and Storwize V7000, REDP-4859.
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    Figure 1-10   IBM SVC with compression

    1.6  Use cases for compression

    Compression is dependent on the data type used by the application and users. Using the foregoing categories, the expected compression ratios are 50% and above, as shown in Figure 1-11. These are expected values meant as a guide, but they can differ from case to case. A tool that can be used to estimate the compression rate is called the Comprestimator, which should be used for a better understanding of the client’s environment.

    Here are some examples of application and data types:

    •Database and Database log

    •E-mail

    •Virtualized infrastructures

    •Text
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    Figure 1-11   Compression usage cases

    Some other examples related to data types are shown in Figure 1-12. The compression ratios may vary, but the amount of data can be significant, hence the space savings by compression creating a benefit. Examples of data types include these:

    •Home directories

    •CAD/CAM/GIS

    •Oil and gas data
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    Figure 1-12   Further compression usage cases.

    1.6.1  Basic rules as a guide for compression usage

    These are basic rules that can help you when designing an infrastructure using compression:

    •What type of access is the application is using? File or Block?

    •What data sets are good candidates for compression?

     –	Data that is non compressed by nature. Examples: Character/ASCII based data, email systems, server virtualization, CAD/CAM, software development systems, and vector data.

     –	Avoid: Data that is already compressed. Examples: 

     •	Compressed audio, video, and image file formats. File types such as jpeg, png, mp3, medical imaging (DICOM), and mpeg2.

     •	Compressed user productivity file formats. Microsoft Office 2007 newer formats (pptx, docx, xlsx, and so on), pdf files, Microsoft Windows executable files (exe), and so on.

     •	Compressed file formats. File types such as zip, gzip, rar, cab, and tgz.

    •What volume types are good candidates for compression?

     –	Homogeneous volumes. These are volumes that contain data that was created by a single application, and store data of the same kind. Examples: IBM DB2®, Oracle, MS-SQL, IBM Lotus® Notes, VMware, Hyper-V, and KVM.

     –	Avoid: Heterogeneous volumes:

     •	Heterogeneous volumes. These are volumes that contain diverse content (different data types). If the volume contains a mix of compressible and uncompressible data, system resources are spent on data that has a low compression ratio.

    •Do sizing using Comprestimator.

    •Review SVC/V7000 CPU utilization.
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Introduction to the IBM Real-time Compression Appliance 

    This chapter discusses the main concepts used in the IBM Real-time Compression Appliance (RTCA), namely the Random Access Compression Engine (RACE) algorithm. Further, this chapter provides a high level overview of the IBM Real-time Compression Appliance (RTCA)

    2.1  The RTCA approach

    The industry need for data compression is clearly to be fast, reliable, and scalable. The compression algorithm used must assure data consistency and a very good compression rate in order to be implemented. In addition, the data compression solution must also be easy to implement. The compression must occur without impacting the production use of the data at any time.

    The best compression model was chosen for the RTCA product. This is a combination of both reversible data compression and a real-time compression algorithm. In other words, the RTCA solution compresses the incoming flow of the data with minimum performance impact. A generic overview of the RTCA solution is presented in Figure 2-1.
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    Figure 2-1   Real-time Compression Appliance overview

    2.2  IBM Real-time Compression

    To understand the basic design of the IBM Real-time Compression technology, we need to review in detail the basics of modern compression techniques. These include the Lempel-Ziv algorithm and Huffman coding.

    The IBM Real-time Compression Appliance (IBM RTCA) is based on a reversible data compression algorithm that operates in a real-time method. 

    The IBM RTCA product compresses data on initial write in order to assure that less data is stored on primary storage. Because of this, the storage system has to process less data, using less CPU overhead and lower disk spindles utilization. The storage system can therefore serve more requests from its read/write cache, while some reads can be served from the RTCA product’s read-ahead cache.

    In addition to compressing data in real-time, the IBM RTCA product also enables its customers to non-disruptively compress existing data that is already saved to disk with the Compression Accelerator utility. Compression Accelerator is a high-performance and intelligent software application running on the IBM RTCA product which, by policy, allows users to compress data that has already been saved to disk while that data remains online and accessible by applications and end users. 

    The policies allow users to throttle how decompressed data gets compressed so as not to have an impact on existing storage performance. The ability to compress already stored data significantly enhances and accelerates the benefit to end users, allowing them to see a tremendous return on their IBM RTCA investment. On initial purchase of an IBM RTCA product, users can defer their purchase of new storage. As new storage needs to be acquired, IT purchases less than half of the “required” storage before compression. The IBM RTCA product enables IT to save on their overall storage investment.

    2.3  IBM RTCA RACE technology

    The IBM Random Access Compression Engine (RACE) technology is the core of IBM RTCA products for NAS. RACE technology is based on 35 patents that are not about compression. Rather they define how to make industry standard LZ compression of primary storage operate in real-time and allow random access. The primary intellectual property behind this is our RACE engine. The IBM RACE engine sits on an appliance in front of any NFS or CIFS deployment, acting as an “intelligent cable” between the IP switch and the storage. This configuration is shown in Figure 2-1 on page 18. No software agents or drivers are required on clients or servers.

    The RACE technology (see Figure 2-2) is made up of three components:

    •Random Access Compression Engine (RACE): Enables random-access data compression without compromising performance.

    •Unified Protocol Manager (UPM): Enables transparent support of multiple storage and network protocols, including CIFS and NFS.

    •Monitoring and Reporting Manager (MRM): Enables online storage compression trending, analysis, and reporting.
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    Figure 2-2   RACE technology overview

    2.3.1  Random Access Compression Engine: RACE

    The traditional compression technologies start from a constant file size and, after compression, the result is a variable file in terms of capacity. Because of this, when using large data chunks, the performance impact is high. However, when using small data chunks, although the performance impact is small, the compression ratio is also very small. 

    Over time, there are many disadvantages that can occur. These include the need for garbage collection, poor performance while the volume of the data increases, or losing parts of metadata, such as the date of creation, date accessed, user rights, or modification dates. Another issue can be fragmentation in the target storage space. This occurs because after the file is stored in its original size, the result of compression is stored in a new zone and then the input is deleted.

    The Random Access Compression Engine (RACE) starts from an unknown data stream and compresses data coming from the host. The resulting compressed file keeps all attributes from the original; metadata is not changed. Also, because of the in-line approach, there is no need at the storage level to write original data, read it, write the result of compression, and finally, delete the initial file. At the end, there will not be any garbage or fragmentation on the storage system. The performance needed at the storage level will be decreased because the writes and reads will be made only in compressed format instead of a complete one.

    A logical overview of the Random Access Compression Engine is presented in Figure 2-3.
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    Figure 2-3   Random Access Compression Engine

    RACE takes incoming data streams and compresses the data within these data requests, leaving the metadata intact, to the storage array. The data is stored in the array and the acknowledgement that the write has been committed is sent directly back from the array to the end user or application. This process flow is important because from a data availability perspective, it is imperative that it is the storage array that acknowledges the write commitment, not the IBM RTCA product. It is for this reason that the IBM RTCA product has no write cache. All storage commits come from the array, preserving the integrity of the data between the storage and the application.

    As stated before, the IBM RTCA technology leverages industry standard LZ compression algorithms. The “secret sauce” is not the compression algorithms that the RTCA product uses to do its compression, but rather the manner in which that compression is accomplished. One of the key ways that the RTCA product is able to achieve its high compression ratios and performance is by compressing data utilizing random access techniques. 

    The benefits of compressing data using random access techniques are twofold. First, the ability to read or write only the blocks of the compressed file that require read or modification means faster access performance for these operations. If you only need to write a small piece of data in order to update a whole file, your storage performance is maximized. Second, because the RTCA product has this capability, updates to the file are accomplished in a way that does not disrupt the other blocks in the compressed file. 

    We are operating under the assumption that upstream data compression significantly reduces downstream data deduplication ratios. Therefore it is preferable to apply data deduplication technologies over decompressed data prior to performing a deduplicated backup. This can be true for data compressed with traditional techniques. But the unique, random access nature of the IBM RTCA product's compression preserves data deduplication ratios. This allows end users to experience maximum data optimization in both primary and downstream tiers.

    2.3.2  Solution fit

    For this section, we use Figure 2-4 as a foundation. The left hand example shows an existing configuration. With minimal interruption and configuration, the RTCA can be added in line on the IP network so that it sits between the N Series and the existing network switch, as shown in the right hand example.
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    Figure 2-4   RTCA high level view

    The installation requires no change to user applications, servers, networks or storage. 
There is no requirement for any software drivers for the RTCA to operate, and it compliments existing deduplication solutions on the N Series.

    For further details about how to use the RTCA, see the following IBM Redbooks publication, Introduction to IBM Real-time Compression, SG24-7953:

    http://www.redbooks.ibm.com/abstracts/sg247953.html?Open

    2.4  Introduction to model STN7800

    The Real-time Compression Appliance (RTCA) can also be referred to as the STN7800 Appliance. The STN7800 is more of a reference to the hardware platform where the Operating System software and the compression application are installed. There were previous appliances, the STN6500 and the STN6800. These have been withdrawn from market earlier this year and replaced with the higher specification STN7800 model. It is this model that will be covered in this chapter.

    In Chapter 1, we have discussed where RTCA fits and why. We could sum this up in a single sentence as follows: “IBM Real-time Compression gives your storage more space.”

    Further information on Real-time compression can be found at the following web page:

    http://www.ibm.com/systems/storage/network/rtc/index.html

    2.4.1  The IBM STN7800 hardware platform

    See Figure 2-5 for the front and rear view of this hardware platform.
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    Figure 2-5   Front and Rear View of the STN7800 (RTCA)

    With reference to Figure 2-5, on the front view, we see the slimline DVD drive on the upper right hand side; and on the left hand side, the dual SSD drives. 

    On the rear view, this configuration has additional 2 x 1GbE quads ports adapters and 
2 x 10GbE dual port adapters. Also note the dual redundant power supplies.

    2.4.2  IBM Real-time Compression Appliance at a glance

    Hardware features for the RTCA include these:

    •Model: 2452-780

    •Number of 1 GbE ports: 16 or 8 with mixed 1 GbE (copper) and 10 GbE (optical)

    •Number of 10 GbE ports: 8 or 4 with mixed 1 GbE (copper) and 10 GbE (optical)

    •ECC Memory 96GB or 288GB

    •2 Intel Xeon CPU E5-2680 @ 2.70 GHz 8-core processors

    •Power supplies, fans and disks all hot swappable

    •Supports SMB1 and 2, Microsoft CIFS and UNIX NFS v3

    •2U form factor

    2.4.3  Key benefits

    Here we list some factors to consider when choosing the RTCA:

    •Lower capital costs for primary and backup data

    •Goes to work immediately after a fast, easy deployment

    •Requires no configuration changes or software drivers

    •High availability when deployed in pairs

    •Reduces data replication bandwidth costs

    •Easily managed via a web browser

    For a full list of features and benefits, see the following data sheet for the IBM Real-time Compression Appliance STN7800:

    http://public.dhe.ibm.com/common/ssi/ecm/en/tsd03162usen/TSD03162USEN.PDF
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Server technology

    This chapter provides an overview of the IBM System x® and IBM Flex System™ server components that can be used as building blocks in a compression enabled environment. IBM has a broad portfolio of server products from which we can choose to fulfill the requirements of the designed infrastructure.

    3.1  System x

    The System x server portfolio has a wide range of products for different requirements, as shown in Figure 3-1.

    The X5 server is based on the fifth generation of the IBM mainframe-inspired Enterprise IBM X-Architecture® technology. It features outstanding performance, scalability, and high availability due to eX5 technology and the Nehalem-EX and Westmere-EX processors. 

    The System x high volume portfolio is designed for your clients’ business productivity. It consists primarily of 1-socket and 2-socket tower servers and rack servers. It encompasses everything from our entry models through our flagship business models. Rack and tower servers are designed for affordability, flexibility, and use. The tower servers are used in small business settings and distributed environments. 

    IBM iDataPlex® and IBM Intelligent Cluster™ are HPC solutions, which can fit to many new workloads such as big data, video streaming, and so on.
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    Figure 3-1   IBM System x Portfolio

    3.1.1  eX5 Systems

    The IBM eX5 product portfolio represents the fifth generation of servers that are built upon Enterprise X-Architecture. Enterprise X-Architecture is the culmination of generations of IBM technology and innovation that is derived from our experience in high-end enterprise servers. Now, with eX5, IBM scalable systems technology for Intel processor-based servers has also come to blades. These servers can be expanded on demand and configured by using a building block approach that optimizes system design servers for your workload requirements.

    As a part of the IBM Smarter Planet® initiative, our IBM Dynamic Infrastructure® charter guides us to provide servers that improve service, reduce cost, and manage risk. These servers scale to more CPU cores, memory, and I/O than previous systems, enabling them to handle greater workloads than the systems that they supersede. Power efficiency and server density are optimized, making them affordable to own and operate.

    When compared to other servers in the System x portfolio, these systems represent the upper end of the spectrum. These servers are suited for the most demanding x86 tasks, and can handle jobs that previously might have run on other platforms.

    The IBM System x3850 X5and IBM System x3950 X5are 4U highly rack-optimized servers. The x3850 X5 and the workload-optimized x3950 X5 are the new flagship servers of the IBM x86 server family. These systems are designed for maximum usage, reliability, and performance for computer-intensive and memory-intensive workloads. These servers can be connected together to form a single system with twice the resources, or to support memory scaling with the attachment of a MAX5. 

    With the Intel Xeon processor E7 family, the x3850 X5 and x3950 X5 can scale to a two-server plus two-MAX5 configuration.The IBM System x3690 X5is a 2U rack-optimized server. This server brings features and performance to the middle tier and a memory scalability option with MAX5.

    The IBM BladeCenter® HX5is a single-wide (30 mm) blade server that follows the same design as all previous IBM blades. The HX5 brings unprecedented levels of capacity to high-density environments. The HX5 is expandable to form either a two-node system with four processors, or a single-node system with the MAX5 memory expansion blade.

    For additional details about the IBM eX5, see the following references:

    •IBM eX5 Portfolio Overview IBM System x3850 X5, x3950 X5, x3690 X5, and BladeCenter HX5, REDP-4650:

    http://www.redbooks.ibm.com/abstracts/redp4650.html?Open

    •xREF: IBM x86 Server Reference, REDP-XREF:

    http://www.redbooks.ibm.com/abstracts/redpxref.html?Open

    3.1.2  IBM System x M4 Servers

    The IBM System x3650 M4 Server provides outstanding performance for your business-critical applications. Its energy-efficient design supports more cores, memory, and data capacity in a scalable 2U package that is easy to service and manage. With more computing power per watt and the latest Intel Xeon processors, you can reduce costs while maintaining speed and availability.

    The x3650 M4 offers a flexible, scalable design and simple upgrade path to 16 hard-disk drives (HDDs) or solid-state drives (SSDs) plus optical and tape drives at the same time, with up to six PCIe Gen 3 slots and up to 768 GB of memory. This flexible onboard Ethernet solution provides four standard embedded Gigabit Ethernet ports and two optional embedded 10 Gb Ethernet ports without occupying PCIe slots. Comprehensive systems management tools with the next-generation Integrated Management Module II (IMM2) make it easy to deploy, integrate, service, and manage.

    For additional details about the x3650 M4, see the following references: 

    •IBM System x3650 M4 Product Guide, available at the following websites:

    http://www.ibm.com/systems/x/hardware/rack/x3650m4/

    http://www.redbooks.ibm.com/technotes/tips0850.pdf

    •xREF: IBM x86 Server Reference, REDP-XREF:

    http://www.redbooks.ibm.com/abstracts/redpxref.html?Open

    3.2  IBM Flex System

    IBM Flex System™ is an integrated platform that delivers custom-tuned, client-specific configurations for optimum flexibility. IBM Flex System combines compute nodes, networking, storage, and management into a complete data center building block that is built for future-proof, heterogeneous data centers with flexibility and open choice of architectures, hypervisors, and environments. IBM Flex System is shown in Figure 3-2.
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    Figure 3-2   IBM Flex System

    IBM Flex System offers the following capabilities.

    Management

    IBM Flex System Manager™ is designed to optimize the physical and virtual resources of the IBM Flex System infrastructure while simplifying and automating repetitive tasks. It provides easy system setup procedures with wizards and built-in expertise, and consolidated monitoring for all of your resources, including compute, storage, networking, virtualization, and energy. IBM Flex System Manager provides core management functionality along with automation. It is an ideal solution that allows you to reduce administrative expense and focus your efforts on business innovation.

    Compute nodes

    IBM Flex System offers compute nodes that vary in architecture, dimension, and capabilities. Optimized for efficiency, density, performance, reliability, and security, the portfolio includes the Intel Xeon processor-based and IBM POWER7® processor-based nodes.

    IBM Flex System x240 Compute Node, which is used in the described scenarios, is a half-wide dual-socket compute node built on the Intel Xeon processor E5-2600 product family. Supporting up to 768 GB memory and up to 32 virtual fabric ports, it is optimized for virtualization, high performance, and scalable I/O to run a wide variety of workloads.

    Storage

    The storage capabilities of IBM Flex System give you a choice of dedicated or shared storage with advanced functionality.

    The IBM Flex System Storage Expansion Node is a locally attached storage node that is dedicated and directly attached to a single half-wide compute node. The Storage Expansion Node provides storage capacity for network-attached storage (NAS) workloads, providing flexible storage to match capacity, performance, and reliability needs.

    The IBM Flex System V7000 Storage Node offers robust enterprise-class storage capabilities, which include thin provisioning, automated tiering, internal and external virtualization, clustering, replication, multiprotocol support, and a next-generation graphical user interface (GUI).

    Networking

    A wide range of available adapters and switches to support key network protocols allows you to configure IBM Flex System to fit in your infrastructure. However, you can do so without sacrificing readiness for the future. The networking resources in IBM Flex System are standards-based, flexible, and fully integrated into the system. This combination gives you no-compromise networking for your solution. Network resources are virtualized and managed by workload. These capabilities are automated and optimized to make your network more reliable and simpler to manage.

    The IBM Flex System Fabric EN4093R 10Gb Scalable Switch provides unmatched scalability and performance, while also delivering innovations to help address a number of networking concerns today and providing capabilities that will help you prepare for the future. This switch is capable of supporting up to sixty-four 10 Gb Ethernet connections while offering Layer 2/3 switching and virtualization features such as IBM Virtual Fabric and IBM VMready®, and helping clients migrate to a 10 Gb or 40 Gb Ethernet infrastructure.

    The IBM Flex System FC3171 8Gb SAN Switch is a full-fabric Fibre Channel component with expanded functionality. The SAN switch supports high-speed traffic processing for IBM Flex System configurations, and offers scalability in external SAN size and complexity, and enhanced systems management capabilities.

    Enterprise chassis

    The IBM Flex System Enterprise Chassis is the foundation of the offering, supporting intelligent workload deployment and management for maximum business agility. The 14-node, 10U chassis delivers high-performance connectivity for your integrated compute, storage, networking, and management resources. The chassis is designed to support multiple generations of technology, and offers independently scalable resource pools for higher utilization and lower cost per workload.

    For more information about IBM Flex System, see the following references:

    •IBM PureSystems™ home page:

    http://ibm.com/puresystems 

    •IBM Flex System Products and Technology, SG24-7984:

    http://www.redbooks.ibm.com/abstracts/sg247984.html?Open 

    •Product guides about the components of IBM Flex System:

    http://www.redbooks.ibm.com/portals/puresystems?Open&page=pgbycat
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IBM System Storage N series

    This chapter describes the IBM System Storage N series that will be used as the unified storage foundation for the solution architecture that was introduced previously.

    4.1  Introduction

    The IBM N series storage systems are hardware and software based data storage and retrieval systems. They respond to network requests from clients and fulfil them by writing data to or retrieving data from the disk arrays. They provide a modular hardware architecture running the Data ONTAP operating system and Write Anywhere File Layout (WAFL) software.

    Data ONTAP provides a complete set of storage management tools through its command-line interface, N Series OnCommand System Manager or through the DataFabric Manager interface (which requires a license), and for storage systems with a remote management device such as the Service Processor (SP), the Remote LAN Module (RLM), or the Baseboard Management Controller (BMC) through the remote management device's Ethernet connection to the system console.

    Figure 4-1 illustrates an overview of the N Series product portfolio.
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    Figure 4-1   Product Portfolio for the IBM N Series Filers

    See the IBM System Storage Product Guide brochure for further information on the product ranges available:

    http://public.dhe.ibm.com/common/ssi/ecm/en/tso00364usen/TSO00364USEN.PDF

    4.1.1  Components of a storage system

    A storage system running Data ONTAP has a main unit, which is the hardware device that receives and sends data. Depending on the platform, a storage system uses storage on disk shelves, third-party storage, or both. See Figure 4-2 for a typical configuration.

    The storage system running Data ONTAP consists of the following components:

    •The storage system main unit, or chassis, is also known as the storage engine. It is the hardware device that receives and sends data. This unit also houses the storage system components and detects and gathers information about the hardware and the hardware configuration, the storage system components, and operational status.

    •The disk shelves are the containers, or device carriers, that hold disks and associated hardware (such as power supplies, connectivity, and cabling) that are connected to the main unit of the storage systems.
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    Figure 4-2   High level view of N Series Storage

    4.1.2  N series highlights

    Here we list some factors to consider. With the release of Data ONTAP, these factors are much enhanced with the support of 64 architecture:

    •Increase NAS storage flexibility and expansion capabilities by consolidating block and file data sets onto a single multi-protocol storage platform.

    •Improve application performance with high-bandwidth, 64-bit architecture and the latest I/O technologies.

    •Maximize storage efficiency and growth and preserve investments in staff expertise and capital equipment with the option to upgrade to more powerful IBM System Storage N series.

    •Improve business efficiency with IBM System Storage N series, also available with a Gateway feature, to reduce data management complexity in heterogeneous storage environments for data protection and retention.

    4.2  Data ONTAP: The N series operating system software

    Data ONTAP provides features for network file service, multiprotocol file and block sharing, data storage management, data organization management, data access management, data migration management, data protection system management, and AutoSupport.

    4.2.1  Data ONTAP protocols

    Data ONTAP enables users on client workstations or hosts to create, delete, modify, and access files or blocks stored on the storage system. Storage systems can be deployed in network attached storage (NAS) and storage area network (SAN) environments for accessing a full range of enterprise data for users on a variety of platforms. 

    Storage systems can be attached as follows:

    •Fabric-attached

    •Network-attached

    •Direct-attached

    This allows the following methods of connectivity 

    •NFS (Network File System)

    •CIFS (Common Internet File system)

    •HTTP (Hypertext Transfer Protocol)

    •FTP (File Transfer Protocol) - file access

    •iSCSI (Internet Small Computer System Interface) - block access

    •FCP (Fibre Channel Protocol) - block access

    •FCoE (Fibre Channel over Ethernet) - converged networking

    Client workstations are connected to the storage system through direct-attached or TCP/IP network attached connections, or through FCP, fabric-attached connections. As all N Series systems use Data ONTAP, then the features listed here are common across all models of N Series.

    4.3  Entry portfolio

    Figure 4-3 shows the N3000 modular disk storage system Entry portfolio. These systems are designed to provide primary and secondary storage for entry to midsize enterprises. N3000 systems offer integrated data access, intelligent management software, data protection capabilities, and expendability to 432 TB of raw capacity, all in a cost-effective package. N3000 series innovations also include internal controller support for Serial-Attached SCSI (SAS) or SATA drives, expandable I/O connectivity, and onboard remote management.
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    Figure 4-3   Entry systems

    The following N3000 series are available:

    •IBM System Storage N3150 is available as a single-node (Model A15) and as a dual-node (Model A25) (active-active) base unit.

    •IBM System Storage N3220 is available as a single-node (Model A12) and as a dual-node (Model A22) (active-active) base unit. 

    •The IBM System Storage N3240 consists of single-node (Model A14) and dual-node (Model A24) (active-active) base units. 

    To summarize the differences, Table 4-1 provides a comparison of the N3000 series.

    Table 4-1   N3000 series comparison

    
      
        	
          N3000 series overview1

        
        	
          N3150

        
        	
          N3220

        
        	
          N3240

        
      

      
        	
          Form factor

        
        	
          2U/12 Drive

        
        	
          2U/24 Drive

        
        	
          4U/24 Drive

        
      

      
        	
          Dual controllers

        
        	
          Yes

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Maximum raw capacity [TB]

        
        	
          180

        
        	
          381

        
        	
          432

        
      

      
        	
          Maximum disk drives

        
        	
          60

        
        	
          144

        
        	
          144

        
      

      
        	
          Maximum Ethernet ports

        
        	
          8

        
        	
          8

        
        	
          8

        
      

      
        	
          Onboard SAS port

        
        	
          4

        
        	
          4

        
        	
          4

        
      

      
        	
          Flash Pool support

        
        	
          Yes

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          8 Gb FC support

        
        	
          No

        
        	
          Yes2

        
        	
          Yesb

        
      

      
        	
          10 Gbe support

        
        	
          No

        
        	
          Yesb

        
        	
          Yesb

        
      

      
        	
          Remote management

        
        	
          Yes

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Storage protocols

        
        	
          iSCSI, NFS, CIFS

        
        	
          FCP, iSCSI, NFS, CIFS

        
        	
          FCP, iSCSI, NFS, CIFS

        
      

    

    

    1 All specifications are for dual-controller, active-active configurations.

    2 Based on optional dual-port 10 GbE or 8 Gb FC mezzanine card and single slot per controller.

    4.3.1  N3150 models

    In this section, we discuss the N series 3150 models.

     

    
      
        	
          N3150 notes: Be aware of the following points regarding N3150 models:

          •N3150 models do not support the Fibre Channel protocol. 

          •Compared to N32xx systems, the N3150 models have newer firmware, and no mezzanine card option is available.

        
      

    

    N3150 Model 2857-A15

    The N3150 Model A15 is a single-node storage controller that is designed to provide HTTP, Internet Small Computer System Interface (iSCSI), NFS, and CIFS support through optional features. Model A15 is a 2U storage controller that must be mounted in a standard 19-inch rack. Model A15 can be upgraded to a Model A25. However, this is a disruptive upgrade.

    N3150 Model 2857-A25

    The N3150 Model A25 is designed to provide identical functions as the single-node Model A15, but with the addition of a second Processor Control Module (PCM) and the Clustered Failover (CFO) licensed function. Model A25 consists of two PCMs that are designed to provide failover and failback function, thus helping to improve overall availability. Model A25 is a 2U rack-mountable storage controller.

    N3150 hardware

    The N3150 hardware includes the following highlights:

    •It has a 2U footprint with 12 horizontal disks.

    •It leverages the SAS shelf architecture.

    •It has the same capacity HDD disks as EXN3000. 

    •It has the same SSD disks as EXN3000 shelves.

    •The N3150 Processor Control Module (PCM) has newer firmware, but there is no mezzanine card option available.

    •It has 4x GbE ports and 2x 6 Gb SAS ports per PCM.

    •There are 6- disk and 12-disk orderable configurations.

    •Supported shelves and modules are EXN3000 and EXN3500 using 3 GB and 6 GB SAS IO modules.

    Figure 4-4 shows the front and rear views of the N3150.
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    Figure 4-4   N3150 front and rear views

    4.3.2  N3220

    In this section, we discuss the N series 3220 models.

    N3220 Model 2857-A12

    The N3220 Model A12 is a single-node storage controller designed to provide HTTP, Internet Small Computer System Interface (iSCSI), NFS, CIFS, and Fibre Channel Protocol (FCP) support through optional features. Model A12 is a 2U storage controller that must be mounted in a standard 19-inch rack. Model A12 can be upgraded to a Model A22. However, this is a disruptive upgrade.

    N3220 Model 2857-A22

    The N3320 Model A22 is designed to provide identical functions as the single-node Model A12, but with the addition of a second processor control module (PCM) and the Clustered Failover (CFO) licensed function. Model A22 consists of two PCMs that are designed to provide failover and failback function, thus helping to improve overall availability. Model A22 is a 2U rack-mountable storage controller.

    N3220 hardware

    The N3220 hardware includes the following highlights:

    •It is based on the EXN3500 expansion shelf.

    •It has 24 2.5” SFF SAS disk drives:

     –	Minimum initial order of 12 disk drives

    •It has the following specifications (single node, 2x for dual node):

     –	2U, standard 19-inch rackmount enclosure (single or dual node)

     –	One 1.73 GHz Intel dual-core processor 

     –	6 GB random access ECC memory (NVRAM 768 MB)

     –	Four integrated Gigabit Ethernet RJ45 ports 

     –	Two SAS ports

     –	One serial console port and one integrated RLM port

     –	One optional expansion I/O adapter slot on mezzanine card

     –	10 GbE or 8 Gb FC card provides two ports

     –	Redundant hot-swappable, auto-ranging power supplies and cooling fans

    Figure 4-5 shows the front and rear views of the N3220.
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    Figure 4-5   N3220 front and rear views

    4.3.3  N3240

    In this section, we discuss the N series 3240 models.

    N3240 Model 2857-A14

    The N3240 Model A14 is designed to provide a single-node storage controller with HTTP, iSCSI, NFS, CIFS, and Fibre Channel Protocol (FCP) support through optional features. The N3240 Model A14 is a 4U storage controller that must be mounted in a standard 19-inch rack. Model A14 can be upgraded to a Model A24. However, this is a disruptive upgrade.

    N3240 Model 2857-A24

    The N3240 Model A24 is designed to provide identical functions as the single-node Model A14, but with the addition of a second processor control module (PCM) and the Clustered Failover (CFO) licensed function. Model A24 consists of two PCMs that are designed to provide failover and failback function, thus helping to improve overall availability. Model A24 is a 4U rack-mountable storage controller.

    N3240 hardware

    The N3240 hardware includes the following highlights:

    •It is based on the EXN3000 expansion shelf.

    •It has 24 SATA disk drives:

     –	Minimum initial order of 12 disk drives.

    •It has the following specifications (single node, 2x for dual node):

     –	4U, standard 19-inch rackmount enclosure (single or dual node).

     –	One 1.73 GHz Intel dual-core processor. 

     –	6 GB random access ECC memory (NVRAM 768 MB).

     –	Four integrated Gigabit Ethernet RJ45 ports.

     –	Two SAS ports.

     –	One serial console port and one integrated RLM port.

     –	One optional expansion I/O adapter slot on mezzanine card.

     –	10 GbE or 8 Gb FC card provides two ports.

     –	Redundant hot-swappable, auto-ranging power supplies and cooling fans.

    Figure 4-6 shows the front and rear views of the N3240.
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    Figure 4-6   N3240 front and rear views 

    Figure 4-7 shows the Controller with the 8 Gb FC mezzanine card option.
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    Figure 4-7   Controller with 8 Gb FC mezzanine card option

    Figure 4-8 shows the Controller with the 10 GbE mezzanine card option.
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    Figure 4-8   Controller with 10 GbE mezzanine card option

    4.3.4  N32x0 common information

    Table 4-2 lists ordering information for N32x0 systems.

    Table 4-2   N32x0 configuration

    
      
        	
          Model

        
        	
          Form factor

        
        	
          HDD

        
        	
          PSU

        
        	
          Select PCM

        
      

      
        	
          N3220-A12, A22

        
        	
          2U chassis

        
        	
          24 SFF SAS 2.5”

        
        	
          2

        
        	
          One or two controllers, each with:

          •No mezzanine card, or

          •Dual FC mezzanine card, or

          •Dual 10 GbE mezzanine card

        
      

      
        	
          N3240-A14, A24

        
        	
          4U chassis

        
        	
          24 SATA 3.5”

        
        	
          4

        
      

    

    Table 4-3 lists controller information for N32x0 systems with mezzanine cards.

    Table 4-3   N32x0 controller configuration

    
      
        	
          Feature code

        
        	
          Configuration

        
      

      
        	
           

        
        	
          Controller with no mezzanine card (blank cover)

        
      

      
        	
          2030

        
        	
          Controller with dual-port FC mezzanine card (include SFP+)

        
      

      
        	
          2031

        
        	
          Controller with dual-port 10 GbE mezzanine card (no SFP+)

        
      

    

    Table 4-4 lists information about the maximum number of supported shelves by expansion type.

    Table 4-4   N3000 number of supported shelves

    
      
        	
          Expansion shelf 
(total 114 spindles)

        
        	
          Number of shelves supported

        
      

      
        	
          EXN 1000

        
        	
          Up to 6 Shelves (500 GB, 750 GB and 1 TB SATA disk drives)

        
      

      
        	
          ESN 3000

        
        	
          Up to 5 Shelves (300 GB, 450 GB, 600 GB, 900 GB SAS) or

                                     (500 GB, 1 TB, 2 TB, and 3 TB SATA disk drives)

        
      

      
        	
          EXN 3500

        
        	
          Up to 5 Shelves (450 GB, 600 GB, 900 GB SAS SFF disk drives)

        
      

      
        	
          EXN 4000

        
        	
          Up to 6 Shelves (144 GB, 300 GB, 450 GB and 600 GB F/C disk drives)

        
      

    

    4.4  Midrange and enterprise portfolio

    In the following sections, we discuss the N6220 and N6250, as these are two key models within the N 62xx range. In addition, we discuss the N7950T our top model when it comes to expendability and the recently released N7550T. We include a chart comparing hardware features between the four models previously mentioned.

    The IBM System Storage N6220, N6250, N7950T, and N7550T storage controllers are designed to interoperate with products capable of data transmission in the industry-standard iSCSI, CIFS, FCP, FCoE, and NFS protocols. Supported systems include the IBM eServer™ System p®, System i® (NFS only), System x®, and System z® (NFS only) servers.

    4.4.1  Midrange models N6250 and N6550

    The following hardware summary covers two of the IBM N Series mid range models (Figure 4-9).

    Hardware summary

    Here we provide a summary of the features:

    •Up to 2880 TB raw storage capacity

    •12 GB to 40 GB of RAM (random access memory)

    •Integrated Fibre Channel, Ethernet, and SAS ports

    •Up to 4 flash cache modules

    •Installs into a 19 inch IBM cabinet
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    Figure 4-9   Front and rear view of N62xx

    With reference to Figure 4-9 on page 41 and Figure 4-10 here, the views are common for the N62xx range of N Series models.
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    Figure 4-10   View of N62xx Dual Controller and 1 Disk Shelf

    The main difference between the models is the internal hardware; for example, how much memory is installed, or the number of processing cores, as highlighted in the next table.

    In Table 4-5, we compare some hardware features of the N6220 and the N6250.

    Table 4-5   N6220 and N6250 specifications 

    
      
        	
           

        
        	
          N6220

        
        	
          N6250

        
      

      
        	
          Machine Type / Model

        
        	
          2858-C15 to 2858-E25

        
        	
          2858-E16 to 2858-E26

        
      

      
        	
          Processor Type

        
        	
          Intel 2.3 Ghz (quad core)

        
        	
          Intel 2.3 Ghz (quad core)

        
      

      
        	
          Processors (No. of cores)

        
        	
          up to 2 (total of 8 cores)

        
        	
          up to 4 (total of 16 cores)

        
      

      
        	
          System Memory (RAM)

        
        	
          12GB to 24Gb

        
        	
          20GB to 40GB

        
      

      
        	
          Non Volatile Memory (NVRAM)

        
        	
          1.6GB to 3.2GB

        
        	
          2GB to 4GB

        
      

      
        	
          Fibre Channel ports (4GB)

        
        	
          up to 4

        
        	
          up to 4

        
      

      
        	
          SAS Ports (6GB)

        
        	
          up to 4

        
        	
          up to 4

        
      

      
        	
          Max Capacity

        
        	
          1920TB

        
        	
          2880TB

        
      

    

     

    
      
        	
          Attention: For Gateway models, the N Series model number remains the same, but when ordering, feature code 9551 will need to be specified.

        
      

    

    In Table 4-5, only some of the features are mentioned. For a full list of models and specifications for the N62xx range, see the following brochure:

    •IBM System Storage N6000 series, Filer and Gateway Data Sheet

    http://public.dhe.ibm.com/common/ssi/ecm/en/tsd03062usen/TSD03062USEN.PDF

    4.4.2  Enterprise models N7550T and N7950T

    These two models can be considered top of the tree when it comes to providing the end user with the most processing and expansion capability; the most recent model introduced being the N7550T. The N79xxT models are designed to delver high end enterprise storage and data management capabilities with mid range affordability. 

    Hardware summary

    Here we provide a summary of the features:

    •Up to 5760 TB raw storage capacity

    •96 GB to 192 GB of RAM (random access memory)

    •Integrated Fibre Channel, Ethernet, and SAS ports

    •Support for 10 Gbps Ethernet port speed

    •Support for 8 Gbps Fibre Channel speed
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    Figure 4-11   Front View of the N7550T N Series Model

    With reference to Figure 4-11, the front view for the N7950T is the same. The rear view of the two models is different, as you can see next in Figure 4-12. The N7550T model chassis consists of two controllers in the single chassis. With the N7950T, the chassis contains a single controller, so with this configuration, you have a higher PCIe slot count.
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    Figure 4-12   Rear view of the N Series N7550T and the N7950T models

    For a comparison of key hardware features for the N7550T and the N7590T models, see Table 4-6.

    Table 4-6   N7550T and N7950T specifications

    
      
        	
           

        
        	
          N7550T

        
        	
          N7950T

        
      

      
        	
          Machine Type / Model

        
        	
          2867-C20

        
        	
          2867-E22

        
      

      
        	
          Processor Type

        
        	
          2.26.GHz (Nehalem quad core)

        
        	
          Intel 2.93 Ghz (6 core)

        
      

      
        	
          Processors (No. of cores)

        
        	
          4 (16 cores)

        
        	
          2 (24 cores)

        
      

      
        	
          System Memory (RAM)

        
        	
          96GB

        
        	
          192GB

        
      

      
        	
          Non Volatile Memory (NVRAM)

        
        	
          4GB

        
        	
          8GB

        
      

      
        	
          Fibre Channel Ports (8Gbps)

        
        	
          8

        
        	
          8

        
      

      
        	
          SAS Ports (6Gbps)

        
        	
          0 to 8 

        
        	
          0 to 24

        
      

      
        	
          Max Capacity

        
        	
          4800TB

        
        	
          5760TB

        
      

    

     

    
      
        	
          Attention: For Gateway models, the N Series model number remains the same, but when ordering, feature code 9551 will need to be specified.

        
      

    

    In Table 4-6 on page 44 only some of the features are mentioned. For a full list of models and specifications for the N7xx range, see the following brochure:

    •IBM System Storage N7xxx series, Filer and Gateway Data Sheet

    http://public.dhe.ibm.com/common/ssi/ecm/en/tsd02538usen/TSD02538USEN.PDF

    In conclusion, the preceding tables have been combined for ease of cross reference (see Table 4-7), as this may aid your decision as to which is a more suitable model for your environment when deploying with RTCA.

    Table 4-7   Comparison Table for the N Series models discussed in this chapter

    
      
        	
           

        
        	
          N6220

        
        	
          N6250

        
        	
          N7550T

        
        	
          N7950T

        
      

      
        	
          Machine Type / Model

        
        	
          2858-C15 to 2858-E25

        
        	
          2858-E16 to 2858-E26

        
        	
          2867-C20

        
        	
          2867-E22

        
      

      
        	
          Processor Type

        
        	
          Intel 2.3 Ghz (quad core)

        
        	
          Intel 2.3 Ghz (quad core)

        
        	
          2.26.GHz (Nehalem quad core)

        
        	
          Intel 2.93 Ghz 

          (6 core)

        
      

      
        	
          Processors (No. of cores)

        
        	
          up to 2 

          (8 cores)

        
        	
          up to 4 

          (16 cores)

        
        	
          4 

          (16 cores)

        
        	
          2 

          (24 cores)

        
      

      
        	
          System Memory (RAM)

        
        	
          12GB to 24Gb

        
        	
          20GB to 40GB

        
        	
          96GB

        
        	
          192GB

        
      

      
        	
          Non Volatile Memory (NVRAM)

        
        	
          1.6GB to 3.2GB

        
        	
          2GB to 4GB

        
        	
          4GB

        
        	
          8GB

        
      

      
        	
          Fibre Channel Ports (8Gbps)

        
        	
          up to 4

          (4 Gbps only)

        
        	
          up to 4 

          (4 Gbps only)

        
        	
          8

        
        	
          8

        
      

      
        	
          SAS Ports (6Gbps)

        
        	
          up to 4

        
        	
          up to 4

        
        	
          0 to 8 

        
        	
          0 to 24

        
      

      
        	
          Max Capacity

        
        	
          1920TB

        
        	
          2880TB

        
        	
          4800TB

        
        	
          5760TB

        
      

    

    4.5  Overview of MetroCluster configurations

    This section briefly discusses the N series MetroCluster feature in combination with the RTCA system.

    What a MetroCluster is

    The IBM N series MetroCluster is a synchronous replication solution for combined high availability (HA) and disaster recovery (DR), protecting against site disasters within a campus or metropolitan area over long distances, typically up to 100km. 

    Usually, due to cabling installation requirements, it is not possible to connect every N series controller of the HA pair with both RTCA products at each site to provide the best redundancy and availability.

    Configuration overview

    To configure the RTCA product in an N Series MetroCluster environment, we would suggest one of the following solutions:

    •Install a single RCTA at each site. This would connect to the single N Series controller at the same location as shown in Figure 4-13.

    •As an alternative, install two RTCA products at each site. In this situation, at each site, each single N Series controller will be connected to two RTCAs as shown in Figure 4-14.

    In the first option, it is absolute necessary to configure the N series to failover to the partner site in case of an RTCA product failure. Additionally, it is preferable to connect each RTCA product to more than one switch, otherwise a network switch failure will also require an N series controller failover.

     

    
      
        	
          Tip: To enable an automatic takeover if the N series controller detects failures in the network interfaces, set the option “cf.takeover.on_network_interface_failure” to “on”.
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    Figure 4-13   IBM N Series MetroCluster with a single RTCA at each location

    With the RTCA product unsynchronized, MetroCluster site failover is problematic, and therefore an HA RTCA product setup at each site with active/passive configuration is preferable, as illustrated in Figure 4-14.
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    Figure 4-14   BM N Series MetroCluster with dual RTCAs at each location

    With reference to Figure 4-14, STN1 and STN2 cannot see any shares of the “Site 2 N Series,” the remote cluster partner of the local controller “Site 1 N Series.” However, it is necessary to create both storage server objects (for both of the N Series controllers) in all RTCA products at both sites.

    In such a configuration, it is best to build a star topology for the configuration of HA Auto Sync, as you can see in Figure 4-15.
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    Figure 4-15   RTCA HA configuration using star topology

    Staying with Figure 4-15. STN1 is configured as an HA pair with STN2, STN3, and STN4. The configuration of compression filters is performed only on one RTCA product, in this example, STN1, to avoid synchronization issues. In other words: STN1 acts as a master and is paired with STN2, STN3, and STN4. Now, you can modify the compression filter configuration and your modification will be replicated to all other RTCA products immediately after you apply the changes.

    If a compression filter is not defined as compressed in the compression filter list of all RTCA products in the same manner, data will not be accessible or be corrupt after a cluster failover occurs and clients access the data through a logical bypass.

     

    
      
        	
          Note: Depending on the architecture of a MetroCluster, a dual inter-site link failure can theoretically occur.

        
      

    

     

    
      
        	
          Tip: It is good practice to test failover on HA configurations. This confirms that the configuration files and setup are correct and installs confidence in the user as they see the failover work as designed.

        
      

    

    4.6  Further information

    Links for additional information about N series unified NAS storage solutions are listed here:

    •For more detailed information about N series hardware features, see the IBM Redbooks publication, IBM System Storage N series Hardware Guide, SG24-7840:

    http://www.redbooks.ibm.com/abstracts/sg247840.html?Open

    •For more detailed information about N series software features, see the IBM Redbooks publication, IBM System Storage N series Software Guide, SG24-7129:

    http://www.redbooks.ibm.com/abstracts/sg247129.html?Open
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Real-time compression in SAN Volume Controller and Storwize V7000

    This chapter introduces the IBM Real-time Compression technology, which is fully embedded into the SAN Volume Controller and Storwize V7000 software stack. It addresses the basics of the Random Access Compression Engine (RACE) technology. RACE is seamlessly integrated into the existing software stack of SAN Volume Controller version 6.4.0 in a fully transparent way. This integration does not alter the behavior of the system so that previously existing features are supported for compressed volumes.

    5.1  Differences from IBM Real-time Compression Appliances

    Although the underlying technology of the IBM Real-time Compression Appliances (RtCA) and the built-in Real-time Compression in SAN Volume Controller and Storwize V7000 is the same, there are some notable differences:

    •Appliance-based versus internal: Real-time Compression Appliance is implemented as an add-on to an NAS storage system, whereas SVC/Storwize V7000 compression is integral to the system.

    •File-based versus block-based: Real-time Compression Appliance compresses data written to files, whereas SVC/Storwize V7000 compression is for data written to block devices. However, this distinction makes no practical difference to the user. Block devices typically contain file systems, so the SVC/Storwize V7000 compression is applicable to files as well.

    •Exports versus volumes: Real-time Compression Appliance configuration of which data to compress is based on exports and shares, whereas in SVC/Storwize V7000 the configuration is per volume.

    Supported external storage systems: Real-time Compression Appliance support matrix is focused on the major NAS storage systems. SAN Volume Controller and Storwize V7000 support the major SAN storage systems.

    5.2  Requirements

    This section describes the requirements for using compression in Storwize V7000 and SAN Volume Controller. Compression will work on a specific type of hardware node starting with SAN Volume Controller version 6.4.0.

    5.2.1  Hardware requirements

    Compression is supported on Storwize V7000 and SAN Volume Controller on the models shown in Table 5-1.

    Table 5-1   SAN Volume Controller and Storwize V7000 models that support compression

    
      
        	
          Model

        
        	
          100

        
        	
          300

        
        	
          8F2

        
        	
          8F4

        
        	
          8G4

        
        	
          CF8

        
        	
          CG8

        
      

      
        	
          Storwize V7000

        
        	
          Yes

        
        	
          Yes

        
        	
           

        
        	
           

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          SAN Volume Controller

        
        	
           

        
        	
           

        
        	
          No

        
        	
          No

        
        	
          No

        
        	
          Yes

        
        	
          Yes

        
      

    

     

    The minimum code level required to support compression is version 6.4.0. 

    The system does not allow a non-supported node type such as an 8F4 to be added to an I/O Group that is enabled for compression. 

     

    
      
        	
          Remember: Compression is enabled whenever the first compressed volume is created, and disabled when the last compressed volume is removed from an I/O Group.

        
      

    

    Compression requires dedicated hardware resources within the nodes that are assigned/de-assigned when compression is enabled/disabled. That is, when you create the first compressed volume in an I/O Group, hardware resources are assigned. 

    There are fewer cores available to the Fast Path I/O code (normal host to disk I/O processing cores). Therefore, avoid creating compressed volumes if the processor utilization (before creating compressed volumes) is consistently sustained above the percentages in Table 5-2.

    Table 5-2   Maximum existing sustained processor utilization per node

    
      
        	
          Per Node

        
        	
          SAN Volume Controller CF8

        
        	
          SAN Volume Controller CG8

        
        	
          Storwize V7000

        
      

      
        	
          Processor already close to or above:

        
        	
          25%

        
        	
          50%

        
        	
          25%

        
      

    

     

    
      
        	
          Attention: If any node in a particular I/O Group already has sustained processor utilization greater than those in Table 5-2, do not create compressed volumes in this I/O Group. Doing so might affect existing non-compressed volumes owned by this I/O Group. If you have any questions, speak to your IBM representative.

        
      

    

    If the nodes in your I/O Group are sustaining processor usage higher than the suggested maximum processor usage can cause problems when using compression. Add an I/O Group (or Storwize V7000 control enclosure) to your cluster before attempting to create compressed volumes.

    5.2.2  Compression hardware assignments

    An I/O Group that is servicing at least one compressed volume dedicates certain processor and memory resources for exclusive use by the compression engine. The nodes in such an I/O Group use these resources to compress and extract data, and to maintain the compression directory information. This resource assignment is only made when an I/O Group contains compressed volumes. These resources are returned to normal when the last compressed volume in an I/O Group is deleted.

    The resource assignments are made when you create the first compressed volume in an I/O Group. Take care as you deploy compressed volumes, in particular on existing I/O Groups that are serving I/O for existing non-compressed volumes. Table 5-3 details the base resources in each hardware type.

     

    
      
        	
          Tip: For the 4 core SAN Volume Controller CG8, treat these nodes as per the guidelines for the SAN Volume Controller CF8. To check, use the command svcinfo lsnodevpd. If the output returns Xeon 5630, it is a 4 core SAN Volume Controller CG8.

        
      

    

    Table 5-3   Default node resources

    
      
        	
          Per Node

        
        	
          SAN Volume Controller CF8

        
        	
          SAN Volume Controller CG8

        
        	
          Storwize V7000

        
      

      
        	
          Processor Hardware 

        
        	
          4 cores

        
        	
          6 cores

        
        	
          4 cores

        
      

      
        	
          Cache Memory

        
        	
          24 GB

        
        	
          24 GB

        
        	
          8 GB

        
      

    

     

    
      
        	
          Explanation: These tests were performed using the SAN Volume Controller CG8 with 6 cores. For test results that pertain to the SAN Volume Controller CG8 with 4 cores, contact your IBM representative.

        
      

    

    When you create a compressed volume, the core assignments and resource changes listed in Table 5-4 are made.

    Table 5-4   Compressed node resources

    
      
        	
          Per Node

        
        	
          SAN Volume Controller CF8

        
        	
          SAN Volume Controller CG8

        
        	
          Storwize V7000

        
      

      
        	
          Main I/O cores

        
        	
          1 core

        
        	
          2 cores

        
        	
          1 core

        
      

      
        	
          Compression cores

        
        	
          3 cores

        
        	
          4 cores

        
        	
          3 cores

        
      

      
        	
          Cache memory

        
        	
          22 GB

        
        	
          22 GB

        
        	
          6 GB

        
      

      
        	
          Compression memory

        
        	
          2 GB

        
        	
          2 GB

        
        	
          2 GB

        
      

    

    However, there are fewer cores available to the main I/O code, that is, normal host to disk I/O processing cores. Do not create compressed volumes if the processor utilization (before creating compressed volumes) is consistently sustained above the levels in Table 5-2 on page 53. Doing so can affect existing non-compressed volumes owned by this I/O Group. 
If you have any doubts, speak to your IBM representative.

    5.2.3  Compressible data

    Identify compressible data before using compression. Different data types have different compression ratios. An estimation of expected compression ratios can be performed by using these methods:

    Using well-known ratios	Review your existing data sets and applications, and comparing with well-known data types and ratios listed in Table 5-5 on page 55.

    Tool-based	Scan actual data planned for compression. A new tool called Comprestimator can quickly scan existing volumes (even ones in other storage systems or local disks) to provide accurate estimation of expected compression ratio. For more information, see 5.3, “Comprestimator” on page 55.

     

    
      
        	
          Considerations: When a data format is already compressed, only little additional savings can be achieved by using storage system compression. Do not spend system resources on data that cannot be compressed further anyway. Workloads that create compressed data should not be stored on compressed volumes.

        
      

    

    Table 5-5 provides typical compression ratios for types of data.

    Table 5-5   Data types

    
      
        	
          Data types/Applications

        
        	
          Compression ratio

        
      

      
        	
          Oracle / DB2

        
        	
          Up to 80%

        
      

      
        	
          Office 2003

        
        	
          Up to 60%

        
      

      
        	
          Office 2007

        
        	
          Up to 20%

        
      

      
        	
          CAD / CAM

        
        	
          Up to 70%

        
      

      
        	
          Oil / Gas

        
        	
          Up to 50%

        
      

      
        	
          IBM i ERP Data

        
        	
          Up to 75%

        
      

      
        	
          VMware: Windows OS

        
        	
          Up to 45-55%

        
      

      
        	
          VMware: Linux virtual OS

        
        	
          Up to 70%

        
      

    

    5.3  Comprestimator

    Comprestimator is a command-line host-based utility that can be used to estimate expected compression rate for block-devices. The utility uses advanced mathematical and statistical algorithms to perform sampling and analysis efficiently. The utility also displays its accuracy level by showing the compression accuracy range of the results achieved based on the formulas it uses. The utility runs on a host that has access to the devices to be analyzed. It runs only read operations, so it has no effect on the data stored on the device.

    Comprestimator is available from IBM Fix Central at this website: 

    http://ibm.biz/BdxXAk

    This version of Comprestimator is supported to run on the following host operating systems:

    •IBM AIX® V6.1, V7.1

    •IBM i through VIOS 2.1 or 2.2

    •Windows 2003 Server, Windows 2008 Server (32-bit and 64-bit)

    •Red Hat Enterprise Linux Version 5 (64-bit)

    •ESXi 5.0

    For more information, see Real-time Compression in SAN volume controller and Storwize V7000, REDP-4859-00.

    http://www.redbooks.ibm.com/abstracts/redp4859.html?Open

    5.4  General guidelines

    There are various configuration items that affect the performance of compression in the Storwize V7000 and SAN Volume Controller. 

    Create compressed volumes using the preferred settings and compression is enabled on a volume-copy basis. Compressed volume copies are a special type of thin-provisioned volume copies. They are not only thinly provisioned, but also compressed. Volume copies are marked as compressed or not when they are created by using migratevdisk or addvdiskcopy.

    The migratevdisk command can be used to migrate a compressed volume from one storage pool to another. However, the extent sizes must be the same on both storage pools.

    The addvdiskcopy command can be used to migrate or compress existing generic volumes by using the add mirrored copy function. The original copy can then be deleted if wanted and the compressed copy can be mapped to the host. The Volume Mirroring or Adding a Mirrored Copy is therefore available for converting between compressed volume copies and other kinds of volumes. This function can be used to compress or migrate existing data to a compressed volume, and is the preferred method. This method can even be used if the extent sizes of the two pools are not the same.

    Follow established guidelines that exist for SAN Volume Controller and Storwize V7000. 
For more information, see SAN Volume Controller Best Practices and Performance Guidelines, SG24-7521:

    http://www.redbooks.ibm.com/abstracts/sg247521.html

    5.4.1  Guidelines for getting a high compression ratio

    Review the following guidelines to achieve the highest compression savings in your environment:

    •To achieve a high compression ratio, use compressible data. Table 5-5 on page 55 lists common applications that provide high compression ratio. Storing these data types on compressed volume saves disk space and improves the benefit of using compression with SAN Volume Controller or Storwize V7000.

    •Use compression on homogeneous volumes, contain data that was created by a single application, and store data of the same kind.

    •Avoid using any client, file system, or application compression when using SAN Volume Controller or Storwize V7000 compressed volumes. In most cases, data that is already compressed cannot achieve significant additional saving from compressing it again.

    •Avoid using any client, file system, or application encryption when using SAN Volume Controller or Storwize V7000 compressed volume. Encrypted data is not compressible.

    •Avoid compression of SAN Volume Controller or Storwize V7000 volumes that are used to store homogeneous or heterogeneous data types that contain compressed data or compressed file types.

    •Avoid compression of SAN Volume Controller or Storwize V7000 volumes that are used to store homogeneous or heterogeneous data types that contain encrypted data or encrypted files.

    5.4.2  Easy Tier

    Easy Tier is a performance function that automatically migrates extents off a volume from one MDisk storage tier to another MDisk storage tier. Easy Tier monitors the host I/O activity and latency on the extents of all volumes in a multi-tiered storage pool over a 24-hour period.

    Compressed volumes have a unique write pattern to MDisks that can trigger unnecessary data migrations. For this reason, Easy Tier is disabled for compressed volumes in version 6.4.0, but it is fixed by adding extra metadata to internal I/O to give Easy Tier hints as to source I/O size, allowing Easy Tier to work correctly. Easy Tier for compressed volumes will not count write IOs; only reads from version 7.1.0, announced 10th June 2013. You can create a compressed volume in an Easy Tier storage pool, and no longer disabled in version 7.1.0.

    5.4.3  I/O Groups and compressed volumes

    When there are only a small number of compressed volumes (that is, 10-20) configure them on a single I/O Group rather than splitting them between different I/O Groups.

    For larger numbers of compressed volumes in systems with more than one I/O Group, distribute compressed volumes across I/O Groups. If a clustered pair of Storwize V7000 control enclosures requires 100 compressed volumes, configure 50 volumes per I/O Group instead of 100 compressed volumes in one I/O Group. Also, ensure that the preferred nodes are evenly distributed across both nodes in the I/O Group. This is the default behavior when you create consecutive volumes.

    Do not create compressed and uncompressed volumes as part of the same storage pool because it may affect the response time for the uncompressed volumes sharing the same storage pool.

     

    
      
        	
          Restriction: Each I/O Group can accommodate 200 compressed volumes, which is a hard limit. You can have up to 800 compressed volumes if you have four I/O Groups.

        
      

    

    5.5  Compression technology applied

    You need to understand where the Random Access Compression Engine (RACE) technology is implemented in the SAN Volume Controller and Storwize V7000 software stack. This helps to determine how it applies to SAN Volume Controller and Storwize V7000 components. RACE technology is implemented into the SAN Volume Controller and Storwize V7000 thin provisioning layer, and is an organic part of the stack. 

    The SAN Volume Controller and Storwize V7000 software stack is shown in Figure 5-1. Compression is transparently integrated with existing system management design. 
All of the SAN Volume Controller and Storwize V7000 advanced features are supported on compressed volumes. You can create, delete, migrate, map (assign), and unmap (unassign) a compressed volume as though it were a fully allocated volume. This compression method provides nondisruptive conversion between compressed and uncompressed volumes. This conversion provides a uniform user-experience and eliminates the need for special procedures to deal with compressed volumes.

    [image: ]

    Figure 5-1   SAN Volume Controller and Storwize V7000 software stack

    An IBM SAN Volume Controller with Real-time Compression is shown in Figure 5-2.

    Although the SAN Volume Controller and Storwize V7000 code is based on a purpose-optimized Linux kernel, the clustered system feature is not based on Linux clustering code. The clustered system software used within SAN Volume Controller and Storwize V7000 (the event manager cluster framework) is based on the outcome of the COMmodity PArts Storage System (Compass) architecture. 

    Compass was developed at the IBM Almaden Research Center. It is the key element that isolates the SAN Volume Controller and Storwize V7000 application from the underlying hardware nodes. The clustered system software makes the code portable. It provides the means to keep the single instances of the SAN Volume Controller and Storwize V7000 code that run on separate systems nodes in sync. Node restarts (during a code upgrade), adding new nodes, and removing old nodes from a system or node failures do not affect the SAN Volume Controller or Storwize V7000 availability.

    For a compressed volume copy, the preferred node is responsible for all reads and writes. If the preferred node fails, the other node in the I/O Group takes over running compression for that volume copy. When the original node recovers, ownership is gracefully transferred back. If there are writes in-flight to compression when the node fails, they are driven from the write cache on the other node. 

    Each node of an I/O Group runs the compression code (RACE). In a normal running scenario, Node A performs compression for volumes that have Node A as the preferred node. SImilarly, Node B performs compression for volumes that have Node B as the preferred node. If Node A fails or reboots, Node B performs compression for all volumes that have Node A and Node B as the preferred node. When Node A rejoins the cluster, Node A performs compression for volumes that have Node A as the preferred node again. The processing of volumes with preferred Node A is handed to Node B, then automatically transferred back to Node A when Node A comes back online. The same logic would apply if Node B were to fail and later rejoin the cluster.

    [image: ]

    Figure 5-2   SVC Real-time Compression

    IBM Storwize V7000 with Real-time Compression is shown in Figure 5-3.

    Version 6.4.0 of the SAN Volume Controller and Storwize V7000 software introduces a new capability to move a volume between I/O Groups to balance the workload without stopping host activity. Right-click the volume and select Move to another I/O Group. You can move a compressed volume if the target I/O Group does not already have 200 compressed volumes. If this is the first compressed volume for the I/O Group, memory and processors are assigned for compression on both nodes in the target I/O Group.
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    Figure 5-3   Real-time Compression at V7000

    The Storwize V7000, unlike the SAN Volume Controller, has its own internal storage that requires RAID configuration. Both SAN Volume Controller and Storwize V7000 can also have solid-state drive (SSD) storage, which also requires RAID configuration. Internal SSDs are used, and are displayed as disk drives. Therefore, additional RAID protection is required. The SSDs can be internal or external. The preferred use for SSDs is to enable Easy Tier. For more information about Easy Tier, see 5.5.7, “Easy Tier” on page 65.

    To support the auto expansion of thin-provisioned and compressed volumes, the storage pools from which they are allocated can have a configurable warning capacity. When the used free capacity of the group exceeds the warning capacity, a warning is logged. For example, if a warning of 80% is specified, the warning is logged when 20% of the free capacity remains.

    IBM Storwize V7000 Unified with Real-time Compression is shown in Figure 5-4.

    ([image: ]

    Figure 5-4   V7000 Unified Real-time Compression

    Storwize V7000 Unified Storage system is defined per volume. Not all the degrees of freedom resulting from this implementation should be utilized.

    The file system pools should be regarded as the smallest entity where compression is enabled. So although compression is implemented at a volume level, we refer to compressed pools or compressed file systems meaning that all data volumes of a file systems, or all data volumes of a file system pool are compressed.

    For more details about IBM Storwize V7000 Unified with Real-time Compression, see Implementing the IBM Storwize V7000 Unified, SG24-8010, at this website:

    http://www.redbooks.ibm.com/abstracts/sg248010.html?Open

    5.5.1  Regular or generic volumes

    Volumes are logical disks presented to the host or application servers by the SAN Volume Controller and Storwize V7000. The hosts cannot see the MDisks. They can see only the logical volumes created from combining extents from a storage pool.

    There are three types of volumes: Striped, sequential, and image. These types are determined by how the extents are allocated from the storage pool:

    •A volume created in striped mode has extents allocated from each MDisk in the storage pool in a round-robin fashion.

    •With a sequential mode volume, extents are allocated sequentially from an MDisk.

    •Image mode is a one-to-one mapped extent mode volume.

    Using striped mode is the best method to use for most cases. However, sequential extent allocation mode can slightly increase the sequential performance for certain workloads.

    Figure 5-5 shows striped volume mode and sequential volume mode, and illustrates how the extent allocation from the storage pool differs. 
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    Figure 5-5   Storage pool extents

    A regular or generic volume that is uncompressed can be migrated to a compressed volume by using volume mirroring.

    5.5.2  Thin-provisioned volumes

    A thin-provisioned (previously known as “space efficient”) volume can have a large capacity but uses only the capacity that is written by the host. 

    Compressed volumes are similar to thin-provisioned volumes in that they use only physical storage to store the compressed version of the volume. Both types of volumes share features such as “autoexpand”. The similarities between thin-provisioning and compression are because the RACE technology is implemented within the thin-provisioning technology in the SAN Volume Controller and Storwize V7000 software stack (Figure 5-1 on page 58). 

    5.5.3  Mirrored volumes

    The SAN Volume Controller and Storwize V7000 provides a function called volume mirroring, which enables a volume to have two physical copies. Each volume copy can belong to a different storage pool and can be on different physical storage systems, which provides a highly available solution.

    When a host system issues a write to a mirrored volume, the SAN Volume Controller or Storwize V7000 writes the data to both copies. When a host system issues a read to a mirrored volume, the SAN Volume Controller or Storwize V7000 retrieves the data from the primary copy. If one of the mirrored volume copies is temporarily unavailable, the SAN Volume Controller and Storwize V7000 automatically uses the alternate copy. This process occurs without any outage to the host system. When the mirrored volume copy is repaired, the SAN Volume Controller or Storwize V7000 resynchronizes the data.

    A mirrored volume can be converted into a non-mirrored volume by deleting one copy or by splitting one copy to create a new non-mirrored volume. This method can be used to convert a compressed volume to an uncompressed volume, or uncompressed to compressed.

    The mirrored volume copy can be any type: image, striped, sequential, and thin provisioned, compressed or not. The two copies can be different volume types.

    Using mirrored volumes can also assist with migrating volumes between storage pools that have different extent sizes. Mirrored volumes can also provide a mechanism to migrate fully allocated volumes to thin-provisioned or compressed volumes without any host outages.

    An unmirrored volume can be migrated by adding a second copy at the wanted destination, waiting for the two copies to synchronize, and removing the original copy. This operation can be stopped at any time. Again, this method is useful to convert between compressed and uncompressed volumes.

    5.5.4  Compressed volumes

    Version 6.4.0 of the SAN Volume Controller and Storwize V7000 software introduces a new capability to configure compressed volumes. Compressed volumes are a new type of thin-provisioned volumes. Compressed volumes use IBM Random Access Compression Engine (RACE) technology to deliver Real-time Compression capabilities in the SAN Volume Controller and Storwize V7000 product lines.

    Compressed volumes are similar to thin-provisioned volumes in that they use only physical storage to store the compressed version of the volume. Both types of volumes share features such as “autoexpand”. The similarities between thin-provisioning and compression are because the RACE technology is implemented within the thin-provisioning technology layer in the SAN Volume Controller and Storwize V7000 software stack (Figure 5-1 on page 58). 

    Some of the CLI and GUI displays show a compressed size that reflects the combined savings for both compression and thin-provisioning.

    5.5.5  Copy services

    Copy services functions are implemented within a single SAN Volume Controller or Storwize V7000, or between multiple SAN Volume Controllers or V7000s. The Copy Services layer sits above and operates independently of the function or characteristics of the underlying disk subsystems used to provide storage resources. 

    Copy services functions are implemented in the following circumstances: 

    •Within an SAN Volume Controller or Storwize V7000 System (IBM FlashCopy® and Data Migration)

    •Between SAN Volume Controller or Storwize V7000 Systems (Metro Mirror and Global Mirror)

    Within the SAN Volume Controller and Storwize V7000, both intracluster copy services functions (FlashCopy and Data Migration) operate at the block level. In intercluster functions (Global Mirror and Metro Mirror), they operate at the volume level.

    The layers in the stack (see Figure 5-1 on page 58) for copy services (Remote Copy and FlashCopy) operate where data is uncompressed. The source and destinations (block level or volume) can be compressed or uncompressed. This configuration does not matter to copy services because it operates on uncompressed data.

    5.5.6  Data migration

    Migration of a compressed volume from one storage pool to another can be done by using the migratevdisk command or the GUI Migrate to another pool sequence. The source and destination storage pools must have the same extent size. The migratevdisk function does not allow migration from one volume type to another. 

    Volume mirroring can also be used to migrate a volume between storage pools. This method can be used even if the extent sizes of the two pools are not the same. Volume migration using volume mirroring can be used to migrate a volume from one volume type to another. This process can handle compressed to uncompressed, and uncompressed to compressed. 

    The process can be prioritized by specifying the number of threads to be used in parallel (from 1 to 4) while migrating. Using only one thread puts the least background load on the system.

    5.5.7  Easy Tier

    Easy Tier is a performance function that automatically migrates extents off a volume from one MDisk storage tier to another MDisk storage tier. Easy Tier monitors the host I/O activity and latency on the extents of all volumes that have the Easy Tier function turned on in a multitier storage pool. This monitoring covers a 24-hour period.

    Easy Tier creates an extent migration plan based on this activity, and then dynamically moves high activity or hot extents to a higher disk tier within the storage pool. It also moves extents whose activity has dropped off or cooled from the high-tier MDisks back to a lower-tiered MDisks.

     

    
      
        	
          Considerations: 

          •This function is disabled for compressed volumes in version 6.4.0. You can, however, create a compressed volume in an Easy Tier storage pool, and no longer disabled in version 7.1.0, announced 10th June 2013.

          •Easy Tier relies on hot data to be placed in the same physical location on an MDisk. When writing to the same logical block address (LBA) in a compressed volume, RACE writes the data to other locations. Therefore, it is likely that the hot data will not stay in the same place. Compression always performs similar size I/O writes to disk, which prevents Easy Tier from knowing which data is hot in version 6.4.0, but it is fixed by adding extra metadata to internal I/O to give Easy Tier hints as to source I/O size, allowing Easy Tier to work correctly. Easy Tier for compressed volumes will not count write IOs - only reads in version 7.1.0.

        
      

    

    To experience the potential benefits of using Easy Tier in your environment before actually installing SSDs, turn on the Easy Tier function for a single level storage pool. Next, turn on the Easy Tier function for the volumes within that pool. Easy Tier then starts monitoring activity on the volume extents in the pool.

    For a more effective use of SSDs, place the SSD MDisks into a multi-tiered storage pool combined with HDD MDisks (generic_hdd tier). Then turn Easy Tier on so it  automatically detects and migrates high workload extents onto the solid-state MDisks.

    5.5.8  iSCSI

    A host system can be alternatively connected to the SAN Volume Controller and Storwize V7000 through a Fibre Channel connection or through an iSCSI connection. 

    In the simplest terms, iSCSI allows the transport of SCSI commands and data over a TCP/IP network, based on IP routers and Ethernet switches. iSCSI is a block-level protocol that encapsulates SCSI commands into TCP/IP packets. It uses an existing IP network instead of requiring Fibre Channel HBAs and a SAN fabric infrastructure. 

    The iSCSI protocol is implemented at the front end of the SAN Volume Controller and Storwize V7000 software stack as seen in Figure 5-1 on page 58. It can be used whether a volume is compressed or uncompressed.

    5.5.9  IBM Tivoli Storage Productivity Center for Replication

    For detailed information about Tivoli Storage Productivity Center for Replication, see the following books:

    •IBM Tivoli Storage Productivity Center V4.2 Release Guide, SG24-7894 

    •SAN Volume Controller Best Practices and Performance Guidelines, SG24-7521

    At of the time of writing, not all functions related to compression were available with the current version of Tivoli Storage Productivity Center for Replication. However, additional functions such as the ability to support compressed volumes will soon be added.

    Some related functions are already available, such as Tivoli Storage Productivity Center for Replication reports for space usage over time which is valid both for thin-provisioned and compressed volumes. Thin-provisioned volumes are currently supported by Tivoli Storage Productivity Center for Replication. SAN Volume Controller and Storwize V7000 processors monitoring is already in SAN Volume Controller node statistics. 

    5.5.10  IBM Storage Management Console for VMware vCenter

    The IBM Storage Management Console for VMware vCenter version V3.1.0 now has support for volume data compression. You can create a volume and specify compression directly from vCenter and view information in the LUN details pane, which indicates whether the data is compressed. Versions before version V3.1.0, such as V2.6.0, did not support compressed volumes directly. However, it is possible to use the console to create a fully allocated or thin provisioned volume and then convert it to a compressed volume by using volume mirroring. 

    In addition, there is no reporting of compression savings from the console itself, so you must use the SVC or V7000 for reporting instead.

    5.6  Monitoring processor usage for compression

    When the initial compressed volume is created, certain processor and memory resources are allocated for the use of compression. Processor resources are therefore split between system services (main I/O code), and real-time compression and extraction of data in compressed volumes.

    The Storwize V7000 and SAN Volume Controller hardware is typically able to handle I/O even at extreme workloads with enough processor headroom. In most practical scenarios, enabling compression benefits the overall performance of the system. However, when processor intensive services are used concurrently, review the processor utilization before enabling compression.

    System services that require more processor resources include Metro and Global Mirror, FlashCopy, Easy Tier, and thin-provisioning.

    To monitor processor performance by using the GUI, click Monitoring → Performance. The processor graph is displayed, including both the System and Compression average processor utilization.

    To add the compression line graph into the processor utilization graph, select Compression% as shown in Figure 5-6. The system statistics can be displayed by MBps or by IOPs.
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    Figure 5-6   Selecting Compression%

    Figure 5-7 shows the compression and the system line graphs in the processor utilization graph.
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    Figure 5-7   Compression and system line graphs

    Example 5-1 shows how to display the processor statistics by using the CLI.

    Example 5-1   Viewing processor statistics by using the CLI

    [image: ]

    IBM_2145:orchestra:superuser>svcinfo lsnodestats

    node_id node_name stat_name          stat_current stat_peak stat_peak_time

    1       Sitar     compression_cpu_pc 0            0         120516173713

    1       Sitar     cpu_pc             0            0         120516173713
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    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this paper.

    IBM Redbooks publications

    The following IBM Redbooks publications provide additional information about the topics in this document. Note that some publications referenced in this list might be available in softcopy only:

    •Introduction to IBM Real-time Compression Appliances, SG24-7953-02

    •IBM Real-time Compression Appliance Version 4.1, SG24-8112-00

    •IBM Real-Time Compression Appliance: New Features in Version 3.9, REDP-4879-00

    •IBM Real-Time Compression Appliance: What is new in RTCA Version 3.8, REDP-4861-00

    •IBM System Storage Solutions Handbook, SG24-5250

    •IBM System Storage N series Software Guide, SG24-7129

    •IBM System Storage N series Hardware Guide, SG24-7840

    •Implementing IBM Storage Data Deduplication Solutions, SG24-7888

    •IBM System Storage N series MetroCluster, REDP-4259

    •IBM System Storage N series MetroCluster Planning Guide, REDP-4243

    •IBM System Storage N series with VMware vSphere 5, SG24-8110-00

    •Implementing the IBM Storwize V7000 Unified, SG24-8010-00

    •Implementing the IBM SAN Volume Controller and FlashSystem 820, SG24-8172-00

    •IBM SAN Volume Controller and IBM FlashSystem 820: Best Practices and Performance Capabilities, REDP-5027-00

    You can search for, view, or download Redbooks publications, Redpaper publications, Technotes, draft publications, and Additional materials, as well as order hardcopy Redbooks publications, at this Web site: 

    ibm.com/redbooks

    Other publications

    These publications are also relevant as further information sources:

    •Real-time Compression Appliances: Installation and Planning Guide, Version 4 Release 1, GI13-1221-04

    •Real-time Compression Appliances: Configuration and Administration Guide, Version 4 Release 1, GA32-2217-01

    •IBM Real-time Compression Appliances CLI Command Reference Version 4 Release 1, GA32-2219-01

    •IBM Real-time Compression Appliances Troubleshooting Guide Version 4 Release 1, GA32-2218-01

    •IBM Real-time Compression Appliances Version 4 Release 1- Release Notes, located at:

    http://www.ibm.com/support/docview.wss?uid=ssg1S7003976&aid=1

    Online resources

    These websites are also relevant as further information sources:

    •IBM Real-time Compression:

    http://www.ibm.com/systems/storage/solutions/rtc/

    •IBM RTCA Support overview:

    http://www.ibm.com/storage/support/rtc

    •Reducing NAS Costs with Real-time Data Compression:

    http://wikibon.org/wiki/v/Reducing_NAS_Costs_with_Real-time_Data_Compression

    •Network attached storage:

    http://www.ibm.com/systems/storage/network/

    •IBM support; documentation:

    http://www.ibm.com/support/entry/portal/Documentation

    •IBM Storage – Network Attached Storage: Resources:

    http://www.ibm.com/systems/storage/network/resources.html

    Help from IBM

    IBM Support and downloads:

    ibm.com/support

    IBM Global Services:

    ibm.com/services

  
    Reference Architectures for IBM Real-time Compression Technology

    Learn how to integrate IBM Real-time Compression technology

Understand the benefits of applied data compression

Design solutions with IBM Real-time Compression

    Continuing its commitment to developing and delivering industry-leading storage technologies, IBM is introducing the IBM Real-time Compression Appliances for NAS, an innovative new storage offering that delivers essential storage efficiency technologies, combined with exceptional ease of use and performance.

    In an era when the amount of information, particularly in unstructured files, is exploding, but budgets for storing that information are stagnant, IBM Real-time Compression technology offers a powerful tool for better information management, protection, and access. IBM Real-time Compression can help slow the growth of storage acquisition, reducing storage costs while simplifying both operations and management. It also enables organizations to keep more data available for use rather than storing it offsite or on harder-to-access tape, so they can support improved analytics and decision making.

    This IBM Redpaper publication was written to provide deployment guidelines, and preferred practices for clients who want to implement IBM Real-time compression technologies. IBM Real-time Compression Appliances provide on-line storage optimization through real-time data compression, delivering dramatic cost reduction without performance degradation together with IBM System Storage N series. IBM SAN Volume Controller, IBM Storwize V7000, and Storwize V7000 Unified Disk Systems provide internal Real-time Compression technology discussed in this paper.

    This paper is intended for anyone who wants to learn how to successfully architect an IBM Real-time Compression solutions. It is suitable for IT Architects, Business Partners, IBM clients, storage solution integrators, and IBM specialist sales representatives.
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