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    Preface

    IBM® iFlow Director is a high performance, low-latency 10 Gb Ethernet switch integrated flow balancer with policy-based traffic steering capability. It delivers high-availability, scalability, and lower total cost of ownership (TCO) for appliance vendors that offer IBM BladeCenter® based solutions for applications, such as Security Gateways, Wireless Gateways, Lawful Interception & Network Surveillance, Traffic Management & Service Differentiation, and so on. The system throughput can be scaled by adding more blade servers and up to four switches that run iFlow Director.

    iFlow Director is designed with a number of advanced features to deliver high availability in mission-critical environments. The solution is built around industry-leading hardware to help eliminate any single point of failure. iFlow Director uses BladeCenter innovations such as internal monitoring, redundant mid-plane, redundant network connections per blade, redundant power supplies and fans, and switching features, such as uplink failure detection and controlled failover with network interface card (NIC) teaming, to deliver high availability.

    iFlow Director provides up to 480 Gbps of nonblocking, wire-speed bidirectional throughput to BladeCenter to meet your network traffic load distribution needs. With ten 10 Gbps uplink ports and 14 nonblocking 10 Gbps internal ports, iFlow Director offers unmatched performance, with latency as low as 1.60 microseconds.

    The iFlow Director solution provides significant savings compared to a solution that consists of multiple stand-alone appliances, Layer 2 switches and load balancers. With 480 Gbps of raw throughput, the iFlow Director solution provides a price/performance advantage.

    This IBM Redpaper™ publication gives a broad understanding of the different versions of the iFlow Director:

    •iFlow Director V1.2 is designed to perform Layer 2 load spreading and packet flow through a configurable path by using fewer switches than was previously required for network boundary devices.

    •iFlow Director V2.0 can operate in Layer 2 or Layer 3 mode and is designed for Layer 3 with an IP network identity present. Using Layer 3 mode, the load spreading is 
more refined.

    •iFlow Director Multi-Chassis mode extends iFlow Director Layer 3 mode to support up to six chassis with 84 server blades for large-scale cluster appliance deployment.

    This paper is intended for network professionals who want to reduce the complexity associated with appliance sprawl by using a integrated solution that includes a high performance 10 Gb Ethernet embedded switch for BladeCenter, and a stack of software that allows the control of the flow of traffic inside the chassis.

    The team who wrote this paper

    This paper was produced by a team of specialists from around the world working at the International Technical Support Organization, San Jose.

    Sangam Racherla is an IT Specialist and Project Leader working at the ITSO in San Jose, CA. He has 12 years of experience in the IT field and has been with the ITSO for the past eight years. Sangam has extensive experience in installing and supporting the ITSO lab equipment for various IBM Redbooks® projects. He has expertise in working with Microsoft Windows, Linux, IBM AIX®, System x®, and System p® servers, and various SAN and storage products. Sangam holds a degree in electronics and communication engineering.

    David A Gray is a Senior IT Specialist working for the System x and IBM System Storage® brands at IBM Australia in Brisbane, Queensland. He has over 27 years of professional experience in the IT industry, over 20 of them in the finance sector, the last three of them with IBM. He instructs IBM Business Partners and customers about how to configure and install System x, BladeCenter, Systems Director, System Storage, and VMware. He is an IBM Certified Systems Expert -System x BladeCenter.

    Jose Rodriguez Ruibal is a Technical Sales Leader for the IBM System x Networking team that covers the southwest Europe region. He has more than 15 years of experience in IT, and has worked for IBM for almost 10 years. His experience includes serving as Benchmark Manager in the IBM PSSC Benchmark Center in Montpelier, working as an IT Architect for Nokia Siemens Network in Finland, and IT Architect and Team Leader for the IBM STG OEM and Next Generation Networks teams in EMEA. Before joining IBM, he worked for Red Hat and other consulting firms. He holds an MSc degree and a BSc degree in Computer Engineering and Computer Systems from Nebrija University, Madrid. His areas of expertise include Business Development, Strategic OEM Alliances and long-term IT projects in the Telecom, Media, and Defense industries, high-level IT architecture and complex solutions design, Linux, and all x86 hardware. Jose has co-authored other IBM Redbooks publications about networking products from Juniper, Linux solutions, IBM x86 servers, and performance tuning for x86 servers.

    Thanks to the following people for their contributions to this project:

    Ann Lund, Jon Tate, David Watts
International Technical Support Organization, San Jose

    Nghiem V. Chu, Kam-Yee (Johnny) Chung, Michael Easterly, David Faircloth, Brahmanand Gorti, David Iles, Jeffery M. Jaurigui, Harry W. Lafnear, Lan T. Nguyen, Tuan A. Nguyen, Pushkar B. Patil, William V. (Bill) Rogers, Rakesh Saha, Hector Sanchez, Tim Shaughnessy, Selvaraj Venkatesan
IBM BNT® Team, IBM San Jose

    Now you can become a published author, too!

    Here’s an opportunity to spotlight your skills, grow your career, and become a published author—all at the same time! Join an ITSO residency project and help write a book in your area of expertise, while honing your experience using leading-edge technologies. Your efforts will help to increase product acceptance and customer satisfaction, as you expand your network of technical contacts and relationships. Residencies run from two to six weeks in length, and you can participate either in person or as a remote resident working from your home base.

    Find out more about the residency program, browse the residency index, and apply online at:

    ibm.com/redbooks/residencies.html

    Comments welcome

    Your comments are important to us!

    We want our papers to be as helpful as possible. Send us your comments about this paper or other IBM Redbooks publications in one of the following ways:

    •Use the online Contact us review Redbooks form found at:

    ibm.com/redbooks

    •Send your comments in an email to:

    redbooks@us.ibm.com

    •Mail your comments to:

    IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099
2455 South Road
Poughkeepsie, NY 12601-5400

    Stay connected to IBM Redbooks

    •Find us on Facebook:

    http://www.facebook.com/IBMRedbooks

    •Follow us on Twitter:

    http://twitter.com/ibmredbooks

    •Look for us on LinkedIn:

    http://www.linkedin.com/groups?home=&gid=2130806

    •Explore new Redbooks publications, residencies, and workshops with the IBM Redbooks weekly newsletter:

    https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?OpenForm

    •Stay current on recent Redbooks publications with RSS Feeds:

    http://www.redbooks.ibm.com/rss.html
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Introduction to IBM iFlow Director

    If you are looking for solutions to help you reduce complexity and costs associated with appliance sprawl, consolidating on an IBM BladeCenter platform with a high performance, low latency flow control system integrated into a 10 Gb Ethernet blade switch is a solution. That solution is called IBM iFlow Director. In this publication, we describe this product, its different versions, and give examples of what you can do with it.

    iFlow Director flow spreading and policy-based traffic steering is designed to deliver high availability, scalability, and lower cost of ownership (TCO) for Wireless Gateways, Security Gateways, Traffic Management, Service Differentiation, Lawful interception and Network Surveillance solutions, and almost any network appliance.

    1.1  What iFlow Director is

    Networks are changing. Voice, video, storage, and data are quickly converging onto a single backbone. Growth in cloud services and Web 2.0 multimedia content is pushing bandwidth demand to the network edge. The convergence of fixed and mobile networks to a common next-generation network IP infrastructure is driving an exponential growth in network traffic. Threats from malicious attacks are increasing, and both businesses and consumers are demanding that their service providers incorporate more defenses into the network. As a result, there is a growing demand for network appliance vendors that provide traffic inspection, bandwidth optimization, and security and lawful interception services to offer gateway solutions at high speed traffic choke points.

    In addition, network and security administrators must deliver extreme levels of availability. They must dynamically scale without having to reconfigure their network devices, while also making sure to minimize costs and any downtime. IBM System Networking uses its industry-leading Layer 2 - 7 Ethernet switching to deliver iFlow Director (patents pending1), which is a high throughput and low latency load spreading software for the 10 Gbps Ethernet switch for IBM BladeCenter H and HT.

    iFlow Director delivers high-availability, scalability, and lower TCO for appliance vendors that offer BladeCenter-based solutions for applications, such as Security Gateways, Wireless Gateways, Lawful Interception & Network Surveillance, Traffic Management & Service Differentiation, and so on. The system throughput can be scaled by adding more blade servers and up to four switches that run iFlow Director.

    The iFlow Director solution uses hash-based load spreading technology to distribute network traffic across 1 - 14 blade servers at wire-speed in one chassis, and can scale up to six chassis in Layer 3 mode. Hundreds of policies that consist of an ingress port, Layer 2, and Layer 3 IPv4 header fields can be configured to steer matching traffic towards a port or server load-balancing group.

    Figure 1-1 shows multifunction appliance consolidation by using iFlow Director.

    [image: ]

    Figure 1-1   Multifunction appliance consolidation with iFlow Director

    iFlow Director includes high availability features, such as:

    •Server health-checks (link, ping, ARP, HTTP, IPS, TCP, and TCP-script) for rapid 
failure detection.

    •Failover options to allow distributing flows from a failed blade to other active or 
backup blades.

    •Traffic redirection through alternative ports (for example, fail-open bypass) if an application group fails.

    •Uplink Failure Detection and controlled failover with NIC bonding.

    These features, coupled with industry-leading BladeCenter hardware innovations (redundant midplane, redundant power domains, and redundant management modules for platform monitoring) improve the overall system reliability for enterprise, data center, and carrier 
grade deployments.

    1.1.1  Layer 4 - 7 load-balancing switches

    Enterprise customers have been using expensive Layer 4 - 7 switches to load-balance their application servers to optimize their hardware investment. A Layer 4 - 7 switch must parse deep inside the packet, and uses much memory to store the application sessions to maintain the stateful connection, so load-balance performance and latency occur. In addition, IP fragmented packets without port information are not being load-balanced. iFlow Director provides a breakthrough solution by performing even load-balancing at line rate with Source IP (SIP), Destination IP (DIP), or SIP+DIP hash based distribution. An inexpensive iFlow Director switch supports 200 Gbps bidirectional load-balancing throughput with a low latency (1.60 microseconds). Traffic stickiness can be maintained by hashing the traffic flow one way using SIP, and the return traffic using DIP. By using SIP or DIP in load-balancing, it resolves the load-balancing problem of IP fragments.

    1.1.2  Capacity on Demand and performance

    With the latest high performance multicore processing blade servers equipped with 10 Gbps Ethernet adapters, network appliance vendors can offer cost-effective and robust solutions based on IBM BladeCenter. The iFlow Director uses statistical load spreading to distribute traffic across 1 - 14 blade servers. The system throughput can be scaled linearly by adding more blade servers and up to four iFlow Directors per chassis as demand grows.

    Now, with the Multi-Chassis release of iFlow Director, the solution can grow up to six BladeCenter H/HT chassis, delivering unmatched scalability.

    1.1.3  High availability and reliability

    The iFlow Director is designed with a number of advanced features to ensure high availability in mission-critical environments. The solution is built around industry-leading hardware to eliminate any single point of failure (SPOF). iFlow Director uses IBM BladeCenter innovations, such as internal monitoring, redundant mid-plane, redundant network connections per blade, and redundant power supplies and fans, and switching features, such as Uplink Failure Detection and controlled failover with NIC teaming.

    The iFlow Director integrated solution improves the overall system reliability by reducing the number of components that can fail.

    1.1.4  Cost effective and energy efficient

    The iFlow Director solution provides significant savings compared to a solution that consists of multiple stand-alone appliances, Layer 2 switches, and load balancers. Typically, for every 
10 Gbps of incremental throughput, the acquisition cost increases by approximately $10,000 with external load balancers. The iFlow Director solution provides a pricing advantage.

    IBM 10Gb embedded switches in general also save significant money in the long term, by using as little as 3 W of power per port in addition to providing more performance per watt than comparable switches from other vendors.

    By collapsing the network access, aggregation, and load balancing layers, the iFlow Director offers lower total power consumption, less cables, and uses less rack space, which reduces your TCO.

    1.1.5  Seamless integration and easy management

    The iFlow Director also provides:

    •Standards-based integration into Cisco and other networks to help reduce downtime and learning curves.

    •A common interface among IBM switches helps administrators minimize the learning curve when they require different switches and load balancers.

    •Support for two CLI options: The BLADEOS CLI and an industry-standard CLI.

    •Easy software upgrades through a web user interface, TFTP, telnet, or serial download, which allows for easy adaptation to existing maintenance procedures.

    •Enhanced security: Dedicated VLAN for management traffic between the management module and the switch improves overall performance and security by segregating management traffic from data traffic.

    1.1.6  iFlow Director background

    The iFlow project started at IBM as the Open Security Platform (OSP) project in late 2007, which intended to provide multistage flow steering in BladeCenter with independent software vendor (ISV) application integration. BNT was selected at this time to provide the flow steering capability into the embedded switches of the chassis. The objectives of the OSP project were:

    •Reduce the appliance sprawl in telecom

    •Use BladeCenter H/HT chassis, blades, switches, and infrastructure

    •Extend basic routing with enhanced switches and flow steering software

    After some years of development and customer experiences, iFlow became a stand-alone BNT product that, after the BNT acquisition, is back in the IBM portfolio. There are three variations available that cover the two main cases of use of traffic flow control operational modes: on Layer 2, on Layer 3, and on Layer 3 for multi-chassis deployments. 

    1.2  What iFlow Director is not

    iFlow Director is not a traditional Layer 4 - 7 load balancer. It is a mixture of high performance 10 Gb Ethernet embedded switch for BladeCenter, and a stack of software that allow the control of the flow of traffic inside the chassis. The precise definition of the iFlow Director solution would be a line rate low latency Layer 2/3 load balancer with many flow steering capabilities. It is one of a kind switch that has special methods and features for different modes of traffic steering that is not possible from a regular Layer 2/3 switch. It provides better and more even load balancing than any Layer 2/3 switch by employing more refined hashing method, hence maximizing your investment in server blades' 
processing power.

    1.3  How iFlow Director works

    iFlow Director uses a hash-based stateless/statistical load-balancing method. Internally, iFlow V1.2 uses 64 hash buckets, and iFlow V2.0 uses more granular 256 hash buckets.

    iFlow Director can be configured to provide the following solutions:

    •Transparent “bump-in-the-wire” operational mode

    •Layer 3 operational mode

    1.3.1  Load spreading

    The two different versions/releases of the solution include:

    •iFlow Director V1.2: Operates at Layer 2 and is also referred as transparent hashing.

    •iFlow Director V2.0 and MC V1.0: Operates at Layer 3, so it has a network presence.

    Layer 2 mode

    The IBM BladeCenter H or HT chassis with iFlow Director can be deployed in a transparent in-line mode (bump in the wire) or in a Layer 2 mode. Typically, a transparent in-line mode deployment uses a dual iFlow Director configuration, with blade servers sandwiched by the two switches. One possible deployment scenario is one where one switch is the front end that connects to the Internet, and one switch is the back end that connects to internal resources. Servers between the switches are placed into service application groups, binding together servers that perform the same function. ACL filters on the switches steer traffic to each application sequentially.

    The load spreading algorithm on Layer 2 using the bump-in-the-wire approach. Because there is no network presence on Layer 2, the packets are able to traverse the system unmodified, and the iFlow Director provides stickiness of the flows by hashing SIP on one switch and DIP on the other switch for in-line flow mode. For hairpin flow mode, stickiness could be provided by using SIP+DIP hashing in one switch environment. The traffic goes through iFlow Director undetected.

    Layer 3 mode

    Network applications such as web caches, web proxy, content gateways, and video transcoding service devices are hosted on application-specific devices. These single-purpose appliances process traffic in hairpin mode, at the network perimeter, and within the core networks. To meet capacity requirements, iFlow Director helps consolidate the function of stand-alone appliances, load balancers, policy-based routing (PBR), and routing into an IBM BladeCenter chassis. 

    The iFlow Director steers traffic from the wireless or mobile phone client network and the Internet to the application blades. When corresponding traffic from the applications blades comes back to the switch, the iFlow Director routes the traffic to the appropriate client destination or Internet destination by using either standard routing (through static routes or Open Shortest Path First (OSPF)) or policy-based routing. For redundancy, dual iFlow Directors may be deployed by using Virtual Router Redundancy Protocol (VRRP) where one switch is active and the other is a backup, taking over in case of a switch component or 
link failure.

    Because Layer 3 is visible, and routable, the iFlow Director appears in the network as another network element. It operates as a router, and it can interoperate with other routers in the network. The iFlow Director allows the server blade to increment the TTL field of the IP packet, instead of the iFlow Director switch itself.

    1.3.2  Differences between the versions

    Normal iFlow Director deployments are described in Table 1-1. Although Layer 3 features are available in iFlow Director 1.x, they are not being used.

    Table 1-1   Differences between iFlow Director V1.2 and iFlow Director V2.0

    
      
        	
          Features description

        
        	
          iFlow Director V1.x

        
        	
          iFlow Director V2.x and 
MC V1.x

        
      

      
        	
          Operational mode

        
        	
          Layer 2

        
        	
          Layer 3

        
      

      
        	
          Routing support

        
        	
          No

        
        	
          OSPF + static routing

        
      

      
        	
          High performance load balancing at wire-speed for 
1 - 14 blades

        
        	
          Yes

        
        	
          Yes / MC up to 84 blades

        
      

      
        	
          Flow classification based on SMAC/DMAC/VLAN/IP 5-tuple and physical port

        
        	
          Yes

        
        	
          Future

        
      

      
        	
          Layer 2 “bump-in-the-wire” mode (for example, firewall, IPS/IDS, and Lawful Intercept)

        
        	
          Yes

        
        	
          Future

        
      

      
        	
          Number of hash buckets per application group for improved load-balancing

        
        	
          8/64

        
        	
          256

        
      

      
        	
          Switch table synchronization

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Policy-based traffic steering

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Policy-based traffic routing (Layer 2 header rewrite)

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Multiple Application Groups support (8-hash buckets/group)

        
        	
          Yes

        
        	
          Future

        
      

      
        	
          Granularity of hash selection

        
        	
          Switch Global

        
        	
          Per port

        
      

      
        	
          Application bypass

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          VRRP Switch failover mechanism

        
        	
          No

        
        	
          Yes

        
      

      
        	
          IPv4 support

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          IPv6 support

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Ship Support dates

        
        	
          May 2010

        
        	
          May 2011/August 2011 (MC)

        
      

    

    There is also a third version of iFlow Director, called Multi-Chassis (MC) V1.0. This version provides configuration of iFlow Director across multiple chassis (up to six) and extend the number of servers supported on the complete solution. It is based on iFlow Director V2.0.

    1.4  Obtaining and installing iFlow Director

    iFlow Director is the result of using one IBM Virtual Fabric 10Gb switch for BladeCenter H/HT, and the firmware with the software license that enables all the features. The process to obtain the firmware code and the license, when this paper was written, is as follows:

    •A customer purchases the IBM Virtual Fabric 10Gb Switch from IBM (P/N 46C7191) and the appropriate IBM iFlow license from IBM.

    •For iFlow Director, a customer receives a flat pack with a license agreement and instructions about how to register the switch serial number and request the appropriate IBM iFlow license key (key code) through the IBM Service Entitlement System website, found at:

    https://ses.bladenetwork.net

    •From the Service Entitlement System website, the customer receives the IBM iFlow license key (key code) online and an email to confirm the transaction.

    •After registration, the customer can also download the appropriate IBM iFlow software and documentation from the IBM Service Entitlement System website.

     

    
      
        	
          Important: Due to the BNT acquisition, expect this process to change in the short term. Contact your IBM marketing representative to get more updated information about how to obtain the iFlow Director code and licenses.

        
      

    

    The iFlow Director license is not transferable, and uniquely tied to the switch serial number of the 10 Gb switch. 

    1.4.1  Licensing

    Licenses for iFlow Director are port-based. Depending on the number of ports you want to enable for the iFlow solution, you have different options.

    The license key is tied to switch serial number and number of iFlow Director ports. This license is non-transferable, so you must obtain a license per chassis, or change the switch to a different chassis if needed. 

    Basically, there are two kinds of licenses:

    •Level-1 license: Four iFlow ports with 14 internal server ports

    •Level-2 license: Ten iFlow ports with 14 internal server ports

    The licenses are upgradeable, so you could upgrade from a Level 1 license to a Level 2 license, and have all 14 slots in a BladeCenter chassis covered by the license. The standard IBM 3-year warranty, support, and upgrade is included with the solution.

    The license key is generated and maintained by the IBM Service Entitlement System.

    iFlow Director MC V1.0 license

    The Multi-Chassis version is a bit different, because the licensing model is not based per port, but per server in the total solution. This situation means that the licenses are distributed in a slightly different way.

    There are two kinds of iFlow MC licenses:

    •The MC base license, which supports 10 EXT ports, and up to 28 servers, which means two fully populated BladeCenter H chassis.

    •The MC upgrade, which includes support for 14 additional servers, equivalent to one chassis. This second license can be bought to add each time for 14 servers as needed, up to the total limit of 84 servers.

    1.4.2  Installing the iFlow Director license

    You need a software license key to unlock the iFlow Director feature set. The iFlow DIrector license key is uniquely tied to the serial number of the iFlow Director and is not transferable to another iFlow Director. The license key grants you permission to access all the iFlow Director functions and features on ports purchased for your iFlow Director.

    Two demonstration license keys are available for evaluating iFlow Director. The demonstration license grants you permission to access functions and features of iFlow Director for a predetermined period. After the demonstration license expires, your iFlow Director configurations are erased and the iFlow functions and features are disabled until a license key is entered. 

    To unlock iFlow Director, run the following command:

    >> # /oper/swkey/key/enakey

    When prompted, enter the software feature and the license key shown in Example 1-1.

    Example 1-1   Entering the iFlow license

    [image: ]

    Enter The Software Feature: ibmiflow

    Enter License Key: <key code>
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    The license installation is the same for any version or release of iFlow Director that you want to install.

    1.5  Conclusion

    iFlow Director is the hardware and software solution that helps any organization to deploy appliances in a high-speed BladeCenter chassis, helping you consolidate solutions from different providers in a single or multiple chassis configuration, making it easier to deploy, manage, and configure.

    In this publication, we describe these solutions and the different versions that are available in detail. We also describe the improvements that are now available with the recently released Multi-Chassis version, and also explain some basic guidelines about how you can perform some of the advanced tasks that are available with the solution. 

    The following chapters provide more detailed explanations about the differences between the three versions with some basic configuration examples.

     

    
      
        	
          Important: Before continuing further, understand that iFlow Director is not a general-purpose solution, but specific to the environments described in this chapter. The IBM Virtual Fabric Switch 10Gb for BladeCenter H/HT can provide many high-end features as is, and iFlow Director provides a high-end solution for specific traffic control needs.

        
      

    

     

    

    1 Patents 20110026527 tag-based interface between a switching device and servers for use in frame processing and forwarding and 20110026403 traffic management of client traffic at the ingress location of a data center.
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IBM iFlow Director V1.2

    IBM iFlow Director V1.2 is designed to perform Layer 2 load spreading and packet flow through a configurable path through fewer switches than was previously required for network boundary devices. Figure 2-1 on page 12 and Figure 2-2 on page 13 show how iFlow Director can reduce server sprawl by containing all of the required application blades within the IBM BladeCenter chassis.

    iFlow Director has many uses, from a single application using Expanded server load balancing (SLB) to multiple groups of applications in a serial process, while still being load balanced. It can make intelligent decisions based on hardware availability, and perform a full bypass if there is a failure.

    2.1  Expanded server load balancing

    Expanded server load balancing (SLB) allows an organization to load spread all network traffic through a single application installed on 1 - 14 blades in an IBM BladeCenter H or 
1 - 12 blades in an IBM BladeCenter HT Chassis. Figure 2-1 shows the advantage of using IBM BladeCenter and iFlow Director to help reduce server and switch sprawl.
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    Figure 2-1   IBM BladeCenter and iFlow Director - reducing server and switch sprawl

    2.1.1  Expanded server load balancing application

    The Expanded SLB mode provides a much better distribution algorithm for load distribution. It uses 64 hash buckets, even if there are eight blades or fewer in the hardware setup.

    This Expanded mode can be manually enabled or disabled with the command-line interface (CLI). If you are configuring more than eight servers, the Expanded mode is the one used automatically. If you want the Expanded mode enabled for less than eight servers, you must specify this setting when configuring the switch.

    All real ports in an Expanded SLB application group:

    •Must share parameter settings (error handling, health check, speed, flow control, arpmp, flood blocking, tagging, and so on) 

    •Must have floodblk enabled to prevent loops from forming between multiple internal 
trunk groups

     

    
      
        	
          Expanded mode: Expanded mode has a limitation: For ACL redirection to Expanded SLB application group, some parameters under the /cfg/acl menu are not supported (SMAC, DMAC, ETYPE, SIP, and DIP).

        
      

    

    2.1.2  Multi-application edge design

    Another scenario where iFlow Director V1.2 works well is where an organization wants the network traffic that is coming into their environment to always pass through a series of servers sequentially and undergo several tasks before the traffic is allowed into the network. This implementation of iFlow Director V1.2 might look something like Figure 2-2.
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    Figure 2-2   iFlow Director in a multiapplication edge flow design

    In this implementation, network traffic is steered though each of the application layers before entering the internal network of the organization. There is a reduced number of switches and load balancers required in the iFlow Director V1.2 solution. You can make the network traffic flow in a particular manner from one application server type to the next while still load spreading across all application servers of the same type.

    A simpler hash algorithm is used, and the main difference with this implementation is that you are able to implement multiple applications within a single IBM BladeCenter chassis. You have the flexibility to direct the flow of network traffic in and out of the same switch as through it was an independent switch in the flow of network traffic.

    Load balancing is still used across each application group, so you can place specific numbers of application servers into groups sufficient to cope with the network traffic flow that 
is required.

    2.1.3  iFlow Director performance for Layer 2

    From an internal IBM Lab measurement, iFlow Director is able to sustain a line rate with SLB load balancing in a low latency average of 1.60 microseconds. With 10 external ports that send inline rate traffic to different sizes of SLB application group while performing the expanded hashing to the internal server blades, it performs well. This performance increases the efficiency usage of each server blades more than a regular switch, indirectly helping your return on investment (ROI) for the server blades. 

    Figure 2-3 shows the results of creating only 1 - 10 server blades in an SLB application group with 100% of load capacity sent to them from the 10 external ports.
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    Figure 2-3   Sustained throughput

    The only limitation in achieving this throughput in a real-world implementation is the application server’s ability to meet the processing requirements of the network traffic at a sustained rate.

    Table 2-1 shows what load can be expected per server. Table 2-1 is a calculated result, but shows, in a standard implementation of two input ports and two output ports in iFlow Director, what percentage and capacity requirements must be met by each application server within the SLB application group.

    Table 2-1   Load distribution to servers based on 20 Gbps load

    
      
        	
          Server load balance group size

        
        	
          Server capacity @ 20 Gbps load (dual port)

        
        	
          Percentage network traffic per server

        
      

      
        	
          1

        
        	
          101

        
        	
          50%a

        
      

      
        	
          2

        
        	
          10

        
        	
          50%

        
      

      
        	
          3

        
        	
          6.66

        
        	
          33%

        
      

      
        	
          4

        
        	
          5

        
        	
          25%

        
      

      
        	
          5

        
        	
          4

        
        	
          20%

        
      

      
        	
          6

        
        	
          3.33

        
        	
          16.6%

        
      

      
        	
          7

        
        	
          2.86

        
        	
          14.3%

        
      

      
        	
          8

        
        	
          2.5

        
        	
          12.5%

        
      

      
        	
          9

        
        	
          2.22

        
        	
          11.1%

        
      

      
        	
          10

        
        	
          2

        
        	
          10%

        
      

      
        	
          11

        
        	
          1.82

        
        	
          9.1%

        
      

      
        	
          12

        
        	
          1.66

        
        	
          8.3%

        
      

      
        	
          13

        
        	
          1.54

        
        	
          7.7%

        
      

      
        	
          14

        
        	
          1.43

        
        	
          7.1%

        
      

    

    

    1 With two incoming ports, it is inadvisable to have only a single server in each SLB Group, as this configuration introduces a natural congestion point for all network traffic.

    Knowing how much processing is required per network packet allows us to determine the number of application servers required to maintain network traffic flow at as close to wire speed as possible. Table 2-1 on page 14 gives you some guidance regarding this topic. When you select the correct number of application servers based on the time taken to process a network packet and ensure that the number of servers give 100% throughput (based on Figure 2-3 on page 14), there is no delay in delivering the network traffic in and out of the environment.

    2.1.4  iFlow Director V1.2 capabilities

    There are numerous situations where products perform many additional functions that are either not required or add strain to the processing of network traffic. iFlow Director is not overloaded with unnecessary features or functions that might not be required and that can slow the flow of traffic into or out of your network.

    Table 2-2 shows some of the included features and capabilities of iFlow Director regarding this situation.

    Table 2-2   iFlow Director V1.2 capabilities

    
      
        	
          Feature

        
        	
          iFlow Director

        
      

      
        	
          Stateless traffic distribution

        
        	
          Included

        
      

      
        	
          Persistent connection support

        
        	
          Included

        
      

      
        	
          Traffic steering

        
        	
          Included

        
      

      
        	
          Transparent bump-in-the-wire operation

        
        	
          Included

        
      

      
        	
          Web traffic load balancing

        
        	
          Not Included

        
      

      
        	
          Application load balancing (SAP)

        
        	
          Not Included

        
      

      
        	
          Connection proxy

        
        	
          Not Included

        
      

      
        	
          Web traffic optimization (compression and traffic shaping)

        
        	
          Not Included

        
      

      
        	
          SSL acceleration

        
        	
          Not Included

        
      

      
        	
          Global load balancing

        
        	
          Not Included

        
      

    

    2.2  Example 1: Expanded server load balancing

    This section describes a setup for Expanded SLB. Figure 2-4 shows the data flow of the Expanded SLB implementation.
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    Figure 2-4   Data flow of the Expanded SLB implementation

    2.2.1  Configuring the switch

    There are several different areas that need to be configured on the switch. We step through these areas one at a time.

    Defining all ports for use

    You need to define all ports that are used and ensure that each port is configured in the same manner to ensure correct load sharing and enable flood block so that no loops are created between ports. You accomplish this task by running the commands in Example 2-1 for each port that you are going to use in the IBM BladeCenter chassis. 

    Example 2-1   Configuring each port
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    #Internal PORTS

    /c/port INT1

    	learn dis

    	arpmp dis

    	floodblk ena

    /c/port INT1/gig

    	speed 10000

    	auto off

    	fctl none

    /c/port INT2

    	learn dis

    	arpmp dis

    	floodblk ena

    /c/port INT2/gig

    	speed 10000

    	auto off

    	fctl none

    	ETC....INT3 → INT12

    Disable Internal PORTS

    /c/port INT13

    	dis

    /c/port INT14

    	dis

    External PORTS

    /c/port EXT2

            learn ena

            arpmp ena

            floodblk dis

    /c/port EXT3

            learn ena

            arpmp ena

            floodblk dis

    /c/port EXT9

            learn ena

            arpmp ena

            floodblk dis

    /c/port EXT10

            learn ena

            arpmp ena

            floodblk dis

    Disable External PORTS

    /c/port EXT1

    	dis

    ETC ....EXT4 → EXT8
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          Ports setting: Ensure that all ports that are not used are set to disabled. This setting helps you if you need to debug the configuration.

        
      

    

    Defining server load balancing and real servers

    The next step is to enable SLB and define the real servers that network traffic is passed to within the SLB Group. You accomplish this task by using the commands shown in Example 2-2.

    Example 2-2   Identify each real server with a port on the switch
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    /c/slb

            on

    /c/slb/real 1

            ena

    /c/slb/real 2

            ena

            port INT2

    /c/slb/real 3

            ena

            port INT3

    /c/slb/real 4

            ena

            port INT4

    /c/slb/real 5

            ena

            port INT5

    /c/slb/real 6

            ena

            port INT6

    /c/slb/real 7

            ena

            port INT7

    /c/slb/real 8

            ena

            port INT8

    /c/slb/real 9

            ena

            port INT9

    /c/slb/real 10

            ena

            port INT10

    /c/slb/real 11

            ena

            port INT11

    /c/slb/real 12

            ena

            port INT12
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    Defining a server load balancing group

    The next thing to do is to place all of the servers into an SLB group. You accomplish this task by using the command shown in Example 2-3.

    Example 2-3   Add real servers to an SLB group
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    /c/slb/group 1/add 1-12
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    You can now work with all of these servers as a combined group.

    Defining a server load balancing application

    Create an application manager for the group and enable the expand option to use the expand hashing for the application group. The default application mode is inline, where the server blades pass traffic across dual NICs. 

    Enable the remap option to force the application distribution matrix table to be always rearranged whenever there is a change of any real server state.

    Example 2-4 shows the commands to accomplish these tasks.

    Example 2-4   Create an application manager for the group and define error handling
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    /c/slb/app 1	

            group 1

            expand ena	  /* enable Expanded SLB mode 

    /c/slb/app 1/errhand

            remap ena	
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    Configuring the expanded server load balancing trunk

    Expanded SLB requires more hash buckets to enable a more even load distribution. To set this configuration, add the Expanded SLB application group to eight static trunks. This configuration enables the hash bucket table to be expanded to 64 hash buckets.

    Example 2-5 shows the commands to accomplish this task.

    Example 2-5   Add the application to all eight trunks to expand the hash buckets
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    /c/l2/trunk 1		

            ena

            slbapp 1

    /c/l2/trunk 2

            ena

            slbapp 1

    /c/l2/trunk 3

            ena

            slbapp 1

    /c/l2/trunk 4

            ena

            slbapp 1

    /c/l2/trunk 5

            ena

            slbapp 1

    /c/l2/trunk 6

            ena

            slbapp 1

    /c/l2/trunk 7

            ena

            slbapp 1

    /c/l2/trunk 8

            ena

            slbapp 1
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    Creating a redirection filter to the server load balancing application group

    Create an ACL redirection filter to redirect all packets to the SLB application group by using the commands shown in Example 2-6.

    Example 2-6   Create an ACL filter for the redirection of all packets
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    /c/acl/acl 1/target/dest slbapp	

    /c/acl/acl 1/target/slbapp 1

    /c/acl/acl 1/action redirect

    /c/acl/acl 1/stats ena	 /* Enable statistics on this ACL 
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    Creating an ACL group to handle the ACL redirection filter

    Add the filter that you created in “Creating a redirection filter to the server load balancing application group” on page 19 to an ACL group. After this addition is complete, you can work with all filters within a group through a single designation. Run the command shown in Example 2-7 to add the filter to an ACL Group.

    Example 2-7   Add the previous filter (1) to a Group (1)
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    /c/acl/group 1/add 1
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    Applying the ACL filter group

    Apply the ACL group to the external interfaces to redirect all traffic to the SLB Application Group by running the command shown in Example 2-8.

    Example 2-8   Apply the ACL group to an external interface
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    /c/port EXT2/acl/add grp 1

    /c/port EXT3/acl/add grp 1
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    Setting the hash method

    Set the trunk hash to use SIP and DIP by running the command shown in Example 2-9.

    Example 2-9   Set trunk hash to use SIP and DIP
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    /c/l2/thash/set

               smac disabled

               dmac disabled

               sip enabled

               dip enabled
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    The second switch

    Now that the first switch is configured, the second switch can be configured in the same manner. The final configuration should then allow all incoming and outgoing network traffic to flow through the iFlow Director Switch, through the application servers, and then back out through the second switch. In most deployments, the top iFlow Director Switch uses hashing based on SIP, and the bottom iFlow Director Switch configures hashing with DIP.

    2.3  Example 2: Multi-flow application groups

    In this section, we describe an implementation scenario for a multi-flow application group. Although it is similar to the configuration described in 2.2, “Example 1: Expanded server load balancing” on page 16, special care needs to be taken to ensure that the correct path is mapped out for the flow of network traffic. Debugging these types of configurations can be time consuming, so it is a good idea to draw a map out of what you are trying to achieve well before you start. Test some data using your configuration to ensure that you covered all the required scenarios before proceeding.

    Figure 2-5 on page 21 shows the multi-flow implementation that we use in this example.
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    Figure 2-5   Multiflow example with application load spreading and bypass

    2.3.1  Configuring the switch

    There are several different areas that need to be configured on the switch. We step through these areas one at a time.

    Defining all ports for use

    Define all the ports that are used and ensure that each port is configured in the same manner to ensure correct load sharing. Because internal and external bypass trunk ports redirect traffic, the ports do not need to learn MAC addresses, ARP packets are not needed to send to the switch's management process (MP)/processor, and the broadcast or multicast packets are prevented from flooding to other ports. To accomplish this task, run the commands shown in Example 2-10. Run the commands for each port that you use in the iFlow Director switch. 

     

    
      
        	
          Ports settings: Ensure that all ports that are not used are set to disabled. This configuration helps if you need to debug the configuration.

        
      

    

    Example 2-10   Configure each port
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    #Internal PORTS

    /c/port INT1

    	learn dis

    	arpmp dis

    	floodblk ena

    /c/port INT1/gig

    	speed 10000

    	auto off

    	fctl none

    /c/port INT2

    	learn dis

    	arpmp dis

    	floodblk ena

    /c/port INT2/gig

    	speed 10000

    	auto off

    	fctl none

    	ETC....INT3 → INT12

    #Disable INT PORTS not used

    /c/port INT13

    	dis

    /c/port INT14

    	dis

    #External PORTS for By-pass trunk ports

    Switch 1:

    /c/port EXT3 /* By-pass trunk port

            learn dis

            arpmp dis

            floodblk ena

    /c/port EXT4 /* By-pass trunk port

            learn dis

            arpmp dis

            floodblk ena

    Switch 2:

    /c/port EXT7			 /* By-pass trunk port

            learn dis

            arpmp dis

            floodblk ena

    /c/port EXT8			 /* By-pass trunk port

            learn dis

            arpmp dis

            floodblk ena

    #Disable EXT PORTS not used

    /c/port EXT5

    	dis

    /c/port EXT6

    	dis

    	ETC....EXT7 → EXT10
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    Turning off spanning tree

    Because this pair of iFlow Director switches is in a control environment, it is more efficient to turn off spanning tree to avoid unnecessary Bridge Protocol Data Units (BPDUs). Run the command shown in Example 2-11 to turn off spanning tree.

    Example 2-11   Turn off spanning tree
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    /c/l2/stg 1/off
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    Defining server load balancing and real servers

    Enable SLB and define the real servers that network traffic passes through within the SLB groups. Run the commands shown in Example 2-12 to accomplish this task.

    Example 2-12   Identify each real server with an interface on the switch
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    /c/slb

            on

    /c/slb/real 1

            ena

    /c/slb/real 2

            ena

            port INT2

    /c/slb/real 3

            ena

            port INT3

    /c/slb/real 4

            ena

            port INT4

    /c/slb/real 5

            ena

            port INT5

    /c/slb/real 6

            ena

            port INT6

    /c/slb/real 7

            ena

            port INT7

    /c/slb/real 8

            ena

            port INT8

    /c/slb/real 9

            ena

            port INT9

    /c/slb/real 10

            ena

            port INT10

    /c/slb/real 11

            ena

            port INT11

    /c/slb/real 12

            ena

            port INT12
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    Defining three separate server load balancing groups

    Define each of the SLB groups and add the real servers for that application into the same group by running the commands shown in Example 2-13.

    Example 2-13   Add real servers to an SLB group
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    /c/slb/group 1

            add 1

            add 2

            add 3

            add 4

    /c/slb/group 2

            add 5

            add 6

            add 7

            add 8

    /c/slb/group 3

            add 9

            add 10

            add 11

            add 12
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    You can now work with each application set of servers as individual groups.

    Defining three server load balancing applications

    Create application managers for the groups that you defined in “Defining three separate server load balancing groups”. Each group requires its own application manager. The default application mode is inline, where the server blades pass traffic across dual NICs. 

    Enable the remap option to force the application distribution matrix table to be always rearranged whenever there is a change of any real server state.

    Example 2-14   Create application managers for each group and define error handling
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    /c/slb/app 1

            group 1

    /c/slb/app 1/errhand

            remap ena

    /c/slb/app 2

            group 2

    /c/slb/app 2/errhand

            remap ena

    /c/slb/app 3

            group 3

    /c/slb/app 3/errhand

            remap ena
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    Defining three server load balancing trunks

    Create a trunk for each of the three application groups by running the commands shown in Example 2-15. This configuration uses the basic Hash Bucket algorithm with eight hash buckets per trunk. 

    Example 2-15   Add the applications to the trunks
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    /c/l2/trunk 1

            ena

            slbapp 1

    /c/l2/trunk 2

            ena

            slbapp 2

    /c/l2/trunk 3

            ena

            slbapp 3
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    Defining a bypass inter-switch trunk

    Example 2-16 shows commands used to create the bypass trunk for failover.

    Example 2-16   Create the bypass trunk for failover
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    Switch 1:

       /c/l2/trunk 10

       ena

       add EXT3

       add EXT4

    Switch 2:

    	/c/l2/trunk 10

       ena

       add EXT7

       add EXT8
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    Creating three redirection filters for the server load balancing applications and defining the bypass

    Create all ACL redirection filters to redirect all packets to each of the SLB application groups, and set the SLB application ID in the ACL target, as shown in Example 2-17.

    Example 2-17   Create ACL filters for redirection of all the packets on application error
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    /c/acl/acl 1/target/dest slbapp

    /c/acl/acl 1/target/slbapp 1

    /c/acl/acl 1/action redirect              

    /c/acl/acl 1/stats ena

    /c/acl/acl 2/target/dest slbapp

    /c/acl/acl 2/target/slbapp 2

    /c/acl/acl 2/action redirect

    /c/acl/acl 2/stats ena

    /c/acl/acl 3/target/dest slbapp

    /c/acl/acl 3/target/slbapp 3

    /c/acl/acl 3/action redirect

    /c/acl/acl 3/stats ena
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    Defining traffic handling when the application group fails

    If any one of the application group fails, traffic traverses the bypass trunk. No traffic is expected to traverse any of the application groups, so the ACL action for the inner application groups is set to the default (deny). The applist command is used to monitor the failure of either application group 1, 2 or 3, which then fires a trigger that sends traffic to go to the bypass trunk as the destination.

    Example 2-18   Define traffic handling
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    #Switch 1:

    /c/acl/acl 1/target/apperr/applist 1 2 3 

    /c/acl/acl 1/target/apperr/ptrunk 10

    /c/acl/acl 1/target/apperr/dest trunk

    /c/acl/acl 2/target/apperr/applist 1 2 3 

    /c/acl/acl 3/target/apperr/applist 1 2 3 

    #Switch 2:

    /c/acl/acl 1/target/apperr/applist 1 2 3 

    /c/acl/acl 2/target/apperr/applist 1 2 3 

    /c/acl/acl 3/target/apperr/applist 1 2 3 

    /c/acl/acl 3/target/apperr/ptrunk 10

    /c/acl/acl 3/target/apperr/dest trunk
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    Creating an ACL redirection filter group to service the application filter

    Add the filters that you created in “Defining traffic handling when the application group fails” into each group. Run the commands shown in Example 2-19 to add a filter to a group.

    Example 2-19   Add the previous filters to groups
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    /c/acl/group 1

            add 1

    /c/acl/group 2

            add 2

    /c/acl/group 3

            add 3
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    Applying the filter groups

    Apply the ACL groups to the upstream external, downstream external, and internal server ports to steer traffic to the application group by running the commands shown in Example 2-20. It is important to refer to your design to ensure that you are applying the correct filter groups to the correct interfaces.

    Example 2-20   Apply the ACL groups to interfaces
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    #Switch 1:

    /c/port INT5/acl/add grp 3

    /c/port INT6/acl/add grp 3

    /c/port INT7/acl/add grp 3

    /c/port INT8/acl/add grp 3

    /c/port INT9/acl/add grp 2

    /c/port INT10/acl/add grp 2

    /c/port INT11/acl/add grp 2

    /c/port INT12/acl/add grp 2

    /c/port EXT1/acl/add grp 1

    /c/port EXT2/acl/add grp 1

     

    #Switch 2:

    /c/port INT1/acl/add grp 2

    /c/port INT2/acl/add grp 2

    /c/port INT3/acl/add grp 2

    /c/port INT4/acl/add grp 2

    /c/port INT5/acl/add grp 1

    /c/port INT6/acl/add grp 1

    /c/port INT7/acl/add grp 1

    /c/port INT8/acl/add grp 1

    /c/port EXT9/acl/add grp 3

    /c/port EXT10/acl/add grp 3
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    The second switch

    Now that the first switch is configured, the second switch can be configured in the same manner. This configuration should then allow all incoming and outgoing network traffic to flow in and out of the iFlow Director switch, passing through each of the application server groups and then off into the network.
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IBM iFlow Director V2.0 and Multi-Chassis V1.0

    Chapter 1, “Introduction to IBM iFlow Director” on page 1 of this publication presented general information about the iFlow Director and its different versions. IBM iFlow Director V1.2 is further described in Chapter 2, “IBM iFlow Director V1.2” on page 11. This chapter focuses on iFlow Director V2.0 and Multi-chassis (MC) V1.0, which are based on Layer 3 hashing.

    3.1  iFlow Director V2.0: Layer 3 operational mode

    iFlow Director V2.0 can operate in Layer 2 or Layer 3 mode. iFlow Director V2.0 is designed for Layer 3 with an IP network identity present. Using Layer 3 mode, the hashing is more refined, using up to 256 hash buckets for load-balancing. Although iFlow Director V2.0 contains Layer 2 mode, it does not have the fully functional Layer 2 features that Version 1.x has. It is better to use the latest version of iFlow Director V1.x for Layer 2 mode.

    If you need Layer 2 mode only, then use latest version of iFlow Director V1.x. If you need Layer 3 mode, then use latest version of iFlow Director V2.x.

    The Multi-Chassis (MC) version enhances Version 2.0 so that you can use more than one chassis with the iFlow Director features. We describe this version in 3.3, “iFlow Director Multi-Chassis V1.0” on page 46.

    3.1.1  iFlow Director V2.0 features and improvements

    iFlow Director V2.0 provides the following features:

    •256 hash buckets to offer better load balancing granularity.

    •An 8-bit hash is computed over that entire IP address. For example, assume IP address A.B.C.D, hash is calculated as A XOR B XOR C XOR D. This function is ideal for randomizing IP addresses over a bucket range.

    •A server failover is automatically handled inside the hash algorithm.

    •There is switch redundancy through VRRP.

    •It supports policy-based routing (PBR) and dynamic routing protocols.

    3.1.2  How Layer 3 hashing works

    Network applications, such as web caches, web proxy, content gateways, and video transcoding service devices, are hosted on application-specific devices. These single-purpose appliances process traffic inline at the network perimeter and within the core networks. To meet capacity requirements, iFlow Director consolidates the functions of stand-alone appliances, load-balancers, and Ethernet switches into an IBM BladeCenter chassis, as shown in Figure 3-1. Each “App” server inside the chassis could be any stand-alone appliance, dedicated server, or group of appliances with its own needs to redirect the traffic.
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    Figure 3-1   Application network with iFlow Director

    The IBM BladeCenter H or HT chassis with iFlow Director is deployed between the internal client network and the Internet. A wireless mobile phone client network is used throughout this chapter as an illustration, but it could be any network.

    The iFlow Director steers traffic from the client network and the Internet to the application blades. When traffic from the applications blades comes back to the switch, the iFlow Director routes the traffic to the appropriate client destination or Internet destination using either standard routing (through static routes or OSPF) or policy-based routing (through VLANs).

    For redundancy, dual iFlow Director switches may be deployed (as shown in Figure 3-1) using VRRP. One switch is active and the other is a backup, taking over in case of a component or link failure.

    An example of the Layer 3 hashing process

    A typical iFlow Director scenario works as follows:

    1.	Both the access router and edge router are configured with the iFlow Director as their next hop gateway.

    2.	Client traffic to the Internet enters from the mobile phone network. For example, a data request from a user mobile device is collected by a backhaul network and forwarded to the mobile phone access router. The access router then forwards the traffic to the iFlow Director as the next hop toward the Internet.

    3.	An SLB ACL filter on the iFlow Director distributes client traffic to a preconfigured SLB application group, which is an aggregation of individual blade servers that run a common application, such as a web cache, firewall, or intrusion detection system (IDS). The traffic is load-balanced among the servers in the application group by using a hash algorithm based on the client Source IP (SIP). Depending on the application, the Destination IP (DIP) may be used instead.

    4.	The selected application server processes the intercepted client request and responds accordingly, either with a response to the original client or a request to the Internet or another network destination.

    5.	When the traffic leaves the application group, it arrives at the internal port of the iFlow Director, which forwards the traffic to the Internet using either standard routing (static routes or OSPF) or using policy-based routing. 

    6.	Internet traffic, such as responses to client requests, enters from the Internet. The edge router forwards this traffic to the iFlow Director as the next hop to the client network. 

    7.	Another SLB ACL filter on the iFlow Director redirects the Internet traffic to the application group. To maintain flow persistency, the hash algorithm uses the Destination IP (DIP) for return traffic, ensuring that traffic from or to the same client IP address is sent to the same server in the application group. Depending on the application, the Source IP (SIP) may be used instead. 

    8.	The selected application server processes the intercepted Internet response and responds to the original client.

    9.	When the response traffic leaves the application group, it arrives at the internal port of the iFlow Director, which forwards the traffic to the client using either standard routing (static routes or OSPF), or using policy-based routing.

    10.	If a server fails, existing flows from the failed server are processed by other servers in the application group.

    11.	For additional redundancy, a second iFlow Director can be used in the IBM BladeCenter chassis and the hash table is synchronized using VRRP. One switch is active and the other is a backup, taking over in case of a component or link failure.

    3.2  Use case examples

    Because the iFlow Director solution is flexible, almost all imaginable scenarios can be implemented. In this section, we describe some of the most common and useful scenarios, which are the SLB, the routing features, and the high availability configurations.

    3.2.1  Server load balancing 

    A typical deployment scenario could be the one described in Figure 3-2. As you can see, there are two switches represented in the picture identified as “iFlow Director Switch”. These switches are IBM 10 Gb embedded switches for BladeCenter with the iFlow Director code on them. The “SRV” boxes between them represent the blade servers inside the chassis. The other elements in the left and right of the picture are external L2 switches (two per network for redundancy) and routers connected to them.
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    Figure 3-2   Generic iFlow Director V2.0 deployment

    The blue dashed lines represent iFlow traffic: The traffic goes from the mobile phone network on the left side of the picture, to the L2 switch on the left, then to the first iFlow Director switch in the chassis, to the first blade, then back to the second L2 switch on the right, and then to the second router on the right.

    With SLB, the switch can balance network traffic among a pool of available application blades. iFlow Director uses a configurable hash algorithm to perform wire speed SLB for an application group with up to 14 servers.

    SLB provides the following benefits:

    •Increased efficiency: The switch is aware of the shared services provided by your application group and can then balance user traffic among the available servers.

    •Increased reliability: If any server in an application group fails, the remaining servers continue to provide access to vital applications and data.

    •Increased scalability: As users are added and the server pools capabilities are saturated, servers can be added to the application group transparently.

    Identical content must be available to each server in the application group. For example:

    •Static applications and data can be duplicated on each real server in the 
application group.

    •Each real server has access to the same data through a shared file system or back-end database server.

    In Figure 3-3 on page 34, we can see an example scenario of a single application group with SLB deployment using two IBM 10 Gb embedded switches in a BladeCenter H chassis.

    iFlow Director V2.0 supports two modes of SLB application groups, when configured in Layer 2 mode:

    •Legacy mode: To operate as Layer 2 mode of iFlow Director V1.2:

     –	Eight hash buckets per SLB application group.

     –	Maximum up to eight blades per application group.

     –	Multiple SLB application groups per chassis.

    •Expanded mode: To operate as Layer 2 mode of iFlow Director V1.2:

     –	64 hash buckets of SLB application group.

     –	No minimum, or maximum, amount of application limitation. iFlow Director uses the Expanded mode if the number of blades is greater than eight.

     –	Only one SLB group application per chassis.

    In Layer 3 mode, there is only one application group that can be supported. There is no need to configure Legacy or Expanded mode. It uses 256 hash buckets for load-balancing an SLB application group.

    Basic Layer 3 hashing configuration

    In this section, we describe how to perform a basic configuration based on a simplified SLB example. We use the architecture described in Figure 3-3 to explain how the Layer 3 hashing configuration works. In our case, we use Source IP (SIP) from the client network to the Internet. The return path uses Destination IP (DIP) hashing to make sure that the traffic goes to the correct server.
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    Figure 3-3   Simplified server load balancing example

    In this simplified example, a single iFlow Director is placed between the client network and the Internet. The iFlow Director is configured with an application group made of three blade servers that run one specialized software application (such as a web cache). The external access router is connected directly to the iFlow Director on the external port EXT1. An SLB ACL on this port performs load balancing based on a hash of the client’s SIP address. For traffic that comes in the other direction, as from the edge router connected on the external port EXT2, load balancing is based on a hash of the DIP. 

    Because the SIP of a client request is the same as the DIP of the corresponding Internet response, the same blade server is selected to process both directions of traffic for any particular client, maintaining session persistence.

    In this scenario, the iFlow Director must be configured with the following elements:

    •Network interfaces and port link behavior.

    •SLB settings for the blade servers that participate in the application group.

    •SLB ACLs for directing client and Internet traffic to the application group.

    •Routing, so that resulting traffic from the application group can be forwarded to the appropriate destination.

     

    
      
        	
          Router configuration: The access router and the edge router must be configured appropriately, with the iFlow Director as their next hop gateway according to the direction of the traffic.

        
      

    

    Define the switch IP interface. In this example, we use IPv4 interfaces, but iFlow Director V2.0 supports IPv6 as well. In our case, the interface was the first one, with IP address 169.254.0.1 and network mask 255.255.255.0, as show in Example 3-1.

    Example 3-1   Define the IP interface

    [image: ]

    /cfg/l3/if 1

    addr 169.254.0.1

    maskplen 255.255.255.0

    ena
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    We now have the first interface of the switch configured with the IP address that we use.

    Now, configure the IP interface for the client network and internet connected to the switch. In our case, that would be interface 2, with IP 192.168.1.1 and netmask 255.255.255.0, and interface 3, with IP 172.20.1.1 and netmask 255.255.0.0. The commands used to accomplish this task are shown in Example 3-2. In this phase, we configure the VLANs of the different ports as well to simplify the later configuration and produce better routing. We define the VLAN 10 for the internal network, and the VLAN 20 for the Internet.

    Example 3-2   Define IP addresses for internal network and the Internet
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    /cfg/l3/if 2

    addr 192.168.1.1

    maskplen 255.255.255.0

    vlan 10

    ena

     

    /cfg/l3/if 3

    addr 172.20.1.1

    maskplen 255.255.0.0

    vlan 20

    ena
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    This configuration is done in Layer 3, and we use the command line when using the “l3” set 
of commands. 

    In this scenario, we use the following configuration in addition to the basic configuration, because by configuring VLANs, we simplify the routing later. The first step for the VLAN configuration is to add the VLANs, as shown in Example 3-3.

    Example 3-3   Add the VLANs
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    /cfg/vlan 10

    ena

    add INT1-INT3

    add EXT1

    /cfg/vlan 20

    ena

    add INT1-INT3

    add EXT2
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    We now have one VLAN assigned to each of the three interfaces that we already configured in Example 3-2 on page 35. We now perform the same procedure for the external ports, and the resulting configuration looks similar to Example 3-4.

    Example 3-4   Add VLAN settings for the external ports
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    /cfg/port EXT1

    pvid 10

    tag ena

    /cfg/port EXT2

    pvid 20

    tag ena
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    The two external ports are now assigned to their respective VLANs. After this step in done, we can now configure the port link behavior for the external network ports. In our case, we used the floodblk option, as shown in Example 3-5.

    Example 3-5   Define options for external ports
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    /cfg/port EXT1/floodblk ena

    /cfg/port EXT2/floodblk ena
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    The port flooding is enabled in the external ports of our configuration. Now we can configure the port link behavior for the internal ports that are connected to the application servers in the chassis. These servers are the ones that process the traffic and perform any actions defined by the application. In our case, we define the ports to 10 Gb and disable the flow control, as shown in Example 3-6.

    Example 3-6   Internal ports configuration
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    /cfg/port INT1

    gig

    fctl none

    speed 10000

    auto off

    /cfg/port INT2

    gig

    fctl none

    speed 10000

    auto off

    /cfg/port INT3

    gig

    fctl none

    speed 10000

    auto off
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    In our case, only three internal ports were used. A real life environment can be a full chassis with all the ports needed for the deployment you define. 

    So, we have the internal and external ports of the switch configured, and in our environment, we use three blades inside the chassis, in slots 1 - 3. To enable the SLB feature, we run the commands show in Example 3-7 and define the method that is used (in our case, the Equal Cost Multi-Path (ECMP) method).

    Example 3-7   LB enablement
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    /cfg/slb/on

    	method ecmp
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    The SLB is now enabled using the ECMP method.

     

    
      
        	
          ECMP: The ecmp setting is the default and does need to be explicitly configured unless switch settings were previously altered. Also, the ecmp setting (Layer 3 hashing) and the trunk setting (transparent hashing) are mutually exclusive. When ecmp is selected, transparent hashing is not supported.

        
      

    

    We need to define a real server per internal port in the chassis, so that the servers participate in the application group. Example 3-8 shows the commands that we run to accomplish 
this task.

    Example 3-8   Define real servers for the application group
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    /cfg/slb/real 1

    ena

    port INT1

    rip 169.254.0.11

     

    /cfg/slb/real 2

    ena

    port INT2

    rip 169.254.0.12

     

    /cfg/slb/real 3

    ena

    port INT3

    rip 169.254.0.13
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    An SLB group must be defined, and the three real servers that we previously created must be included into the group. Example 3-9 shows the commands that we run to accomplish 
this task.

    Example 3-9   Add real servers to the application group
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    /cfg/slb/group 1

    add 1

    add 2

    add 3
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    We have now a group that contains the three real servers, and we indicate the preferred health check method that we use. In our case, we use HTTP protocol health check, which consists of an HTTP request to the application group, to see if the group is able to answer an HTTP request. The health check is defined as described in Example 3-10. An index.html file must be in the root directory of the HTTP web server. This html file is small enough to save bandwidth, as it is being used for the server to send to the switch at the defined health check interval.

    Example 3-10   Health check configuration
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    /cfg/slb/group 1

    health http

    content "index.html"

    svport 80
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    iFlow Director supports different kinds of health checks, and the health checks can be performed by using various mechanisms, such as ping, ARP, and TCP characteristics 
and scripts. 

    The following server health checks are available in iFlow Director:

    •ICMP ping

    •TCP

    •TCP script-based health checks

    •Application-specific health checks with configurable TCP port numbers (for example, HTTP could use port 8080 instead of 80), which includes:

     –	HTTP

     –	HTTP head message

     –	SSL 

     –	SMTP

     –	SIP-register

     –	DNS 

     –	ARP 

    For simplification reasons, we use a basic HTTP health check. There can be a scenario where you define more complex scripts that handle answers from the server side after one specific request that comes from the switch, such as an HTTP answer, one ARP answer, or SIP initiations. 

    After we define our method, we must add the SLB group to the application group by using the command shown in Example 3-11.

    Example 3-11   Add an SLB group to an application group
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    /cfg/slb/app 1

    group 1
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    The next step is to define the ACLs needed for the application group and the SLB group. The first one is the one for the client network. To accomplish this task, we follow the instructions shown in the Example 3-12. As you can see, we define a destination for the SLB application group, and then a redirection.

    Example 3-12   Define an ACL filter for the client network
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    /cfg/acl/acl 10/target

    dest slbapp

    slbapp 1

    /cfg/acl/acl 10

    action redirect

    stats ena
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          ACL configuration: In this example, only the IPv4 ACLs are configured. iFlow Director also supports IPv6 ACLs, but only when the action is permit, deny, or setprio.

        
      

    

    We use the ECMP hash metric, so we must define it to use the Source IP for the client network traffic with the ehash target. We accomplish this task by using the shown in Example 3-13, where we choose the ehash method.

    Example 3-13   Define the ECMP hash metric
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    /cfg/acl/acl 10/target/ehash

    sip enabled

    dip disabled
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    When this step is done, we must define another ACL group for the SLB filter. We add the ACL group 1 to the filter 10 that was previously defined, as shown in Example 3-14.

    Example 3-14   Define an ACL group for the SLB filter
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    /cfg/acl/group 10

    add 10
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    Now we are ready to apply the ACL group to the client port so that we can steer traffic to the application group. To accomplish this task, we use the command shown in Example 3-15.

    Example 3-15   Apply the ACL group
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    /cfg/port EXT1/acl

    add grp 10
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    The switch prevents you from adding an SLB ACL filter directly to any switch port, which is why the ACL must be added indirectly through the ACL group.

    We can now define the SLB ACL filter for the Internet side of the traffic. To accomplish this task, we use the commands defined in Example 3-16.

    Example 3-16   Define an SLB ACL filter for the internet traffic
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    /cfg/acl/acl 20/target

    dest slbapp

    slbapp 1

    /cfg/acl/acl 20

    action redirect

    stats ena
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    We define the ECMP hash metric to use the DIP for the internet traffic. In Example 3-17, you see that we disable the source IP and enable the destination IP.

    Example 3-17   Define the ECMP hash metric for Internet traffic
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    /cfg/acl/acl 20/target/ehash

    sip disabled

    dip enabled
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    After this step, the ACL maintains the session persistence by ensuring that the return traffic (from the Internet to the client) is directed to the same application server that originally handled the client’s request. 

    We need to define an ACL group to service the SLB filter defined previously. We accomplish this task by issuing the commands shown in Example 3-18, where we add the ACL to the group that we previously defined.

    Example 3-18   Define the ACL group to service the SLB filter
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    /cfg/acl/group 20

    add 20

    [image: ]

    To finish the procedure, we must apply the ACL group to the Internet port so that the switch can steer the traffic to the application group. We accomplish this task by running the commands shown in Example 3-19, where we assign the ACL to the external port EXT2 and then we add the corresponding group.

    Example 3-19   Apply the ACL group to the corresponding external port
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    /cfg/port EXT2/acl

    add grp 20
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    To complete the configuration and make it usable, we must define the appropriate network routing, as described in 3.2.2, “Routing” on page 41. Before we perform that task, we must define some VLANs that are independent of our routing method.

     

    
      
        	
          Server host port bonding: You must configure bonding in your server host ports in order to be able to use these features of iFlow Director. Because the bonding configuration is not in the scope of this paper, see appropriate documentation to complete this configuration, and then connect the server to the switch.

        
      

    

    Configure the VLAN router as shown in Example 3-20.

    Example 3-20   Configure the VLAN router
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    /cfg/slb/vrouter/router 10

    ena

    router 192.168.1.2

    vlan 10

    pbr dis

    /cfg/slb/vrouter/router 20

    ena

    router 172.20.1.2

    vlan 20

    pbr dis
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          Important: The pbr is disabled in Example 3-20.

        
      

    

    In our case, there are two routers: one for the mobile phone network and another for the internet network.

     

    
      
        	
          IPv6 support: For IPv6 support, instead running the router command, run router6 to set the IPv6 address and ipver to specify the IPv6 operation.

        
      

    

    3.2.2  Routing

    iFlow Director supports the following options for routing traffic from the application servers to the appropriate client or Internet destination:

    •Standard routing using IPv4 or IPv6 static routes

    •Standard routing using IPv4 OSPF or IPv6 OSPFv3

    •Policy-based routing for IPv4 and IPv6 using VLANs

    These routing features may be used in combination.

    Static routes

    Static routes are a standard Layer 3 routing feature. Using this feature, you can define forwarding routes as follows:

    •For IPv4 networks:

    >> # /cfg/l3/route/add <destination> <mask> <gateway> [<interface>]

    •For IPv6 networks:

    >> # /cfg/l3/route6/add <destination> <prefix length> <gateway> [<interface>]

    These commands specify that all traffic to the destination network (the range formed by the destination network IP address and mask or prefix) is forwarded through the designated route address. Using our example, shown in Figure 3-3 on page 34, IPv4 static routes are configured as shown in Example 3-21.

    Example 3-21   Static routes configuration
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    /cfg/l3/route

    add 10.0.0.0 255.255.0.0 192.168.1.2

    add 201.0.0.0 255.255.255.0 172.20.1.2

    apply

    save
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    In our case, we define the IP address 192.168.1.2 for the mobile phone network router, and the 172.20.1.2 for the Internet router. With this configuration, traffic to the client network (10.0.0.0/16) is forwarded through the access router (192.168.1.2), and traffic to the Internet (201.0.0.0/24) is forwarded through the edge router (172.20.1.2).

     

    
      
        	
          Static routing: When static routing is used with policy-based routing, the pbr option must be disabled (see “Policy-based routing” on page 42).

        
      

    

    OSPF routing

    OSPF is another standard Layer 3 routing feature. For detailed information about OSPF, see your full product documentation. The documentation can be found at:

    http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5080917

    Policy-based routing

    iFlow Director can perform Layer 3 routing for traffic from the application servers, based on VLAN policies that we define for our scenario. This task is accomplished by configuring a VLAN router and assigning a forwarding route to each of the participating VLANs. Different VLAN/route combinations can be configured for different destination networks, such as the client network, the Internet, or another internal server that runs a different application, as in our example, which is described in Figure 3-3 on page 34.

    The application server can control the destination of outbound traffic by altering the traffic’s VLAN. Then, when the iFlow Director receives traffic from the application server, the switch examines each packet’s VLAN, looks up the route assigned for that VLAN, and forwards the traffic accordingly. Policy-based routing takes precedence over other configured static routes or OSPF routing.

    To help servers resolve their next hop for each VLAN, the switch responds to IPv6 Neighbor Discovery (ND) solicitation and IPv4 ARP requests.

    To use policy-based routing for the example shown in Figure 3-3 on page 34 (instead of static routes, as shown in “Static routes” on page 41), we assume that the client network is assigned to VLAN 10 and the Internet is assigned to VLAN 20.

     

    
      
        	
          Preferred practice: Always define the VLANs in the basic configuration as explained in “Basic Layer 3 hashing configuration” on page 34. This configuration is why the static routing part shown here is simpler.

        
      

    

    We configure the VLAN router as shown in Example 3-20 on page 40.

    Example 3-22   Configure the VLAN router
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    /cfg/slb/vrouter/router 10

    ena

    router 192.168.1.2

    vlan 10

    pbr ena

    /cfg/slb/vrouter/router 20

    ena

    router 172.20.1.2

    vlan 20

    pbr ena

    /cfg/slb/vrouter/mapping ena
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    In our case, there are two routers: one for the mobile phone network and another for the internet network.

     

    
      
        	
          Important: The pbr here is enabled.

        
      

    

    Because we already configured the VLANs in our basic configuration, we need only to apply and save, as shown in Example 3-23.

    Example 3-23   Apply and save the configuration
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    apply

    save
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          Note: Two useful information commands that you can use to learn the status of your iFlow Director configuration are:

          •ECMP (/info/slb/ecmp) displays the hash table objects.

          •Binding (/info/slb/bind <IPv4 address> or /info/slb/bind6 <IPv6 address>) returns the internal port number that the hash selects for the specified IP address.

        
      

    

    3.2.3  High availability

    iFlow Director includes high availability features, such as:

    •Virtual Router Redundancy Protocol (VRRP) for placing dual iFlow Director switches in an active-standby configuration.

    •Server health-checks (ping, ARP, HTTP, TCP, and TCP-script) for rapid failure detection in IPv4 or IPv6 networks.

    •Failover options, which distribute flows from a failed blade to other active blades.

    These features, coupled with industry-leading BladeCenter hardware innovations (redundant midplane, redundant power domains, and redundant management modules for platform monitoring) improve the overall system reliability for enterprise, data center, and carrier 
grade deployments.

    iFlow Director could replace a set of external load balancers and switches to fully integrate the load balancing features with VRRP in the chassis. If you use this solution, iFlow Director requires less hardware in the final solution with less complexity and better performance, because the switches inside the BladeCenter H and HT chassis operate at 
wire speed.

    Using Virtual Router Redundancy Protocol for iFlow Director redundancy

    Where high-availability networks are required, dual iFlow Directors can be installed in the BladeCenter chassis. When using VRRP, one switch is in active mode and the other switch is in standby mode, ready to take over from the active switch if there is a component or 
link failure.

    The example architecture shown in Figure 3-4 has two iFlow Director switches in the chassis, one configured as active and the second one configured as backup.

    [image: ]

    Figure 3-4   VRRP example architecture

    When a VRRP configuration is enabled, the access router and edge router should use the iFlow Director virtual router (VIR) address as the next hop, instead of the switch IP 
interface address.

    VRRP configuration is explained in the product documentation that can be found at:

    http://www.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5080917

    Layer 3 table synchronization

    iFlow Director can be configured to automatically synchronize the hash across two peer switches in a redundant, VRRP environment. Both switches must have the same port memberships, and both must have the same Layer 3 health check type. When hash synchronization is enabled, VRRP advertisement packet is used to match the standby switch’s hash table to the hash table of the active switch. Synchronization is performed periodically, or whenever the active switch changes its hash table.

    The command shown in Example 3-24 must be run on each switch to enable 
hash synchronization.

    Example 3-24   Enable hash synchronization
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    /cfg/slb/sync ena
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    VRRP tracking extensions

    iFlow Director uses the VRRP election process to determine which switch is the master and which is the standby. This election process is based the priority value assigned to each switch. Normally, this priority value is assigned by the administrator to indicate that a specific switch performs as the master.

    However, depending on the network, there may be situations where the master is still operational even though it loses access to an important next-hop router or loses connection on all of its uplink ports. In such situations, it can be useful to preempt the election and promote the standby switch to take over.

    To ensure that the master switch offers optimal network performance to neighboring devices, VRRP tracking allows the preconfigured priority value to be dynamically modified by the switch according to various switch health criteria. In addition to regular VRRP tracking options, such as IP interfaces and physical ports (see the switch documentation for details), iFlow Director permits tracking for multiple port groups and for next-hop routers. 

    VRRP priority tracking can be configured from the Virtual Router Group Priority Tracking menu (/cfg/l3/vrrp/group/track).

    Port group tracking

    Although standard VRRP permits the tracking of the physical ports within the VLAN of a particular IP interface, it might be preferable to configure iFlow Director to track a set of ports regardless of the VLAN. This configuration is useful when using the VRRP Virtual Router Group feature, because virtual router instances may belong to different VLANs. It may also be used to assist failover when all ports for a particular service or function are lost, though other ports remain active.

    iFlow Director supports tracking two port groups. The switch’s priority value is increased by a configurable amount for each active port in each group. However, to assist failover in the event either group is compromised, if all ports in one or both groups are down, the switch’s priority value is reduced to its original base priority value.

    Router tracking

    iFlow Director supports tracking routers. The switch’s priority value is increased by a configurable amount for each reachable adjacent, next-hop router. This feature is useful for assisting failover when the master switch is up, but loses router access. The base priority is increased for each available router on the access or Internet side of the network. However, if all routers on one or both sides are down, the switch’s priority value is reduced to its original base priority value.

    Port group and router tracking combination

    Port group tracking and router tracking can be used in combination. When both features are enabled, the base priority value is increased by the configured weights for each port and router, if at least one item is available in each configured port group or router zone. If any configured group has zero items, the switch’s priority value is reduced to its original base priority value.

    Additional VRRP tracking considerations

    Here are some additional VRRP tracking considerations:

    •For tracking to effect virtual router selection, preemption must be enabled.

    •The virtual router priority value does not exceed 254, regardless of port group or router tracking increments.

    •Management ports cannot be included in port tracking groups.

    •Each physical port can be assigned to no more than one port tracking group. No specific port can be included in both port tracking groups.

    •If tracking ports in a trunk, all ports that belong to the same static trunk should be placed in the same port tracking group.

    •Unlike the default VLAN port tracking, port group tracking is based only upon the physical link state of the ports, not on the forwarding state. Ports that are part of a dynamic trunk are considered up when Link Aggregation Control Protocol (LACP) is up on the port. All ports of a static or dynamic trunk are considered up if at least one of the member ports 
is active.

    3.3  iFlow Director Multi-Chassis V1.0

    In August 2011, IBM introduced a new version of iFlow Director, Multi-Chassis (MC) Version 1.0. This version complements the features from Version 2.0 by including multiple chassis support. This section describes the main characteristics of MC and some of the differences with the iFlow Director V2.0 release.

    Figure 3-5 shows a basic architecture of iFlow Director MC V1.0. You can see three different IBM BladeCenter H/HT chassis connected together. The first chassis is the iFlow Director, and integrates the iFlow Director firmware into the embedded 10 Gbps switches. The second and third chassis are the expansion chassis, in which the switches have Layer 2, and the main switches with iFlow Director handle their behavior.

    [image: ]

    Figure 3-5   iFlow Director MC V1.0 example architecture

    As you can see in Figure 3-5 on page 46, iFlow MC supports multiple chassis configuration and is no longer limited to one chassis and up to 14 blades. You can now connect up to six different chassis by using this solution, which means that up to 84 blades in a single configuration are supported. Using iFlow Director MC V1.0, you can use some external ports as though they were internal ports, and expand the supported number of ports across multiple chassis.

    The maximum number of supported chassis at this moment is six. One chassis is the main iFlow Director MC controller, and the other five chassis are the expansion chassis. In terms of configuration, MC behaves as iFlow Director V2.0; the main difference is that we can define servers connected to the external ports, and access any port of the other chassis from the main iFlow Director chassis.

    3.3.1  Configuring iFlow Director MC

    The configuration of iFlow Director MC is the same as iFlow Director V2.0, as described in “Basic Layer 3 hashing configuration” on page 34. The only difference between the two versions, in terms of configuration, is that we can define the external ports in the application groups.

    One example of this configuration is shown in Example 3-25. Here we have a configuration with a real server on one internal port in the chassis and two real servers on two external ports, so we have the servers that participate in the application group, as described in Example 3-8 on page 37.

    Example 3-25   Define real servers for the application group

    [image: ]

    /cfg/slb/real 1

    ena

    port INT1

    rip 169.254.0.11

     

    /cfg/slb/real 2

    ena

    port EXT2

    rip 169.254.0.12

     

    /cfg/slb/real 3

    ena

    port EXT3

    rip 169.254.0.13

    [image: ]

    When using iFlow Director MC, the external ports must be configured in the corresponding VLANs. The other switches in all the chassis that are not the main chassis should not have any configuration other that the VLANs corresponding to the correct ports.

     

    
      
        	
          Switches: The switches in the chassis that do not have the iFlow Director MC code should have an empty configuration, and have only Layer 2 VLANs configured to the correct ports that are connected to the main chassis. iFlow Director MC controls how the other switches work, so there is no need to configure the other chassis.

        
      

    

    3.4  Hash bucket management explained

    The hash algorithm used by iFlow Director V2.0 guarantees that the maximum difference in the number of buckets assigned between any two blades is one. When a server is declared down, only the buckets that are assigned to it are redistributed to the remaining active servers. This situation avoids linear walking of sequential buckets, which enhances the randomness of bucket allocation. iFlow Director performs the bucket reallocation offline (on scratchpad tables) to ensure a clean switch over, which minimizes traffic disruption.

    3.5  Performance considerations

    Here are some performance figures for iFlow Director that are taken from tests performed in our laboratory. In Figure 3-6, in both versions of iFlow Director, the performance is almost linear, which is close to the ideal. iFlow Director performs well in the BladeCenter H and HT chassis, and all the features described in this paper do not have a significant negative impact on your environment. 

    [image: ]

    Figure 3-6   Performance comparison between iFlow Director V1.x and V2.x

    The goal of our performance test was to demonstrate the almost linear throughput of the solution by adding blades, 1 - 14, and check the impact from a single blade system to a fully populated chassis. After the tests, the total throughput was measured, and the results show that the overall solution, in both versions, scales at an almost linear level, which is ideal.

    If you are looking for a high-performance solution to distribute the load and control the flow of traffic inside a BladeCenter chassis, iFlow Director is the solution you need.

    In terms of traffic load, the switch delivers line-rate traffic to the servers. In a real deployment, depending on the type of applications that operate in the final solution, the servers dictate how much traffic flows through the system. The TCP protocol congestion control throttles flow rate according to the capability of the servers.

    The switch processor is relatively low in performance, as compared to a server processor. It can be overwhelmed with heavy management or control plane protocol processing under some circumstances. An example is when using high frequency bulk SNMP requests in the network. Another example is there are excessive high frequency ARP monitoring activities for server bonding purposes.

    Figure 3-7 shows the result of the load spreading algorithm used for the iFlow Director, which demonstrates good performance, compared to a theoretical ideal number. The different algorithms used for this comparison are the XOR on 8 bit and CRC in 16. 

    [image: ]

    Figure 3-7   Average per server utilization benchmark results

     

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this paper.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in 
softcopy only. 

    •10 Gigabit Ethernet Implementation with IBM System Networking Switches, SG24-7960

    •IBM BladeCenter Products and Technology, SG24-7523
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    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Other publications

    These publications are also relevant as further information sources:

    •IBM iFlow Director User's Guide V1.2:

    https://www-304.ibm.com/support/docview.wss?uid=isg3T7000325

    •IBM iFlow User's Guide V1.2.1:

    https://www-304.ibm.com/support/docview.wss?uid=isg3T7000407

    •Additional IBM iFlow manuals or documentation (registration required) 

    https://ses.bladenetwork.net

    Online resources
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    •IBM iFlow Director:

    http://www.ibm.com/systems/networking/software/iflow.html 

    •IBM iFlow Director Data Sheet:

    http://public.dhe.ibm.com/common/ssi/ecm/en/qcd03005usen/QCD03005USEN.PDF
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