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Preface

This IBM® Redbooks® publication describes the features and functions of the latest IBM z®
platform members, built with the IBM Telum processor, the IBM z16 A02 and IBM z16 AGZ ™.
It includes information about the IBM z16 A02 and IBM z16 AGZ processors design, I/O
innovations, security features, and supported operating systems.

The IBM Z platform is recognized for its security, resiliency, performance, and scale, and it is
relied on for mission-critical workloads and as an essential element of hybrid cloud
infrastructures. The new members of the IBM Z generation, the IBM z16 A02 and IBM z16
AGZ, add more capabilities and value with innovative technologies that are needed to
accelerate the digital transformation journey.

The IBM z16 A02 and IBM z16 AGZ are a state-of-the-art data and transaction systems that
deliver advanced capabilities, which are vital to any digital transformation. The IBM z16 A02
and IBM z16 AGZ are designed for enhanced modularity in an industry standard footprint,
offerning clients the choice of factory frame (IBM z16 A02) or rack mount configuration (IBM
z16 AG2Z2) to install in their own datacentar rack infrastucture. These systems excel at the
following tasks:

Al inference with Integrated Accelerator for Atrtificial Intelligence
Making use of multicloud integration services

Securing data with pervasive encryption

Accelerating digital transformation with agile service delivery
Transforming a transactional platform into a data powerhouse
Getting more out of the platform with IT Operational Analytics
Accelerating digital transformation with agile service delivery
Revolutionizing business processes

Blending open source and IBM Z technologies

VVYyVYVYYVYVYYVYY

This book explains how these systems use new innovations and traditional IBM Z strengths to
satisfy growing demand for cloud, analytics, and open source technologies. With the IBM z16
AO02 or IBM z16 AGZ as the base, applications can run in a trusted, reliable, and secure
environment that improves operations and lessens business risk.
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Introduction and overview

The IBM Z platform is recognized for its long-standing commitment to delivering best-of-breed
security, resiliency, performance, and scalability. IBM Z platform is relied on for mission-critical
workloads and as an essential element of hybrid cloud infrastructures.

This IBM® Redbooks® publication introduces the latest members of the IBM Z family,
available in two new configuration options:

» IBMz16 A02
» IBM z16 AGZ

The IBM z16 A02 and IBM z16 AGZ align with the American Society of Heating,
Refrigerating, and Air-Conditioning Engineers (ASHRAE) Class A3 data center guidelines
and is available in two different configuration options:

» The IBM z16 A02 is built with an IBM 19-inch format single frame. There are four
orderable features: Max5, Max16, Max32, and Max68.

» The IBM z16 AGZ is a rack mount configuration that allows the core compute, 1/0 and
networking features to be installed into and powered by a client-designated rack with
power distribution units (PDUs), respectively. The rack mount options are under a
combined AGZ warranty umbrella and orderable as: Max5, Max16, Max32, and Max68.

The IBM z16 A02 and IBM z16 AGZ ensure continuity and upgradeability from the IBM z15
T02 and IBM z14 ZR1.

The IBM z16 family (IBM z16 A01, IBM z16 A02 and IBM z16 AGZ) are the first IBM Z
systems built with the IBM Telum processor!. It is designed to help businesses:

» Create value in every interaction and to optimize decision making, with the on-chip
Artificial Intelligence (Al) accelerator. The Accelerator for Al can deliver the speed and
scale required to infuse Al inferencing into workloads with no impact on service delivery.

» Act now to protect today's data against current and future threats with quantum-safe
protection out of the box through quantum-safe cryptography APIs and crypto discovery
tools.

» Enhance resiliency with flexible capacity to dynamically shift system resources across
locations to proactively avoid disruptions.

' IBM Telum Processor: the next-gen microprocessor for IBM Z and IBM LinuxONE
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» Modernize and integrate applications and data in a hybrid cloud environment with
consistent and flexible deployment options to innovate with speed and agility.

» Reduce cost and keep up with changing regulations through a solution that helps simplify
and streamline compliance tasks.

Businesses worldwide in every industry are investing in digital transformation, with the rate
and pace increasing over the past several years. The IBM z16 A02 and IBM z16 AGZ are built
for hybrid cloud. It can help expedite your transformation with new on-chip Al acceleration to
enable decision velocity, quantum-safe technologies designed to help protect your business
now and into the future, a flexible infrastructure to meet the resiliency and compliance
demands of a constantly changing environment, and capabilities to accelerate modernization
and delivery of additional services.

The pandemic accelerated the rate and pace of the digital transformation journey, which
caused most companies to find novel ways to sustain operations while unlocking new
opportunities and increasing innovation.

To move the business forward while continuing to maintain the necessary levels of resiliency,
compliance, and sustainability, a secure infrastructure with more flexibility and agility is
needed. The latest members of the IBM Z family, the IBM z16 A02 and IBM z16 AGZ, can
help with these new demands through accelerated Al, cyber resiliency, a modernized hybrid
cloud, and sustainability.

This chapter describes the basic concepts and design considerations around IBM z16 A02
and z16 AGZ:

» 1.1, “Design considerations” on page 3

» 1.2, “IBM z16 A02 and IBM z16 AGZ highlights” on page 6

» 1.3, “IBM z16 A02 and IBM z16 AGZ technical overview” on page 10
» 1.4, “Hardware management” on page 18

» 1.5, “Reliability, availability, and serviceability(RAS)” on page 19
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1.1 Design considerations

More than any other platform, the IBM z16 A02 and IBM z16 AGZ offer a high-value
architecture that can satisfy the growing demands that are driven by the pace of digital
transformation, such as:

>

IBM Secure Execution for Linux®: A second-generation hardware-based security
technology designed to provide scalable isolation for individual workloads to help protect
them from not only external attacks, but also insider threats. It can help protect and isolate
workloads on-premises, or on IBM Z hybrid cloud environments.

New processor Chip design: The IBM z16 A02 and z16 AGZ, built with the IBM Telum
(TM) processor, provide dedicated on-chip accelerators to enable real-time Al inferencing
imbedded at scale in transactional workloads.

IBM Single Frame or Customer designated rack: The new IBM z16 is available as a 19"
IBM single frame with IBM iPDUs (IBM z16 A02), or as a rack mount for client-defined data
center racks for new location spaces (IBM z16 AGZ). The power option for the rack mount
configuration are client-provided PDUs / power management with DCIM sustainability tool
integrations that meets systems specifications.

Quantum Safe: Protect data with IBM z16 A02 and IBM z16 AGZ, the industry's first
quantum-safe system. The Crypto Express8S card offers quantum-safe APls that provide
access to quantum-safe algorithms. Quantum-safe cryptography refers to efforts to
identify algorithms that are resistant to attacks by both classical and quantum computers.

Flexible Capacity: Proactively avoid disruptions and manage capacity and workloads
with enhanced Flexible Capacity for Cyber Resiliency, enabling the shift of production
workloads between participating IBM z16 A02 and IBM z16 AGZ systems at different sites
that remain operational at the target site for up to one year.

Hybrid Cloud platform: Accelerate application modernization and IT automation with
IBM Z and Cloud Modernization Stack to connect, provision, and manage z/OS systems
across the hybrid cloud with Red Hat OpenShift.

System Recovery Boost: The enhancements can provide boosted processor capacity
and parallelism for specific events. Client-selected middleware starts and restarts may be
boosted to expedite recovery for middleware regions and restore steady-state operations
as soon as possible. SVC dump processing and HyperSwap configuration load and reload
may be boosted to minimize the impact to running workloads.

Z/OS Validated Boot: With IBM z16 AO2 and IBM z16 AGZ and accompanying z/OS V2.5
operating system support, IBM is providing optional basic support for performing a
Validated Boot (IPL) of z/OS systems, using IPL volumes defined and built on ECKD
DASD devices.

Linux® Secure Boot: IBM z16 A02 and IBM z16 AGZ are designed to extend Linux
secure boot capabilities to Linux IPL Volumes built on ECKD devices, in addition to
existing support for secure boot from SCSI/FBA devices and allows client-provided
validation certificates provided through the SE/HMC to be used for validation purposes
during Linux secure boot. z/VM 7.3 has been enhanced to add support to securely boot a
Linux guest.

IBM Z Security and Compliance Center: Simplify compliance and help reduce risk with
IBM Z Security and Compliance Center, a centralized, interactive dashboard with
out-of-the-box profiles specifically built for regulatory requirements that you can use or
customize to accommodate or establish your regulatory framework.

Sustainability: The IBM z16 A02 and IBM z16 AGZ are key contributors to a sustainable
data center with transparency through PAIA product carbon footprint reportsz,

Chapter 1. Introduction and overview 3



partition-level power monitoring through the new HMC Environmental Dashboard and
enhanced Web Service API, and power reporting through HMC integration with Instana.

» Parallel Sysplex and Coupling: Parallel Sysplex enhancements include improved
Integrated Coupling Adapter Short Reach (ICA SR) performance and Coupling Facility
(CF) image scalability, technology and protocol upgrades for coupling links, simplified
Dynamic CF Dispatching (DYNDISP) support, and resiliency enhancements for CF cache
and lock structures. IBM z16 A02 and IBM z16 AGZ coupling hardware and firmware,
including Coupling Facility Control Code (CFCC) CFLEVELZ25, provide several coupling
facility (CF) and coupling link enhancements.

» Crypto Express8S: IBM z16 A02 and IBM z16 AGZ with the Crypto Express8S card
offers quantum-safe APIs that provide access to quantum-safe algorithms, which have
been selected as finalists during the PQC standardization process conducted by NIST
Information Technology Laboratory. Quantum-safe cryptography refers to efforts to identify
algorithms that are resistant to attacks by both classical and quantum computers, to keep
information assets secure even after a large-scale quantum computer has been built.
Source: ETSI Quantum-Safe Cryptography (QSC). These algorithms are also used to help
ensure the integrity of several of the firmware and boot processes. IBM z16 A02 and IBM
z16 AGZ are the first industry-system protected by quantum-safe technology across
multiple layers of firmware.

1.1.1 Predicting and automating with accelerated Al

4

An approach where data gravity and transaction gravity intersect, that co-collocates data,
transactional systems, and Al inferencing, can deliver insights at speed and scale to enable
decision velocity. Decision velocity means delivering insights faster to make decisions to help
identify new business opportunities improve customer experience, and reduce operational
risk.

Consider the following points:

» The on-chip Integrated Accelerator for Al is designed for high-speed, real-time inferencing
at scale. It is designed to add up to 5.8 TFLOPS of processing power shared by all cores
on the chip. This centralized Al design is intended to provide extremely high performance
and consistent low-latency inferencing for processing a mix of transactional and Al
workloads at speed and scale.

Now, complex neural network inferencing that uses real-time data can be run and delivers
insights within high throughput enterprise workloads in real-time while still meeting
stringent SLAs.

» A robust ecosystem of frameworks and open source tools, combined with the IBM Deep
Learning Compiler that generates inferencing programs that are highly optimized for the
IBM Z architecture and the Integrated Accelerator for Al, help enable rapid development
and deployment of deep learning and machine learning models on IBM Z to accelerate
time to market.

» The IBM z16 A02 and IBM z16 AGZ support 16 TB per system (with up to 8TB per CPC
drawer). IBM z16 A02 and IBM z16 AGZ memory is designed with a new memory buffer
chip that provides up to DDR4-3200 memory speed, depending on memory size,
delivering 50% more memory bandwidth per drawer than IBM z15 T02. This design
improves overall workload performance, particularly for data-intensive analytics and Al
applications. The new memory interface uses transparent memory encryption technology
to protect all data leaving the processor chips before it gets stored in the memory DIMMs.

2 See https://www.ibm.com/downloads/cas/75EXOKDJ
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1.1.2 A cyber-resilient system

A cyber-resilient system can help protect against risks, vulnerabilities, attacks, and failures
that might happen while digitally transforming your business.

With the opportunity that is created by quantum computing comes the threat to today’s public
key cryptography. Businesses must start now to prepare for the time when a quantum
computer can break today’s cryptography. In fact, today’s data is at risk for future exposure
through “harvest now, decrypt later” attacks.

IBM z16 AO1, IBM z16 AO2 and IBM z16 AGZ are the industry-first quantum-safe system,
which is protected by quantum-safe technology across multiple layers of firmware.
Quantum-safe secure boot technology helps protect IBM z16 A02 and IBM z16 AGZ firmware
from quantum attacks through a built-in dual signature scheme with no configuration changes
that are required for enablement.

With the new Crypto Express8S, IBM z16 A02 and IBM z16 AGZ help deliver quantum-safe
APIs that position businesses to begin the use of quantum-safe cryptography along with
classical cryptography as they begin modernizing applications and building new applications.

Discovering where and what kind of cryptography is being used is a key first step along the
journey to quantum-safety. IBM z16 A02 and IBM z16 AGZ provide instrumentation that can
be used to track cryptographic instruction execution in the CP Assist for Cryptographic
Functions (CPACF).

Additionally, IBM Application Discovery and Delivery Intelligence (ADDI) was enhanced with
new crypto discovery capabilities.

1.1.3 IBM Modernize for hybrid cloud

IBM z16 AO2 and IBM z16 AGZ deliver technology innovation in Al, security, and resiliency on
a flexible infrastructure that is designed for mission-critical workloads in a hybrid cloud
environment. IBM z16 A02 and IBM z16 AGZ continue to deliver new and improved cloud
capabilities on the platform.

IBM z16 A02 and IBM z16 AGZ provide the foundation for application modernization and
hybrid cloud velocity by delivering leading hybrid cloud infrastructure to support the
optimization of mission-critical applications and data.

IBM z16 A02 and IBM z16 AGZ and the accompanying IBM Z and cloud software, which is
developed to support a cloud-native experience, delivers a broad set of open and
industry-standard tools, including an agile DevOps methodology to accelerate modernization.
These capabilities deliver speed to market and agility for development and operational teams
as IBM z16 AO2 or IBM z16 AGZ integrate as a critical component of hybrid cloud.

Businesses can accelerate modernization and delivery of new services by using the following
key software offerings along with IBM z16 A02 or IBM z16 AGZ:

» IBM Z and Cloud Modernization Stack to help empower developers to modernize and
integrate z/OS applications with services across the hybrid cloud. This solution provides a
flexible and integrated platform to support z/OS-based cloud-native development,
application, and data modernization and infrastructure automation.

» Red Hat OpenShift and IBM Cloud Paks running on IBM z16 A02 or IBM z16 AGZ
infrastructure provides the combination of infrastructure, hybrid cloud container platform,
and middleware to modernize applications and develop cloud-native applications that
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integrate, extend, and supply data and workloads from IBM z16 A02 or IBM z16 AGZ
across the hybrid cloud with Red Hat OpenShift.

1.1.4 Platform Sustainability

The IBM z16 A02 and IBM z16 AGZ mark a distinct sustainability focus across product
lifecycle, from the improved energy efficiency, enhancement of manufacturing and material
sourcing, to the improved packaging strategies for shipment, to material recycling at product
end-of-life.

IBM has a long-standing commitment to building a more sustainable, equitable future. In
1971, IBM formalized its environmental programs and commitment to leadership with the
issuance of its Corporate Policy on IBM's Environmental Responsibilities. This was a quarter
century before the first International Organization for Standardization (1ISO) 14001
environmental management systems standard was published. IBM's activities between then
and 2021, when IBM committed to reaching net zero greenhouse gas emissions by 2030 in all
175 countries in which it operates and beyond, make it an ideal partner for the increasing
number of businesses that consider sustainability a strategic direction. For more information,
see the IBM Commits To Net Zero Greenhouse Gas Emissions By 2030 web page.

The IBM z16 A02 and IBM z16 AGZ are the latest in a long line of machines that are designed
for system and data center energy efficiency with differentiated architectural advantages,
including on-chip compression, and encryption designed to sustain 90% utilization along with
new embedded on-chip Al acceleration to seamlessly integrate real-time Al insights into
business-critical transactions.

IBM z16 A02 and IBM z16 AGZ build on our more than 24-year history of improving the
system performance per watt — a key metric for improving the data center carbon footprint.
Beginning with the first CMOS mainframe processor and continuing through the IBM z16 A02
and IBM z16 AGZ, IBM Z has a 27-year history of improved mainframe system capacity per
watt.

The biggest opportunity for energy savings with the IBM z16 A02 and IBM z16 AGZ comes

through workload modernization and consolidation for distributed x86 systems. Many clients
can't easily grow their data center size and that inhibits dealing with workload surges inherent
in planned or reactive digital transformation on a distributed platform. The vertical scalability
of the IBM Z architecture can address this while improving your carbon footprint dramatically.

The IBM z16 A02 and IBM z16 AGZ continue to prioritize how we contribute to the circular
economy. New for IBM z16 A02 and IBM z16 AGZ is the publication Product carbon footprint
reports that shows what attributes of the product lifecycle have the biggest impact on the
carbon footprint. The IBM z16 A02 and IBM z16 AGZ continue the platform’s long history of
focusing on the product lifecycle, from the improved energy efficiency and on providing
mechanisms for our clients to measure the actual energy consumption of the product.

1.2 IBM 216 A02 and IBM z16 AGZ highlights

6

Each new IBM Z platform delivers innovative technologies. The IBM z16 A02 and IBM z16
AGZ are no exception. IBM z16 A02 and IBM z16 AGZ implement a new processor chip
design with each processor unit (PU) running at 4.6 GHz.

The new processor chip design has a new cache hierarchy, on-chip Al accelerator shared by
the PU cores, transparent memory encryption, and increased uniprocessor capacity (single
thread and SMT similar).

IBM z16 A02 and IBM z16 AGZ Technical Guide


https://www.ibm.com/downloads/cas/KLMA1MPR
http://www.ibm.com/downloads/cas/KLMA1MPR
http://www.ibm.com/downloads/cas/KLMA1MPR
https://newsroom.ibm.com/2021-02-16-IBM-Commits-To-Net-Zero-Greenhouse-Gas-Emissions-By-2030

The on-chip Al scoring logic provides sub-microsecond Al inferencing for deep learning and
complex neural network models.

The redesigned cache structure has the following cache sizes:

256 KB L1 per PU core

32 MB semi-private L2 per PU core

256 MB (logical) shared victim virtual L3 per chip

2 GB?® (logical) shared victim virtual L4 per CPC drawer

v

vYyy

The result is improved system performance and scalability with 1.5x more cache capacity per
core over the IBM z15 T02 and reduced average access latency through a flatter topology.

The IBM z16 AQ2 is delivered in a factory frame (19-inch standard) while the 1 IBM z16 AGZ is
delivered as a bundle installed on site in client supplied standard 19-inch rack. Both share the
same feature names (maximum number of characterizable processor units (PUs)): Max5,
Max16, Max32, and Max68.

The number of characterizable PUs, spare PUs, and System Assist Processors (SAPs) are
included with each feature of IBM z16 A02 and IBM z16 AGZ (see Table 1-1).

Table 1-1  IBM z16 A0O2 and IBM z16 AGZ processor unit (PU) configurations

Feature Number of Feature code Characterizable SAPs Spare PUs
name? CPC drawers PUs

Max5 1 0672 1-5 2 2

Max16 1 0673 1-16 2 2

Max32 1 0674 1-32 4 2

Max68 2 0675 1-68 8 2

a. IBM z16 AGZ supports the same features as IBM z16 A02.

The IBM z16 A02 and IBM z16 AGZ memory subsystem use proven redundant array of
independent memory (RAIM) technology to ensure high availability. Up to 16 TB (8 TB per
CPC drawer) of addressable memory per system can be ordered.

The IBM z16 A02 and IBM z16 AGZ also have unprecedented capacity to meet consolidation
needs with innovative 1/O features for transactional and hybrid cloud environments.

The IBM z16 A02 and IBM z16 AGZ (at maximum configuration) can support up to 3 PCle+
I/O drawers. Each 1/O drawer can support up to 16 1/0 or special purpose features for
storage, network, and clustering connectivity, as well as cryptography. The following features
were introduced with the IBM z16 A02 and IBM z16 AGZ:

» FICON Express32S
» OSA-Express7S 1.2

» RoCE Express3 (Long Reach and Short Reach)

» Coupling Express2 Long Reach

» Crypto Express8S

The IBM z16 A02 and IBM z16 AGZ are more flexible and have simplified on-demand
capacity to satisfy peak processing demands and quicker recovery times with built-in
resiliency capabilities. The Capacity on Demand (CoD) function can dynamically change
available system capacity. This function can help respond to new business requirements with
flexibility and precise granularity. The IBM Tailored Fit Pricing for IBM Z options are designed

3 The size of virtual L4 for the Max5 and Max16 is 1024MB.
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to deliver unmatched simplicity and predictability of hardware capacity and software pricing,
even in the constantly evolving era of hybrid cloud.

» TheIBM z16 A02 and IBM z16 AGZ enhancements in resiliency include a capability called
IBM Z Flexible Capacity for Cyber Resiliency. With Flexible Capacity for Cyber Resiliency,
you can remotely shift capacity and production workloads between IBM z16 A02 and IBM
z16 AGZ systems at different sites on demand with no on-site personnel or IBM
intervention. This capability is designed to help you proactively avoid disruptions from
unplanned events, as well from planned scenarios such as site facility maintenance.

» IBM z16 A02 and IBM z16 AGZ System Recovery Boost enhancements provide boosted
processor capacity and parallelism for specific events. Client-selected middleware starts
and restarts to expedite recovery for middleware regions and restore steady-state
operations as soon as possible. SVC dump processing and HyperSwap configuration load
and reload are boosted to minimize the impact to running workloads.

» OnIBM z16 A02 and IBM z16 AGZ, the enhanced ICA-SR coupling link protocol provides
up to 10% improvement for read requests and lock requests, and up to 25% for write
requests and duplexed write requests, compared to CF service times on IBM z15 T02
systems. The improved CF service times for CF requests can translate into better Parallel
Sysplex coupling efficiency and therefore, may reduce software costs for the attached
z/OS images in the Parallel Sysplex.

» IBM z16 A02 and IBM z16 AGZ provide improved CF processor scalability for CF images.
Compared to IBM z15 T02, the relative scaling of a CF image beyond a 9-way is
significantly improved, meaning that the effective capacity of IBM z16 A02 and IBM z16
AGZ CF images continue to increase all the way up to the maximum of 16 processors in a
CF image.

The IBM z16 A02 and IBM z16 AGZ also added functions to protect today’s data now, and
from future cyber attacks that can be initiated by quantum computers. The IBM z16 A02 and
IBM z16 AGZ generation provides the following quantum-safe capabilities:

Key generation

Encryption

Key encapsulation mechanisms
Hybrid key exchange schemes
Dual digital signature schemes

vyvyyvyyy

In addition to the quantum-safe cryptographic capabilities, tools such as IBM Application
Discovery and Delivery Intelligence (ADDI), Integrated Cryptographic Service Facility (ICSF),
and IBM Crypto Analytics Monitor (CAT) can help you discover where and what cryptography
is used in applications. This can aid in developing a cryptographic inventory for migration and
modernization planning.

1.2.1 Supported upgrade paths

Upgrades from previous server generations are available as “Frame Roll MES”. Frame roll
MES upgrades are disruptive. See Table 1-2.

Table 1-2 Supported Frame Roll MES upgrades

From/To System IBM z16 A02 or IBM 216 AGZ
IBM z14 ZRA1 Y
IBM z15 T02 Y

Concurrent upgrades are available for CPs, IFLs, ICFs, and IBM Z Integrated Information
Processors (zlIPs). However, concurrent processor unit upgrades require that more
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processor units are physically installed, but not activated previously. Upgrades from previous
IBM Z generations are disruptive via frame roll MES.

Feature upgrades within IBM z16 A02 or IBM z16 AGZ are concurrent from Max5 to Max16
and from Max32 to Max68, while upgrades from Max5 or Max16 to Max32 are disruptive
(require system downtime). IBM z16 AGZ upgrade from Max32 to Max68 is concurrent only
when plan-ahead feature is ordered.

For more information see also 2.8.1, “Upgrades” on page 58.

1.2.2 Capacity and performance

The IBM z16 A02 and IBM z16 AGZ offer 156 capacity levels for z/OS. In all, there are 26
subcapacity levels for up to 6 CPs (26 x 6 = 156 subcapacity levels) for zOS workloads.

The IBM z16 A02 and IBM z16 AGZ provide increased processing and enhanced 1/0O
capabilities over the predecessor, IBM z15 T02. This capacity is achieved by increasing the
number of PUs per system, redesigning the system cache and introducing new I/O
technologies.

IBM z16 A02 and IBM z16 AGZ provide 14% more z/OS processor capacity (6 CPs) and up to
25% full system capacity (Max68) compared to the IBM z15 T02 Max65. Uniprocessor

performance has also increased 13% for full speed processor over its predecessor, IBM z15
TO2 (IBM z16 A02 and IBM z16 AGZ capacity model Z01 over z15 T02 capacity model Z01%).

The Integrated Facility for Linux (IFL) and IBM Z Integrated Information Processor (zIIP)
processor units on the IBM z16 A02 and IBM z16 AGZ can be configured to run two
simultaneous threads in a single processor (SMT). SMT increases the capacity of these
processors with 25% in average over the same processors running single thread. SMT is also
enabled by default on System Assist Processors (SAPs).

This comparison is based on the Large System Performance Reference (LSPR) mixed
workload analysis. The range of performance ratings across the individual LSPR workloads is
likely to have a large spread. More performance variation of individual logical partitions
(LPARs) is available when an increased number of partitions and more PUs are available. For
more information, see Chapter 12, “Performance” on page 455.

For more information about performance, see the LSPR website.

For more information about millions of service units (MSUs) ratings, see the IBM Z Software
Contracts website.

1.2.3 Supported operating systems

The IBM z16 A02 and IBM z16 AGZ are supported by a large set of software products and
programs, including independent software vendor (ISV) applications. Use of various features
might require the latest releases.

The following operating systems are supported on the IBM z16 A02 and IBM z16 AGZ:

z/OS Version 2 Release 5 with PTFs
z/OS Version 2 Release 4 with PTFs
z/OS Version 2 Release 3 with PTFs
z/OS Version 2 Release 2 with PTFs (toleration support only)

v

vyy

4 Observed performance increases vary depending on the workload types.
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https://www.ibm.com/servers/resourcelink/lib03060.nsf/pages/lsprindex
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http://www.ibm.com/systems/z/resources/swprice/reference/exhibits/

z/VM Version 7 Release 3

z/VM Version 7 Release 2 with PTFs

z/VM Version 7 Release 1 with PTFs

Z/TPF Version 1 Release 1 (compatibility support)

21st Century Software VSE" 6.3 (supported on IBM z16 A01, A02 and AGZ)
— see 7.2.3, “215! Century Software VSE" V6.3” on page 246

vyvyyvyyvyy

IBM plans to support the following Linux on IBM Z distributions on IBM z16 A02 and IBM z16
AGZ:

» SUSE SLES 15 SP4 and SUSE SLES 12 SP5
» Red Hat RHEL 8.7 and Red Hat RHEL 9.1
» Ubuntu 22.04 LTS, and Ubuntu 20.04.1 LTS

The support statements for the IBM z16 A02 and IBM z16 AGZ also cover the KVM
hypervisor on distribution levels that have KVM support.

For more information about the features and functions that are supported on IBM z16 A02
and IBM z16 AGZ by operating system, see Chapter 7, “Operating system support” on
page 243.

1.2.4 Supported IBM compilers

The following IBM compilers for IBM Z can used with the IBM z16 A02 and IBM z16 AGZ:

» Enterprise COBOL for z/OS
» Enterprise PL/I for z/OS

» Automatic Binary Optimizer

» z/OS XL C/C++

» XL C/C++ for Linux on IBM Z

The compilers increase the return on your investment in IBM Z hardware by maximizing
application performance by using the compilers’ advanced optimization technology for
z/Architecture. Through their support of web services, XML, and Java, they allow for the
modernization of assets in web-based applications. They also support the latest IBM
middleware products (CICS, Db2, and IMS), which allows applications to use their latest
capabilities.

To fully use the capabilities of the IBM z16 A02 and IBM z16 AGZ, you must compile it by
using the minimum level of each compiler. To obtain the best performance, you must specify
an architecture level of 14 by using the ARCH(14) option.

For more information, see 7.5.8, “z/OS XL C/C++ considerations” on page 313.

1.3 IBM z16 A02 and IBM z16 AGZ technical overview
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This section briefly reviews the following main elements of the IBM z16 A02 and IBM z16 AGZ
(M/T 3932):

Packaging: IBM z16 A02 and IBM z16 AGZ;
CPC drawers

I/0O subsystem and I/O drawers

Storage connectivity

Network connectivity

S
S
S
S
S
» Clustering connectivity
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» Cryptography
» Supported connectivity and crypto features
» Special-purpose features and functions

1.3.1 IBM 216 A02 - IBM factory frame

The IBM z16 AO2 configuration is delivered in an industry standard 19-inch frame, installed
and cabled at the IBM factory. The z16 A02 is a single frame, air-cooled system.

The frame forms the IBM z16 A02 CPC and contains one or two CPC drawers and supports
up to three PCle+ I/O drawers. PCle+ I/O drawers can be added concurrently®.

In addition, the IBM z16 A02 (new builds and MES orders) offers top-exit options for the fiber
optic and copper cables (used for I1/0 and power). These options (Top Exit Power and Top
Exit I/0 Cabling) give you more flexibility in planning where the system is installed. This
flexibility potentially frees you from running cables under a raised floor, which increases air
flow over the system.

The IBM z16 A02 supports installation on raised floor and non-raised floor environments.

The internal, front, and rear views of the IBM z16 A02 with two CPC drawers and the
maximum of three PCle+ I/O drawers are shown in Figure 1-1.

Support —
/ Elements —

4 Fthernet Switches Monitor +
keyhoard/mouse for SEs
(inside the tray)
G P(Jo+ |/O Drawer 3 >

v

Ar— PClo+ /O Drawer 2

G CPC Drawer 1 2

PR CPC Drawer 0

F
v

— P(le+ /0 Drawer 1 B

(Front view)
(Rear) Bezels removed

Figure 1-1 216 A02 (full configuration) front and rear views with four PCle+ I/O drawers

5 The number of available PCle fanout slots depends on the CPC drawer feature (Max5, Max16, Max32, and Max68)
and the number of short reach (SR) coupling features installed in the system (each SR feature occupies one fanout
slot).
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1.3.2 IBM 216 AGZ

The IBM z16 AGZ is delivered as a bundle (CPC drawer(s), PCle+ I/O drawer(s), Support
Elements, internal network switches, and associated cables) which is installed in a client
supplied 19-inch rack. Power to the system is supplied using client supplied PDUs.

The IBM z16 AGZ is installed by the IBM System Service Representative (SSR) in the client
supplied 19-inch” rack. Additional planning considerations are needed for IIBM z16 AGZ
(components’ location, cabling and power feeds).

Note: It is clients’ responsibility to provide rack and power that meet the z16 specifications
for size, service clearance, and power needs per the planning tool instructions in the /IBM
z16 and LinuxONE Rockhopper 4 Rack Mount Bundle Installation Manual for Physical
Planning (IMPP), GC28-7035. required to install an IBM z16 AGZ rack mount system. Also,
Chapter 11, “Environmentals” on page 439, for power and environmental requirements.

A sample configuration for an IBM z16 AGZ featuring one CPC drawer and one PCle+ 1/O
drawer is shown in Figure 1-2.

Support

Elements Monitor +
keyboard/mouse for SEs

(front, inside the tray)
Ethernet Switches
(in the rear)

&

——
ACPO

CPC Drawer

F 3

AlO1
PCle+ I/O Drawer

Figure 1-2 IBM z16 AGZ installed in standard 19” rack

1.3.3 CPC drawers

The IBM z16 AGZ can be configured with one or two CPC drawers that contain the following
elements:

» Max5 and Max16 (single CPC drawer):

— Two Dual Chip Modules (DCMs) containing 22 active processor unit cores (air-cooled).
The processor unit cores run at 4.6 GHz each

» Max32 and Max68 (single- and dual- CPC drawer):
— Four Dual Chip Modules (DCMs) with 40 active cores per CPC drawer, air cooled
» Memory:
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— A minimum of 64 GB and a maximum of 8 TB per CPC drawer for a total of 16 TB per
system (excluding 160 GB HSA) is available for client use.

— Eight Channel RAIM (eight equal size DIMMs per channel, DIMM sizes include RAIM
overhead)

— Eight DIMMs of equal size in each memory feature

— Two, four, five, or six features (up to 48 DIMMSs) are plugged in each drawer

— Features of different DIMMs sizes can be mixed in the same drawer

» Fanouts:

Each CPC drawer provides up to 12 PCle Gen4 fanout slots to accommodate PCle+ Gen3
I/O fanouts (to connect to the PCle+ I/O drawers) and Integrated Coupling Adapter Short
Reach (ICA SR) coupling links. The number of fanouts that can be installed depends on
the system feature.

— Each fanout feature includes the following configurations:

— Two-port PCle+ Gen3 (16 GBps each port) I/O fanout, each port supporting one
domain in a 16-slot PCle+ I/O drawer.

— Two-port ICA SR or ICA SR1.1 PCle fanout for coupling links (two links, 8 GBps each).

» Four Power Supply Units (PSUs) that provide power to the CPC drawer, hot swappable,
accessible form the rear.

The loss of one PSU leaves enough power to satisfy the power requirements of the entire
drawer. The PSUs can be concurrently maintained.

» Two combined Baseboard Management Cards (BMCs) and Oscillator cards that provide
redundant interfaces to the internal management network and clock synchronization for
the CPC. The combined BMC/OSC are located in the front of the CPC drawer.

With the IBM z16 A02 and IBM z16 AGZ, up to four Virtual Flash Memory (VFM) features are
offered from the main memory capacity in 0.5 TB units to increase granularity for the feature.
VFEM can provide much simpler management and better performance by reducing the I/O to

the adapters in the PCle+ I/O drawers.

1.3.4 1/0 subsystem and I/O drawers

The IBM z16 A02 and IBM z16 AGZ implement PCle Generation 4 switch cards, which are
used to connect the dual port fanout features in the CPC drawers to the I/O features in the 1/0
drawers. The I/O infrastructure is designed to reduce processor usage and I/O latency, and
provide increased throughput and availability.

For a two CPC drawer system, up to 24 PCle+ fanout slots can be populated with fanout
cards for data communications between the CPC drawers and the I/O infrastructure, and for
coupling. The multiple channel subsystem (CSS) architecture allows up to three CSSs, each
with 256 channels.

PCle+ I/O drawer

The PCle+ I/O drawer, together with the PCle features, offers finer granularity and capacity
over previous I/O infrastructures. It can be concurrently added and removed in the field®,
which eases planning. Only PCle cards (features) are supported, in any combination.

6 Plan ahead is required to concurrently add a PCle+ I/o drawer to an IBM z16 AGZ.
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The IBM z16 A02 and IBM z16 AGZ support Generation 3 PCle-based infrastructure by using
PCle+ 1/0O drawers (PCle Gen3) for PCle features (adapters). The number of supported
PCle+ I/O drawers is listed in Table 1-3.

Table 1-3 IBM z16 A02 and IBM z16 AGZ fanouts per feature

Feature name?® PU DCMs Max. PCle fanouts Max. PCle+ I/O drawers
Max5 (FC 0672) 2 6 3
Max16 (FC 0673) 2 6 3
Max32 (FC 0674) | 4 12 3
Max68 (FC 0675) 8 24 3

a. IBM z16 AGZ supports the same features as IBM z16 A02.

1.3.5 Storage connectivity
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Storage connectivity is provided by FICON Express and the IBM zHyperLink Express
features.

FICON Express

FICON Express features follow the established Fibre Channel (FC) standards to support data
storage and access requirements, along with the latest FC technology in storage and access
devices. FICON Express features support the following protocols:

» FICON

This enhanced protocol (as compared to FC) provides for communication across
channels, channel-to-channel (CTC) connectivity, and with FICON devices, such as disks,
tapes, and printers. Itis used in z/0S, z/VM®, 21CS VSE", z/TPF (Transaction Processing
Facility), and Linux on IBM Z environments.

» Fibre Channel Protocol (FCP)

This standard protocol is used for communicating with disk and tape devices through FC
switches and directors. The FCP channel can connect to FCP SAN fabrics and access
FCP/SCSI devices. FCP is used by z/VM, KVM, 21CS VSE", and Linux on IBM Z
environments.

FICON Express32S features are implemented by using PCle cards, and offer better port
granularity and improved capabilities over the previous FICON Express features. FICON
Express32S features support a link data rate of 32 gigabits per second (Gbps) (8, 16, or
32 Gbps auto-negotiate), and it is the preferred technology for new systems.

zHyperLink Express

zHyperLink was created to provide fast access to data by way of low-latency connections
between the IBM Z platform and storage.

The zHyperLink Express1.1 feature allows you to make synchronous requests for data that is
in the storage cache of the IBM DS8900F. This process is done by directly connecting the
zHyperLink Express1.1 port in the IBM z16 A02 or IBM z16 AGZ to an I/O Bay port of the IBM
DSB8000®. This short distance (up to 150 m [492 feet), direct connection is designed for
low-latency reads and writes, such as with IBM DB2® for z/OS synchronous I/O reads and
log writes.
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Working with the FICON SAN Infrastructure, zHyperLink can improve application response
time, which cuts 1/0-sensitive workload response time in half without requiring application
changes.’

Note: The zHyperLink channels complement FICON channels, but they do not replace
FICON channels. FICON remains the main data driver and is mandatory for zHyperLink
usage.

1.3.6 Network connectivity

The IBM z16 A02 and IBM z16 AGZ are a fully virtualized platform that can support many
system images at once. Therefore, network connectivity covers not only the connections
between the platform and external networks with Open Systems Adapter-Express
(OSA-Express) and RoCE Express features, it supports specialized internal connections for
intra-system communication through IBM HiperSockets and Internal Shared Memory (ISM).

OSA-Express

The OSA-Express features provide local area network (LAN) connectivity and comply with
IEEE standards. In addition, OSA-Express features assume several functions of the TCP/IP
stack that normally are performed by the PU, which allows significant performance benefits by
offloading processing from the operating system.

OSA-Express7S 1.2 features continue to support copper and fiber optic (single-mode and
multi-mode) environments.

HiperSockets

IBM HiperSockets is an integrated function of the IBM Z platforms that supplies attachments
to up to 32 high-speed virtual LANs, with minimal system and network overhead.

HiperSockets is a function of the Licensed Internal Code (LIC). It provides LAN connectivity
across multiple system images on the same IBM Z platform by performing
memory-to-memory data transfers in a secure way. The HiperSockets function eliminates the
use of 1/0 subsystem operations. It also eliminates having to traverse an external network
connection to communicate between LPARs in the same IBM Z platform. In this way,
HiperSockets can help with server consolidation by connecting virtual servers and simplifying
the enterprise network.

RoCE Express

The 25 GbE and 10 GbE RoCE Express3 features® use Remote Direct Memory Access
(RDMA) over Converged Ethernet (RoCE) to provide fast memory-to-memory
communications between two IBM Z platforms.

These features are designed to help reduce consumption of CPU resources for applications
that use the TCP/IP stack (such as IBM WebSphere® that accesses an IBM Db2® database).
They can also help reduce network latency with memory-to-memory transfers by using
Shared Memory Communications over RDMA (SMC-R).

With SMC-R, you can transfer huge amounts of data quickly and at low latency. SMC-R is
transparent to the application and requires no code changes, which enables rapid time to
value.

7 The performance results can vary depending on the workload. Use zBNA tool for the zHyperLink planning.
8 RoCE Express features can also be used as general-purpose Network Interface Cards (NICs) with Linux on IBM Z.
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The RoCE Express3 features can also provide local area network (LAN) connectivity for Linux
on IBM Z, and comply with IEEE standards. In addition, RoCE Express features assume
several functions of the TCP/IP stack that normally are performed by the PU, which allows
significant performance benefits by offloading processing from the operating system.

Internal Shared Memory

ISM is a virtual Peripheral Component Express (PCI) network adapter that enables direct
access to shared virtual memory, providing a highly optimized network interconnect for IBM Z
platform intra-communications. Shared Memory Communications-Direct Memory Access
(SMC-D) uses ISM. SMC-D optimizes operating systems communications in a way that is
transparent to socket applications. It also reduces the CPU cost of TCP/IP processing in the
data path, which enables highly efficient and application-transparent communications.

SMC-D requires no extra physical resources (such as RoCE Express features, PCle
bandwidth, ports, I/O slots, network resources, or Ethernet switches). Instead, SMC-D uses
LPAR-to-LPAR communication through HiperSockets or an OSA-Express feature for
establishing the initial connection.

z/OS and Linux on IBM Z support SMC-R and SMC-D. Now, data can be shared by way of
memory-to-memory transfer between z/OS and Linux on IBM Z.

1.3.7 Clustering connectivity

A Parallel Sysplex is an IBM Z clustering technology that is used to make applications that are
running on logical and physical IBM Z platforms highly reliable and available. The IBM Z
platforms in a Parallel Sysplex are interconnected by way of coupling links.

Coupling connectivity on the IBM z16 A02 and IBM z16 AGZ uses Coupling Express2 Long
Reach (CE2 LR) and Integrated Coupling Adapter Short Reach (ICA SR and ICA SR1.1)
features. The ICA SR feature supports distances up to 150 meters (492 feet), while the
CE2 LR feature supports unrepeated distances of up to 10 Km (6.21 miles) between IBM Z
platforms. ICA SR features provide sysplex/timing connectivity direct to the CPC drawer,
while Coupling Express2 LR features connect into the PCle+ I/O Drawer.

Coupling links can also carry timing information (Server Time Protocol - STP) for
synchronizing time across multiple IBM Z CPCs in an Coordinated Time Network (CTN).

For more information about coupling and clustering features, see 4.5, “I/O features” on
page 151.

1.3.8 Cryptography
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IBM z16 A02 and IBM z16 AGZ provide two main cryptographic functions: CP Assist for
Cryptographic Functions (CPACF) and Crypto-Express8S.

CPACF

CPACEF is a high performance, low-latency coprocessor that performs symmetric key
encryption operations and calculates message digests (hashes) in hardware. The following
algorithms are supported:

» AES

» Data Encryption Standard (DES) and Triple Data Encryption Standard (TDES)
» Secure Hash Algorithm (SHA)-1

» SHA-2
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» SHA-3

CPACEF supports Elliptic Curve Cryptography (ECC) clear key, improving the performance of
Elliptic Curve algorithms. The following algorithms are supported:

» EdJDSA (Ed448 and Ed25519)

» ECDSA (P-256, P-384, and P-521)

» ECDH (P-256, P-384, P521, X25519, and X448)
» Support for protected key signature creation

Crypto-Express8S

The tamper-sensing and tamper-responding Crypto-Express8S features provide acceleration
for high-performance cryptographic operations and support up to 40 domains with IBM z16
A02 and IBM z16 AGZ. This specialized hardware performs AES, DES and TDES, RSA,
Elliptic Curve (ECC), SHA-1, and SHA-2, and other cryptographic operations.

It supports specialized high-level cryptographic APIs and functions, including those functions
that are required with quantum-safe cryptography and in the banking industry.
Crypto-Express8S features are designed to meet the Federal Information Processing
Standards (FIPS) 140-2 Level 4 and PCI HSM security requirements for hardware security
modules.

IBM z16 A02 and IBM z16 AGZ are the industry's first quantum-safe systemsg.

» IBM z16 A02 and IBM z16 AGZ quantum-safe secure boot technology helps to protect
IBM Z firmware from quantum attacks through a build-in dual signature scheme with no
changes required.

» IBM z16 A02 and IBM z16 AGZ quantum-safe technology and key management services,
were developed to help you protect data and keys against a potential future quantum
attack like harvest now, decrypt later.

» IBM z16 A02 and IBM z16 AGZ will position clients to use quantum-safe cryptography
along with classical cryptography as they begin modernizing existing applications and
building new applications.

For more information about cryptographic features and functions, see Chapter 6,
“Cryptographic features” on page 199.

1.3.9 Supported connectivity and crypto features

The IBM z16 A02 and IBM z16 AGZ provide a PCle-based infrastructure for the PCle+ 1/0
drawers to support the following features:

» Storage connectivity:
— zHyperLink Express1.1 (new build and carry forward)
— zHyperLink Express (carry forward only)
— FICON Express32S (new build only)
— FICON Express16S+ (carry forward only)
» Network connectivity:

9 DISCLAIMER: IBM z16 A02 and IBM z16 AGZ with the Crypto Express 8S card provide quantum-safe APIls
enabling access to quantum-safe algorithms which have been selected as finalists during the PQC standardization
process conducted by NIST.
https://https://csrc.nist.gov/Projects/post-quantum-cryptography/post-quantum-cryptography-standardization/round
-3-submissions. Quantum-safe cryptography refers to efforts to identify algorithms that are resistant to attacks by
both classical and quantum computers, to keep information assets secure even after a large-scale quantum
computer has been built. Source: https://www.etsi.org/technologies/quantum-safe-cryptography.” These algorithms
are used to help ensure the integrity of a number of the firmware and boot processes. IBM z16 A02 and IBM z16
AGZ are the Industry-first system protected by quantum-safe technology across multiple layers of firmware.
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— OSA-Express7S 1.2 (new build only)
— OSA-Express6S (carry forward only)
— ROoCE Express3 (new build only)
— ROCE Express2.1 (carry forward only)
— ROoCE Express2 (carry forward only)
» Cryptographic features:
— Crypto Express8S, one or two HSMs'? (new build only)
— Crypto Express7S, 1-port or 2-port’" (carry forward only)
— Crypto Express6S (carry forward only)
» Clustering connectivity?:
— ICA SR1.1 (new build or carry forward)
— ICA SR (carry forward only)
— Coupling Express2 Long Reach (new build only)

1.3.10 Special-purpose features and functions

When it comes to designing and developing the IBM Z platform, IBM takes a fotal systems
view. The IBM Z stack is built around digital services, agile application development,
connectivity, and system management. This design approach creates an integrated, diverse
platform with specialized hardware and dedicated computing capabilities.

The IBM z16 A02 and IBM z16 AGZ deliver a range of features and functions, allowing PUs to
concentrate on computational tasks, while distinct, specialized features take care of the rest.
For more information about these features and other IBM z16 A02 and IBM z16 AGZ features,
see 3.5, “Processor unit functions” on page 93.

1.4 Hardware management
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The Hardware Management Consoles (HMCs) and Support Elements (SEs) are appliances
that together provide platform management for IBM Z.

The HMC is an appliance that is designed to provide a single point of control for managing
local or remote hardware elements.

For IBM z16 A02 and IBM z16 AGZ new builds, IBM Z Hardware Management Appliance (FC
0129) is the only Hardware Management Console option available. Both Hardware
Management Console Appliance and Support Element Appliance run virtualized on the
Support Element hardware.

Older standalone HMCs (rack mounted or tower) can be carried forward during an MES
upgrade to IBM z16 AO2 or IBM z16 AGZ.

For more information, see Chapter 10, “Hardware Management Console and Support
Element” on page 393.

10 The Crypto Express8S is available with either one or two hardware security modules (HSM). The HSM is the IBM
4770 PCle Cryptographic Coprocessor (PCleCC).

" The Crypto Express7S comes with either one (1-port) or two (2-port) hardware security modules (HSM). The HSM
is the IBM 4769 PCle Cryptographic Coprocessor (PCleCC).

12 |CA SR and ICA SR1.1 features connect directly into the CPC (processor) Drawer, while Coupling Express2 Long
Reach connects into the PCle+ I/O Drawer.
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1.5 Reliability, availability, and serviceability(RAS)

This section provides an overview of the IBM z16 A02 and IBM z16 AGZ RAS characteristics.
For detailed RAS information, see Chapter 9, “Reliability, availability, and serviceability” on
page 365.

System reliability, availability, and serviceability (RAS) is an area of continuous IBM focus and
a defining IBM Z platform characteristic. The RAS objective is to reduce, or eliminate if
possible, all sources of planned and unplanned outages while providing adequate service
information if an issue occurs. Adequate service information is required to determine the
cause of an issue without the need to reproduce the context of an event.

IBM Z platforms are designed to enable highest availability and lowest downtime. These facts
are recognized by various IT analysts, such as ITIC'® and IDC'4. Comprehensive,
multi-layered strategy includes the following features:

Error Prevention

Error Detection and Correction
Error Recovery

System Recovery Boost

v
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With a properly configured IBM z16 A02 and IBM z16 AGZ, further reduction of outages can
be attained through First Failure Data Capture (FFDC), which is designed to reduce service
times and avoid subsequent errors. It also improves nondisruptive replace, repair, and
upgrade functions for memory, drawers, and 1/O adapters. IBM z16 A02 and IBM z16 AGZ
support the nondisruptive download and installation of LIC updates.

IBM z16 AO2 and IBM z16 AGZ RAS features provide unique high-availability and
nondisruptive operational capabilities that differentiate IBM Z in the marketplace. IBM z16
A02 and IBM z16 AGZ RAS enhancements are made on many components of the CPC
(processor chip, memory subsystem, 1/O, and service) in areas, such as error checking, error
protection, failure handling, error checking, faster repair capabilities, sparing, and cooling.

The ability to cluster multiple systems in a Parallel Sysplex takes the commercial strengths of
the z/OS platform to higher levels of system management, scalable growth, and continuous
availability.

The IBM z16 A02 and IBM z16 AGZ systems build on the RAS of the IBM z15 family with the
following RAS improvements:

» System Recovery Boost

— System Recovery Boost was introduced with IBM z15. It offers customers more Central
Processor (CP) capacity during system recovery operations to accelerate the startup
(IPL), shutdown or stand-alone dump operations (at image level - LPAR'). System
Recovery Boost requires operating system support. No other IBM software charges
are made during the boost period.

System Recovery Boost can be used during LPAR shutdown or start to make the
running operating system and services available in a shorter period.

The System Recovery Boost provides the following options for the capacity increase:

e Subcapacity CP speed boost: During the boost period, subcapacity engines
allocated to the boosted LPAR are transparently activated at their full capacity (CP
engines).

13 For more information, see ITIC Global Server Hardware, Server OS Reliability Report.
4 For more information, see Quantifying the Business Value of IBM Z.
15 | ogical partition (LPAR) running an Operating System image.
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» z|lIP Capacity Boost: During the boost period, all active zIIPs that are assigned to an
LPAR are used to extend the CP capacity (CP workload is dispatched to zIIP
processors during the boost period).

— System Recovery Boost enhancements delivered with the IBM z16 A02 and IBM z16
AGZ maximize service availability by using tailored short-duration boosts to mitigate
the impact of these recovery processes:

e SVC Dump boost will boost the system on which SVC dump is taken, to reduce
system impact and expedite diagnostic capture. It is possible to enable/disable/set
thresholds for this option.

* Middleware restart/recycle boost will boost the system on which a middleware
instance is being restarted, to expedite resource recovery processing, release
retained locks, and so on. It is applicable to planned restarts, or restarts after
failure, automated, or ARM-driven restarts. System Recovery Boost will not boost
any system address spaces by default and must be explicitly configured by the
WLM policy specification.

* HyperSwap configuration load boost will boost the system in which the HyperSwap
configuration and policy information are being loaded/re-loaded. This applies to
both Copy Services Manager (CSM) and GDPS. HyperSwap Configuration Load
boost is enabled by default. There are no thresholds or criteria applied to the boost
request based on the size or number of devices present in the HyperSwap
configuration.

Through System Recovery Boost, the IBM z16 A02 and IBM z16 AGZ continue to offer
more CP capacity during particular system recovery operations to accelerate system
(operating system and services) start when the system is being started or shutdown.
System Recovery Boost is operating system-dependent. No other hardware, software,
or maintenance charges are required during the boost period for the base functions of
System Recovery Boost.

— At the time of this writing, the main System Recovery Boost users are z/OS (running in
an LPAR), z/VM, 21CS VSE", and z/TPF, as well as standalone dump (SADMP).

z/VM uses the System Recovery Boost if it runs on subcapacity CP processors only (IFLs
are always at their full clock speed). Second-level z/VM guest operating systems16 can
inherit the boost if they are running on CPs.

For more information about RAS and System Recovery Boost, see Introducing IBM Z
System Recovery Boost, REDP-5563.

» Level 2 (physical), Level 3 and Level 4 (virtual) cache enhancements include the use
symbol ECC to extend the reach of prior IBM Z generations cache and memory
improvements for augmented availability. The L2, L3, and L4 cache powerful symbol ECC
is designed to make it resistant to more failure mechanisms. Preemptive DRAM marking is
added to the main memory to isolate and recover failures more quickly.

16 2/0S configured as a guest system under z/VM does not use the boost.
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Central processor complex
hardware components

This chapter provides information about the new IBM z16 A02 and IBM z16 AGZ, their
hardware building blocks, and how these components physically interconnect. This
information is useful for planning purposes and can help in defining configurations that meet
your requirements.

This chapter includes the following topics:

2.1, “System overview: frames and drawers” on page 22
2.2, “CPC drawer” on page 29

2.3, “Dual chip modules” on page 37

2.4, “PCle+ I/O drawer” on page 41

2.5, “Memory” on page 43

2.7, “Connectivity” on page 53

2.8, “Processor configurations” on page 57

2.9, “Power and cooling” on page 65

2.10, “Summary” on page 68
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2.1 System overview: frames and drawers

The IBM z16 A02 is delivered factory installed in an IBM 19-inch frame - or as IBM z16 AGZ
or z16 rack mount, that can be easily installed in a client supplied 19-inch (industry standard)
form factor frame in any data center.

The IBM z16 A02 and IBM z16 AGZ can be configured with one or two central processor
complex (CPC) drawers, and up to three Peripheral Component Interconnect Express+
(PCle+) I/O drawers. Figure 2-1 shows the differences between the available IBM z16 A02
and IBM z16 AGZ air cooled systems.

- -

IBM z16 AQ02 IBM z16 AG
Figure 2-1 IBM z16 A0O2 and IBM z16 AGZ

Similar to the predecessor z15 T02, the redesigned CPC drawer and I/O infrastructure also
lowers power consumption, reduces the footprint, and allows installation in virtually any data
center. The IBM z16 A02 and IBM z16 AGZ are rated for ASHRAE class A3' data center
operating environment.

2.1.1 IBM z16 A02

22

The IBM z16 A02 continues previous IBM Z generations improvements through the following
significant characteristics of the modular hardware:

» All external cabling (power, I/O, and management) is performed at the rear of the system.

» Flexible configurations: Feature based CPC sizing to fit capacity requirements.

» Power Distribution Unit (PDU) with single-phase or three-phase utility AC power
(configuration dependent).

» PCle+ Geng3 I/O drawers (19-inch format) supporting 16 PCle adapters each.

The 8U and 16U Reserved space features discontinued: previously offered on z14 ZR1
and z15 T02 systems are not offered on IBM z16 A02 and cannot be carried forward. All
components for the z16 A02 have fixed location in the IBM factory frame. No other
hardware can be installed in the IBM z16 AO2.

' For more information, see Chapter 2, Environmental specifications in the 3932 Single Frame Installation Manual for
Physical Planning, (Models A02/LA2) GC28-7040.
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The air cooled IBM z16 A02 includes the following basic hardware building blocks:

» 19-inch 42u frame (factory installed)

CPC (Processor) drawers (one or two))

PCle+ Gen3 I/O drawers (up to three)

Air cooled system

Power:

— Single- or three-phase Power Distribution Units (PDU) pairs (two or four PDUs), for
systems with a single CPC drawer.

— Three-phase Power Distribution Units (PDU) pairs (two or four PDUs) for systems with
two CPC drawers.

» Redundant (two) Support Elements:
— Single KMM? device (USB-C connection)
— Optional feature code for IBM Hardware Management Appliance (FC0129

» Two 24-port 1GbE Switches

» Hardware for cable management at the rear of the system.

vvyyy

An example of a dual-CPC drawer system (Max68 w/ three PCle+ I/O drawers) is shown in
Figure 2-2

Monitor +
mouse/keyboard
for SEs or HMA
(under front bezel)

Support Elements
or HMA

Ethernet Switches

PDUs
PCle+ /O Drawer 3

e 1 PCle+ I/O Drawer 2

CPC Drawer 1

CPC Drawer 0

PCle+ I/O Drawer 1

Rear View FrontView

Figure 2-2 IBM z16 A02 - Maximum configuration, dual-CPC drawer system

2.1.2 Top and bottom exit I/O and cabling

For the z16 A02, the top exit of all cables for I/O or power is always an option with no feature
codes required. Adjustable cover plates are available for the openings at the top rear of each
frame.

All external cabling enters the system at the rear of the frames for all I/O adapters,
management LAN, and power connections.

The Top Exit feature code (FC 7802) provides an optional Top Exit cover enclosure. The
optional Top Exit cover enclosure provides a fiber cable organizer to optimize the cables

2 KMM - Keyboard, Mouse, Monitor
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storage and strain relief. It also provides mounting locations to secure Fiber Quick Connector
(FQC) MPO? brackets (FC 5827) on the top of the frames.

— FC 7804 provides bottom exit cabling/power support and when ordered with FC 5827
will provide harness brackets for the bottom tailgate and fiber bundle organizer
hardware

— FC 78083 is for top exit cabling without the Top Exit cover enclosure.

— FC 5827 will provide the MPO mounting brackets that cable harnesses connect to in
the Top and/or Bottom Exit tailgates

Overhead I/O cabling is contained within the frames. Extension “chimneys” that were featured
with legacy systems are no longer used.

A view of the top rear of the frame and the openings for top exit cables and power is shown in
Figure 2-3. When FC 7802 is installed, the plated adjustable shields are removed and the top
exit enclosure is installed. Also shown is the top exit encloser installed with the power cables
exiting out the top, and the MPO brackets and cabling. If desired, the top exit encloser can be
installed with the cable exit facing the front of the system.

IBM z16 A02
Top Exit Cabling

Power
Cables

Top Exit cabling Slider Plates
Adjustable openings

FC7803
and or
FC7804

MPO Frame Rear view

Brackets
And cabling

Figure 2-3 IBM z16 A02 Top Exit with and without Feature Codes

Care should be taken when ordering the correct feature codes when cables enter the frames
from above the floor, below the floor or both. Also, if the Top Exit feature is desired, which will
add the Top Hat (“top exit enclosure”).

Table 2-1 IBM z16 A02 Feature Code Combinations

Environment Bottom Exit Top Exit Features to order
Raised Floor Yes No 7804 only

Raised Floor Yes Yes but no Top Hat H/W 7804 and 7803
Raised Floor Yes Yes but with Top Hat H/W | 7804 and 7802
Raised Floor No Yes but no Top Hat H/W 7803

3 MPO - Multi-fiber Push On connector
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Environment Bottom Exit Top Exit Features to order

Raised Floor No Yes but with Top Hat H/W | 7802

Non-Raised Floor | No (not supported) Yes but no Top Hat H/W 7998 and 7803

Non-Raised Floor | No (not supported) Yes but with Top Hat H/W | 7998 and 7802

A vertical cable management guide (“spine”) can assist with proper cable management for
fiber, copper, and coupling cables. The full length cable management spine is installed with
the presence of the 2nd CPC drawer, 3rd 1O drawer or the 1st 8U Reserve feature.

The cable retention clips can be relocated for best usage. All external cabling to the system
(from top or bottom) can use the spines to minimize interference with the PDUs that are
mounted on the sides of the rack.

The rack with the spine mounted and new optional fiber cable organizer hoops are shown in
Figure 2-4. If necessary, the spine, and organizer hoops can be easily relocated for service
procedures.

Cable Retention
Clips

Upper attachment
bracket

Tool-less cable
retention clip
attachment

\

Rear view Vertical Cable Rear view
Cable Management Guide Retention bar @\
assembled Lower attachment

bracket

Figure 2-4 IBM z16 A02 Vertical Cable Retention Bar and Cable Retention Clips

2.1.3 IBM z16 A02 system features

The key features that are used to build the IBM z16 A02 configuration are listed in Table 2-2.

Table 2-2 Key features that influence the system configurations

Feature Code Description Comments

0513 3932- A02 Supports CPs and specialty engines
0672 One CPC Drawer, one PU DCM Feature Max5

0673 One CPC Drawer, two PU DCMs Feature Max16
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Feature Code Description Comments
0674 One CPC Drawer, four PU DCMs Feature Max32
0675 Two CPC Drawers, eight PU DCMs | Feature Max68
4010 CPC Drawer Maximum two (feature dependant)
4014 A Frame Air cooled
Power
0510 200-208V 60/30A 3 Phase North America and Japan
(Delta - “4”)
0511 200-240V 32A single- or 380-415V | Single Phase Worldwide (3 Phase except
3 Phase (Wye - "Y”) North America and Japan)
/0
4023 PCle+ I/O drawer Maximum three (feature dependant)
5827 FQC Bracket & Mounting Hardware | Maximum eight Harness plates for trunking
installed in top hat or bottom tailgate
7802 Top Exit Cabling with Tophat Includes cable management top hat
7803 Top Exit Cabling without Tophat Uses rear slide plates at top of frame
7804 Bottom exit cabling Tailgate hardware for cables routing

2.1.4 IBM z16 AGZ system features

The IBM z16 AGZ configurations comes with 1-2 CPC drawers and 0-3 I/O drawers and is
sold and delivered without and IBM frame or PDUs. The key features that are used to build
the IBM z16 AGZ configuration are listed in Table 2-3.

Table 2-3 Key feature codes that influence the system configurations

Feature Code Description Comments

0515 g identifier Supports CPs and specialty engines

0672 One CPC Drawer, two PU DCMs Feature Max5

0673 One CPC Drawer, two PU DCMs Feature Max16

0674 One CPC Drawer, four PU DCMs Feature Max32

0675 Two CPC Drawers, eight PU DCMs | Feature Max68

2332 CPC1 reserve Reserve 5u immediately above CPCO
location for future add CPC1

2333 AlO1 reserve Reserve 8u immediately below CPC
location for future add

2334 AlO2 reserve Reserve 8u immediately above CPC
location for future add

2335 AlOS reserve Reserve 8u immediately above AIO2
location for future add

4010 CPC Drawer Maximum two (feature dependant)
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Feature Code Description Comments

Power

0534 PWR Jumper 1m w/C13

0535 PWR Jumper 1m w/C19

0536 PWR Jumper 2m w/C13

0537 PWR Jumper 2m w/C19

0538 PWR Jumper 3m w/C13

0539 PWR Jumper 3m w/C19

/0

4023 PCle+ I/O drawer Maximum three (feature dependant)

2.1.5 System configurations for IBM z16 A02

All system components are designed and integrated in an IBM 19-inch frame for the IBM z16
A02. Sample configuration of the system (rear view) is shown in Figure 2-2 on page 23
(systems with two CPC drawers).

The IBM z16 A02 is built in a 19-inch form factor, 42 EIA units frame (A-frame). The base
frame is 40 EIA units high with a 2U removable top. FC 9975 is available if a height reduction
is necessary.

Single CPC drawer system

PCle+ /O drawers are provided as required by the number of I/O adapters ordered. For
systems with a single CPC drawer, the PCle+ I/O drawers (1, 2, and 3) are installed in order
in the following EIA locations: A0O1B, A20B, and A28B.

The possible configurations for an IBM z16 A02 (viewed from the rear of the system) are
shown in “IBM z16 A02 - Single Frame (Factory Frame) configurations” on page 484.

The number of PDUs depends on the system configuration. A system with a single CPC
drawer can be powered either form single-phase or three-phase utility power. For more

information see Chapter 11, “Environmentals” on page 433 and 3932 Single Frame
Installation Manual for Physical Planning (Models A02/LA2), GC28-7040.

Important: IBM z16 A02 does not support the installation any other equipment in the rack
(as previous systems allowed - i.e. IBM z14 ZR1 and IBM z15 T02).

Dual CPC drawer system or system with FC 0675

For systems with two CPC drawers, the PCle+ I/O drawers (1, 2, and 3) are installed in order
in the following EIA locations: A01B, A20B, and A28B.

There is no need to define Reserved space feature codes for future CPC or I/O drawer empty

locations, as all placements in the rack are defined and will be filled according to the features
ordered.
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The possible configurations for a dual CPC drawer system with the view from the rear of the
system are shown in “IBM z16 A02 - Single Frame (Factory Frame) configurations” on
page 484.

The number of PDUs depends on the system configuration. A system with a dual CPC drawer
can only be powered form three-phase utility power. For more information, see Chapter 11,
“Environmentals” on page 439 and 3932 Single Frame Installation Manual for Physical
Planning (Models A02/LA2), GC28-7040.

2.1.6 System configurations for IBM z16 AGZ

All system components are designed and integrated in a client provided 19-inch rack for the
IBM z16 AGZ configurations.

— The client is expected to provide rack level PDU Power.

— IBM will provide drawer requirements for power input.

— IBM firmware will have no control of customer PDUs.

— All components must be installed in the same rack together with the associated PDUs

— PDUs must have enough C19 connectors to support the CPC drawers.

— All other components can be supported using C19 or C13 connectors. The length of
these connectors (1m, 2m, or 3m) is ordered by feature code.

— PDUs must be within the same rack as the components but their locations within the
racks are notdefined by IBM.

— Client provided PDU/power management with DCIM sustainability tool integrations that
meets systems specifications.

— The feature codes ordered will dictate the specific order the components are mounted
in the rack, starting from the bottom up, in specified EIU locations.

For more information see IBM z16 and LinuxONE Rockhopper 4 Rack Mount Bundle
Installation Manual for Physical Planning (IMPP), GC28-7035.

The IBM z16 AGZ allows CPCO to be placed anywhere within the client rack as indicated by
location 'U' (per client pIanning4). When CPC1 is installed, it must be placed in the rack at the
location which is 5U higher than CPCQ's location. The components are installed in a specific
order and must be installed in the same rack, together with the power distribution units. Note
that for an IBM z16 AGZ to have an I/O drawer, it requires that CPCO be placed no lower than
location A09 (9U).

The system components are installed from the bottom and stacking vertically upwards.

The possible configurations for IBM z16 AGZ (rear view) are shown in “IBM z16 AGZ - Rack
mount configurations” on page 486

2.1.7 PCle I/O Drawers

28

I/O features are installed in PCle+ 1/O drawers. Both IBM z16 A02 and IBM z16 AGZ share
the same set of I/O features and PCle+ /O drawers:

» Both IBM z16 A02 and IBM z16 AGZ configurations support up to three PCle+ I/O
drawers.

» 1/O PCHID numbering starts with 0100 and goes up, depending on the number of features
that are ordered, starting from the bottom 1/O drawer, and working upwards.

Table 2-4 lists the common plugging limits between the IBM z16 A02 and IBM z16 AGZ.

4 ‘U is the 19-inch rack EIA unit number designated in the planning.

IBM z16 A02 and IBM z16 AGZ Technical Guide



Table 2-4 Components for IBM z16 A0O2 and IBM z16 AGZ features

Feature CPC DCMs Max Max 1/0
Drawers Fanouts Drawers

Max 5 1 2 6 3

Max16 1 2 6 3

Max32 1 4 12 3

Max68 2 8 24 3

2.2 CPC drawer

The IBM z16 A02 and IBM z16 AGZ, have some changes to the design of IBM z16 AO1
primarily with the processor modules and memory packaging in the drawers. Their CPC
drawer includes the following features:

» 2 or 4 Dual chip modules (DCMs)
» Up to 48 Memory DIMMs (16, 32, 40, and 48 DIMMs configurations)

» Max 12 PCle fanout cards to support PCle+ Gen3 fanout cards for PCle+ 1/O drawers or
coupling fanouts for coupling links to other CPCs

» Symmetric multiprocessor (SMP-9) connectivity (cables) when the 2nd CPC drawer exists.

The IBM z16 A02 and IBM z16 AGZ include one or two CPC drawers. A CPC drawer and its
components are shown in Figure 2-5.
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Figure 2-5 CPC drawer components (top view)

The first 5U CPC drawer contains two or four Processor Unit (PU) DCMs, and up to 48
DIMMs available in capacities of 32GB, 64GB, 128GB, or 256GB per DIMM. The second CPC
drawer always contains four DCMs.
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Depending on the feature, IBM z16 A02 or IBM z16 AGZ have the following CPC
components:

» The number of CPC drawers installed is driven by the following feature codes:

FC 0672: One CPC drawer, Max5, two PU DCMs up to 5 characterizable PUs

FC 0673: One CPC drawer, Max16, two PU DCMs up to 16 characterizable PUs
FC 0674: One CPC drawer, Max32, four PU DCMs up to 32 characterizable PUs
FC 0675: Two CPC drawers, Max68, eight PU DCMs up to 68 characterizable PUs

» The following DCMs are used:

— PU DCM contains two PU chips (Telum) using 7nm FinFET silicon wafer technology,
22.5 Billion transistors, core running at 4.6 GHz: (with 8 cores per chip / 16 cores per
PU DCM design)

» Memory plugging:

Up to six memory controllers per drawer (two on DCM2/DCM1) (one on DCM3/DCMO)
Each memory controller supports 8 DIMM slots

Two, four or six memory controllers per drawer are populated (up to 48 DIMMs)
Different memory controllers can have different size DIMMs

» Up to 12 PCle+ Gen3 fanout slots that can host:

— 2-Port PCle+ Gen3 I/O fanout for PCle+ I/O drawers (ordered and used in pairs for
availability)

— ICA SR and ICA SR1.1 PCle fanout for coupling (two ports per feature)

» Management components: Two dual function Baseboard Management Controllers (BMC)
and Oscillator Cards (OSC) for system control and to provide system clock (N+1
redundancy)

» CPC drawer power infrastructure consists of the following components:

— Four 2kW Power Supply Units (PSUs) that provide power to the CPC drawer. The loss
of one power supply leaves enough power to satisfy the drawer’s power requirements
(N+1 redundancy). The power supplies can be concurrently removed and replaced
(one at a time).

— 5x 12v distribution point-of-load (POL) that plug in slots that divide the memory banks,
N+2

— 3x Voltage Regulator Modules that plug outside of the memory DIMMs, N+2

— Two Processor Power Control cards (PPC) that contain the ambient temperature
sensor and PU temperature change monitoring.

» One SMP9 connector (dual CPC drawer) that provides for CPC drawer to CPC drawer
communication.

The front view of the CPC drawer, which includes the 80mm CPC cooling fans, BMC/OSC
and Processor Power Control Cards (PPC), is shown in Figure 2-6 on page 31.
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Figure 2-6 Front view of the CPC drawer

Front

The rear view of a fully populated CPC Drawer is shown in Figure 2-7. Dual port I/O fanouts
and ICA SR adapters are plugged in specific slots for best performance and availability.
Redundant power supplies and the SMP9 ports also are shown (only the center two SMP9
ports are used for the IBM z16 A02 and IBM z16 AGZ for dual CPC configurations). The pair
of SMP9 ports are redundant. In the event of a single cable failure, the repair can be
performed concurrently.

6 or 12x PCle+ Gen3 fanouts and ICA SRs
(LG01, LGO2 ... LG12)

Rear

SMP Connectors

Figure 2-7 Rear view of the CPC drawer

The CPC drawer logical structure, component connections are shown in Figure 2-8 on
page 32.
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Figure 2-8 CPC drawer logical structure

Memory is connected to the DCMs through memory control units (MCUs). Up to six MCUs
are available in a CPC drawer (one or two per DCM) and provide the interface to the DIMM
controller. A memory controller uses eight DIMM slots.

The buses are organized in the following configurations:

» The M-bus provides interconnects between PUs chips in the same DCM

» The X-bus provides interconnects between PUs chips to each other, in the same drawer

The A-bus provides interconnects between CPC drawers using SMP9 cables.

2.2.1 CPC drawer interconnect topology

The point-to-point SMP9 connection topology for CPC drawers is shown in Figure 2-9 on
page 33. Each CPC drawer communicates directly to the other CPC drawers' DCMs by using
point-to-point links. Drawer-to-drawer SMP9 connections are in pairs where both are active. A
failure on one cable of the pair can be repaired concurrently.
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Figure 2-9 CPC drawer logical structure

The CPC drawers that are installed from bottom to top in the 19-inch rack. The order of CPC
drawer installation for IBM z16 AQ2 is listed in Table 2-5.

Table 2-5 CPC drawer installation order and position for IBM z16 A02

CPC drawer CPCO CPC1
Installation order First Second
Position in Frame A A10B A15B

For the IBM z16 A02, a second CPC drawer can be installed concurrently when not present at
initial installation provided that the system is powered by three-phase PDUs. For the IBM z16
AGZ, a non-disruptive addition of a CPC drawer is possible in the field (MES upgrade) if the
CPC1 reserve feature (FC 2332) is included with the initial system order. Concurrent drawer
repair requires a minimum of two CPC drawers.

2.2.2 Oscillator

With IBM z16 A02 and IBM z16 AGZ the oscillator card®, design and signal distribution
scheme are new; however, the RAS strategy for the redundant clock signal and the dynamic
switchover is unchanged. One primary OSC card and one backup are used. If the primary
OSC card fails, the backup detects the failure, takes over transparently, and continues
providing the CPC with the clock signals.

The OSC card also provides the infrastructure for CPC time synchronization to an external
time source (ETS). External time synchronization is provided via the IBM Z Server Time
Protocol (STP), orderable feature FC1021, free of charge. Time synchronization functionality

5 Oscillator card (OSC) is combined (single FRU P/N) with the Baseboard Management Controllers (BMC); installed
in pairs for each CPC Drawer
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is configured and managed through the Hardware Management Console. The HMC provides
the Manage System Time task. For managing time on IBM z16 A02 and IBM z16 AGZ, the
HMC must be at level 2.16.0 (Driver 51).

The IBM z16 A02 and IBM z16 AGZ supports the following timing information synchronization
protocols:

Network Time Protocol (NTP)

Network Time protocol w/ Pulse Per Second (PPS)
Precision Time Protocol (PTP)

Precision Time Protocol w/ Pulse Per Second

v
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With IBM z16 A02 and IBM z16 AGZ, the STP External Time Source connects directly to the
CPC (dedicated LAN ports) through the OSC card. This is different from the previous IBM Z
where the Support Element was connected to the External Time Source

For additional information about Server Time Protocol, see the Redbook IBM Z Server Time
Protocol Guide, SG24-8480.
Consider the following points:

» A new card that combines the BMC and OSC is implemented with IBM z16 A02 and IBM
z16 AGZ. Internally, the physical cards (BMC and OSC) are separated but incorporated as
a single FRU because of a packaging design.

» Two local redundant oscillator cards are available per CPC drawer, each with one PPS
port and one ETS port (RJ45 Ethernet, for both PTP and NTP).

» The current design requires Pulse Per Second to provide maximum time accuracy for NTP
and PTP.

» An enhanced precision oscillator (20 PPMS® versus 50 PPM on previous systems) is used.
» The following PPS plugging rules apply (see Figure 2-10 on page 35):

— Single CPC drawer plug left and right OSC PPS coaxial connectors.

— Multi-drawer plug CPCO left OSC PPS and CPC1 left OSC PPS coaxial connectors.

— Cables are routed from rear to front using a pass-through hole in the frame and under
the CPC bezel using a right-angle Bayonet Neill-Concelman (BNC) connector that
provides the pulse per second (PPS) input for synchronization to an external time
source with PPS output.

Cables are supplied by the customer.

— Connected PPS ports must be assigned in the Manage System Time menus on the
HMC.

6 PPM - Parts Per Million
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CPC Drawer, Front view
(Bezel not installed)

To customer network
(PTP or NTP connectivity)

BMC/05C PTR/NTP Ethernet [pps
Cards Ports Ports

PPS ports
Front view

Figure 2-10 Recommended ETS cabling

Tip: STP is available as FC 1021. It is implemented in the Licensed Internal Code (LIC),
and allows multiple zSystems servers to maintain time synchronization with each other and
synchronization to an ETS.

For more information, see the Redbook: IBM Z Server Time Protocol Guide, SG24-8480.

2.2.3 System control

The various system elements are managed through the Baseboard Management Controllers
(BMCs). The BMC is the replacement for the Flexible Support Processors (FSPs) used in
previous systems.

With IBM z16 AO2 and IBM z16 AGZ the CPC drawer BMC card is combined with the
Oscillator card as a single Field Replaceable Unit (FRU). Two combined BMC/OSC cards are
used per CPC drawer.

Also, the PCle+ I/O drawer has a new BMC. Each BMC card has one Ethernet port that
connects to the internal ethernet LANs through the internal network switches (SW1, SW2,
and SW3, SW4, if configured). The BMCs communicate with the SEs and provide a
subsystem interface (SSI) for controlling components.

An overview of the system control design is shown in Figure 2-11 on page 36.
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Figure 2-11 Conceptual overview of system control element - HMIA and SEs/ BMCs connections

Note: The maximum IBM z16 A02 and IBM z16 AGZ configurations feature two GbE
switches, two CPC drawers, and up to three PCle I/O drawers.

A typical BMC operation is to control a power supply. An SE sends a command to the BMC to
start the power supply. The BMC cycles the various components of the power supply,
monitors the success of each step and the resulting voltages, and reports the status back to
the SE.

SEs are duplexed (N+1), and each support element has at least one BMC and two internal
Ethernet LANs for redundancy. Crossover capability between the LANs is available so both
SEs can operate on both.

The Hardware Management Consoles (HMCs) and SEs/HMAs are connected directly to one
or two Client Ethernet LANs. One or more HMCs can be used.

2.2.4 CPC drawer power

36

The power for the CPC drawer has a new design. It uses the following combinations of Power
Supply Units (PSUs), Point of Load (POLs), Voltage Regulator Modules (VRMs), and
Processor Power Control Cards (PPCs):

» PSUs: Provide AC conversions to 12V DC bulk/standby power and are installed at the rear
of the CPC. There are four PSUs (N+1 redundancy) connected to the PDUs.

» POLs: Five N+2 redundant cards are installed next to the Memory DIMMs.
» VRMs: three modules (N+2 redundancy).
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» Processor Power Control (PPC) card: Redundant processor power and control cards
connect to the CPC trail board. The control function is powered from12V standby that is
provided by the PSU. The PPC cards also include pressure, temperature, and humidity
sensors.

2.3 Dual chip modules

The DCM is a multi-layer metal substrate module that holds two PU chips. PU chip size is 532
mm? (23.75 mm x 22.1 mm). Each CPC drawer has two or four PU DCMs with 22.5 Billion
transistors each.

The PU DCMs are shown in Figure 2-12. For both DCMs, a thermal cap is placed over the
chips.

Rear g&
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L H'HHHAH

Front

Figure 2-12 Dual chip modules (PU DCM) under the heatsink

There are two PU chips on each DCM, each DCM socket contains 4753 pins, and the module
size is 71.5mm x 79mm.

The DCMs are each plugged into a socket that is part of the CPC drawer packaging. Each PU
DCM is air-cooled by using the front five CPC drawer fans, and a separate heat sink for every
DCM. Air flow is from the front of the drawer to the rear.

A schematic representation of the PU chip is shown in Figure 2-13 on page 38.
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Figure 2-13 PU chip floor plan

The IBM z16 A02 and IBM z16 AGZ PU chip (two PU chips packaged on one DCM) includes
the following features and improvements:

» 4.6 GHz core frequency

» eight core design (versus 10 for z15) each with 32MB L2 cache

» Two PCle Genb interfaces running at Gen3/4 speeds

» DDR4 memory controller

» 2x M-Bus to support DCM internal chip to chip connectivity

» 6x X-Bus to support DCM to DCM connectivity in the CPC drawer
» 1x A-Bus to support drawer to drawer connectivity

» New cache structure design compared to z15 PU:

L1D(ata) and L1I(nstruction) cache - ON-core (128kB each)

L2 - 32 MB dense SRAM - outside the core, semi-private to the core
L3 (virtual) - up to 256 MB

L4 (virtual) - up to 2048 MB’

» New Core-Nest Interface

» Brand new branch prediction design using SRAM
» On chip AlU — IBM Z Accelerator for Artificial Intelligence

7 Max5 and Max16 L4 is limited to 1024 MB
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2.3.1 Processor unit (core)

Each processor unit, or core, is a superscalar and out-of-order processor that supports 10
concurrent issues to execution units in a single CPU cycle. Figure 2-14 shows the core floor
plan, which contains the following units:
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Figure 2-14 Processor core floor plan

» Fixed-point unit (FXU): The FXU handles fixed-point arithmetic.

» Load-store unit (LSU): The LSU contains the data cache. It is responsible for handling all
types of operand accesses of all lengths, modes, and formats as defined in the
z/Architecture.

» Instruction fetch and branch (IFB) (prediction) and Instruction cache and merge (ICM).
These two sub units (IFB and ICM) contain the instruction cache, branch prediction logic,
instruction fetching controls, and buffers. Its relative size is the result of the elaborate
branch prediction.

» L1D and L1l are incorporated into the LSU and ICM respectively

» Instruction decode unit (IDU): The IDU is fed from the IFU buffers, and is responsible for
parsing and decoding of all z/Architecture operation codes

» Translation unit (XU): The XU has a large translation lookaside buffer (TLB) and the
Dynamic Address Translation (DAT) function that handles the dynamic translation of
logical to physical addresses.

» Instruction sequence unit (ISU): This unit enables the Out-of-Order (O00) pipeline. It
tracks register names, Out-of-Order instruction dependency, and handling of instruction
resource dispatch.

» Instruction fetching unit (IFU) (prediction): These units contain the instruction cache,
branch prediction logic, instruction fetching controls, and buffers. Its relative size is the
result of the elaborate branch prediction design.

» Recovery unit (RU): The RU keeps a copy of the complete state of the system that
includes all registers, collects hardware fault signals, and manages the hardware recovery
actions.

» Dedicated Co-Processor (CoP): The dedicated coprocessor is responsible for data
compression and encryption functions for each core.

» Pervasive Core unit (PC) for instrumentation and error collection.

» Modulo arithmetic (MA) unit: Support for Elliptic Curve Cryptography.
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» Vector and Floating point Units (VFU):

BFU: Binary floating point unit
DFU: Decimal floating point unit
DFx: Decimal fixed-point unit
FPd: Floating point divide unit
VXx: Vector fixed-point unit
VXs: Vector string unit

VXp: Vector permute unit

VXm: Vector multiply unit

» L2 - Level 2 cache

2.3.2 PU characterization

40

The PUs are characterized for client use. The characterized PUs can be used in general to
run supported operating systems, such as z/OS, z/VM, and Linux on Z. They also can run
specific workloads, such as Java, XML services, IPSec, and some Db2 workloads, or
clustering functions, such as the Coupling Facility Control Code (CFCC).

The maximum number of characterizable PUs depends on the IBM z16 A02 and IBM z16
AGZ feature code:

FC 0672: Max5, two PU DCMs up to 5 characterizable PUs

FC 0673: Max16, two PU DCMs up to 16 characterizable PUs
FC 0674: Max32, four PU DCMs up to 32 characterizable PUs
FC 0675: Max68, eight PU DCMs up to 68 characterizable PUs
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Some PUs are characterized for system use; some are characterized for client workload use.
By default, one spare PU is available to assume the function of a failed PU. The maximum
number of PUs that can be characterized for client use are listed in Table 2-6.

Table 2-6 PU characterization

Feature CPs IFLs Unassigned | zlIPs ICFs IFPs | Std Add’l | Spare
IFLs SAPs | SAPs | PUs
Max5 0-5 0-5 0-4 0-4 0-5 2 2 0-8 2
Max16 0-6 0-16 0-15 0-15 0-16 2 2 0-8 2
Max32 0-6 0-32 0-31 0-31 0-32 2 4 0-8 2
Max68 0-6 0-68 0-67 0-67 0-68 2 8 0-8 2

At least one CP must be purchased before a zIIP can be purchased. Starting with z16, the
maximum for the zIIP FCs will be one less than the feature allowed maximum PUs. For
instance, an IBM z16 A02 or IBM z16 AGZ Max68 can have up to 67 zIIPS. These rules are
also valid for unassigned zlIPs, and unassigned IFLs. Java and XML workloads can run on
zlIPs.

Converting a PU from one type to any other type is possible by using the Dynamic Processor
Unit Reassignment process. These conversions occur concurrently with the system
operation.

Note: The addition of ICFs, IFLs, zlIPs, and SAPs does not change the system capacity
setting or its million service units (MSU) rating, which applies to engines (processor units-
PUs) characterized as Central Processor (CP).
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2.3.3 Cache level structure

The cache structure comparison between CPC drawers on z16 and z15 is shown in

Figure 2-15.
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Figure 2-15 Cache structure comparison: z16 versus z15

2.4 PCle+ I/O drawer

PCle Generations
The z16 uses PCle Generation 4 (Sextupled Data Rate - XDR), Generation 3 (Quadruple
Data Rate - QDR), Generation 2 (Double Data Rate - DDR) and Generation 1, (Single Data

Rate - SDR).

XDR is used between the CP-DCM and the fanout card. QDR is used between CEC drawer
and PCle I/O drawer with a width of 16 Lanes. Both connections operate at 16 GBps (non full
duplex). The PCle Switch in the PCle I/0 Drawer can negotiate QDR, DDR and SDR,
depending of the PCle I/O Card. Nominal data rates in full duplex mode are: 64 GBps for
PCle Gen-4, 32 GBps for PCle Gen-3, 16 GBps for PCle Gen-2 and 8 GBps for PCle Gen-1.

As shown in Figure 2-16 on page 42, each PCle+ I/O drawer has 16 slots to support the PCle
I/O infrastructure with a bandwidth of 16 GBps and includes the following features:

» A total of 16 I/O cards are spread over two I/O domains (0 and 1):

— Each I/O slot reserves four PCHID numbers.

— Left side slots are numbered LG01-LG10 and right side slots are numbered
LG11-LG20 from the rear of the rack. A location and LED identifier panel is at the
center of the drawer.
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— With IBM z16 A02 and IBM z16 AGZ, the numbering of the PCHIDs starts with the first
configured location I/0O1 and starts with PCHID 100 and continues the incremental
sequence to the next configured PCle I/O drawer(s). For more information about
examples of the various configurations, see Appendix D, “Rack configurations” on
page 483.

» Two PCle+ switch cards provide connectivity to the PCle+ Gen3 fanouts that are installed
in the CPC drawers.

» Each I/O drawer domain has four dedicated support partitions (two per domain) to
manage the native PCle cards.

» Two Baseboard Management Controllers (BMC) cards are used to control the drawer
functions.

» Redundant N+1 power supplies (two) are mounted on the rear and redundant blowers
(six) are mounted on the front.
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Figure 2-16 PCle I/O drawer front and rear views

» The IBM z16 A02 and IBM z16 AGZ support up to three PCle+ I/O drawers and use the
PCHID numbering scheme (see also diagrams in Appendix D, “Rack configurations” on
page 483) shown in Table 2-7:

Table 2-7 PCHID Numbering

/01 /02 /03

PCHID Numbering 100 - 13F 140 - 17F 180 - 1BF

» PCHID numbering is consecutive starting from the bottom and working up.

Consideration for PCHID identification:

For IBM z16 A02 and IBM z16 AGZ, the orientation of the PCle features is horizontal, and the
top of the card is now closest to the center of the drawer for the left and right side of the
drawer.

The vertical card collapsed horizontally, and the awareness of the port and PCHID layout
where the top of the adapter (port D1) is closest to the location panel on both sides of the
drawer are shown in Figure 2-17 on page 43.
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Figure 2-17 I/O feature orientation in PCle I/O drawer (rear view)

Note: The CHPID Mapping Tool (available on ResourceLink) can be used to printa CHPID
Report that displays the drawer and PCHID/CHPID layout.

2.5 Memory

The maximum physical memory size is determined by the number of CPC drawers in the
system. Each CPC drawer can contain up to 8 TB of customer memory, for a total of 16 TB of
memory per system.

The minimum and maximum memory sizes that you can order for each IBM z16 A02 and IBM
z16 AGZ are listed in Table 2-8.

Table 2-8 Purchased Memory (Memory available for assignment to LPARS)

Feature # of CPC drawers Customer memory GB
Max5 1 512 - 4936

Max16 1 512 - 4936

Max32 1 512 - 8032

Max68 2 512 - 16224

The following memory types are available:
» Purchased: Memory that is available for assignment to LPARs.

» Hardware System Area (HSA): Standard 160 GB of addressable memory for system use
outside of customer memory.
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» Standard: Provides minimum physical memory that is required to hold customer purchase

memory plus 160 GB HSA.

The memory granularity, which is based on the installed customer memory, is listed in

Table 2-9.
Table 2-9 Customer offering memory increments
Memory increment (GB) Offered memory sizes (GB)
8 64 - 96
32 128 - 544
64 608 - 736
128 864 - 2144
256 2400 - 3936
512 4448 - 16224

2.5.1 Memory subsystem topology

The IBM z16 A02 and IBM z16 AGZ memory subsystem use high-speed, differential-ended
communications memory channels to link a host memory to the main memory storage

devices.

The CPC drawer memory topology of an IBM 2168 is shown in Figure 2-18.
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Figure 2-18 CPC drawer memory topology at maximum configuration

Consider the following points regarding the topology:

8 Same memory topology is used in the IBM z16 A02 and IBM z16 AGZ.
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» Six memory controllers per drawer, one per PU chip
» Each memory controller supports 8 DIMM slots

» Two, four, five or six memory controllers per drawer will be populated (16, 32, 40, 48
DIMMs)

» Different memory controllers may have different size DIMMs

» Features with different DIMMs sizes can be mixed in the same drawer.
» The eight DIMMs per MCU must be the same size.

» Addressable memory is required for partitions and HSA.

2.5.2 Redundant array of independent memory

The IBM z16 A02 and IBM z16 AGZ use the new RAIM design. The new RAIM design detects
and recovers from failures of dynamic random access memory (DRAM), sockets, memory
channels, or DIMMs.

New RAIM Design
— Change from 4+1 RAIM (for z15) to 8 Channel R-S RAIM

— 90 -> 80 DRAMs accessed across memory channels (11% reduction, excluding
unused spare)

— Staggered Memory Refresh -> Leverage RAIM to hide memory refresh penalty
— New Memory Buffer Chip Interface

2.5.3 Memory Encryption

Along with the new RAIM design, the new memory interface uses transparent memory
encryption technology to protect all data leaving the processor chips before it's stored in the
memory DIMMs. The encryption occurs post-RAIM encoding, the decryption occurs
pre-RAIM decoding. That means the data is encrypted before being distributed according to
the eight channel RAIM algorithm and written to the eight DIMMs forming a RAIM group, and
the data is decrypted after being read from the DIMMs.

For encryption and decryption, an AES algorithm is used, which is executed in the Memory
Control Unit (MCU). The encryption key is unique per memory channel. Since the RAIM
design uses eight channels to control the eight DIMMSs in a group, the data on every DIMM in
a group is encrypted with another key.

The keys are generated once per IML, stored in the MCU, and locked against alteration, so
the key values are Error Correction Code (ECC) protected. Since the encryption and
decryption occur between RAIM error correction and memory, an encryption and decryption
error is confined to a single memory channel. Encryption and decryption contain parity
information to detect errors. Unauthorized physical access to the DIMMs will only deliver data
which is distributed across eight DIMMs and encrypted with eight different keys.

2.5.4 Memory configurations

Memory sizes in each CPC drawer do not have to be similar. RAIM is now built into the bank
of 8 DIMMs and should no longer be part of the memory equation (minus 20%).

— There are 14 drawer configurations supporting memory
— Different CPC drawers can contain different amounts of memory
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— A drawer may have a mix of DIMM sizes
— Total memory includes HSA. Customer memory is remaining memory available to
customer after HSA is subtracted

The 17 (40-43) and (21-33) drawer memory configurations that are supported are listed in
Table 2-10. Each CPC drawer is included from manufacturing with one of these memory
configurations.

Table 2-10 Drawer memory plugging configurations (all values in GB)

CFG# | pcmi DCM2 DCM2 DCM3 DCM3 DCM4 Physical INC -HSA

MOCPO M1CPO M1CP1 M2CPO M2CP1 M3CPO 160GB

MDO1-04 ';("D°5'°8 ';("[’09'12 MD13-16 MD17-20 MD21-24

’l%nnzs-zs MD29-32 MD33-36 3037-40 3041 -44 :(IID45-48
40 64 64 64 128 2560 2400
4 128 64 64 128 3072 512 2912
42 128 128 64 128 3584 512 3424
43 128 128 128 128 4096 512 3936
21 32 32 512 352
22 32 32 32 32 1024 512 864
23 64 32 64 32 1536 512 1376
24 64 64 64 64 2048 512 1888
25 64 64 64 64 64 2560 512 2400
26 64 64 64 64 64 64 3072 512 2912
27 128 64 64 64 64 64 3584 512 3424
28 128 64 64 64 64 128 4096 512 3936
29 128 128 64 64 64 128 4608 512 4448
30 128 128 64 64 128 128 5120 512 4960
31 128 128 128 128 128 128 6144 1024 5984
32 256 128 128 128 128 128 7168 1024 7008
33 256 128 128 256 256 8192 1024 8032

Consider the following points:

» A CPC drawer contains a minimum of 16 (2x8) 32GB DIMMs as listed in drawer
configuration number 21 in Table 2-10.

» A CPC drawer can have more memory installed than what is actually enabled for client
use. The amount of memory that can be enabled by the client is the total physically
installed memory minus the 160 GB of HSA memory.

» A CPC drawer can have available unused memory, which can be ordered as a memory
upgrade and enabled by LICCC concurrently without DIMM changes.

» DIMM changes require a disruptive power-on reset (POR) on IBM z16 A02 and IBM z16
AGZ with a single CPC drawer. DIMM changes can be done concurrently on
configurations with two CPC drawers using Enhanced Drawer Availability (EDA).
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DIMM plugging for the configurations in each CPC drawer do not have to be similar. Each

memory 8 slot DIMM bank must have the same DIMM size; however, a drawer can have a mix

of DIMM banks.

The support element View Hardware Configuration task can be used to determine the size
and quantity of the memory plugged in each drawer. Figure 2-19 shows an example of an IBM
z16 AGZ using drawer configuration number 30 from the previous tables, and displays some
of the locations and descriptions of the installed memory modules.

Processor location:
Salwt Location
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Memory DIMM 128 GB DDR4 (16 Gb DRAM)
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Memory DIMM 128 GB DDR4 (16 Gb DRAM)
Memory DIMM 128 GB DDR4 (16 Gb DRAM)
Memory DIMM 128 GB DDR4 (16 Gb DRAM)
Mamory DIMM 128 GB DDR4 (16 Gb DRAM)

Figure 2-19 View Hardware Configuration task on the Support Element

Figure 2-20 shows the CPC drawer and DIMM locations for an IBM z16 A02 and IBM z16

AGZ.
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Figure 2-20 CPC Drawer DIMM locations
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Table 11lists the physical memory plugging configurations by feature code from
manufacturing when the system is ordered. Consider the following points:

» The CPC drawer columns for the specific feature contain the Memory Plug Drawer
Configuration number that is referenced in Table 2-10 and the Population by DIMM Bank
that is listed in Table .

» Dial Max indicates the maximum memory that can be enabled by way of the LICC
concurrent upgrade.

If more storage is ordered by using other feature codes, such as Virtual Flash Memory, the
extra storage is installed and plugged as necessary.

Example1: A customer orders FC 3146 that provides 4448 GB customer memory, and FC
0675 (Max68). The two drawer configurations include the following components: CPCO
(2560 GB) and CPC1 (2560 GB) - both CPC drawers use config #25 (See Table 2-10). Total
Installed memory: 5120GB - 160GB HSA = 4960 (Dial Max).

Example 2: Customer orders FC 3145 that features 3936 GB customer memory, and FC 0674
Max32 (1 CPC drawer). The drawer configuration include the following components: CPCO
(4096 GB Physical) - Configuration #43 (from Table 2-10 ). Total 4096 GB - 160GB HSA=
3936 GB (Dial Max).

Example 3: Customer orders FC 3153 that features 8032 GB customer memory, and FC 0674
Max68 (2 CPC drawers). The drawer configuration include the following components: CPCO
(4096GB Physical) - Configuration #28 and CPC1 (4096 GB Physical) - Configuration #28
(from Table 2-10 ). Total 8192 GB - 160GB HSA= 8032 GB (Dial Max).

The previous examples do not consider the amount of Virtual Flash Memory (VFM). If VFM is
part of the initial order, you need to subtract the amount of VFM (FC 0644) from the Dial Max
and ensure that the reminder satisfies customer memory requirements.

2.5.5 Memory Offerings (initial order)

Table 11 provides the list of memory features orderable and the associates memory
configurations.

Table 11 Memory Offerings
FC 5 | 5 5 © | Max5 (CPCO) Max16 (CPCO) Max32 (CPCO) Max68 (CPCO + CPC1)
(2 (2]
= = (7]
g g g o Dial | Extra Dial Extra Dial Extra Q Q Dial Extra
o lo< 3 3 Max | Mem 3 Max Mem 3 Max Mem @3 | @9 | mMax Mem
5 |35 (] . . . #* Q0 #*Q
— — = #* ** #* o -
n |
3106 64 21 352 | 288 21 352 288 21 352 288 21 21 864 800
3107 72 21 352 | 280 21 352 280 21 352 280 21 21 864 792
3108 8 80 21 352 | 272 21 352 272 21 352 272 21 21 864 784
3109 88 21 352 | 264 21 352 264 21 352 264 21 21 864 776
3110 96 21 352 | 256 21 352 256 21 352 256 21 21 864 768
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FC 3 |5 £ © | Max5 (CPCo) Max16 (CPCO) Max32 (CPCO) Max68 (CPCO + CPC1)
g g 3 g" o Dial Extra & Dial Extra o Dial Extra Q o Q o Dial Extra
g % < ‘-‘5.: ‘i Max | Mem i Max Mem ‘i Max Mem i § i 3 Max Mem
» »
3111 128 21 352 | 224 21 352 224 21 352 224 21 21 864 736
3112 160 21 352 | 192 21 352 192 21 352 192 21 21 864 704
3113 192 21 352 | 160 21 352 160 21 352 160 21 21 864 672
3114 224 21 352 | 128 21 352 128 21 352 128 21 21 864 640
3115 256 21 352 | 96 21 352 96 21 352 96 21 21 864 608
3116 288 21 352 | 64 21 352 64 21 352 64 21 21 864 576
3117 320 21 352 | 32 21 352 32 21 352 32 21 21 864 544
3118 % 352 21 352 | O 21 352 0 21 352 0 21 21 864 512
3119 384 22 864 | 480 22 864 480 22 864 480 21 21 864 480
3120 416 22 864 | 448 22 864 448 22 864 448 21 21 864 448
3121 448 22 864 | 416 22 864 416 22 864 416 21 21 864 416
3122 480 22 864 | 384 22 864 384 22 864 384 21 21 864 384
3123 512 22 864 | 352 22 864 352 22 864 352 21 21 864 352
3124 544 22 864 | 320 22 864 320 22 864 320 21 21 864 320
3125 608 22 864 | 256 22 864 256 22 864 256 21 21 864 256
3126 64 | 672 22 864 | 192 22 864 192 22 864 192 21 21 864 192
3127 736 22 864 | 128 22 864 128 22 864 128 21 21 864 128
3128 864 22 864 | O 22 864 0 22 864 0 21 21 864 0
3129 992 23 137 | 384 23 1376 | 384 23 1376 | 384 22 21 1376 384
6
3130 1120 23 :337 256 23 1376 | 256 23 1376 | 256 22 21 1376 256
3131 1248 23 137 | 128 23 1376 128 23 1376 | 128 22 21 1376 128
6
3132 1376 23 137 | O 23 1376 | O 23 1376 | O 22 21 1376 0
6
3133 1504 24 188 | 384 24 1888 | 384 24 1888 | 384 22 22 1888 384
128 8
3134 1632 24 188 | 256 24 1888 | 256 24 1888 | 256 22 22 1888 256
8
3135 1760 24 188 | 128 24 1888 128 24 1888 | 128 22 22 1888 128
8
3136 1888 24 188 | O 24 1888 | O 24 1888 | O 22 22 1888 0
8
3137 2016 40 240 | 384 40 2400 | 384 25 2400 | 384 23 22 2400 384
0
3138 2144 40 240 | 256 40 2400 | 256 25 2400 | 256 23 22 2400 256
0
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FC 5 | 5 = © | Max5 (CPCO) Max16 (CPCO) Max32 (CPC0) Max68 (CPCO + CPC1)
(7] (7]
= = (7]
8o 3 o Dial Extra Dial Extra Dial Extra Q Q Dial Extra
3 3 9 o (o) 0 =0 &0
o lo< 3 & | Max | Mem & | Max Mem & | Max Mem Q@35 | @3 | Max Mem
] ] (1] - . . * 0 # 0
T T = £ 3 3+ I* o =
» »
3139 2400 40 240 | O 40 2400 0 25 2400 | O 23 22 2400 0
0
3140 2656 41 291 256 41 2912 256 26 2912 | 256 23 23 2912 256
2
3141 2912 41 291 0 41 2912 0 26 2912 | O 23 23 2912 0
2
3142 256 3168 42 342 | 256 42 3424 256 27 3424 | 256 24 23 3424 256
4
3143 3424 42 342 | 0 42 3424 0 27 3424 | 0O 24 23 3424 0
4
3144 3680 43 393 | 256 43 3936 256 28 3936 | 256 24 24 3936 256
6
3145 3936 43 393 | O 43 3936 0 28 3936 | O 24 24 3936 0
6
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FC 3 |5 £ © | Max5 (CPCo) Max16 (CPCO) Max32 (CPCO) Max68 (CPCO + CPC1)
g g 3 g" o Dial Extra & Dial Extra o Dial Extra Q o Q o Dial Extra
g g < g a Max | Mem & Max Mem a Max Mem i 3 i 3 Max Mem
ala * * * S .
3146 4448 30 4960 | 512 25 25 4960 512
3147 4960 30 4960 | O 25 25 4960 0
3148 5472 31 5984 | 512 26 26 5984 512
3149 5984 31 5984 | 0 26 26 5984 0
3150 6496 32 7008 | 512 27 27 7008 512
3151 7008 32 7008 | O 27 27 7008 0
3152 7520 33 8032 | 512 28 28 8032 512
3153 8032 33 8032 | 0 28 28 8032 0
3154 8544 29 29 9056 512
3155 9056 29 29 9056 0
3156 9568 30 30 10080 | 512
3157 10080 30 30 10080 | O
512
3158 10592 31 30 11104 | 512
3159 11104 31 30 11104 | O
3160 11616 31 31 12128 | 512
3161 12128 31 31 12128 | 0
3162 12640 32 31 13152 | 512
3163 13152 32 31 13152 | 0
3164 13664 32 32 14176 | 512
3165 14176 32 32 14176 | O
3166 14688 33 32 15200 | 512
3167 15200 33 32 15200 | O
3168 15712 33 33 16224 | 512
3169 16224 33 33 16224 | O

Memory upgrades can be ordered and enabled by LIC, upgrading the DIMM cards, adding

DIMM cards, or adding a CPC drawer.

For an upgrade that results in the addition of a CPC drawer, the minimum memory increment
is added to the system. Each CPC drawer has a minimum physical memory size of 1024 GB.

During an upgrade, adding a CPC drawer is a concurrent operation. Adding physical memory
to the added drawer is also concurrent. If all or part of the added memory is enabled for use,
it might become available to an active LPAR if the partition includes defined reserved storage.

(For more information, see 3.7.3, “Reserved storage” on page 128.) Alternatively, the added

memory can be used by a defined LPAR that is activated after the memory is added.
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Note: Memory downgrades within an IBM z16 A02 and IBM z16 AGZ are not supported.
Feature downgrades (removal of a CPC quantity feature) are also not supported.

2.5.6 Drawer replacement and memory

With Enhanced Drawer Availability (EDA), which is supported for IBM z16 A02 and IBM z16
AGZ when two CPC drawers are installed, sufficient resources must be available to
accommodate the ones that are rendered unavailable when a CPC drawer is removed for
upgrade or repair. For more information, see 2.7.1, “Redundant I/O interconnect” on page 54.

Note: Removing a CPC drawer during EDA often results in reducing total active memory.

2.5.7 Virtual Flash Memory

IBM Virtual Flash Memory (VFM) FC 0644 replaces the Flash Express features (0402 and
0403) that were available on previous IBM Z systems. It offers up to 2.0 TB of virtual flash
memory in 512 GB (0.5 TB) increments for improved application availability and to handle
paging workload spikes.

No application changes are required to change from IBM Flash Express to VFM. Consider the
following points:

» Dialed memory + VFM = total hardware plugged
» VFM is offered in 0.5 TB increment size; VFM for z16 is FC 0644 - Min=0, Max=4

VFM is designed to help improve availability and handling of paging workload spikes when
z/OS V2.1,V2.2,V2.3, V2.4 or V2.5 is run. With this support, z/OS is designed to help
improve system availability and responsiveness by using VFM across transitional workload
events. z/OS is also designed to help improve processor performance by supporting
middleware use of pageable large (1 MB) pages.

VFM can also be used by coupling facility images to provide extended capacity and
availability for workloads that use IBM WebSphere MQ Shared Queues structures. The use of
VFM can improve availability by reducing latency from paging delays that can occur at the
start of the workday or during other transitional periods. It is also designed to help eliminate
delays that can occur when collecting diagnostic data.

VFM can help organizations meet their most demanding service level agreements and
compete more effectively. VFM is easy to configure in the LPAR Image Profile and provides
rapid time to value.

Once VFM is installed, the increments can be decremented. The reduction of VFM
increments is treated like a memory downgrade and therefore is disruptive to the customer.

2.6 Reliability, availability, and serviceability

52

IBM Z continue to deliver enterprise class RAS with IBM z16 A02 and IBM z16 AGZ. The
main philosophy behind RAS is about preventing or tolerating (masking) outages. It is also
about providing the necessary instrumentation (in hardware, LIC and microcode, and
software) to capture or collect the relevant failure information to help identify an issue without
requiring a re-creation of the event. These outages can be planned or unplanned. Planned
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and unplanned outages can include the following situations (examples are not related to the
RAS features of IBM 2Z):

A planned outage because of the addition of physical processor capacity or memory
A planned outage because of the addition of 1/O cards

An unplanned outage because of a failure of a power supply

An unplanned outage because of a memory failure

The IBM Systems hardware has decades of intense engineering behind it, which results in a
robust and reliable platform. The hardware has many RAS features that are built into it. For
more information, see Chapter 9, “Reliability, availability, and serviceability” on page 365.

2.7 Connectivity

Connections to PCle+ I/0O drawers and Integrated Coupling Adapters are driven from the CPC
drawer fanout cards. (see 2.4, “PCle+ I/O drawer” on page 41). These fanouts are installed in
the rear of the CPC drawer.

Figure 2-21 shows the location of the fanout slots. Each slot is identified with a location code
(label) of LGxx.

Up to 12 PCle Fanouts - Concurrent add/repair.
LGO1, 02, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12.
| A

TTYS VIl

-
reng
im

T8
[~

(]

I

= | Ve {
SMP9 Connection.\'
CPC Drawers Power from PDUs

Figure 2-21 Fanout locations in the CPC drawer

Up to 12 PCle fanouts (LGO1 - LG12) can be installed in each CPC drawer.

A fanout can be repaired concurrently with the use of redundant I/O interconnect. For more
information, see 2.7.1, “Redundant 1/O interconnect” on page 54.

The following types of fanouts are available:

» A new PCle+ Generation 3 dual port fanout card: This fanout provides connectivity to the
PCle switch cards in the PCle+ I/O drawer.

» A new Integrated Coupling Adapter (ICA SR1.1): This adapter provides coupling
connectivity to z16, z15, and z14.
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» One, two or three pairs of redundant SMP9 connectors providing connectivity to the other
one, two, or three CPC Drawers in the configurationg.

When configured for availability, the channels and coupling links are balanced across CPC
drawers. In a system that is configured for maximum availability, alternative paths maintain
access to critical I/O devices, such as disks and networks. The CHPID Mapping Tool can be
used to assist with configuring a system for high availability.

Enhanced (CPC) drawer availability (EDA) allows a single CPC drawer in a multidrawer CPC
to be removed and reinstalled (serviced) concurrently for an upgrade or a repair. Removing a
CPC drawer means that the connectivity to the I/O devices that are connected to that CPC
drawer is lost. To prevent connectivity loss, the redundant I/O interconnect feature allows you
to maintain connection to critical I/O devices (except for ICA SR1.1) when a CPC drawer is
removed.

2.7.1 Redundant I/O interconnect

Redundancy is provided for PCle I/O interconnects.

The PCle+ I/O drawer supports up to 16 PCle features, which are organized in two hardware
domains (for each drawer). The infrastructure for the fanout to 1/0 drawers and external
coupling is shown in Figure 2-22.

32 GBIs PCle
Gend x16
(Internal)

FANOUTS

16GB/ss PCle
Gen3 x16

CPC Drawer
| ooy || o | e
| | | | 1 | |
To second
PU PU System Coherency PU PU CPC Drawer
WES e Manager Fabric e LE] (SMP9
connectors)
| PCle+ PCle+ PCle+ PCle+ PCle+ PCle+ PCle+ PCle+ PCle+ PCle+
E ICA SR1.1
| ‘ Fanout Fanout Fanout Fanout Fanout Fanout Fanout Fanout ICA SR14 Fanout Fanout
- | —1 "
| | | 1 < 1 -
> >
T ] | Coupling
I al | R“ | Short Reach
PCle Gen3 PCle Gen3 PCle Gen3 PCle Gen3 2XECle Gond i
Interconnect Interconnect Intercon nect Interconnect To other Z CPCs
Retimer
o5 Pee B

8GBis PCle
Gen3 x8

8GB/s PCle
Gen3(x8

Gen3 x8

[

8GB/s PCle
Gen3 x8

FICON Express325

I

OSA Express7512 Coupling Express2 LR

10/25 GbE RoCE Express3

PCle Gen3
Switch

8GB/s PCle
Gen3 x8

8GB/s PCle
Gen3 x8

zHy perLink Express1.1

PCle+ I/O Drawer

PCle+ |/Q Drawer

Figure 2-22 Infrastructure for PCle+ I/O drawer (system with two PCle+ I/O drawers)
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The new PCle+ Gen3 fanout cards are used to provide the connection from the PU DCM
PCle Bridge Unit (PBU), which uses split the PCle Gen4 (@ 32GBps) processor busses into
two PCle Gen3 x16 (@16 GBps) interfaces to the PCle switch card in the PCle+ I/O drawer.

° The IBM z16 A02 and IBM z16 AGZ with two CPC drawers use only two redundant SMP9 connectors.
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The PCle switch card spreads the x16 PCle bus to the PCle I/O slots in the domain.

In the PCle+ I/O drawer, the two PCle switch cards (LG06 and LG 16, see Figure 2-23)

provide a backup path (Redundant I/O Interconnect - RII) for each other through the passive
connection in the PCle+ I/O drawer backplane.

a"lu SLOT 03— RG3 AL E SLOT 13 — RG4 |

SLOT 04 — RG1 i SLOT 14 -RG2

SLOT 05 - RG3

{ Domain 1

SLOT 17 —RG2

SLOT 18 - RG4
SLOT 19 -RG2

SLOT 20 - RG4

To support Redundant 1/O Interconnect (RII) between domain pair 0 and 1, the two
interconnects to each pair must be driven from two different PCle fanouts. Normally, each
PCle interconnect in a pair supports the eight features in its domain. In backup operation
mode, one PCle interconnect supports all 16 features in the domain pair.

Figure 2-23 PCle+ I/O drawer locations

Note: The PCle Interconnect (switch) adapter must be installed in the PCle+ I/O drawer to

maintain the interconnect across I/O domains. If the adapter is removed (for a service
operation), the 1/O cards in that domain (up to eight) become unavailable.

During a CPC Drawer PCle+ Geng3 fanout or cable failure, all 16 PCle cards in the two
domains can be driven through a single PCle switch card (Figure 2-24 on page 56).
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PCle+ /O Drawer logical diagram—rear view
IPC1/PSU1 IPC2/ PSU2
LGO1 FSP1 FSP2 LG11
LG02 (RG1) (RG2) LG12
LGO3 (RG3) (RG4) LG13
PCle cable "4 (Re) (ROZ) | 9" pewsicabils
to LGO05 (RG3) (RG4) LG15 o
CPC drawer CPCd
PCle P PCle rawer
LGos Switch Rl Switch LG16
LGO7 (RG1) (RG2) LG17
LGOS (RG3) (RG4) LG18
LG9 (RG1) (RG2) LG19
LG10 (RG3) (RG4) LG20
Domain 0 Domain 1
Note: Resource Groups (RGs) in parentheses apply to select
“native” PCle features

Figure 2-24 Redundant I/O Interconnect

2.7.2 Enhanced drawer availability (EDA)

With EDA, the effect of CPC drawer replacement is minimized. In a dual CPC drawer system,
a single CPC drawer can be concurrently removed and reinstalled for an upgrade or repair.
Removing a CPC drawer without affecting the workload requires sufficient resources in the
remaining CPC drawer.

Before removing the CPC drawer, the contents of the PUs and memory of the drawer must be
relocated. PUs must be available on the remaining CPC drawers to replace the deactivated
drawer. Also, sufficient redundant memory must be available if no degradation of applications
is allowed. Any CPC drawer can be replaced, including the first CPC drawer that initially
contains the HSA.

Removal of a CPC drawer also removes the CPC drawer connectivity to the I/O drawers,
PCle I/O drawers, and coupling links. The effect of the removal of the CPC drawer on the
system is limited by the use of redundant I/O interconnect. (For more information, see 2.7.1,
“Redundant I/O interconnect” on page 54.) However, all ICA SR1.1 links that are installed in
the removed CPC drawer must be configured offline.

If the enhanced drawer availability is not used when a CPC drawer must be replaced, the
memory in the failing drawer is also removed. This process might be necessary during an
upgrade or a repair action. Until the removed CPC drawer is replaced, a power-on reset of the
system with the working CPC drawer is supported. The CPC drawer can then be replaced
and added back into the configuration concurrently.

2.7.3 CPC drawer upgrade

All fanouts that are used for I/O and coupling links are rebalanced concurrently as part of a
CPC drawer addition to support better RAS characteristics.
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2.8 Processor configurations

When a z16 is ordered, the PUs are characterized according to their intended usage. The
PUs can be ordered as any of the following items:

CP

IFL

Unassigned IFL

ICF

zllP

Unassigned zIIP

Additional SAP

The processor is purchased and activated. PU supports running the
z/0S, 21CS VSE", z/VM, z/TPF, and Linux on IBM Z'° operating
systems. It can also run Coupling Facility Control Code.

The Integrated Facility for Linux (IFL) is a processor that is purchased
and activated for use by z/VM for Linux guests and Linux on Z'°
operating systems.

A processor that is purchased for future use as an IFL. It is offline and
cannot be used until an upgrade for the IFL is installed. It does not
affect software licenses or maintenance charges.

An internal coupling facility (ICF) processor that is purchased and
activated for use by the Coupling Facility Control Code.

An “Off Load Processor” for workload that supports applications such
as DB2, Java, XML and z/OS Container Extensions. It can also be
used for System recovery Boost (SRB). For more information, see IBM
Z System Recovery Boost, REDP-5563-02.

A processor that is purchased for future use as a zIIP. It is offline and
cannot be used until an upgrade for the zIIP is installed. It does not
affect software licenses or maintenance charges.

An optional processor that is purchased and activated for use as SAP
(System Assist Processor).

A minimum of one PU that is characterized as a CP, IFL, or ICF is required per system. The
maximum number of characterizable PUs is 68. At least one CP must be purchased before a
zIIP can be purchased. Starting with z16, the maximum for the zIIP FCs will be one less than
the feature allowed maximum PUs. For instance, an IBM z16 A02 and IBM z16 AGZ Max68
can have up to 67 zIIPS. These rules are also valid for unassigned zIIPs and unassigned

IFLs.

The following components are present in the z16 configurations, but they are not part of the
PUs that clients purchase and require no characterization:

» SAP to be used by the channel subsystem. The number of predefined SAPs depends on
the z16 feature and is fixed for the specified configuration.

» Two IFP, which are used in the support of designated features and functions, such as
RoCE (all features), Coupling Express LR, zHyperlink Express 1.1, Internal Shared
Memory (ISM) SMC-D, and other management functions.

» Two spare PUs, which can transparently assume any characterization during a permanent
failure of another PU.

The z16 uses features to define the number of PUs that are available for client use in each
configuration. The features are listed in Figure 2-12 on page 58.

10 The KVM hypervisor is part of supported IBM Linux on Z distributions.
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Table 2-12 IBM z16 Az16 AGZ Processor Configurations

Feature | O O o U Active PUs zIlIP IFP o0 | |==
s 8 8§ 2d1 B2
= O =0 VO 23 X
] ® o | CPs IFLs ICFs ulFLs » @2
@ =8 <
-
w
Max5 1 32 0-5 0-5 0-5 0-4 0-4 2 2 2 4
Max16 1 32 0-6 0-16 0-16 0-15 0-15 | 2 2 2 4
Max32 1 32 0-6 0-32 0-32 0-31 0-31 | 2 4 2 8
Max68 2 68 0-6 0-68 0-68 0-67 0-67 | 2 8 2 16

» Not all PUs available on a feature are required to be characterized with a feature code.
Only the PUs purchased by a client are identified with a feature code.

» All PU conversions can be performed concurrently.

A capacity marker identifies the number of CPs that were purchased. This number of
purchased CPs is higher than or equal to the number of CPs that is actively used. The
capacity marker marks the availability of purchased but unused capacity that is intended to be
used as CPs in the future. This status often is present for software-charging reasons.

Unused CPs are not a factor when establishing the millions of service units (MSU) value that
is used for charging monthly license charge (MLC) software, or when charged on a
per-processor basis.

2.8.1 Upgrades

58

Concurrent upgrades of CPs, IFLs, ICFs, zIIPs are available for the IBM z16 A02 and IBM z16
AGZ. However, concurrent PU upgrades require that more PUs are installed but not activated.

Spare PUs are used to replace defective PUs. Two spare PUs always are on an IBM z16 A02
and IBM z16 AGZ. In the rare event of a PU failure, a spare PU is activated concurrently and
transparently and is assigned the characteristics of the failing PU.

If an upgrade request cannot be accomplished within the configuration, a hardware upgrade
is required.

The upgrade paths for IBM z16 A02 and IBM z16 AGZ are shown in Figure 2-25 on page 59:
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Figure 2-25 IBM z16 AO2 upgrade paths

IBM z16 A02 and IBM z16 AGZ upgrades:

Max5 to Max16 is concurrent
Max5 to Max32 or Max68 is disruptive
Max16 to Max32 or Max68 is disruptive

More I/O drawers can be added concurrently based on available space in current
frames for IBM z16 A02 and IBM z16 AGZ or with plan ahead for the IBM z16 A02 and
IBM z16 AGZ.

» IBM z14 (M/T 3907-ZR1) to IBM z16 A02 and IBM z16 AGZ:

Feature conversion of installed zAAPs to zIIPs (default) or another processor type
For installed OnDemand Records, stage the records

» IBM z15 (M/T 8562-T02) to IBM z16 AO2 or IBM z16 AGZ:

Supported feature MaxYY upgrade paths are summarized in Table 2-13.

Table 2-13 Supported MaxYY upgrade paths

Feature To / From Max5 Max16 Max32 Max68

Max5 N/A Concurrent Disruptive Disruptive

Max16 N/A NA Disruptive Disruptive

Max32 N/A NA NA Concurrent
w/plan ahead
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2.8.2 Model capacity identifier

60

To recognize how many PUs are characterized as CPs, the Store System Information (STSI)
instruction returns a Model Capacity Identifier (MCI). The MCI determines the number and
speed of characterized CPs. Characterization of a PU as an IFL, ICF, or zIIP is not reflected in
the output of the STSI instruction because characterization has no effect on software
charging. For more information about STSI output, see “Processor identification” on

page 359.

The following distinct model capacity identifier ranges are recognized (one for full capacity
and three for granular capacity):

» For full-capacity engines, model capacity identifiers Z01 - Z06 are used. They express
capacity settings for 1 - 6 characterized CPs.

» Three model capacity identifier ranges offer a unique level of granular capacity at the low
end. They are available as A to Z capacity setting for 1 - 6 CPs characterized, which offers
156 subcapacity settings. For more information, see “Granular capacity”.

Granular capacity

The z16 A02 and the IBM z16 AGZ configurations offer 156 capacity settings for 1 - 6 CPs.
The subcapacity settings are defined as models A01 - Z06. Up to 6 CPs can be characterized
for customer use. The reminder PUs (feature dependent) can be characterized as IFLs, ICFs,
unassigned IFLs, zlIPs (if CPs are available) and extra SAPs.

The 156 defined ranges of subcapacity settings feature model capacity identifiers numbered
AO01- Z01, A02 - Z02, A03 - Z03, A04 - Z04, A05 - Z05, and A06 - Z06'".

Consideration: All CPs have the same capacity identifier. Specialty engines (IFLs, zlIPs,
and ICFs) operate at full speed.

List of model capacity identifiers (MCI)

Regardless of the number of CPC drawers, a configuration with one characterized CP is
possible, as listed in Figure 2-26 on page 61.

Note: AOO MCI has ICFs or IFLs only (zero CPs).

™ Max5 max subcapacities are A05 to z05.
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203 205
Y03 Y05
X03 X05
W03 W05
V03 V05
uo3 uos
T03 T05
S03 S05
R03 R05
Qo3 Qo5
P03 P05
003 005
NO3 N05
Mo3 Mo5
L03 L05
K03 K05
J03 J05
103 105
HO3 H05
G03 G05
F03 F05
E03 E05
D03 D05
co3 C05
B03 B05
A03 A0S
3-way 5-wa
Specialty | Specialty | Specialty | Specialty Specialty Specialty
Engine Engine Engine Engine Engine Engine
-> 62 more specialty engines (w/ FC 0675 — Max68)

Figure 2-26 IBM z16 A02 and IBM z16 AGZ Model capacity identifiers

For more information about temporary capacity increases, see Chapter 8, “System upgrades”
on page 319.

2.8.3 Capacity Backup Upgrade

Capacity Backup Upgrade (CBU) delivers temporary backup capacity in addition to the
capacity that an installation might have available in numbers of assigned CPs, IFLs, ICFs, and
zIIPs. CBU has the following types:

» CBU for CP
CBU for IFL
CBU for ICF
CBU for zlIP

vvyy

When CBU for CP is added within the same capacity setting range (indicated by the model
capacity identifier) as the currently assigned PUs, the total number of active PUs (the sum of
all assigned CPs, IFLs, ICFs, and zlIPs) plus the number of CBUs cannot exceed the total
number of PUs that are available in the system.
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When CBU for CP capacity is acquired by switching from one capacity setting to another, no
more CBUs can be requested than the total number of PUs available for that capacity setting.

CBU and granular capacity

When CBU for CP is ordered, it replaces lost capacity for disaster recovery. Specialty engines
(ICFs, IFLs, and zIIPs) always run at full capacity, and when running as a CBU to replace lost
capacity for disaster recovery.

When you order CBU, specify the maximum number of CPs, ICFs, IFLs, and zlIPs to be
activated for disaster recovery. If a disaster occurs, you decide how many of each of the
contracted CBUs of any type to activate. The CBU rights are registered in one or more
records in the CPC. Up to eight records can be active, which can contain various CBU
activation variations that apply to the installation.

The number of CBU test activations that you can run for no extra fee in each CBU record is
now determined by the number of years that are purchased with the CBU record. For
example, a three-year CBU record includes three test activations, as compared to a one-year
CBU record that has one test activation.

You can increase the number of tests up to a maximum of 15 for each CBU record. The real
activation of CBU lasts up to 90 days with a grace period of two days to prevent sudden
deactivation when the 90-day period expires. The contract duration can be set 1 - 5 years.

The CBU record describes the following properties that are related to the CBU:

Number of CP CBUs that are allowed to be activated

Number of IFL CBUs that are allowed to be activated

Number of ICF CBUs that are allowed to be activated

Number of zIIP CBUs that are allowed to be activated

Number of SAP CBUs that are allowed to be activated

Number of extra CBU tests that are allowed for this CBU record
Number of total CBU years ordered (duration of the contract)
Expiration date of the CBU contract

YyVyVYyYVYVYYVYYY

The record content of the CBU configuration is documented in IBM configurator output, which
is shown in Example 2-1. In this example, one CBU record is made for a five-year CBU
contract without more CBU tests for the activation of one CP CBU.

Example 2-1 Simple CBU record and related configuration features

On-Demand Capacity Selections:
NEWO0001 - CBU - CP(1) - Years(5) - Tests(5)

Resulting feature numbers in configuration:
6817 Total CBU Years Ordered

6818 CBU Records Ordered
6820 Single CBU CP-Year

Q1 = O
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In Example 2-2, a second CBU record is added to the configuration for two CP CBUs, two IFL
CBUs, and two zIIP CBUs, with five more tests and a five-year CBU contract. The result is
that a total number of 10 years of CBU ordered: Five years in the first record and five years in
the second record. The two CBU records are independent and can be activated individually.
Five more CBU tests were requested. Because a total of five years are contracted for a total
of three CP CBUs (two IFL CBUs and two zlIP CBUs), they are shown as 15, 10, 10, and 10
CBU years for their respective types.

Example 2-2 Second CBU record and resulting configuration features

NEW0O00O1 - CBU - Replenishment is required to reactivate
Expiration(06/21/2017)

NEW00002 - CBU - CP(2) - IFL(2) - zIIP(2)
Total Tests(5) - Years(5)

Resulting cumulative feature numbers in configuration:

6817 Total CBU Years Ordered 10
6818 CBU Records Ordered 2
6819 5 Additional CBU Tests 1
6820 Single CBU CP-Year 15
6822 Single CBU IFL-Year 10
6828 Single CBU zIIP-Year 10

CBU for CP rules
Consider the following guidelines when you are planning for CBU for CP capacity:

» The total CBU CP capacity features are equal to the number of added CPs plus the
number of permanent CPs that change the capacity level. For example, if two CBU CPs
are added to the current model D03, and the capacity level does not change, the D03
becomes D05, as shown in the following example:

(D03 + 2 = DO5)

If the capacity level changes to a E06, the number of extra CPs (three) is added to the
three CPs of the D03, which results in a total number of CBU CP capacity features of six:

(3+3=06)
» The CBU cannot decrease the number of CPs.
» The CBU cannot lower the capacity setting.

Remember: CBU for CPs, IFLs, ICFs, and zIIPs can be activated together with On/Off
Capacity on-Demand (CoD) temporary upgrades. Both facilities can be on a single system,
and can be activated simultaneously.
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CBU for specialty engines

Specialty engines (ICFs, IFLs, and zlIPs) run at full capacity for all capacity settings. This fact
also applies to CBU for specialty engines. The minimum and maximum (min-max) numbers of
all types of CBUs that can be activated on each of the features are listed in Table 2-14. The
CBU record can contain larger numbers of CBUs than can fit in the current feature.

Table 2-14 Capacity Backup matrix

IBM z16 A02 and Total PUs CBU CBU CBU cBuU?
IBM z16 AGZ feature available CPs IFLs ICFs zliPs

min - max min - max min - max min - max
Max68 68 0-6 0-68 0-68 0-67
Max32 31 0-6 0-32 0-32 0-31
Max16 21 0-6 0-16 0-16 0-15
Max5 5 0-5 0-5 0-5 0-4

a. At least one CP is needed to achieve the maximum number of zIIPs.

2.8.4 On/Off Capacity on Demand and CPs
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On/Off CoD provides temporary capacity for all types of characterized PUs. Relative to
granular capacity, On/Off CoD for CPs is treated similarly to the way that CBU is handled.

On/Off CoD and granular capacity

When temporary capacity that is requested by On/Off CoD for CPs matches the model
capacity identifier range of the permanent CP feature, the total number of active CPs equals
the sum of the number of permanent CPs plus the number of temporary CPs ordered. For
example, when a model capacity identifier DO3 has two CPs added temporarily, it becomes a
model capacity identifier DO5.

When the addition of temporary capacity that is requested by On/Off CoD for CPs results in a
cross-over from one capacity identifier range to another, the total number of CPs active when
the temporary CPs are activated is equal to the number of temporary CPs ordered. For
example, when a configuration with model capacity identifier DO3 specifies four temporary
CPs through On/Off CoD, the result is a configuration with model capacity identifier E05.

A cross-over does not necessarily mean that the CP count for the extra temporary capacity
increases. The same D03 can temporarily be upgraded to a configuration with model capacity
identifier FO3. In this case, the number of CPs does not increase, but more temporary
capacity is achieved.

On/Off CoD guidelines

When you request temporary capacity, consider the following guidelines:

» Temporary capacity must be greater than permanent capacity.

» Temporary capacity cannot be more than double the purchased capacity.
» On/Off CoD cannot decrease the number of engines on the CPC.

» The number of engines cannot be increased to more than what is installed.

For more information about temporary capacity increases, see Chapter 8, “System upgrades”
on page 319.
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Flexible Capacity for Cyber Resiliency

IBM Z Flexible Capacity for Cyber Resiliency can be used to remotely shift capacity and
production workloads between IBM z16 A01, IBM z16 A02 and IBM z16 AGZ systems at
different sites on demand, and stay at the alternate site for up to one year. This capability can
help demonstrate compliance with regulations that require organizations to be able to
dynamically shift production to an alternate site and remain there for an extended period. This
capability is also designed to help you proactively avoid disruptions from unplanned events.
For example, it enables you to move production workload to avoid disruptions from an
impending hurricane, flood, or wildfire, as well from planned scenarios such as site facility
maintenance. For additional information, refer to this Redpaper publication: IBM Z Flexible
Capacity for Cyber Resiliency, REDP-5702-00

2.9 Power and cooling

The IBM z16 AO2 power and cooling is similar to IBM z15 T02 and uses intelligent power
distribution units (iPDUs) to supply power to the system components. Consider the following
points:

» The power subsystem is based on the following offerings:

— Power Distribution Units (iPDUs) - single phase. Single phase power is available for
systems with a single CPC drawer and w/o FC 2271

— Power Distribution Units (iPDUs) - three phase - available for all configurations
» The three-phase power iPDUs can be:

— Low voltage 4 wire “Delta”
— High voltage 5 wire “Wye”

» No EPO (emergency power off) switch is used.

IBM z16 AO2 has a support element task to simulate the EPO function (only used when
necessary to do a System Reset Function).

» No DC input feature is available. Internal Battery Feature is not available for z16 A02.

» The system is air-cooled and has redundant design for the blowers (fans) and power
supplies.

» No Top Exit Power feature is available because the 19-inch frame is capable of top or
bottom exit of power. All line cords are 4.26 meters (14 feet). Combined with the Top Exit
I/0 Cabling feature, more options are available when you are planning your computer
room cabling.

» The new PSCN'? structure uses industry standard Ethernet switches (redundant, 1+1).

2.9.1 Power considerations- IBM z16 A02 (factory frame)

The IBM Z operates with redundant power infrastructure.

The IBM z16 A02 is designed with a power infrastructure that is based on intelligent Power
Distribution Units (iPDUs) that are mounted vertically on the rear side of the 19-inch frame
and Power Supply Units for the internal components.

The iPDUs are controlled by using an Ethernet port and support the following inputs:

» 3-phase 200 - 240 V AC (wired as “Delta”)

12 Power System Control Network - PSCN
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» 3-phase 380 - 415 V AC (wired as “Wye”)
» Single phase 200 - 240 V AC.

The power supply units convert the AC power to DC power that is used as input for the Points
of Load (POLs) in the CPC drawer and the PCle+ I/O drawers.

The power requirements depend on the number of CPC drawers (1 or 2), number of PCle 1/0
drawers (0 - 3) and I/O features that are installed in the PCle I/O drawers.

iPDUs are installed and serviced from the rear of the frame. Unused power ports are never
used by any external device.

Each iPDU installed requires a customer supplied power feed. The number of power cords
that are required depends on the system configuration.

Note: For initial installation, all power sources are required to run the system checkout
diagnostics successfully.

iPDUs are installed in pairs. A system can have two or four iPDUs, depending on the
configuration. Consider the following points:

» Paired iPDUs are A1/A2 and A3/A4.

» From the rear of the system, the odd-numbered PDUs are on the left side of the rack, and
the even-numbered iPDUs are on the right side of the rack.

» The total loss of one iPDU in a pair has no effect on the system operation.
Components that plug into the PDUs for redundancy (using two power cords) include the
following features:

» CPC Drawers, PCle+ I/O drawers, Radiators, and Support Elements

» The redundancy for each component is achieved by plugging the power cables into the
paired iPDUs.

For example, the top Support Element (1), has one power supply plugged into iPDU A1
and the second power supply plugged into the paired iPDU A2 for redundancy.

Note: Customer power sources should always maintain redundancy across PDU pairs;
that is, one power source or distribution panel supplies power for iPDU A1 and the
separate power source or distribution panel supplies power for iPDU A2.

As a best practice, connect the odd-numbered iPDUs (A1, B1) to one power source or
distribution panel, and the even-numbered iPDUs (A2, B2) to a separate power source or
distribution panel.

2.9.2 Power considerations - IBM z16 AGZ
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The IBM z16 AGZ Power Distribution Units (PDUs) are supplied by the client and are installed
on the rear side of the 19-inch rack. The system order comes with a set of power cables for
connecting the system components to the PDUs.

The PDUs must be installed in the same rack with the system components to provide
connectivity from the rear side of the rack.

For additional details and planning, see the IBM z16 and LinuxONE Rockhopper 4 Rack
Mount Bundle Installation Manual (Models AGZ/AGL), GC28-7036.
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The PDUs must support the following inputs (depending on system configuration):

» 3-phase 200 - 240 V AC (wired as “Delta”)
» 3-phase 380 - 415V AC (wired as “Wye”")
» Single phase 200 - 240 V AC.

The power supply units convert the AC power to DC power that is used as input for the Points
of Load (POLs) in the CPC drawer and the PCle+ I/O drawers.

The power requirements depend on the number of CPC drawers (1 or 2), number of PCle I/O
drawers (0 - 3) and I/O features that are installed in the PCle I/O drawers.

Each PDU installed requires a customer supplied power feed. The number of power cords
that are required depends on the system configuration.

The 3932 operates from 2 or 4 power cords, which provide redundant attachment to the
electrical utility. System components must be plugged into the PDUs for redundancy (using
two power cords). See Table 2-15.

Table 2-15 IBM A02 and AGZ Power Options

Supply Type Line nominal input Comments

2 or 4, single phase 200-240 V AC Low Voltage - single phase
power cords

2 or 4, 3-phase Delta 200-240 V AC Low Voltage - three phase only
power cords

2 or 4, 3-phase WYE 380-415V AC High Voltage - three phase
power cords

Caution: Installation of a low voltage system to a high voltage facility will cause significant
damage to the system’s power components.

For additional information refer to: 3932 Single Frame - Installation Manual Physical Planning,
GC28-7040-00,
https://www-40.ibm.com/servers/resourcelink/lib03010.nsf/pagesByDocid/872B572FB04B48
6A852588E700492CAB?OpenDocument

The power estimation tool for the z16 A02 allows you to enter your precise and detailed
configuration to obtain an estimate of power consumption. Log in to the Resource link with
your user ID. Click Planning — Tools — Power and weight estimation. Specify the quantity
for the features that are installed in your system.

This tool estimates the power consumption for the specified configuration. The tool does not
verify that the specified configuration can be physically built.

Tip: The exact power consumption for your system varies. The object of the tool is to
estimate the power requirements to aid you in planning for your system installation. Actual
power consumption after installation can be confirmed by using the HMC Monitors
Dashboard task.
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2.9.3 Cooling
The PU DCMs are air-cooled. For IBM z16 A02 and IBM z16 AGZ, the CPC drawer

components and the PCle+ I/O drawers are air cooled by redundant fans. Airflow of the
system is directed from front (cool air) to the back of the system (hot air).

2.10 Summary

All aspects of the IBM z16 A02 and IBM z16 AGZ structure are listed in Table 2-16.

Table 2-16 System structure summary
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Description Max5 Max16 Max32 Max68
Maximum number | 5 16 32 68

of characterized

PUs

Number of CPC 1 1 1 2
Drawers

Number of 4/2 4/2 8/4 16/8
CP chips / DCMs

Number of CPs 0-5 0-6 0-6 0-6
Number of IFLs 0-5 0-16 0-32 0-68
Number of 0-4 0-15 0-31 0-67
Unassigned IFLs

Number of ICFs 0-5 0-16 0-32 0-68
Number of 0-4 0-15 0-31 0-67
Unassigned ICFs

Number of zIIPs 0-4 0-15 0-31 0-67
Number of 0-3 0-114 0-30 0-66
Unassigned zlIPs

Standard SAPs 2 2 4 8
Additional SAPs 0 0 0 0
Number of IFP 2 2 2 2
Standard spare 2 2 2 2

PUs

Enabled Memory 64 - 3936 64 - 3936 64 - 8032 64 - 16128
sizes GB

L1 cache per PU 128/128 KB 128/128 KB 128/128 KB 128/128 KB
(I/D)

L2 private unified 32 MB 32 MB 32 MB 32 MB
cache per PU

L3 virtualcacheon | 32x7 32x7 32x7 32x7
PU chip =256MB =256MB =256MB =256MB
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Description Max5 Max16 Max32 Max68
L4 virtualcacheon | 32x8x7 32x8x7 32x8x7 32x8x7
chips in drawer =1024GB =1024GB =2048GB =2048GB
Cycle time (ns) 0.217 0.217 0.217 0.217
Clock frequency 4.6GHz 4.6 GHz 4.6 GHz 4.6 GHz
Maximum number | 6 6 12 24

of PCle fanouts

PCle Bandwidth 16 GBps 16 GBps 16 GBps 16 GBps
Number of support | 2 2 2 2
elements or HMA

External AC power | 1-or 3-phase | 1-or 3-phase | 1- or 3-phase | 3-phase
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Central processor complex
design

This chapter describes the design of the IBM z16 A02 and IBM z16 AGZ processor unit. By
understanding this design, users become familiar with the functions that make the IBM z16
A02 and IBM z16 AGZ a system that accommodates a broad mix of workloads for the
enterprise.

This chapter includes the following topics:

3.1, “Overview” on page 72

3.2, “Design highlights” on page 73

3.3, “CPC drawer design” on page 75

3.4, “Processor unit design” on page 80

3.5, “Processor unit functions” on page 100
3.6, “Memory design” on page 115

3.7, “Logical partitioning” on page 119

3.8, “Intelligent Resource Director” on page 130
3.9, “Clustering technology” on page 131
3.10, “Virtual Flash Memory” on page 134
3.11, “Secure Service Container” on page 135
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3.1 Overview
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The IBM z16 A02 and IBM z16 AGZ symmetric multiprocessor (SMP) system is the next step
in an evolutionary journey that began with the introduction of the IBM System/360 in 1964.
Over time, the design was adapted to the changing requirements that were dictated by the
shift toward new types of applications on which clients depend.

IBM Z offer high levels of reliability, availability, serviceability (RAS), resilience, and security.
The IBM z16 A02 and IBM z16 AGZ fits into the IBM strategy in which mainframes play a
central role in creating an infrastructure for cloud, artificial intelligence, and analytics, which is
underpinned by security. The IBM z16 A02 and IBM z16 AGZ ares designed so that
everything around it, such as operating systems, middleware, storage, security, and network
technologies that support open standards, helps you achieve your business goals.

The IBM z16 A02 and IBM z16 AGZ extend the platform’s capabilities and adds value with
breakthrough technologies, such as the following examples:

» On-chip Artificial Intelligence (Al) at speed and scale that is designed to leave no
transaction behind.

» An industry-first system that uses quantum-safe technologies, cryptographic discovery
tools, and end-to-end data encryption to protect against future attacks now.

» A continuous compliance solution to help keep up with changing regulations, which
reduces cost and risk exposure.

» A consistent cloud experience to enable accelerated modernization, rapid delivery of new
services, and end-to-end automation.

» New options in flexible and responsible consumption to manage system resources across
geographical locations, with sustainability that is built in across its lifecycle.

The modular CPC drawer design aims to reduce (or in some cases even eliminate) planned
and unplanned outages. The design does so by offering concurrent repair, replace, and
upgrade functions for processors, memory, and /0.1

For more information about the IBM z16 A02 and IBM z16 AGZ RAS features, see Chapter 9,
“Reliability, availability, and serviceability” on page 365.

IBM z16 A02 and IBM z16 AGZ configurations include the following features:

Ultra-high frequency, large, high-speed buffers (caches) and memory
Superscalar processor design

Improved out-of-order core execution

Simultaneous multithreading (SMT)

Single-instruction multiple-data (SIMD)

On-core integrated accelerator for Z SORT, one per PU core

On-chip integrated accelerator for IBM zEnterprise® Data Compression (zEDC), one per
PU chip

On-chip integrated accelerator for Al (Al unit or AlU), one per PU chip
» Quantum-safe cryptography support

» Flexible configuration options

vVVvyVvYyvYyVvYYyvyYy
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IBM z16 A02 and IBM z16 AGZ are the next implementation of IBM Z to address the
ever-changing IT environment.

! Some concurrent actions are only available on the Max68 feature.
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For more information about frames and configurations, see Chapter 2, “Central processor
complex hardware components” on page 21.

3.2 Design highlights

The physical packaging of IBM z16 A02 and IBM z16 AGZ CPC drawer is a continuation and
evolution of the previous generations of IBM Z. Its modular CPC drawer and new dual chip
module (DCM) design address the augmenting costs that are related to building systems with
ever-increasing capacities.

The modular CPC drawer design is flexible and expandable. It offers unprecedented capacity
and security features to meet consolidation needs.

IBM z16 A02 and IBM z16 AGZCPC continues the line of mainframe processors that are
compatible with an earlier version. The IBM z16 A02 and IBM z16 AGZ brings the following
processor design enhancements:

v

7 nm EUV lithography using FinFET silicon process

Eight cores per PU chip design with 22.5 billion transistors per PU chip

Redesigned cache structure that is implemented in dense SRAM

Four PU Dual Chip Modules per CPC Drawer

Each PU chip features:

— Two PCle Generation 4 interfaces (x16 @ 32 GBps)

— IBM integrated accelerator for Al (on-chip Al accelerator)

— Transparent memory encryption.

— Optimized pipeline

— Improved SMT and SIMD

— Improved branch prediction

— Improved co-processor functions (CPACF)

— IBM integrated accelerator for zEnterprise Data Compression (zEDC) (on-chip
compression accelerator)

— IBM integrated accelerator for Z Sort (on-core sort accelerator)

vvyyy

The processor architecture uses 24-, 31-, and 64-bit addressing modes, multiple arithmetic
formats, and multiple address spaces for robust interprocess security.
The IBM z16 A02 and IBM z16 AGZ system design features the following main objectives:

» Offer a data-centric approach to information (data) security that is simple, transparent, and
consumable (extensive data encryption from inception to archive, in-flight, and at-rest).

» Offer a flexible infrastructure to concurrently accommodate a wide range of operating
systems and applications, from the traditional systems (for example, z/OS and z/VM) to
the world of Linux, cloud, analytics, and mobile computing.

» Offer state-of-the-art integration capability for server consolidation by using virtualization
capabilities in a highly secure environment:

— Logical partitioning, which allows up to 40 independent logical servers.

— z/VM, which can virtualize hundreds to thousands of servers as independently running
virtual machines (guests).

— HiperSockets, which implement virtual LANs between logical partitions (LPARs) within
the system.

— Efficient data transfer that uses direct memory access (SMC-D), Remote Direct
Memory Access (SMC-R), and reduced storage access latency for transactional
environments.
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— The IBM Z Processor Resource/System Manager (PR/SM) is designed for Common
Criteria Evaluation Assurance Level 5+ (EAL 5+) certification for security; therefore, an
application that is running on one partition (LPAR) cannot access another application
on a different partition, which provides essentially the same security as an air-gapped
system.

— The Secure Execution feature securely separates second-level guest operating
systems running under KVM for IBM Z from each other and securely separates access
to second-level guests from the hypervisor.

This configuration allows for a logical and virtual server coexistence and maximizes system
utilization and efficiency by sharing hardware resources.

>

Offer high-performance computing to achieve the outstanding response times that are
required by new workload-type applications. This performance is achieved by
high-frequency, enhanced superscalar processor technology, out-of-order core execution,
large high-speed buffers (cache) and memory, an architecture with multiple complex
instructions, and high-bandwidth channels.

Offer the high capacity and scalability that are required by the most demanding
applications, from the single-system and clustered-systems points of view.

Offer the capability of concurrent upgrades for processors, memory, and 1/0 connectivity,
which prevents system outages in planned situations.

Implement a system with high availability and reliability. These goals are achieved with
redundancy of critical elements and sparing components of a single system, and the
clustering technology of the Parallel Sysplex environment.

Have internal and external connectivity offerings, supporting open standards, such as
Gigabit Ethernet (GbE) and Fibre Channel Protocol (FCP).

Provide leading cryptographic performance. Every processor unit (PU) includes a
dedicated and optimized CP Assist for Cryptographic Function (CPACF). Optional Crypto
Express features with cryptographic coprocessors provide the highest standardized
security certification.? These optional features also can be configured as Cryptographic
Accelerators to enhance the performance of Secure Sockets Layer/Transport Layer
Security (SSL/TLS) transactions.

Provide on-chip compression. Every PU chip design incorporates a compression unit,
which is the IBM Integrated Accelerator for z Enterprise Data Compression (zEDC). This
configuration is different from the CMPSC (Compression Coprocessor) that is
implemented in each core.

Provide a new dedicated on-chip integrated Al Accelerator for high-speed inference to
enable real-time Al embedded directly in transactional workloads, and improvements for
performance, security, and availability.

Be self-managing and self-optimizing, adjusting itself when the workload changes to
achieve the best system throughput. This process can be done by using the Intelligent
Resource Director or the Workload Manager functions, which are assisted by
HiperDispatch.

Have a balanced system design with pervasive encryption, which provides large data rate
bandwidths for high-performance connectivity along with processor and system capacity,
while having the capability of protecting every byte that enters and exits the IBM z16 A02
and IBM z16 AGZ.

2 Federal Information Processing Standard (FIPS) 140-2 Security Requirements for Cryptographic Modules.
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The remaining sections in this chapter describe the IBM z16 A02 and IBM z16 AGZ system
structure. It shows a logical representation of the data flow from PUs, caches, memory cards,
and various interconnect capabilities.

3.3 CPC drawer design

An IBM z16 A02 and IBM z16 AGZ can have up to two CPC drawers in a full configuration,
with up to 68 PUs that can be characterized for customer use, and up to 16 TB of customer
usable memory.

The following features for CPC drawer configurations are available for the IBM z16 A02 and
IBM z16 AGZ:

One drawer, two PU dual chip modules (DCM): Max5
One drawer, two PU DCMs: Max16

One drawer, four PU DCMs: Max32

Two drawers, eight PU DCMs: Max68

vyvyyy

The IBM z16 A02 and IBM z16 AGZ have 12 memory controller units (MCUs) for a Max68
feature (one MCU per PU chip, and up to six MCUs populated per CPC drawer). The MCU
configuration uses eight-channel Reed-Solomon redundant array of independent memory

(RAIM).

The RAIM design is new compared to the IBM z15 T02, moving from a 4+1 DIMM structure
that is based on 5-channel RAIM design on IBM z15 to an 8-channel R-S RAIM design on the
IBM z16 A02 and IBM z16 AGZ. The new memory architecture provides approximately 15%
DRAM reduction for a similar RAS, but a higher memory bandwidth at drawer level.

The DIMM sizes (32, 64, 128, or 256 GB) include RAIM overhead. An IBM z16 A02 and IBM
z16 AGZ CPC drawer can have up to 48 memory DDR4 DIMMs (populated with 16, 32, 40, or
48 DIMMs).

The IBM z16 A02 and IBM z16 AGZ microprocessor chip (called IBM Telum) integrates a new
cache hierarchy design with only two levels of physical cache (L1 and L2). The cache
hierarchy (L1, L2) is implemented with dense static random access memory (SRAM).

Unlike the IBM z15, eDRAM cache is no longer used in the IBM Telum processor. On an IBM
216 A02 and IBM z16 AGZ, L2 cache (32 MB) is semi-private with 16 MB dedicated to the
associated core, and 16 MB shared with the system (the 50/50 split is adjustable)
implemented in SRAMS. Level 3 (L3) and Level 4 (L4) caches are now virtual caches and are
allocated on L2.

Two processor chips (up to eight active cores per PU chip) are combined in a Dual Chip
Module (DCM) and up to four DCMs are assembled in a CPC drawer. An IBM z16 A02 and
IBM z16 AGZ can have either one CPC drawer (Max5, Max16, and Max32) or two CPC
drawers (Max68).

Figure 3-1 on page 76 shows the new IBM Telum processor.

3 SRAM - Static Random Access Memory. Unlike eDRAM, SRAM does not require refresh.
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+ 7nm silicon technology (FInFET)
+ 530 mm2 chip size
+ 22.5 Billion transistors
+ 4.6 GHz clock frequency
» New cache structure
— L1 cache - ON-core
» L1D(data) and L1l{instruction) caches - 128K each
— L2 - dense SRAM
- outside the core, semi-private to the core — 32 MB
— L3 (virtual) == up to 256 MB
— L4 (virtual) == up to 2048 MB
+ New Core-Nest Interface

+ Brand new branch prediction design using
SRAM

Significant architecture changes — COBOL
compiler & more

+ On chip Al — deep learning focus for inference
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Figure 3-1 IBM Telum processor

The new IBM z16 A02 and IBM z16 AGZ Dual Chip Module (DCM) is shown in Figure 3-2.

@WE@E

Figure 3-2 IBM z16 A02 and IBM z16 AGZ Dual Chip Module (DCM)

Concuzrent maintenance allows dynamic central processing complex (CPC) drawer add and
repair.

IBM z16 A02 and IBM z16 AGZ processors are manufactured using 7 nm extreme ultraviolet
(EUV) FinFET silicon technology with advanced low latency pipeline design, which creates
high-speed yet power-efficient circuit designs. The PU DCMs are air-cooled. For more
information, see 2.9, “Power and cooling” on page 65.

4 Repair only for configurations with two CPC drawers installed.
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3.3.1 Cache levels and memory structure

The IBM z16 A02 and IBM z16 AGZ include a new optimized memory subsystem design that
focuses on keeping data closer to the PU core. With the current processor configuration, all
on-chip cache levels increased.

The cache hierarchy is shown in Figure 3-3.
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Figure 3-3 IBM z16 A02 and IBM z16 AGZ cache levels and memory hierarchy

The cache structure of the IBM z16 A02 and IBM z16 AGZ features the following
characteristics:

>

>

Large L1, L2 caches (more data closer to the core).

L1 cache is implemented as SRAM® and has the same size as on IBM z15 T02 (128 KB
for instructions and 128 KB for data).

L2 cache (32 MB in total) also uses SRAM technology, and is semi-private to each PU
core with 16 MB dedicated to the associated core, and 16 MB shared with the system (the
50/50 split is adjustable).

L3 cache (up to 256 MB per chip) now becomes a virtual cache and can be allocated on
any of the share part of a L2 cache.

L4 cache (per drawer - up to 1024 MB for the Max5 and Max16, up to 2048 MB for the
Max32 and Max68) is also a virtual cache and can be allocated on any of the share part of
a L2 cache.

Figure 3-4 on page 78 shows the new cache structure that is implemented in an fully
populated IBM z16 A02 and IBM z16 AGZ CPC drawer.

5 SRAM - Static Random Access Memory (not refresh required)
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Figure 3-4 IBM z16 A02 and IBM z16 AGZ cache structure at CPC drawer level

Main storage has up to 8 TB addressable memory per CPC drawer, which uses up to 48
DDR4 DIMMs. A system with two CPC drawers can have up to 16 TB of main storage.

Considerations

Cache sizes are limited by ever-shrinking cycle times because they must respond quickly
without creating bottlenecks. Access to large caches costs more cycles. Instruction and data
cache (L1) sizes must be limited because larger distances must be traveled to reach long
cache lines. This L1 access time generally occurs in one cycle, which prevents increased
latency.

Also, the distance to remote caches as seen from the microprocessor becomes a significant
factor. For example, on an IBM z15, access to L4 physical cache (on the SC chip and which
might not even be in the same CPC drawer) requires several cycles to travel the distance to
the cache. On an IBM z16 A02 and IBM z16 AGZ, having an L4 virtual, physically allocated
on the shared L2 requires fewer processor cycles in many instances.

Although large caches mean increased access latency, the new technology 7 nm EUV chip
lithography and the lower cycle time allows IBM z16 A02 and IBM z16 AGZ to increase the
size of L2 cache level within the PU chip.

To overcome the inherent delays of the SMP CPC drawer design and save cycles to access
the remote virtual L4 content, the system keeps instructions and data as close to the
processors as possible. This configuration can be managed by directing as much work of a
specific LPAR workload to the processors in the same CPC drawer as the L4 virtual cache.

This configuration is achieved by having the IBM Processor Resource/Systems Manager
(PR/SM) scheduler and the z/OS WLM and dispatcher work together. Have them keep as
much work as possible within the boundaries of as few processors and L4 virtual cache space
(which is best within a CPC drawer boundary) without affecting throughput and response
times.

The cache structures of IBM z16 A02 and IBM z16 AGZ systems are compared to the
previous generation (IBM z15 T02) in Figure 3-5 on page 79. Logical cache hierarchy is
explained in more detail in Figure 9-4 on page 369.
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IBM z16 Single CPC drawer (logical view) IBM z15 Single CPC drawer (logical view)
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Figure 3-5 IBM z16 A02 and IBM z16 AGZ and IBM z15 cache level comparison

-

Compared to IBM z15, the IBM z16 A02 and IBM z16 AGZ cache design have larger L2
cache size. while L3 and L4 are now virtual caches. More affinity exists between the memory
of a partition, the L4 virtual cache in a drawer, and the cores in the PU chips. As in IBM z15,
the IBM z16 A02 and IBM z16 AGZ cache level structure is focused on keeping more data
closer to the PU. This design can improve system performance on many production
workloads.

HiperDispatch

To help avoid latency in a high-frequency processor design, PR/SM and the dispatcher must
be prevented from scheduling and dispatching a workload on any processor available, which
keeps the workload in as small a portion of the system as possible. The cooperation between
z/OS and PR/SM is bundled in a function that is called HiperDispatch. HiperDispatch uses the
IBM z16 AO2 and IBM z16 AGZ cache topology, which features reduced cross-cluster “help”
and better locality for multi-task address spaces.

PR/SM can use dynamic PU reassignment to move processors (CPs, ZIIPs, IFLs, ICFs,
SAPs, and spares) to a different chip and drawer to improve the reuse of shared caches by
processors of the same partition. It can use dynamic memory relocation (DMR) to move a
running partition’s memory to different physical memory to improve the affinity and reduce the
distance between the memory and processors of a partition.

For more information about HiperDispatch, see 3.7, “Logical partitioning” on page 119.

3.3.2 CPC drawer interconnect topology

In a configuration with two CPC drawers (Max68), the drawers are interconnected in a
point-to-point topology that allows CPC drawers to communicate with each other to make the
system appears as a single large SMP structure.

The IBM z16 A02 and IBM z16 AGZ intra-CPC drawer SMP communication structure for CPC
drawers with 4 DCMs is shown in Figure 3-6 on page 80.
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Figure 3-6 IBM z16 A02 and IBM z16 AGZ CPC drawer communication topology for a 4 DCM
configuration (Max32 & Max68)

A simplified topology of a two-CPC drawer (Max68) system is shown in Figure 3-7.

CPC1

4 DCN=

CPCO

4 DCN=

Figure 3-7 Point-to-point topology with a systems with two CPC drawers

Inter-CPC drawer communication occurs at the Level 4 virtual cache level, which is
implemented on the semi-private part of one of the Level 2 caches in a chip module. The
Level 4 cache function regulates coherent drawer-to-drawer traffic.

3.4 Processor unit design

Processor cycle time is especially important for processor-intensive applications. Current
systems design is driven by processor cycle time, although improved cycle time does not
automatically mean that the performance characteristics of the system improve.
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IBM z16 AO2 and IBM z16 AGZ core frequency is 4.6 GHz (compared to 4.5 GHz for the IBM
z15 T02), and with increased number of processors that share larger caches to have shorter
access times and improved capacity and performance.

Through innovative processor design (significant architecture changes, new cache structure,
new Core-Nest interface, new branch prediction design that uses dense SRAM, and new
on-chip Al accelerator for inference), the IBM Z processor performance continues to evolve.

Enhancements were made on the processor unit design, including the following examples:

Cache structure

Branch prediction mechanism

Floating point unit

Divide engine scheduler

Load/Store Unit and Operand Store Compare (OSC)
Simultaneous multi-threading

Relative nest intensity (RNI) redesigns
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For more information about RNI, see 12.4, “Relative Nest Intensity” on page 461.

The processing performance was enhanced through the following changes to the IBM z16
A02 and IBM z16 AGZ processor design:

» Core optimization to enable performance and capacity growth.

» New cache structure design, including a larger cache Level 2 (SRAM) and virtual Level 3
and Level 4 cache to reduce latency.

» On-chip IBM Integrated Accelerator for zEnterprise Data Compression (Nest compression
accelerator, or NXU. For more information, see Table 2-14 on page 64.)

» Enhancement of nest-core staging.

» On-chip IBM Integrated Accelerator for Al. For more information, see 3.4.6, “IBM
Integrated Accelerator for Artificial Intelligence (on-chip)” on page 92, and Appendix B,
“IBM Z Integrated Accelerator for Al” on page 473.

Because of these enhancements, the IBM z16 A02 and IBM z16 AGZ processor full speed
z/OS single-thread performance is on average 1.14 times faster than the IBM z15 T02 at
equal N-way. For more information about performance, see Chapter 12, “Performance” on
page 455.

IBM z13 introduced architectural extensions with instructions that reduce processor quiesce
effects, cache misses, and pipeline disruption, and increase parallelism with instructions that
process several operands in a single instruction (SIMD). The processor architecture was
further developed for IBM z14 and IBM z15 generations.

IBM z16 A02 and IBM z16 AGZ include the following enhancements:

Optimized third-generation SMT

Improved Out-of-Order core execution
Improvements in branch prediction and handling
Pipeline optimization

Secure Execution®

Co-processor compression enhancements

vVvyYvyvyYYyy

The IBM z16 A02 and IBM z16 AGZ enhanced Instruction Set Architecture (ISA) includes a
set of instructions that are added to improve compiled code efficiency. These instructions

6 Secure execution requires operating system support.
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optimize PUs to meet the demands of various business and analytics workload types without
compromising the performance characteristics of traditional workloads.

3.4.1 Simultaneous multithreading

Aligned with industry directions, the IBM z16 A02 and IBM z16 AGZ can process up to two
simultaneous threads in a single core while sharing certain resources of the processor, such
as execution units, translation lookaside buffers (TLBs), and caches. When one thread in the
core is waiting for other hardware resources, the second thread in the core can use the
shared resources rather than remaining idle. This capability is known as simultaneous
multithreading (SMT).

An operating system with SMT support can be configured to dispatch work to a thread on a
zIIP (for eligible workloads in z/OS) or an IFL (for z/VM and Linux on IBM Z) core in single
thread or SMT mode so that HiperDispatch cache optimization can be considered. For more
information about operating system support, see Chapter 7, “Operating system support” on
page 243.

SMT technology allows instructions from more than one thread to run in any pipeline stage at
a time. SMT can handle up to four pending translations.

Each thread has its own unique state information, such as Program Status Word (PSW) and
registers. The simultaneous threads cannot necessarily run instructions instantly and must at
times compete to use certain core resources that are shared between the threads. In some
cases, threads can use shared resources that are not experiencing competition.

Two threads (A and B) that are running on the same processor core on different pipeline
stages and sharing the core resources is shown in Figure 3-8.

Load/Store (L1 Cache)

BEE B
[e=T]
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Execution Units (FXU/FPU)

—_—
Use of Pipeline Stages in SMT2 -.B B D

B Thread-A . Both threads " D |E| D—’
Thread-B |:| Stage idle

instructions

Figure 3-8 Two threads running simultaneously on the same processor core

The use of SMT provides more efficient use of the processors’ resources and helps address
memory latency, which results in overall throughput gains. The active thread shares core
resources in space, such as data and instruction caches, TLBs, branch history tables, and, in
time, pipeline slots, execution units, and address translators.
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Although SMT increases the processing capacity, the performance in some cases might be
superior if a single thread is used. Enhanced hardware monitoring supports measurement
through CPUMF for thread usage and capacity.

For workloads that need maximum thread speed, the partition’s SMT mode can be turned off.
For workloads that need more throughput to decrease the dispatch queue size, the partition’s
SMT mode can be turned on.

SMT use is functionally transparent to middleware and applications, and no changes are
required to run them in an SMT-enabled partition.

3.4.2 Single-instruction multi-data

The IBM z16 A02 and IBM z16 AGZ superscalar processor have 32 vector registers and an
instruction set architecture that includes a subset of instructions (known as SIMD) that were
added to improve the efficiency of complex mathematical models and vector processing.
These new instructions allow a larger number of operands to be processed with a single
instruction. The SIMD instructions use the superscalar core to process operands in parallel.

SIMD provides the next phase of enhancements of IBM Z analytics capability. The set of
SIMD instructions is a type of data parallel computing and vector processing that can
decrease the amount of code and accelerate code that handles integer, string, character, and
floating point data types. The SIMD instructions improve performance of complex
mathematical models and allow integration of business transactions and analytic workloads
on IBM Z servers.

The 32 vector registers feature 128 bits. The instructions include string operations, vector
integer, and vector floating point operations. Each register contains multiple data elements of
a fixed size. The following instructions code specifies which data format to use and the size of
the elements:

» Byte (16 8-bit operands)
» Halfword (eight 16-bit operands)

» Word (four 32-bit operands)

» Doubleword (two 64-bit operands)

» Quadword (one 128-bit operand)

The collection of elements in a register is called a vector. A single instruction operates on all
of the elements in the register. Instructions include a nondestructive operand encoding that
allows the addition of the register vector A and register vector B and stores the result in the
register vector A (A = A + B).

A schematic representation of a SIMD instruction with 16-byte size elements in each vector
operand is shown in Figure 3-9 on page 84.
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Figure 3-9 SIMD operation logic

The vector register file overlays the floating-point registers (FPRs), as shown in Figure 3-10.
The FPRs use the first 64 bits of the first 16 vector registers, which saves hardware area and
power, and makes it easier to mix scalar and SIMD codes. Effectively, the core gets 64 FPRs,
which can further improve FP code efficiency.
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Figure 3-10 Floating point registers overlaid by vector registers

SIMD instructions include the following examples:

Integer byte to quadword add, sub, and compare

Integer byte to doubleword min, max, and average
Integer byte to word multiply

String find 8-bit, 16-bit, and 32-bit

String range compare

String find any equal

String load to block boundaries and load/store with length
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For most operations, the condition code is not set. A summary condition code is used only for
a few instructions.

3.4.3 Out-of-Order execution

IBM z16 A02 and IBM z16 AGZ have an Out-of-Order core, much like the IBM z15 and IBM
z14. This optimized Out-of-Order feature yields significant performance benefits for
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compute-intensive applications. It does so by reordering instruction execution, which allows
later (younger) instructions to be run ahead of a stalled instruction, and reordering storage
accesses and parallel storage accesses. Out-of-Order maintains good performance growth
for traditional applications.

Out-of-Order execution can improve performance in the following ways:

>

Reordering instruction execution

Instructions stall in a pipeline because they are waiting for results from a previous
instruction or the execution resource that they require is busy. In an in-order core, this
stalled instruction stalls all later instructions in the code stream. In an out-of-order core,
later instructions are allowed to run ahead of the stalled instruction.

Reordering storage accesses

Instructions that access storage can stall because they are waiting on results that are
needed to compute the storage address. In an in-order core, later instructions are stalled.
In an out-of-order core, later storage-accessing instructions that can compute their
storage address are allowed to run.

Hiding storage access latency

Many instructions access data from storage. Storage accesses can miss the L1 and
require 7 - 50 more clock cycles to retrieve the storage data. In an in-order core, later
instructions in the code stream are stalled. In an out-of-order core, later instructions that
are not dependent on this storage data are allowed to run.

The IBM z16 A02 and IBM z16 AGZ processor includes pipeline enhancements that benefit
Out-of-Order execution. The processor design features advanced micro-architectural
innovations that provide the following benefits:

>

Maximized instruction-level parallelism (ILP) for a better cycles per instruction (CPI)
design.

Maximized performance per watt.
Enhanced instruction dispatch and grouping efficiency.

Increased Out-of-Order) resources, such as Global Completion Table entries, physical
GPR entries, and physical FPR entries.

Improved completion rate.

Reduced cache/TLB miss penalty.

Improved execution of D-Cache store and reload and new Fixed-point divide.
New Operand Store Compare (OSC) (load-hit-store conflict) avoidance scheme.

Enhanced branch prediction structure and sequential instruction fetching.

Program results

The Out-of-Order execution does not change any program results. Execution can occur out of
(program) order, but all program dependencies are accepted, and the same results are seen
as in-order (program) execution. The design was optimized by increasing the Global
Completion Table (GCT) from 48x3 to 60x3, which increased the issue queue size from 2x30
to 2x36 and designed a new Mapper.

This implementation requires special circuitry to make execution and memory accesses
display in order to the software. The logical diagram of an IBM z16 A02 and IBM z16 AGZ
core is shown in Figure 3-11 on page 86.
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Figure 3-11 IBM z16 A02 and IBM z16 AGZ PU core logical diagram
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Memory address generation and memory accesses can occur out of (program) order. This
capability can provide a greater use of the IBM z16 A02 and IBM z16 AGZ superscalar core,
and improve system performance.

The IBM z16 A02 and IBM z16 AGZ processor unit core is a superscalar, out-of-order, SMT
processor with eight execution units. Up to six instructions can be decoded per cycle, and up
to 12 instructions or operations can be started to run per clock cycle (0.192 ns). The
execution of the instructions can occur out of program order and memory address generation
and memory accesses can also occur out of program order. Each core includes special
circuitry to display execution and memory accesses in order to the software.

The IBM z16 A02 and IBM z16 AGZ superscalar PU core can have up to 10 instructions or
operations that are running per cycle. This technology results in shorter workload runtime.

Enhanced branch prediction

If the branch prediction logic of the microprocessor makes the wrong prediction, all
instructions in the parallel pipelines are removed. The wrong branch prediction is expensive in
a high-frequency processor design. Therefore, the branch prediction techniques that are used
are important to prevent as many wrong branches as possible.

For this reason, various history-based branch prediction mechanisms are used, as shown in
the in-order part of the IBM z16 A02 and IBM z16 AGZ PU core logical diagram in

Figure 3-11. The branch target buffer (BTB) runs ahead of instruction cache prefetches to
prevent branch misses in an early stage. Furthermore, a branch history table (BHT) offers a
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high branch prediction success rate in combination with a pattern history table (PHT) and the
use of tagged multi-target prediction technology branch prediction.

Branch prediction is now implemented as a two level BTB, BTB1 (“small” and “fast”), and
BTB2 (large, dense-SRAM). Now, BTB1 and BTB2 feature dynamic (variable) capacity:

» BTBH1: First Level Branch Target Buffer, smaller than IBM z15, dynamic director, variable
capacity:
— Minimum total branches in all parents (all large branches) = 8 K
— Maximum total branches in all parents (all medium branches) = 12 K

» BTB2: Second Level Branch Target Buffer, also variable capacity (variable directory), up to
260 k branches

Branch prediction also implements auxiliary predictors for:
» Direction:

— Two table TAGE’ Pattern History Table (PHT): A two-level table (with different history
lengths). Branch direction is predicted based on history.

— Perceptron: Called a Perceptron because this is a neural network algorithm that learns
to correlate branch history over time and predicts direction of branches that the other
mechanisms cannot catch with sufficient accuracy

» Target:

— Two table TAGE Changing Target Buffer (CTB): A two-level table (with different history
lengths). Branches are remembered that have different targets depending on history.

— Return Address Table Call/Return Stack (RAT CRS): Multi-level CRS that is
implemented as a table lookup

3.4.4 Superscalar processor

A scalar processor is a processor that is based on a single-issue architecture, which means
that only a single instruction is run at a time. A superscalar processor allows concurrent
(parallel) execution of instructions by adding resources to the microprocessor in multiple
pipelines, each working on its own set of instructions to create parallelism.

A superscalar processor is based on a multi-issue architecture. However, when multiple
instructions can be run during each cycle, the level of complexity is increased because an
operation in one pipeline stage might depend on data in another pipeline stage. Therefore, a
superscalar design demands careful consideration of which instruction sequences can
successfully operate in a long pipeline environment.

IBM z16 A02 and IBM z16 AGZ are superscalar processors. Each processor unit, or core, is a
superscalar and out-of-order processor that supports 10 concurrent issues to execution units
in a single CPU cycle:

» Fixed-point unit (FXU): The FXU handles fixed-point arithmetic.

» Load-store unit (LSU): The LSU contains the data cache. It is responsible for handling all
types of operand accesses of all lengths, modes, and formats as defined in the
z/Architecture.

» Instruction fetch and branch (IFB) (prediction) and Instruction cache and merge (ICM).
These two sub units (IFB and ICM) contain the instruction cache, branch prediction logic,

7 TAgged GEometric predictor.
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instruction fetching controls, and buffers. Its relative size is the result of the elaborate
branch prediction.

» L1 data and L1 instruction are incorporated into the LSU and ICM, respectively.

COBOL enhancements

IBM z16 A02 and IBM z16 AGZ core implement new instructions for the compiler to
accelerate numeric formatting, and hardware support for new numeric conversion instructions
(exponents and arithmetic common in financial applications).

3.4.5 On-chip coprocessors and accelerators
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This section introduces the CPACF enhancements for IBM z16 A02 and IBM z16 AGZ and the
IBM Integrated Accelerator for zEnterprise Data Compression (zEDC).

IBM integrated Accelerator for zEDC (on-chip)

Introduced in IBM z15, the On-Chip data compression accelerator (Nest Accelerator Unit -
NXU, see Figure 3-12 on page 89) provides real value for existing and new data compression
use cases.

IBM z16 A02 and IBM z16 AGZ Compression/Decompression accelerator is implemented in
the Nest Accelerator Unit (NXU) on each processor chip of the IBM Telum microprocessor.
IBM z16 A02 and IBM z16 AGZ On-Chip Compression delivers industry-leading throughput
and replaces the zEDC Express PCle adapter available on the IBM z14.

One Nest Accelerator Unit (NXU) is used per processor chip, which is shared by all cores on
the chip and features the following benefits:

» Brand new concept of sharing and operating an accelerator function in the nest
Supports DEFLATE compliant compression/decompression and GZIP CRC/ZLIB Adler
Low latency

High bandwidth

Problem state execution

Hardware/Firmware interlocks to ensure system responsiveness

Designed instruction

Run in millicode
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The On-Chip Compression Accelerator removes this virtualization constraint because it is
shared by all PUs on the processors chip; therefore, it is available to all LPARs and guests.

Moving the compression function from the 1/0 drawer to the processor chip means that
compression can operate directly on L2 cache and data does not need to be passed by using
I/O.

Data compression is running in one of the two execution modes available: Synchronous mode
or Asynchronous mode:

» Synchronous execution occurs in problem states where the user application starts the
instruction in its virtual address space.

» Asynchronous execution is optimized for Large Operations under z/OS for authorized
applications (for example, BSAM/QSAM) and issues I/O by using EADMF for
asynchronous execution.

Asynchronous execution maintains the current user experience and provides a
transparent implementation for existing authorized users of zEDC.
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The On-Chip data compression implements compression as defined by RFC1951
(DEFLATE).

Figure 3-12 shows the nest compression accelerator (NXU) for On-Chip Compression
acceleration.

Figure 3-12 Integrated Accelerator for zEDC (NXU) on the IBM z16 A0O2 and IBM z16 AGZ PU chip

Coprocessor units (on-core)
A data compression coprocessor and a cryptography coprocessor unit is available on each
core in the IBM Telum chip.

The compression engine uses static dictionary compression and expansion that is based on
CMPSC instruction. The compression dictionary uses the level 1 (L1) cache (instruction
cache).

The cryptography coprocessor is used for CPACF, which offers a set of symmetric
cryptographic functions for encrypting and decrypting of clear key operations.

The compression and cryptography coprocessors feature the following characteristics:

v

Each core has an independent compression and cryptographic engine.

The coprocessor was redesigned to support SMT operation and for throughput increase.
It is available to any processor type (regardless of the processor characterization).

The owning processor is busy when its coprocessor is busy.

vYvyy

The location of the coprocessor on the IBM z16 A02 and IBM z16 AGZ chip is shown in
Figure 3-13 on page 90.
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Figure 3-13 IBM z16 A02 and IBM z16 AGZ Core co-processor

On-core compression (CMPSC) on IBM z16 A02 and IBM z16 AGZ

The compression coprocessor on IBM z16 A02 and IBM z16 AGZ provides the same
functions that are available on IBM z15.

On-core cryptography coprocessor (CPACF)

CPACF accelerates the encrypting and decrypting of SSL/TLS transactions, virtual private
network (VPN)-encrypted data transfers, and data-storing applications that do not require
FIPS 140-2 level 4 security. The assist function uses a special instruction set for symmetrical
clear key cryptographic encryption and decryption, and for hash operations. This group of
instructions is known as the Message-Security Assist (MSA).

For more information about these instructions, see z/Architecture Principles of Operation,
SA22-7832.

Crypto functions enhancements

The IBM z16 A02 and IBM z16 AGZ microprocessor structure was optimized and aligned to
the new cache hierarchy. Co-processor results (data) are stored by way of level 1 (L1) cache.

The crypto/hashing/UTF-conversion/compression engines were redesigned for increased
throughput.

CPACF accelerator that is built into every core supports Pervasive Encryption by providing
fast synchronous cryptographic services:

Encryption (DES, TDES, and AES)

Hashing (SHA-1, SHA-2, SHA-3, and SHAKE)

Random Number Generation (PRNG, DRNG, and TRNG)
Elliptic Curve supported operations:

— ECDHIE]:

* P256, P384, and P521
e X25519 and X448

— ECDSA:

* Keygen, sign, and verify
* P256, P384, and P521

— EdDSA:

* Keygen, sign, and verify
e Ed25519 and Ed448

vyvyyy

IBM z16 A02 and IBM z16 AGZ Technical Guide



For more information about cryptographic functions on IBM z16 A02 and IBM z16 AGZ, see
Chapter 6, “Cryptographic features” on page 199.

IBM Integrated Accelerator for Z Sort (on-core)

Sorting data is a significant part of IBM Z workloads including batch workloads, database
query processing, and utility processing. The amount of data that is stored and processed on
IBM Z continues to grow at a high rate, which drives an ever-increasing sort workload.

Introduced on IBM z15 was the sort accelerator that is known as the IBM Integrated
Accelerator for Z Sort (see Figure 3-13 on page 90). The SORTL hardware instruction that is
implemented on each core is used by DFSORT and the Db2 utilities for z/OS Suite to allow
the use of a hardware-accelerated approach to sorting.

The IBM Integrated Accelerator for Z Sort feature termed as “ZSORT” helps to reduce the
CPU costs and improve the elapsed time for eligible workloads. One of the primary
requirements for ZSORT is providing enough virtual, real, and auxiliary storage.

Sort jobs that run in memory-constrained environments in which the amount of memory that
is available to be used by DFSORT jobs is restricted might not achieve optimal performance
results or might not be able to use ZSORT.

The 64-bit memory objects (above-the-bar-storage) can use the ZSORT accelerator for sort
workloads for optimal results. Because ZSORT is part of the CPU and memory latency is
much less than disk latency, sorting in memory is more efficient than sorting with memory and
disk workspace. By allowing ZSORT to process the input completely in memory, it can
achieve the best results in elapsed time and CPU time.

Because the goal of ZSORT is to reduce CPU time and elapsed time, it can require more
storage than a DFSORT application that does not use ZSORT.

Note: Not all sorts are eligible to use ZSORT. IBM’s zBNA tool provides modeling support
for identifying potential ZSORT-eligible candidate jobs and estimates the benefits of
ZSORT. The tool uses information in the SMF type 16 records.

The following restrictions disable ZSORT and revert to the use of traditional sorting technique:
» SORTL facility is not enabled/unavailable on the processor

» ZSORT is not enabled

» OPTION COPY or SORT FIELDS=COPY is specified

» Use of:

— INREC

— JOINKEYS

— MERGE FIELDS

— MODS(EXITS) statements
— OUTREC

— OUTFIL

— SUM FIELDS

» Program started sorts

» Memory objects cannot be created

» Insufficient memory object storage available (required more than currently available)
» Unsupported sort fields specified (examples Unicode, Locale, and ALTSEQ)

» Unknown file size or file size=0.
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» SIZE/FILSZ=Uxxxxxx is specified

» SORTIN/SORTOUT is a VSAM Cluster

» Sort control field positions are beyond 4092 and VLSHRT is specified

» Use of EXCP access method was requested

» Insufficient storage (for example, above or below the line)

» Sorting key greater than 4088 bytes or greater than 4080 bytes if EQUALS is specified
» For variable records, the record length (LRECL) must be greater than 24

» zHPF is unavailable for a sort that cannot be performed entirely in memory

» Insufficient amount of sort workspace

3.4.6 IBM Integrated Accelerator for Artificial Intelligence (on-chip)
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The IBM Z processor chip was enhanced from one generation to another. This enhancement
enables various data manipulations (such as compression, sorting, cryptography) directly in
hardware, on the processor chip by way of purpose-built accelerators. It also provides eligible
workloads with low latency time, high performance, and high throughput.

The new IBM z16 A02 and IBM z16 AGZ microprocessor chip, also called the IBM Telum
processor, integrates a new Al accelerator. This innovation brings incredible value to
applications and workloads that are running on IBM Z platform.

Customers can benefit from the integrated Al accelerator by adding Al operations that are
used to perform fraud prevention and fraud detection, customer behavior predictions, and
supply chain operations. All of these operations are done in real time and fully integrated in
transactional workloads. As a result, valuable insights are gained from their data instantly.

The integrated accelerator for Al delivers Al inference in real time, at large scale, and high
throughput rate, with no transaction left behind. The Al capability applies directly to the
running transaction. It shifts the traditional paradigm of applying Al to the transactions that
were completed. This innovative technology also can be used for intelligent IT workloads
placement algorithms, which contributes to the better overall system performance.

The Telum processor also integrates powerful mechanisms of data prefetch, fast and high
capacity level 1 (L1) and level 2 (L2) caches, enhanced branch prediction, and other
improvements and innovations that streamlines the data processing by the Al accelerator.
The hardware, firmware, and software are vertically integrated to deliver the new Al for
inference functions seamless to the applications.

The location of the integrated accelerator for Al on the Telum chip is shown in Figure 3-14 on
page 93.
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Figure 3-14 Integrated Accelerator for Al on the IBM Telum processor

The Al accelerator is driven by the new Neural Networks Processing Assist (NNPA)
instruction.

NNPA is a new non privileged Complex Instruction Set Computer (CISC) memory-to-memory
instruction that operates on tensor objects that are in user program’s memory. Al functions
and macros are abstracted by NNPA.

Figure 3-15 on page 94 shows the Al accelerator and its components:

» Data movers surround the compute arrays that consist of the Processor Tiles (PT)
» Processing Elements (PE)
» Special Function Processors (SFP)
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Figure 3-15 IBM z16 A02 and IBM z16 AGZ Integrated accelerator for Al logical diagram

Intelligent data movers and prefetchers are connected to the chip by way of ring interface for
high-speed, low-latency, read/write cache operations at 200+ GBps read/store bandwidth,
and 600+ GBps bandwidth between engines.

Compute Arrays consist of 128 processor tiles with 8-way FP-16 FMA SIMD, which are
optimized for matrix multiplication and convolution, and 32 processor tiles with 8-way
FP-16/FP-32 SIMD, which are optimized for activation functions and complex functions.

The Al accelerator is shared by all cores on the chip. The firmware, running on the cores and
accelerator, orchestrates and synchronizes the execution on the accelerator.

Using IBM Integrated Al Accelerator in your enterprise

Figure 3-16 on page 95 shows the software ecosystem and high-level integration of the Al
accelerator into enterprise Al/Machine Learning solution stack. Great flexibility and
interoperability are available for training and building models.
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Figure 3-16 Software ecosystem for the Al accelerator

Acknowledging the diverse Al training frameworks, customers can train their models on
platforms of their choice, (including IBM Z on-premises and in hybrid cloud) and then, deploy
it efficiently on IBM Z in collocation with the transactional workloads. No other development
effort is needed to enable this strategy.

IBM has invested into Open Neural Network Exchange (ONNX), which is a standard format
for representing Al models that allows a data scientist to build and train a model in the
framework of choice without worrying about the downstream inference implications.

To enable deployment of ONNX models, IBM provides an ONNX model compiler that is
optimized for IBM Z. IBM also optimized key Open Source frameworks, such as TensorFlow
and TensorFlow Serving, for use on IBM Z platform.

IBM open-sourced zDNN library provides common APIs for the functions that allow to convert
tensor format to the accelerator required one. Customers can run zDNN under z/OS (in zCX)
and Linux on IBM Z.

A Deep Learning Compiler (DLC) for z/OS and for Linux on IBM Z provides the Al functions to
the applications.

3.4.7 Decimal floating point accelerator

The decimal floating point (DFP) accelerator function is on each of the microprocessors
(cores) on the 8-core chip. Its implementation meets business application requirements for
better performance, precision, and function.

Base 10 arithmetic is used for most business and financial computation. Floating point
computation that is used for work that is typically done in decimal arithmetic involves frequent
data conversions and approximation to represent decimal numbers. This process makes
floating point arithmetic complex and error-prone for programmers who use it for applications
in which the data is typically decimal.

Hardware DFP computational instructions provide the following features:

» Data formats of 4, 8, and 16 bytes

» An encoded decimal (base 10) representation for data
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» Instructions for running decimal floating point computations

» An instruction that runs data conversions to and from the decimal floating point
representation

Benefits of the DFP accelerator
The DFP accelerator offers the following benefits:

» Avoids rounding issues, such as those issues that occur with binary-to-decimal
conversions.

» Controls binary-coded decimal (BCD) operations better.

» Follows the standardization of the dominant decimal data and decimal operations in
commercial computing, which supports the industry standardization (IEEE 745R) of
decimal floating point operations. Instructions are added in support of the Draft Standard
for Floating-Point Arithmetic - IEEE 754-2008, which is intended to supersede the
ANSI/IEEE Standard 754-1985.

» Allows COBOL programs that use zoned-decimal operations to take advantage of the
z/Architecture DFP instructions.

IBM z16 A02 and IBM z16 AGZ have two DFP accelerator units per core, which improve the
decimal floating point execution bandwidth. The floating point instructions operate on newly
designed vector registers (32 new 128-bit registers).

IBM z16 A02 and IBM z16 AGZ include decimal floating point packed conversion facility
support with the following benefits:

» Reduces code path length because extra instructions to format conversion are no longer
needed.

» Packed data is operated in memory by all decimal instructions without general-purpose
registers, which were required only to prepare for decimal floating point packed conversion
instruction.

» Converting from packed can now force the input packed value to positive instead of
requiring a separate Ol, OILL, or load positive instruction.

» Converting to packed can now force a positive zero result instead of requiring ZAP
instruction.

Cobol and PL/I compilers were updated to support the new IBM z16 A02 and IBM z16 AGZ

enhancements:

» BCD to HFP conversions

» Numeric editing operation

» Zoned decimal operations

Software support
DFP is supported in the following programming languages and products:

» Release 4 and later of the High Level Assembler

» C/C++, which requires supported z/OS version

» Enterprise PL/I Release 3.7 and Debug Tool Release 8.1 or later
» Java Applications that use the BigDecimal Class Library

» SQL support as of Db2 Version 9 and later
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3.4.8 IEEE floating point

Binary and hexadecimal floating-point instructions are implemented in IBM z16 A02 and IBM
z16 AGZ. They incorporate IEEE standards into the system.

The IBM z16 A02 and IBM z16 AGZ core implements two other execution subunits for 2x
throughput on BFP (single/double precision) operations (see Figure 3-11 on page 86).

The key point is that Java and C/C++ applications tend to use IEEE BFP operations more
frequently than earlier applications. Therefore, the better the hardware implementation of this
set of instructions, the better the performance of applications.

3.4.9 Processor error detection and recovery

The PU uses a process called transient recovery as an error recovery mechanism. When an
error is detected, the instruction unit tries the instruction the instruction again, and attempts to
recover the error. If the second attempt is unsuccessful (that is, a permanent fault exists), a
relocation process is started that restores the full capacity by moving work to another PU.

Relocation under hardware control is possible because the R-unit has the full designed state
in its buffer. PU error detection and recovery are shown in Figure 3-17.

1 ¢ Soft Error Hard Error ¢

Instruction State

PU x Checkpaoint PU y
R-Unit

| No Error | | Fault f

Figure 3-17 PU error detection and recovery

3.4.10 Branch prediction

Because of the ultra-high frequency of the PUs, the penalty for a wrongly predicted branch is
high. Therefore, a multi-pronged strategy for branch prediction is implemented on each core
based on gathered branch history that is combined with other prediction mechanisms.

The BHT (Branch History Table) implementation on processors provides a large performance
improvement. Originally introduced on the IBM ES/9000 9021 in 1990, the BHT is
continuously improved.

It offers significant branch performance benefits. The BHT allows each PU to take instruction
branches that are based on a stored BHT, which improves processing times for calculation
routines.

In addition to the BHT, IBM z16 A02 and IBM z16 AGZ use the following techniques to
improve the prediction of the correct branch to be run:

» BTB
> PHT
» CTB
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The success rate of branch prediction contributes significantly to the superscalar aspects of
IBM z16 A02 and IBM z16 AGZ processor. This success is because the architecture rules
prescribe that the correctly predicted result of the branch is essential for successful parallel
execution of an instruction stream.

IBM z16 AO2 and IBM z16 AGZ integrate a new branch prediction design that uses SRAM
and supports the following enhancements over IBM z15:

BTB1: 8K-12K
BTB2: up to 260 K
TAGE PHT: 4k x 2
TAGE CTB: 1k x 2

v
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3.4.11 Wild branch

When a bad pointer is used or when code overlays a data area that contains a pointer to
code, a random branch is the result. This process causes a 0C1 or 0C4 abend. Random
branches are difficult to diagnose because clues about how the system got to that point are
not evident.

With the wild branch hardware facility, the last address from which a successful branch
instruction was run is kept. z/OS uses this information with debugging aids, such as the SLIP
command, to determine from where a wild branch came.

It also can collect data from that storage location. This approach decreases the number of
debugging steps that are necessary when you want to know from where the branch came.

3.4.12 Translation lookaside buffer
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The TLB in the instruction and data L1 caches use a secondary TLB to enhance
performance.

The size of the TLB is kept as small as possible because of its short access time
requirements and hardware space limitations. Because memory sizes recently increased
significantly as a result of the introduction of 64-bit addressing, a smaller working set is
represented by the TLB.

To increase the working set representation in the TLB without enlarging the TLB, large (1 MB)
page and giant page (2 GB) support is available and can be used when suitable. For more
information, see “Large page support” on page 116.

With the enhanced DAT-2 (EDAT-2) improvements, the IBM Z support 2 GB page frames.

IBM z16 A02 and IBM z16 AGZ TLB

IBM z16 AO2 and IBM z16 AGZ switch to a logical-tagged L1 directory and inline TLB2. Each
L1 cache directory entry contains the virtual address and Address Space Control Element
(ASCE) because it no longer must access TLB for L1 cache hit. TLB2 is accessed in parallel
to L2, which saves significant latency compared to TLB1-miss.

The new translation engine allows up to four translations pending concurrently. Each
translation step is ~2x faster, which helps second level guests.
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3.4.13 Instruction fetching, decoding, and grouping

The superscalar design of the microprocessor allows for the decoding of up to six instructions
per cycle and the execution of up to 12 instructions per cycle. Both execution and storage
accesses for instruction and operand fetching can occur out of sequence.

Instruction fetching

Instruction fetching normally tries to get as far ahead of instruction decoding and execution as
possible because of the relatively large instruction buffers that are available. In the
microprocessor, smaller instruction buffers are used. The operation code is fetched from the
I-cache and put in instruction buffers that hold prefetched data that is awaiting decoding.

Instruction decoding
The processor can decode up to six instructions per cycle. The result of the decoding process
is queued and later used to form a group.

Instruction grouping
From the instruction queue, up to 12 instructions can be completed on every cycle. A
complete description of the rules is beyond the scope of this publication.

The compilers and JVMs are responsible for selecting instructions that best fit with the
superscalar microprocessor. They abide by the rules to create code that best uses the
superscalar implementation. All IBM Z compilers and JVMs are constantly updated to benefit
from new instructions and advances in microprocessor designs.

3.4.14 Extended Translation Facility

The z/Architecture instruction set includes instructions in support of the Extended Translation
Facility. They are used in data conversion operations for Unicode data, which causes
applications that are enabled for Unicode or globalization to be more efficient. These
data-encoding formats are used in web services, grid, and on-demand environments in which
XML and SOAP technologies are used. The High Level Assembler supports the Extended
Translation Facility instructions.

3.4.15 Instruction set extensions

Thirty new instructions were added to the IBM z16 A02 and IBM z16 AGZ processor. The
following new mnemonics were added to the IBM z/Architecture:

» LBEAR, LFI, LLGFI, and LPSWEY

» NNPA

» QPACI

» RDP

» SLLHH, SLLHL, SLLLH, SRLHH, SRLHL, SRLLH, and STBEAR

» VCFN, VCLFNH, VCLFNL, VCLZDP, VCNF, VCRNF, VCSPH, VPKZR, VSCHDP, VSCHP,
VSCHSP, VSCHXP, VSCSHP, VSRPR, VUPKZH, and VUPKZL

A new procedure is available to run against customer macros in assembler libraries to verify
that no conflicts exist between some older IBM Macro names and new IBM z16 A02 and IBM
z16 AGZ (M/T 3932) hardware instruction mnemonics.
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3.4.16 Transactional Execution

The Transactional Execution (TX) capability, which is known in the industry as hardware
transactional memory, runs a group of instructions atomically; that is, all of their results are
committed or no result is committed. The execution is optimistic. The instructions are run, but
previous state values are saved in a transactional memory. If the transaction succeeds, the
saved values are discarded; otherwise, they are used to restore the original values.

The Transaction Execution Facility provides instructions, including declaring the beginning
and end of a transaction, and canceling the transaction. TX is expected to provide significant
performance benefits and scalability by avoiding most locks. This benefit is especially
important for heavily threaded applications, such as Java.

Removal of support of the transactional execution and constrained transactional
execution facility 2: In a future IBM Z hardware system family, the transactional execution
and constrained transactional execution facility will no longer be supported. Users of the
facility on current zSystems servers should always check the facility indications before
using it.

a. Statements by IBM regarding its plans, directions, and intent are subject to change or
withdrawal without notice at the sole discretion of IBM. Information regarding potential future
products is intended to outline general product direction and should not be relied on in making
a purchasing decision.

3.4.17 Runtime Instrumentation

Runtime Instrumentation (RI) is a hardware facility for managed run times, such as the Java
Runtime Environment (JRE). Rl allows dynamic optimization of code generation as it is being
run. It requires fewer system resources than the current software-only profiling, and provides
information about hardware and program characteristics. Rl also enhances JRE in making
the correct decision by providing real-time feedback.

3.5 Processor unit functions

The PU functions are described in this section.

3.5.1 Overview
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All PUs on an IBM z16 A02 and IBM z16 AGZ are physically identical. When the system is
initialized, two integrated firmware processors (IFP) are allocated from the pool of PUs that is
available for the entire system. The other PUs can be characterized to specific functions (CP,
IFL, ICF, zlIP, or SAP).

The function that is assigned to a PU is set by the Licensed Internal Code (LIC). The LIC is
loaded when the system is initialized at power-on reset (POR) and the PUs are characterized.

Only characterized PUs include a designated function. Non-characterized PUs are
considered spares. You must order at least one CP, IFL, or ICF on IBM z16 A02 and IBM z16
AGZ.

This design brings outstanding flexibility to IBM z16 A02 and IBM z16 AGZ because any PU
can assume any available characterization. The design also plays an essential role in system
availability because PU characterization can be done dynamically, with no system outage.
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For more information about software level support of functions and features, see Chapter 7,
“Operating system support” on page 243.

Concurrent upgrades

For all IBM z16 A02 and IBM z16 AGZ features that have more processor units (PUs)
installed (non-characterized) than activated, concurrent upgrades can be done by using LIC
activation.

This activation assigns a PU function to a previously non-characterized PU. No hardware
changes are required.

The upgrade can be done concurrently through the following facilities:
» Customer Initiated Upgrade (CIU) for permanent upgrades

» On/Off Capacity on Demand (On/Off CoD) for temporary upgrades
» Capacity BackUp (CBU) for temporary upgrades

» Capacity for Planned Event (CPE) for temporary upgrades (available only if the CPE
feature code was carried forward from a previous IBM z14 or IBM z15 machine)

» Flexible Capacity for Cyber Resilience upgrades

If the PU chips in the installed in the first CPC drawer have no available remaining PUs, an
upgrade results in a feature upgrade and potential installation of extra PU chips (e.g. from
Max5 or Max16 to a Max32) or installation of the second CPC drawer (upgrades to a Max68).

The mentioned addition of PU chips in the first CPC drawer is a disruptive upgrade, the
addition of the second CPC drawer is always non-disruptive for the IBM z16 A02, but for the
IBM z16 AGZ only if planned ahead when the original machine was ordered.

For more information about Capacity on Demand, see Chapter 8, “System upgrades” on
page 319.

PU sparing

If a PU failure occurs, the failed PU’s characterization is dynamically and transparently
reassigned to a spare PU. IBM z16 A02 and IBM z16 AGZ have two spare PUs. PUs that are
not characterized on a CPC configuration can also be used as extra spare PUs. For more
information about PU sparing, see 3.5.10, “Sparing rules” on page 114.

PU pools

PUs that are defined as CPs, IFLs, ICFs, and zlIPs are grouped in their own pools from where
they can be managed separately. This configuration significantly simplifies capacity planning
and management for LPARs. The separation also affects weight management because CP
and zIlIP weights can be managed separately.

For more information, see “PU weighting” on page 102.

All assigned PUs are grouped in the PU pool. These PUs are dispatched to online logical
PUs. As an example, consider a z16 A02 Max32 with 6 CPs, 6 IFLs, 5 zlIPs, and 1 ICF. This
system has a PU pool of 18 PUs, called the pool width. Subdivision defines the following
pools:

» A CP pool of six CPs

» An ICF pool of one ICF
» An IFL pool of six IFLs
» A zIIP pool of five zIIPs
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PUs are placed in the pools in the following circumstances:

» When the system is PORed (Power on Reset / IML)

» At the time of a concurrent upgrade

» As a result of adding PUs during a CBU

» Following a capacity on-demand upgrade through On/Off CoD or CIU

PUs are removed from their pools when a concurrent downgrade occurs as the result of the
removal of a CBU. They are also removed through the On/Off CoD process and the
conversion of a PU. When a dedicated LPAR is activated, its PUs are taken from the correct
pools. This process is also the case when an LPAR logically configures a PU as on, if the
width of the pool allows for it.

For an LPAR, logical PUs are dispatched from the supporting pool only. The logical CPs are
dispatched from the CP pool, logical zIIPs from the zIIP pool, logical IFLs from the IFL pool,
and the logical ICFs from the ICF pool.

PU weighting

Because CPs, zlIPs, IFLs, and ICFs have their own pools from where they are dispatched,
they can be given their own weights. For more information about PU pools and processing
weights, see the Processor Resource/Systems Manager Planning Guide, SB10-7178.

3.5.2 Central processors

A central processor (CP) is a PU that uses the full z/Architecture instruction set. It can run
z/Architecture-based operating systems (z/OS, z/VM, TPF, z/TPF, 21CS VSE", and Linux on
IBM Z) and the Coupling Facility Control Code (CFCC). Up to six PUs can be characterized
as CPs, depending on the IBM z16 A02 and IBM z16 AGZ configuration.

The IBM z16 A02 and IBM z16 AGZ can be initialized in LPAR (PR/SM) mode or in Dynamic
Partition Manger (DPM) mode.

CPs are defined as dedicated or shared. Reserved CPs can be defined to an LPAR to allow
for nondisruptive image upgrades. If the operating system in the LPAR supports the logical
processor add function, reserved processors are no longer needed.

All PUs that are characterized as CPs within a configuration are grouped into the CP pool.
The CP pool can be seen on the Hardware Management Console (HMC) workplace. Any
z/Architecture operating systems and CFCCs can run on CPs that are assigned from the CP
pool.

The IBM z16 A02 and IBM z16 AGZ can be ordered with 26 distinct capacity settings for CPs.
Full-capacity CPs are identified as “Z”. In addition to full-capacity CPs, three subcapacity
settings (A to Y, each for up to 6 PUs®, are offered. Table 3-1 lists the capacity settings that
appear in hardware descriptions.

Table 3-1 CP capacity settings for one CP

CP Capacity Feature Code
CP-A 6156
CP-B 6157
CP-C 6158

8 Limited to five PUs on an IBM z16 A02 and IBM z16 AGZ Max5
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CP Capacity Feature Code
CP-D 6159
CP-E 6160
CP-F 6161
CP-G 6162
CP-H 6163
CP-I 6164
CP-J 6165
CP-K 6166
CP-L 6167
CP-M 6168
CP-N 6169
CP-O 6170
CP-P 6171
CP-Q 6172
CP-R 6173
CP-S 6174
CP-T 6175
CP-U 6176
CP-v 6177
CP-wW 6178
CP-X 6179
CP-Y 6180
CP-z 6181

Granular capacity provides 156 subcapacity settings for 6 CPs capacity. Information about
CPs in the remainder of this chapter applies to all CP capacity settings, unless indicated
otherwise.

Note: Information about CPs in the remainder of this chapter applies to all CP capacity
settings, unless indicated otherwise. For more information about granular capacity, see
2.3.2, “PU characterization” on page 40.

3.5.3 Integrated Facility for Linux (FC 1959)

An IFL is a PU that can be used to run Linux, Linux guests on z/VM operating systems, and
Secure Service Container (SSC). Up to 68 PUs can be characterized as IFLs, depending on
the configuration.
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Note: IFLs can be dedicated to a Linux, a z/VM, or LPAR, or can be shared by multiple
Linux guests, z/VM LPARs, or SSC that are running on the same IBM z16 A02 or IBM z16
AGZ. Only z/VM, Linux on Z operating systems, SSC, and designated software products
can run on IFLs. IFLs are orderable by using FC 1959.

IFL pool
All PUs that are characterized as IFLs within a configuration are grouped into the IFL pool.
The IFL pool can be seen on the HMC workplace.

IFLs do not change the model capacity identifier of the IBM z16 A02 or IBM z16 AGZ.
Software product license charges that are based on the model capacity identifier are not
affected by the addition of IFLs.

Unassigned IFLs

An IFL that is purchased but not activated is registered as an Unassigned IFL (FC 1962).
When the system is later upgraded with another IFL, the system recognizes that an IFL was
purchased and is present.

The allowable number of IFLs and Unassigned IFLs numbers per feature is listed in Table 3-2.

Table 3-2 IFLs and Unassigned IFLs per feature

Features Max5 Max16 Max32 Max68
Maximum of IFLs 5 16 32 68

FC 1959

Maximum of Unassigned IFLs 4 15 31 67

FC 1962

Unassigned zlIPs

A zIIP that is purchased but not activated is registered as an Unassigned zIIP (FC 1975).
When the system is later upgraded with another zIIP, the system recognizes that a zIIP was
purchased and is present.

The allowable number of zlIPs and Unassigned zIIPs numbers per feature is listed in
Table 3-3

Table 3-3 ZzIIPs and unassigned zIIPs per feature

Features Max5 Max16 Max32 Max68
Maximum of zIIPs 5 16 32 68

FC 1961

Maximum of Unassigned zlIPs 4 15 31 67

FC 1975

3.5.4 Internal Coupling Facility (FC 1960)

104

An Internal Coupling Facility (ICF) is a PU that is used to run the CFCC for Parallel Sysplex
environments. Within the sum of all unassigned PUs in up to five CPC drawers, up to 68 ICFs
can be characterized, depending on the feature. However, the maximum number of ICFs that
can be defined on a coupling facility LPAR is limited to 16. ICFs are orderable by using FC
1960.
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Unassigned ICFs

New on IBM z16 A02 and IBM z16 AGZ, an ICF that is purchased but not activated is
registered as an unassigned ICF (FC 1974). When the system is later upgraded with another
ICF, the system recognizes that an ICF was purchased and is present.

The allowable number of ICFs and Unassigned ICFs for each feature is listed in Table 3-4.

Table 3-4 ICFs per feature

Features Max5 Max16 Max32 Max68
Maximum of ICFs 5 16 32 68

FC 1960

Maximum of Unassigned ICFs 4 15 31 67

FC 1974

ICFs exclusively run CFCC. ICFs do not change the model capacity identifier of the z16 A02
and IBM z16 AGZ. Software product license charges that are based on the model capacity
identifier are not affected by the addition of ICFs.

All ICFs within a configuration are grouped into the ICF pool. The ICF pool can be seen on the
HMC workplace.

The ICFs can be used by coupling facility LPARs only. ICFs are dedicated or shared. ICFs
can be dedicated to a CF LPAR, or shared by multiple CF LPARSs that run on the same
system. However, having an LPAR with dedicated and shared ICFs at the same time is not
possible.

Coupling Thin Interrupts

With the introduction of Driver 15F (zEC12 and zBC12), the IBM z/Architecture provides a
thin interrupt class called Coupling Thin Interruptsg. The capabilities that are provided by
hardware, firmware, and software support the generation of coupling-related “Thin Interrupts”
when the following situations occur:

» On the coupling facility (CF) side:

— A CF command or a CF signal (arrival of a CF-to-CF duplexing signal) is received by a
shared-engine CF image.

— The completion of a CF signal that was previously sent by the CF occurs (completion of
a CF-to-CF duplexing signal).
» On the z/OS side:
— CF signal is received by a shared-engine z/OS image (arrival of a List Notification
signal).
— An asynchronous CF operation completes.

The interrupt causes the receiving partition to be dispatched by an LPAR if it is not
dispatched. This process allows the request, signal, or request completion to be recognized
and processed in a more timely manner.

After the image is dispatched, “poll for work” logic in CFCC and z/OS can be used largely
as-is to locate and process the work. The new interrupt expedites the redispatching of the
partition.

9 Itis the only option for shared processors in a CF image (whether they be ICFs or CPs) on IBM z16 A02 and IBM
z16 AGZ.
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LPAR presents these Coupling Thin Interrupts to the guest partition, so CFCC and z/OS both
require interrupt handler support that can deal with them. CFCC also changes to relinquish
control of the processor when all available pending work is exhausted, or when the LPAR
undispatches it off the shared processor, whichever comes first.

CF processor combinations
A CF image can have one of the following combinations that are defined in the image profile:

Dedicated ICFs
Shared ICFs
Dedicated CPs
Shared CPs

v

vYvyy

Shared ICFs add flexibility. However, running only with shared coupling facility PUs (ICFs or
CPs) is not a preferable production configuration. It is preferable for a production CF to
operate by using dedicated ICFs.

In Figure 3-18, the CPC on the left has two environments that are defined (production and
test), and each has one z/OS and one coupling facility image. The coupling facility images
share an ICF.

I:I Test Sysplex . ICF I:I CP
vy v v v

210s | zios 2/0S | zios
TEst | prop | CF | CF TEST | PROD

Partition

Image

; Profile
HMC /
Setup

OO = ool m
Uioos| YU ool m

-——

F 3
L J

Figure 3-18 ICF options - shared ICFs

The LPAR processing weights are used to define how much processor capacity each CF
image can include. The capped option also can be set for a test CF image to protect the
production environment.

Connections between these z/OS and CF images can use internal coupling links to avoid the
use of real (external) coupling links, and get the best link bandwidth available.

Dynamic CF dispatching

The dynamic coupling facility dispatching (DYNDISP) function features a dispatching algorithm
that you can use to define a backup CF in an LPAR on the system. When this LPAR is in
backup mode, it uses few processor resources.

DYNDISP allows more environments with multiple CF images to coexist in a server, and to
share CF engines with reasonable performance. DYNDISP THIN is the only option for CF
images that use shared processors on IBM z16 A02 and IBM z16 AGZ. For more information,
see 3.9.3, “Dynamic CF dispatching” on page 133.

IBM z16 A02 and IBM z16 AGZ Technical Guide



Coupling Facility Processor scalability

CF work management and dispatcher changed to improve efficiency as processors are
added to scale up the capacity of a CF image.

CF images support up to 16 processors. To obtain sufficient CF capacity, customers might be
forced to split the CF workload across more CF images. However, this change brings more
configuration complexity and granularity (more, smaller CF images, more coupling links, and
logical CHPIDs to define and manage for connectivity, and so on).

To improve CF processor scaling for the customer’'s CF images and to make effective use of
more processors as the sysplex workload increases, CF work management and dispatcher
provide the following improvements IBM z16 A02 and IBM z16 AGZ:

» IBM z16 AO2 and IBM z16 AGZ provide improved CF processor scalability for CF images.
» Increased number of CF tasks
» ICA SR latency improvements that improve coupling efficiency in a parallel sysplex.

Coupling Facility Enhancements with CFCC level 25

CFCC level 25 is available on IBM z16 A02 and IBM z16 AGZ with driver 51. For more
information about CFCC Level 25 enhancements, see 7.4.3, “Coupling and clustering
features and functions” on page 276.

3.5.5 IBM Z Integrated Information Processor (FC 1961)

A zIIP19 reduces the standard processor (CP) capacity requirements for z/OS Java, XML
system services applications, and a portion of work of zZOS Communications Server and Db2
UDB for z/OS Version 8 or later, which frees up capacity for other workload requirements.

Tip: Starting with IBM z16 A02 and IBM z16 AGZ announcement, the 2:1 zIIP:CP ratio
restriction has been removed. With one CP ordered, the number of zlIPs orderable is now
(MaxYY-1). The restriction has been lifted for IBM z16 A02, IBM16 AGZ and IBM z16 AO1
as well.

A zIIP enables eligible z/OS workloads to have a portion of them directed for execution to a
processor that is characterized as a zIIP. Because the zIIPs do not increase the MSU value of
the processor, they do not affect the IBM software license changes.

IBM z16 A02 and IBM z16 AGZ are the fourth generation of IBM Z processors to support
SMT. IBM z16 A02 and IBM z16 AGZ implement two threads per core on IFLs and zlIPs. SMT
must be enabled at the LPAR level and supported by the z/OS operating system. SMT was
enhanced for IBM z16 A02 and IBM z16 AGZ and it is enabled for SAPs by default (no
customer intervention required).

Introduced in z/OS V2R4, the z/OS Container Extensions'! allows deployment of Linux on
IBM Z software components, such as Docker Containers in a z/OS system, in direct support
of z/OS workloads without requiring a separately provisioned Linux server. It also maintains
overall solution operational control within z/OS and with z/OS qualities of service. Workload
deployed in z/OS Container Extensions is zIIP eligible.

10 1BM Z Application Assist Processors (zAAPs) are not available since IBM z14. A zZAAP workload is dispatched to
available zIIPs (zAAP on zIIP capability).

1 2/0S Container Extensions that are running on IBM z16 A02 and IBM z16 AGZ require “IBM Container Hosting
Foundation for z/OS” software product (5655-HZ1) and/or the “IBM zCX Foundation for Red Hat OpenShift”
software product (5655-ZCX) when running OCP in zCX.
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How zlIPs work

zIIPs are designed for supporting designated z/OS workloads. One of the workloads is Java
code execution. When Java code must be run (for example, under control of IBM
WebSphere), the z/OS JVM calls the function of the zIIP. The z/OS dispatcher then suspends
the JVM task on the CP that it is running on and dispatches it on an available zIIP. After the
Java application code execution is finished, z/OS redispatches the JVM task on an available
CP. After this process occurs, normal processing is resumed.

This process reduces the CP time that is needed to run Java WebSphere applications, which
frees that capacity for other workloads.

The logical flow of Java code running on an IBM z16 A02 or IBM z16 AGZ with a zIIP
available is shown in Figure 3-19. When JVM starts the execution of a Java program, it
passes control to the z/OS dispatcher that verifies the availability of a zIIP.

Standard Processor zliP

WebSphere Z/0S Dispatcher
Dispatch JVM task on
/0S5 zIIP logical
processor

JVM v
e ”

Z/OS Dispatcher
Suspend JVM task on Java Application Code
z/O5 standard logical Executing on a zIIP

processor logical processor

Execute Java Code

Z/OS Dispatcher

Dispatch JVM task on JVIV
z/03S standard logical - Switch to standard
processor processor
JVM z/0S Dispatcher
Suspend JVM task on
z/0S zIIP logical
WebSphere processor

Figure 3-19 Logical flow for Java code execution on a zIIP

The availability is treated in the following manner:

» If a zIIP is available (not busy), the dispatcher suspends the JVM task on the CP and
assigns the Java task to the zIIP. When the task returns control to the JVM, it passes
control back to the dispatcher. The dispatcher then reassigns the JVM code execution to a
CP.

» If no zIIP is available (all busy), the z/OS dispatcher allows the Java task to run on a
standard CP. This process depends on the option that is used in the OPT statement in the
IEAOPTxx member of SYS1.PARMLIB.

A zIIP runs IBM authorized code only. This IBM authorized code includes the z/OS JVM in
association with parts of system code, such as the z/OS dispatcher and supervisor services.
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A zIIP cannot process I/O or clock comparator interruptions. It also does not support operator
controls, such as IPL.

Java application code can run on a CP or a zlIP. The installation can manage the use of CPs
so that Java application code runs only on CPs or zlIPs, or on both.

The following execution options for zlIP-eligible code execution are available and supported
for z/0S'2. These options are user-specified in IEAOPTxx and can be dynamically altered by
using the SET OPT command:

» Option 1: Java dispatching by priority (IPHONORPRIORITY=YES)

This option is the default option and specifies that CPs must not automatically consider
zIIP-eligible work for dispatching on them. The zlIP-eligible work is dispatched on the zIIP
engines until Workload Manager (WLM) determines that the zIIPs are overcommitted.

WLM then requests help from the CPs. When help is requested, the CPs consider
dispatching zIIP-eligible work on the CPs based on the dispatching priority relative to other
workloads. When the zIIP engines are no longer overcommitted, the CPs stop considering
zlIP-eligible work for dispatch.

This option runs as much zlIP-eligible work on zlIPs as possible. It also allows it to spill
over onto the CPs only when the zlIPs are overcommitted.

» Option 2: Java dispatching by priority (IPHONORPRIORITY=NO)

zlIP-eligible work runs on zIIPs only while at least one zIIP engine is online. zlIP-eligible
work is not normally dispatched on a CP, even if the zlIPs are overcommitted and CPs are
unused. The exception is that zlIP-eligible work can sometimes run on a CP to resolve
resource conflicts.

Therefore, zlIP-eligible work does not affect the CP utilization that is used for reporting
through the subcapacity reporting tool (SCRT), no matter how busy the zIIPs are.

If zIIPs are defined to the LPAR but are not online, the zlIP-eligible work units are processed
by CPs in order of priority. The system ignores the IPHONORPRIORITY parameter in this
case and handles the work as though it had no eligibility to zIIPs.

zIIPs provide the following benefits:
» Potential software cost savings.

» Simplification of infrastructure as a result of the collocation and integration of new
applications with their associated database systems and transaction middleware, such as
Db2, IMS, or CICS. Simplification can happen, for example, by introducing a uniform
security environment, and by reducing the number of TCP/IP programming stacks and
system interconnect links.

» Prevention of processing latencies that occur if Java application servers and their
database servers are deployed on separate server platforms.

The following Db2 UDB for z/OS V8 or later workloads can run in Service Request Block
(SRB) mode:

» Query processing of network-connected applications that access the Db2 database over a
TCP/IP connection by using IBM Distributed Relational Database Architecture (DRDA).

DRDA enables relational data to be distributed among multiple systems. It is native to Db2
for z/OS, which reduces the need for more gateway products that can affect performance
and availability. The application uses the DRDA requester or server to access a remote
database. IBM Db2 Connect is an example of a DRDA application requester.

2 2/08 V2R2 and later (older z/OS versions are out of support)
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Star schema query processing, which is mostly used in business intelligence work.

A star schema is a relational database schema for representing multidimensional data. It
stores data in a central fact table and is surrounded by more dimension tables that hold
information about each perspective of the data. For example, a star schema query joins
various dimensions of a star schema data set.

Db2 utilities that are used for index maintenance, such as LOAD, REORG, and REBUILD.

Indexes allow quick access to table rows. However, the databases become less efficient
over time and must be maintained as data in large databases is manipulated.

The zIIP runs portions of eligible database workloads, which helps to free computer capacity
and lower software costs. Not all Db2 workloads are eligible for zIIP processing. Db2 UDB for
z/OS V8 and later gives z/OS the information to direct portions of the work to the zIIP. The
result is that in every user situation, different variables determine how much work is redirected
to the zIIP.

On an IBM z16 A02 and IBM z16 AGZ, the following workloads also can benefit from zIIPs:

»

z/OS Communications Server uses the zIIP for eligible Internet Protocol Security (IPSec)
network encryption workloads. Portions of IPSec processing take advantage of the zIIPs,
specifically end-to-end encryption with IPSec. The IPSec function moves a portion of the
processing from the general-purpose processors to the zlIPs. In addition, to run the
encryption processing, the zIIP also handles the cryptographic validation of message
integrity and IPSec header processing.

z/OS Global Mirror, formerly known as Extended Remote Copy (XRC), also uses the zIIP.
Most z/OS Data Facility Storage Management Subsystem (DFSMS) system data mover
(SDM) processing that is associated with z/OS Global Mirror can run on the zIIP.

The first IBM user of zZOS XML system services is Db2 V9. For Db2 V9 before the z/OS
XML System Services enhancement, z/OS XML System Services non-validating parsing
was partially directed to zIIPs when used as part of a distributed Db2 request through
DRDA. This enhancement benefits Db2 by making all zZOS XML System Services
non-validating parsing eligible to zIIPs. This configuration is possible when processing is
used as part of any workload that is running in enclave SRB mode.

z/OS Communications Server also allows the HiperSockets Multiple Write operation for
outbound large messages (originating from z/OS) to be run by a zIIP. Application
workloads that are based on XML, HTTP, SOAP, and Java, and traditional file transfer can
benefit.

During the SRB boost period, ANY work in a boosting image is eligible to run on a zIIP
processor associated with the image (LPAR).

Many more workloads and software can use zIIP processors, such as the following examples:

VYYYYYVYVYVYVYYVYYY

IBM z/OS Container Extensions (zCX)

IBM z/OS CIM monitoring

IBM z/OS Management Facility (zZOSMF)
System Display and Search Facility (SDSF)
IBM z/OS Connect EE components

IBM Sterling™ Connect:Direct®

IBM Z System Automation:

Java components of IBM Z SMS and SAS
IBM Z NetView RESTful API server

IBM Z Workload Scheduler & Dynamic Workload Console (under WebSphere Liberty)
IMS workloads (DRDA, SOAP, MSC, ISC)
IBM Python V3.11

Db2 for z/OS Data Gate
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Db2 Sort for z/OS

Db2 Analytics Accelerator Loader for z/OS

Db2 Utilities Suite for z/OS

Db2 Log Analysis Tool for z/OS

Data Virtualization Manager for z/OS (DVM)

IzODA (Apache Spark workloads)

Watson Machine Learning for z/OS (WMLz) for Mleap and Spark workloads
IBM Z Common Data Provider (CDP)

IBM Omegamon Portfolio components

IBM RMF (Monitor Il work)

IBM Developer for z/OS Enterprise Edition components.

YVVYVYYVYYVYVYVYVYVYYVYY

For more information about zIIP and eligible workloads, see the IBM zIIP web page.

zIlIP installation
One CP must be installed with or before any zIIP is installed.

Unassigned zlIPs

New on IBM z16 A02 and IBM z16 AGZ, a zIIP that is purchased but not activated is
registered as an Unassigned zlIP (FC 1975). When the system is later upgraded with another
zIIP, the system recognizes that a zIIP was purchased and is present. zIIPs are orderable by
using FC 1961.

The allowable number of zIIPs for each feature is listed in Table 3-5.

Table 3-5 Number of zIIPs per feature

Features Max5 Max16 Max32 Max68
Maximum of zIIPs 4 15 31 67

FC 1961

Maximum of Unassigned zlIPs 3 15 31 67

FC 1975

a. The numbers for FC 1961 and 1975 are based on one active CP in the configuration.
The maximun number of Unassigned zIIPs decreases by the number of active zIIPs and
active CPs.

Note: Starting with IBM z16 A02 and IBM z16 AGZ announcement, the 2:1 zIIP:CP ratio
restriction has been removed. With one CP ordered, the number of zlIPs orderable is now
(MaxYY-1). The restriction has been lifted for IBM z16 A02, IBM16 AGZ and IBM z16 AO1
as well.

If the installed CPC drawer has no remaining unassigned PUs, the assignment of the next
zIIP might require the installation of another CPC drawer

PUs that are characterized as zIIPs within a configuration are grouped into the zIIP pool. This
configuration allows zIIPs to have their own processing weights, independent of the weight of
parent CPs. The zIIP pool can be seen on the hardware console.

The number of permanent zIIPs plus temporary zIIPs cannot exceed twice the number of
purchased CPs plus temporary CPs. Also, the number of temporary zlIPs cannot exceed the
number of permanent zlIPs.
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LPAR: In an LPAR, as many zlIPs as are available can be defined together with at least
one CP.

3.5.6 System assist processors

A system assist processor (SAP) is a PU that runs the channel subsystem LIC to control 1/0
operations. All SAPs run I/O operations for all LPARs. As with IBM z14, z15 and z16, in IBM
216 A02 and IBM z16 AGZ, SMT is enabled'2 for SAPs. All features include standard SAPs
configured. SAPs increase the capability of the channel subsystem to run 1/O operations.

The number of standard SAPs depends on the IBM z16 A02 and IBM z16 AGZ feature, as
listed in Table 3-6.

Table 3-6 Standard SAPs per feature
Features Max5 Max16 Max32 Max68

Standard SAPs 2 2 4 8

Note: On the IBM z16 A02 and IBM z16 AGZ configurations it is no longer possible to
order additional Optional SAPs.

3.5.7 Reserved processors

Reserved processors are defined by PR/SM to allow for a nondestructive capacity upgrade.
Reserved processors are similar to spare logical processors and can be shared or dedicated.
Reserved CPs can be defined to an LPAR dynamically to allow for nondisruptive image
upgrades.

Reserved processors can be dynamically configured online by an operating system that
supports this function if enough unassigned PUs are available to satisfy the request. The
PR/SM rules that govern logical processor activation remain unchanged.

By using reserved processors, you can define more logical processors than the number of
available CPs, IFLs, ICFs, and zlIPs in the configuration to an LPAR. This process makes it
possible to nondisruptively configure online more logical processors after more CPs, IFLs,
ICFs, and zIIPs are made available concurrently. They can be made available with one of the
capacity on-demand options.

3.5.8 Integrated Firmware Processors

112

Integrated Firmware Processors (IFP) are allocated from the pool of PUs and are available for
the entire system. Unlike other characterized PUs, IFPs are standard on IBM z16 A02 and
IBM z16 AGZ and not defined by the client.

The two PUs that are characterized as IFP are dedicated to supporting firmware functions
that are implemented in Licensed Internal Code (LIC); for example, the resource groups
(RGs) that are used for managing the following native Peripheral Component Interconnect
Express (PCle) features:

» 10GbE and 25GbE RoCE Express3 Short Reach (SR) and Long Reach (LR)

3 Enabled by default, cannot be changed or altered by user
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» 10GbE and 25GbE RoCE Express2.1
» 10GbE and 25GbE RoCE Express2
» Coupling Express2 Long Reach

IFPs are initialized at POR. They support various firmware functions such as Resource Group
(RG) LIC'* to provide native PCle /O feature management and virtualization functions.

3.5.9 Processor unit assignment

The processor unit assignment of characterized PUs is done at POR time, when the system

is initialized. The initial assignment rules keep PUs of the same characterization type grouped
as much as possible in relation to PU chips and CPC drawer boundaries to optimize shared

cache usage.

The PU assignment is based on CPC drawer plug order (not “ordering”). Feature upgrade
provides additional dual-chip modules (e.g. Max16 to Max32) or a fully populated CPC drawer
(e.g. Max32 to Max68).

The CPC drawers are populated from the bottom up. This process defines following the
low-order and the high-order CPC drawers:

» CPC drawer 1 (CPC 0 at position A10)'°: Plug order 1 (low-order CPC drawer)
» CPC drawer 2 (CPC 1 at position A15)'%: Plug order 2

The assignment rules comply with the following order:

» Spare: CPC drawers 0 and 1 are assigned one spare each on the high PU chip. In the
features Max5, Max16, and Max32, both spares are assigned to CPC drawer 0.

» IFP: Two IFP’s are assigned to CPC drawer O.

» SAPs: Spread across CPC drawers and high PU chips. Each CPC drawer includes at
least five standard SAPs. Start with the highest PU chip high core, then the next highest
PU chip high core. This process prevents all the SAPs from being assigned on one PU
chip.

» IFLs and ICFs: Assign IFLs and ICFs to cores on chips in the higher order CPC drawer
working downward.

» CPs and zIIPs: Assign CPs and zlIPs to cores on chips in lower CPC drawers working
upward.

These rules are intended to isolate processors that are used by different operating systems
as much as possible on different CPC drawers and even on different PU chips. This
configuration ensures that different operating systems do not use the same shared caches.
For example, CPs and zlIPs are all used by z/OS, and can benefit by using the same shared
caches. However, IFLs are used by z/VM and Linux, and ICFs are used by CFCC.

This initial PU assignment, which is done at POR, can be dynamically rearranged by an LPAR
by swapping an active core to a core in a different PU chip in a different CPC drawer to
improve system performance. For more information, see “LPAR dynamic PU reassignment’
on page 125.

When a CPC drawer is added concurrently after POR and new LPARs are activated, or
processor capacity for active partitions is dynamically expanded, the extra PU capacity can

4 1BM zHyperLink Express1.1 and IBM zHyperLink Express are not managed by Resource Groups LIC
15 A10 & A15 for the IBM z16 A02. For the IBM z16 AGZ configurations, rack position is decided by client.
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be assigned from the new CPC drawer. The processor unit assignment rules consider the
newly installed CPC drawer dynamically.

3.5.10 Sparing rules

On a IBM z16 A02 and IBM z16 AGZ configuration, all features have two (2) spares. These
spare PUs are available to replace any two characterized PUs, whether they are CP, IFL, ICF,
zIIP, SAP, or IFP.

Systems with a failed PU for which no spare is available call home for a replacement. A
system with a failed PU that is spared and requires an DCM to be replaced (referred to as a
pending repair) can still be upgraded when sufficient PUs are available.

Transparent CP, IFL, ICF, zIIP, SAP, and IFP sparing

Depending on the feature, sparing of CP, IFL, ICF, zIIP, SAP, and IFP is transparent and does
not require operating system or operator intervention.

With transparent sparing, the status of the application that was running on the failed
processor is preserved. The application continues processing on a newly assigned CP, IFL,
ICF, zIIP, SAP, or IFP (allocated to one of the spare PUs) without client intervention.

Application preservation

If no spare PU is available, application preservation (z/OS only) is started. The state of the
failing processor is passed to another active processor that is used by the operating system.
Through operating system recovery services, the task is resumed successfully (in most
cases, without client intervention).

Dynamic SAP and IFP sparing and reassignment

Dynamic recovery is provided if a failure of the SAP or IFP occurs. If the SAP or IFP fails, and
if a spare PU is available, the spare PU is dynamically assigned as a new SAP or IFP. If no
spare PU is available, and more than one CP is characterized, a characterized CP is
reassigned as an SAP or IFP. In either case, client intervention is not required. This capability
eliminates an unplanned outage and allows a service action to be deferred to a more
convenient time.

3.5.11 CPC drawer numbering16

For the IBM z16 A02 and IBM z16 AGZ configurations, CPC drawer numbering starts with
CPCO. The first CPC drawer is installed in the frame at location A10 (IBM z16 A02) or ACPO
(IBM z16 AGZ). The second CPC drawer (CPC 1) is installed at location at A15 (IBM z16
A02) or ACP1 (IBM z16 AGZ). For additional details see Appendix D, “Rack configurations”
on page 483.

Figure 3-20 on page 115 shows CPC drawer numbering.

16 For IBM z16 A02 (IBM factory frame installed) position of all components are fixed. IBM z16 AGZ does not have any “Reserved” space
features (also, no carry forward of any Reserve feature from previous systems).

114 IBM z16 A02 and IBM z16 AGZ Technical Guide



Figure 3-20 CPC drawer number

3.6 Memory design

Various considerations of the IBM z16 A02 and IBM z16 AGZ memory design are described
in this section.

3.6.1 Overview

The IBM z16 A02 and IBM z16 AGZ memory design also provides flexibility, high availability,
and the following upgrades:

>

Concurrent memory upgrades if the physically installed capacity is not yet reached. IBM
z16 A02 and IBM z16 AGZ can have more physically installed memory than the initial
available capacity. Memory upgrades within the physically installed capacity can be done
concurrently by LIC, and no hardware changes are required. However, memory upgrades
cannot be done through CBU or On/Off CoD.

Concurrent memory upgrades if the physically installed capacity is reached are available
only for the Max68 system, or very specific upgrades when combining the memory
upgrade with a Max32 to Max68 ugprade.

For more information, see 2.5.6, “Drawer replacement and memory” on page 52. Memory
upgrades which require the addition or replacement for existing DIMMs in a single CPC
drawer system require the system to be powered off during this operation.

When the total capacity that is installed has more usable memory than required for a
configuration, the Licensed Internal Code Configuration Control (LICCC) determines how
much memory is used from each processor drawer. The sum of the LICCC provided memory
from each CPC drawer is the amount that is available for use in the system.
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Memory allocation

When the system is activated by using a POR, PR/SM determines the total installed memory
and the customer enabled memory. Later in the process, during LPAR activation, PR/SM
assigns and allocates each partition memory according to their image profile.

PR/SM controls all physical memory, and can make physical memory available to the
configuration when a CPC drawer is added.

In older IBM Z processors, memory allocation was striped across the available CPC drawers
because relatively fast connectivity (that is, relatively fast to the processor clock frequency)
existed between the drawers. Splitting the work between all of the memory controllers allowed
a smooth performance variability.

The memory allocation algorithm changed starting with IBM z13®. For IBM z16 A02 and IBM
216 AGZ, PR/SM tries to allocate memory into a single CPC drawer. If memory does not fit
into a single drawer, PR/SM tries to allocate the memory into the CPC drawer with the most
processor entitliement.

The PR/SM memory and logical processor resources allocation goal is to place all partition
resources on a single CPC drawer, if possible. The resources, such as memory and logical
processors, are assigned to the logical partitions at the time of their activation. Later on, when
all partitions are activated, PR/SM can move memory between CPC drawers to benefit the
performance of each LPAR, without operating system knowledge. This process was done on
the previous families of IBM Z servers only for PUs that use PR/SM dynamic PU reallocation.

With IBM z16 A02 and IBM z16 AGZ, this process occurs whenever the configuration
changes, such as in the following circumstances:

» Activating or deactivating an LPAR

» Changing the LPARs processing weights

» Upgrading the system through a temporary or permanent record

» Downgrading the system through deactivation of a temporary record

PR/SM schedules a global reoptimization of the resources in use. It does so by reviewing all
the partitions that are active and prioritizing them based on their processing entitlement and
weights, which creates a high- and low-priority rank. Then, the resources, such as logical
processors and memory, can be moved from one CPC drawer to another to address the
priority ranks that were created.

When partitions are activated, PR/SM ftries to find a home assignment CPC drawer, home
assignment node, and home assignment chip for the logical processors that are defined to
them. The PR/SM goal is to allocate all the partition logical processors and memory to a
single CPC drawer (the home drawer for that partition).

If all logical processors can be assigned to a home drawer and the partition-defined memory
is greater than what is available in that drawer, the exceeding memory amount is allocated on
another CPC drawer. If all the logical processors cannot fit in one CPC drawer, the remaining
logical processors spill to another CPC drawer. When that overlap occurs, PR/SM stripes the
memory (if possible) across the CPC drawers where the logical processors are assigned.

The process of reallocating memory is based on the memory copy/reassign function, which is
used to allow enhanced drawer availability (EDA) and concurrent drawer replacement
(CDR)'". This process was enhanced starting with z13 and IBM z13s® to provide more
efficiency and speed to the process without affecting system performance.

7 In previous IBM Z generations (before z13), these service operations were known as enhanced book availability
(EBA) and concurrent book repair (CBR).
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IBM z16 AO2 and IBM z16 AGZ implement a faster dynamic memory reallocation mechanism,
which is especially useful during service operations (EDA and CDR)'8. PR/SM controls the
reassignment of the content of a specific physical memory array in one CPC drawer to a
physical memory array in another CPC drawer. To accomplish this task, PR/SM uses all the
available physical memory in the system. This memory includes the memory that is not in use
by the system that is available but not purchased by the client if installed.

Because of the memory allocation algorithm, systems that undergo many miscellaneous
equipment specification (MES) upgrades for memory can have different memory mixes and
quantities in all processor drawers of the system. If the memory fails, it is technically feasible
to run a POR of the system with the remaining working memory resources. After the POR
completes, the memory distribution across the processor drawers is different, as is the total
amount of available memory.

Large page support

By default, page frames are allocated with a 4 KB size. IBM z16 A02 and IBM z16 AGZ also
support large page sizes of 1 MB or 2 GB. The first zZ/OS release that supports 1 MB pages is
z/OS V1R9. Linux on IBM Z 1 MB pages support is available in SUSE Linux Enterprise
Server 10 SP2 and Red Hat Enterprise Linux (RHEL) 5.2 and later.

The TLB reduces the amount of time that is required to translate a virtual address to a real
address. This translation is done by dynamic address translation (DAT) when it must find the
correct page for the correct address space.

Each TLB entry represents one page. As with other buffers or caches, lines are discarded
from the TLB on a least recently used (LRU) basis.

The worst-case translation time occurs when a TLB miss occurs and the segment table
(which is needed to find the page table) and the page table (which is needed to find the entry
for the particular page in question) are not in cache. This case involves two complete real
memory access delays plus the address translation delay. The duration of a processor cycle
is much shorter than the duration of a memory cycle, so a TLB miss is relatively costly.

It is preferable to have addresses in the TLB. With 4 K pages, holding all of the addresses for
1 MB of storage takes 256 TLB lines. When 1 MB pages are used, it takes only one TLB line.
Therefore, large page size users have a much smaller TLB footprint.

Large pages allow the TLB to better represent a large working set and suffer fewer TLB
misses by allowing a single TLB entry to cover more address translations.

Users of large pages are better represented in the TLB and are expected to see performance
improvements in elapsed time and processor usage. These improvements are because DAT
and memory operations are part of processor busy time, even though the processor waits for
memory operations to complete without processing anything else in the meantime.

To overcome the processor usage that is associated with creating a 1 MB page, a process
must run for some time. It also must maintain frequent memory access to keep the pertinent
addresses in the TLB.

Short-running work does not overcome the processor usage. Short processes with small
working sets are expected to receive little or no improvement. Long-running work with high
memory-access frequency is the best candidate to benefit from large pages.

Long-running work with low memory-access frequency is less likely to maintain its entries in
the TLB. However, when it does run, few address translations are required to resolve all of the

8 EDA and CDR are only possible for Max68 feature.
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memory it needs. Therefore, a long-running process can benefit even without frequent
memory access.

Weigh the benefits of whether something in this category must use large pages as a result of
the system-level costs of tying up real storage. A balance exists between the performance of
a process that uses large pages and the performance of the remaining work on the system.

On IBM z16 A02 and IBM z16 AGZ, 1 MB large pages become pageable if Virtual Flash
Memory'? is available and enabled. They are available only for 64-bit virtual private storage,
such as virtual memory that is above 2 GB.

It is easy to assume that increasing the TLB size is a feasible option to deal with TLB-miss
situations. However, this process is not as simple as it seems. As the size of the TLB
increases, so does the processor usage that is involved in managing the TLB’s contents.
Correct sizing of the TLB is subject to complex statistical modeling to find the optimal trade-off
between size and performance.

Memory Encryption

Together with the new memory RAIM design the usage of memory encryption is implemented
in the IBM z16 A02 and IBM z16 AGZ. The new memory interface uses transparent memory
encryption technology to protect all data leaving the processor chips before it's stored in the
memory DIMMs. The encryption occurs post-RAIM encoding, the decryption occurs
pre-RAIM decoding. That means the data is encrypted before being distributed according to
the eight channel RAIM algorithm and written to the eight DIMMs forming a RAIM group, and
the data is decrypted after being read from the DIMMs.

3.6.2 Main storage

Main storage consist of memory space addressable by programs and storage that is not
directly addressable by programs. Non-addressable storage includes the hardware system
area (HSA).

Main storage provides the following functions:

» Data storage and retrieval for PUs and 1/0

» Communication with PUs and 1/O

» Communication with and control of optional expanded storage
» Error checking and correction

Main storage can be accessed by all processors, but cannot be shared between LPARs. Any
system image (LPAR) must include a defined main storage size. This defined main storage is
allocated exclusively to the LPAR during partition activation.

3.6.3 Hardware system area

118

The HSA is a non-addressable storage area that contains system LIC and
configuration-dependent control blocks. On IBM z16 A02 and IBM z16 AGZ configurations,
the HSA has a fixed size of 160 GB and is not part of the purchased memory that you order
and install.

19 Virtual Flash Memory replaced IBM zFlash Express. No carry forward of zFlash Express exists.
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The fixed size of the HSA eliminates planning for future expansion of the HSA because the
hardware configuration definition (HCD)/input/output configuration program (IOCP) always
reserves space for the following items:

» Three channel subsystems (CSSs)

» A total of 15 LPARs in CSSs 1 and 2, and 10 LPARs for the third CSS for a total of 40
LPARs

» Subchannel set 0 with 63.75-K devices in each CSS
» Subchannel set 1 with 64-K devices in each CSS
» Subchannel set 2 with 64-K devices in each CSS

The HSA features sufficient reserved space to allow for dynamic I/O reconfiguration changes
to the maximum capability of the processor.

3.6.4 Virtual Flash Memory (FC 0644)

IBM Virtual Flash Memory (VFM, FC 0644) is the replacement for the Flash Express features
that were available on the IBM zBC12 and IBM z13s. No application changes are required to
change from IBM Flash Express to VFM.

For IBM z16 A02 and IBM z16 AGZ, up to 2.0 TB of virtual flash memory can be ordered, in

512 GB increments. The minimum is 0, while the maximum is 4 features. The number of VFM
features ordered reduces the maximum orderable memory for the IBM z16 A02 and IBM z16
AGZ.

3.7 Logical partitioning

The logical partitioning features are described in this section.

3.7.1 Overview

Logical partitioning is a function that is implemented by the PR/SM on IBM z16 A02 and IBM
z16 AGZ. IBM z16 A02 and IBM z16 AGZ can run in LPAR mode, or in Dynamic Partition
Manager (DPM) mode. DPM provides a GUI for PR/SM to manage system resources
(including 1/0) dynamically.

PR/SM is aware of the processor drawer structure on IBM z16 A02 and IBM z16 AGZ
configurations. However, LPARs do not feature this awareness. LPARs feature resources that
are allocated to them from various physical resources. From a systems standpoint, LPARs
have no control over these physical resources, but the PR/SM functions do have this control.

PR/SM manages and optimizes allocation and the dispatching of work on the physical
topology. Most physical topology that was handled by the operating systems is the
responsibility of PR/SM.

As described in 3.5.9, “Processor unit assignment” on page 113, the initial PU assignment is
done during POR by using rules to optimize cache usage. This step is the “physical” step,
where CPs, zIIPs, IFLs, ICFs, and SAPs are allocated on the processor drawers.

When an LPAR is activated, PR/SM builds logical processors and allocates memory for the
LPAR.
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PR/SM assigns all logical processors to one CPC drawer that are packed into chips of that
drawer and cooperates with operating system use of HiperDispatch.

All processor types of an IBM z16 A02 and IBM z16 AGZ can be dynamically reassigned,
except IFPs.

Memory allocation changed from the previous IBM Z servers. Partition memory is now
allocated based on processor drawer affinity. For more information, see “Memory allocation”
on page 116.

Logical processors are dispatched by PR/SM on physical processors. The assignment
topology that is used by PR/SM to dispatch logical processors on physical PUs is also based
on cache usage optimization.

Processor drawers assignment is more important because they optimize virtual L4 cache
usage. Therefore, logical processors from a specific LPAR are packed into a processor
drawer as much as possible.

PR/SM optimizes chip assignments within the assigned processor drawer (or drawers) to
maximize virtual L3 cache efficiency. Logical processors from an LPAR are dispatched on
physical processors on the same PU chip as much as possible.

PR/SM also tries to redispatch a logical processor on the same physical processor to
optimize private cache (L1 and L2) usage.

HiperDispatch

PR/SM and z/OS work in tandem to use processor resources more efficiently. HiperDispatch
is a function that combines the dispatcher actions and the knowledge that PR/SM has about
the topology of the system.

Performance can be optimized by redispatching units of work to the same processor group,
which keeps processes running near their cached instructions and data, and minimizes
transfers of data ownership among processors and processor drawers.

The nested topology is returned to z/OS by the Store System Information (STSI) instruction.
HiperDispatch uses the information to concentrate logical processors around shared caches
(virtual L3 and virtual L4 caches at drawer level), and dynamically optimizes the assignment
of logical processors and units of work.

z/OS dispatcher manages multiple queues, called affinity queues, with a target number of
eight processors per queue, which fits well onto a single PU chip. These queues are used to
assign work to as few logical processors as are needed for an LPAR workload. Therefore,
even if the LPAR is defined with many logical processors, HiperDispatch optimizes this
number of processors to be near the required capacity. The optimal number of processors to
be used is kept within a processor drawer boundary, when possible.

Tip: VM V7R12 and later also support HiperDispatch.

a. z/VM 7.1 is NOT supported - z/VM 7.2 and later are supported on IBM z16 A02 and IBM z16
AGZ.

Logical partitions

PR/SM enables IBM z16 A02 and IBM z16 AGZ to be initialized for a logically partitioned
operation, supporting up to 40 LPARs. Each LPAR can run its own operating system image in
any image mode, independently from the other LPARs.
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An LPAR can be added, removed, activated, or deactivated at any time. Changing the number
of LPARs is not disruptive and does not require a POR. Certain facilities might not be
available to all operating systems because the facilities might have software corequisites.

Each LPAR has the following resources that are the same as a real CPC:
» Processors

Called logical processors, they can be defined as CPs, IFLs, ICFs, or zlIPs. They can be
dedicated to an LPAR or shared among LPARs. When shared, a processor weight can be
defined to provide the required level of processor resources to an LPAR. Also, the capping
option can be turned on, which prevents an LPAR from acquiring more than its defined
weight and limits its processor consumption.

LPARs for z/OS can have CP and zIIP logical processors. The logical processor types can
be defined as all dedicated or all shared. The zIIP support is available in z/OS.

The weight and number of online logical processors of an LPAR can be dynamically
managed by the LPAR CPU Management function of the Intelligent Resource Director
(IRD). These functions can be used to achieve the defined goals of this specific partition
and of the overall system. The provisioning architecture of IBM z16 A02 and IBM z16 AGZ
systems adds a dimension to the dynamic management of LPARs, as described in
Chapter 8, “System upgrades” on page 319.

PR/SM supports an option to limit the amount of physical processor capacity that is used
by an individual LPAR when a PU is defined as a general-purpose processor (CP) or an
IFL that is shared across a set of LPARs.

This capability is designed to provide a physical capacity limit that is enforced as an
absolute (versus relative) limit. It is not affected by changes to the logical or physical
configuration of the system. This physical capacity limit can be specified in units of CPs or
IFLs. The Change LPAR Controls and Customize Activation Profiles tasks on the HMC
were enhanced to support this new function.

For the z/OS Workload License Charges (WLC) pricing metric and metrics that are based
onit, such as Advanced Workload License Charges (AWLC), an LPAR defined capacity can
be set. This defined capacity enables the soft capping function. Workload charging
introduces the capability to pay software license fees that are based on the processor
utilization of the LPAR on which the product is running, rather than on the total capacity of
the system.

Consider the following points:

— In support of WLC, the user can specify a defined capacity in millions of service units
(MSUs) per hour. The defined capacity sets the capacity of an individual LPAR when
soft capping is selected.

The defined capacity value is specified on the Options tab in the Customize Image
Profiles window.

— WLM keeps a four-hour rolling average of the processor usage of the LPAR. When the
four-hour average processor consumption exceeds the defined capacity limit, WLM
dynamically activates LPAR capping (soft capping). When the rolling four-hour average
returns below the defined capacity, the soft cap is removed.

For more information about WLM, see System Programmer's Guide to: Workload
Manager, SG24-6472.

For more information about software licensing, see 7.8, “Software licensing” on page 316.
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Weight settings: When defined capacity is used to define an uncapped LPAR’s
capacity, carefully consider the weight settings of that LPAR. If the weight is much
smaller than the defined capacity, PR/SM uses a discontinuous cap pattern to achieve
the defined capacity setting. This configuration means PR/SM alternates between
capping the LPAR at the MSU value that corresponds to the relative weight settings,
and no capping at all. It is best to avoid this scenario and instead attempt to establish a
defined capacity that is equal or close to the relative weight.

» Memory

Memory (main storage) must be dedicated to an LPAR. The defined storage must be
available during the LPAR activation; otherwise, the LPAR activation fails.

Reserved storage can be defined to an LPAR, which enables nondisruptive memory addition
to and removal from an LPAR by using the LPAR dynamic storage reconfiguration (z/OS and
z/VM). For more information, see 3.7.4, “Logical partition storage granularity” on page 129.

» Channels

Channels can be shared between LPARs by including the partition name in the partition
list of a channel-path identifier (CHPID). I/O configurations are defined by the IOCP or the
HCD with the CHPID mapping tool (CMT). The CMT is an optional tool that is used to map
CHPIDs onto physical channel IDs (PCHIDs). PCHIDs represent the physical location of a
port on a card in an I/O cage, I/O drawer, or PCle I/O drawer.

IOCP is available on the z/OS, z/VM, and 21CS VSE" operating systems, and as a
stand-alone program on the hardware console. For more information, see IBM Z
Input/Output Configuration Program User’s Guide for ICP IOCP, SB10-7172. HCD is
available on the z/OS and z/VM operating systems. Consult the appropriate 3932DEVICE
Preventive Service Planning (PSP) buckets before implementation.

Fibre Channel connection (FICON) channels can be managed by the Dynamic CHPID
Management (DCM) function of the Intelligent Resource Director. DCM enables the system to
respond to ever-changing channel requirements by moving channels from lesser-used control
units to more heavily used control units, as needed.

Modes of operation

The modes of operation are listed in Table 3-7. All available mode combinations, including
their operating modes and processor types, operating systems, and addressing modes, also
are listed. Only the currently supported versions of operating systems are considered.

Table 3-7 z16 modes of operation

Image mode PU type Operating system Addressing mode
General? CP and zIIP » 7/0S 64-bit
» z/VM
CcP » 21CS VSE" 64-bit
» Linux onIBM Z
» Zz/TPF
Coupling facility ICF or CP CFCC 64-bit
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Image mode PU type Operating system Addressing mode
Linux only IFL or CP » Linux on IBM Z (64-bit) | 64-bit
» z/VNM
Linux on IBM Z (31-bit) 31-bit
ZVM CP, IFL, zIIP®, or ICF® | zVM 64-bit
Ssce IFL or CP Linux-based appliance® 64 bit

a. General mode uses 64-bit z/Architecture

b. zIIP and ICF for guest use only

c. Secure Service Container

d. IBM Db2 Analytics Accelerator (IDAA), Hyper Protect Virtual Servers (HPVS), and others

The 64-bit z/Architecture mode has no special operating mode because the architecture
mode is not an attribute of the definable images operating mode. The 64-bit operating
systems are in 31-bit mode at IPL and change to 64-bit mode during their initialization. The
operating system is responsible for taking advantage of the addressing capabilities that are
provided by the architectural mode.

For more information about operating system support, see Chapter 7, “Operating system
support” on page 243.

Logically partitioned mode

If the IBM z16 A02 and IBM z16 AGZ runs in LPAR mode, each of the 40 LPARs can be
defined to operate in one of the following image modes:

» General mode to run the following systems:
— A z/Architecture operating system, on dedicated or shared CPs
— A Linux on Z operating system, on dedicated or shared CPs
— 2/OS, on any of the following processor units:

¢ Dedicated or shared CPs
¢ Dedicated CPs and dedicated zlIPs
¢ Shared CPs and shared zlIPs

zIlIP usage: zIIPs can be defined to General mode or z/VM mode image, as listed in
Table 3-7 on page 122. However, zIIPs are used only by z/OS. Other operating
systems cannot use zIIPs, even if they are defined to the LPAR. z/VM V7R1 and
later support real and virtual zIIPs to guest z/OS systems.

General mode is also used to run the z/TPF operating system on dedicated or shared CPs

» CF mode, by loading the CFCC code into the LPAR that is defined as one of the following
types:

— Dedicated or shared CPs
— Dedicated or shared ICFs

» Linux only mode to run the following systems:
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— A Linux on IBM Z operating system, on either of the following types:

¢ Dedicated or shared IFLs
¢ Dedicated or shared CPs

— A z/VM operating system, on either of the following types:

¢ Dedicated or shared IFLs
¢ Dedicated or shared CPs

» z/VM mode to run z/VM on dedicated or shared CPs or IFLs, plus zlIPs for z/OS guests
and ICFs for CF guests.

» Secure Service Container (SSC) mode LPAR can run on dedicated or shared:

- CPs
— |IFLs

All LPAR modes, required characterized PUs, operating systems, and the PU
characterizations that can be configured to an LPAR image are listed in Table 3-8. The
available combinations of dedicated (DED) and shared (SHR) processors are also included.
For all combinations, an LPAR also can include reserved processors that are defined, which
allows for nondisruptive LPAR upgrades.

Table 3-8 LPAR mode and PU usage

LPAR mode PU type Operating systems PUs usage
General CPs » z/Architecture operating CPs DED or CPs SHR
systems
» LinuxonZ
CPs and » z/0S CPs DED or zIIPs DED
2lIPs » z/VM (guest exploitation) | or
CPs SHR or zlIPs SHR
General CPs z/TPF CPs DED or CPs SHR
Coupling ICFs or CFCC ICFs DED or ICFs SHR
facility CPs or
CPs DED or CPs SHR
Linux only IFLs or CPs | » LinuxonZ IFLs DED or IFLs SHR
» z/VM or
CPs DED or CPs SHR
z/VM CPs, IFLs, z/VM (V7R1 and later) All PUs must be SHR or DED
zIIPs®, or
ICFs?
sscP IFLs, or CPs | Linux-based appliance IFLs DED or IFLs SHR
or
CPs DED or CPs SHR

a. For guest use only
b. Secure Service Container
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Dynamically adding or deleting a logical partition name

Dynamically adding or deleting an LPAR name is the ability to add or delete LPARs and their
associated /O resources to or from the configuration without a POR.

The extra channel subsystem and multiple image facility (MIF) image ID pairs (CSSID/MIFID)
can be later assigned to an LPAR for use (or later removed). This process can be done
through dynamic I/O commands by using the HCD. At the same time, required channels must
be defined for the new LPAR.

Partition profile: Cryptographic coprocessors are not tied to partition numbers or MIF IDs.
They are set up with Adjunct Processor (AP) numbers and domain indexes. These
numbers are assigned to a partition profile of a given name. The client assigns these AP
numbers and domains to the partitions and continues to have the responsibility to clear
them out when their profiles change.

Adding logical processors to a logical partition

Logical processors can be concurrently added to an LPAR by defining them as reserved in
the image profile and later configuring them online to the operating system by using the
appropriate console commands. Logical processors also can be concurrently added to a
logical partition dynamically by using the Support Element (SE) “Logical Processor Add”
function under the CPC Operational Customization task. This SE function allows the initial
and reserved processor values to be dynamically changed. The operating system must
support the dynamic addition?? of these resources.

Adding a crypto feature to a logical partition

You can plan the addition of supported Crypto Express features to an LPAR on the crypto
page in the image profile by defining the Cryptographic Candidate List, and the Usage and
Control Domain indexes, in the partition profile. By using the Change LPAR Cryptographic
Controls task, you can add crypto adapters dynamically to an LPAR without an outage of the
LPAR. Also, dynamic deletion or moving of these features does not require pre-planning.
Support is provided in z/OS, z/VM, 21CS VSE", Secure Setrvice Container (based on
appliance requirements), and Linux on Z.

LPAR dynamic PU reassignment

The system configuration is enhanced to optimize the PU-to-CPC drawer assignment of
physical processors dynamically. The initial assignment of client-usable physical processors
to physical processor drawers can change dynamically to better suit the LPAR configurations
that are in use.

For more information, see 3.5.9, “Processor unit assignment” on page 113.

Swapping of specialty engines and general processors with each other, with spare PUs, or
with both, can occur as the system attempts to compact LPAR configurations into physical
configurations that span the least number of processor drawers.

LPAR dynamic PU reassignment can swap client processors of different types between
processor drawers®'. For example, reassignment can swap an IFL on processor drawer 0
with a CP on processor drawer 2. Swaps can also occur between PU chips within a processor
drawer or a DCM and can include spare PUs. The goals are to pack the LPAR on fewer

20 |n 2/OS, this support is available since Version 1 Release 10 (z/OS V1.10), while z/VM supports this addition since
z/VM V5.4, and z/VSE since V4.3. However, z16 A02 and z16 AGZ support z/OS V2R2 and later, 21CS VSE"
V6R3 and z/VM V7R1 or later, and do not support z/VSE.

21 Applicable to z16 A02 and IBM z16 AGZ Max68 configurations.
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processor drawers and also on fewer PU chips, based on the processor drawers’ topology.
The effect of this process is evident in dedicated and shared LPARs that use HiperDispatch.

LPAR dynamic PU reassignment is transparent to operating systems.

LPAR group capacity limit (LPAR group absolute capping)

The group capacity limit feature allows the definition of a group of LPARs on a z16 system,
and limits the combined capacity usage by those LPARs. This process allows the system to
manage the group so that the group capacity limits in MSUs per hour are not exceeded. To
take advantage of this feature, you must be running z/OS V2R2 or later in the all LPARs in the

group.

PR/SM and WLM work together to enforce the capacity that is defined for the group and the
capacity that is optionally defined for each individual LPAR.

LPAR absolute capping

Absolute capping is a logical partition control that was made available with zEC12 and is
supported on IBM z16 A02 and IBM z16 AGZ. With this support, PR/SM and the HMC are
enhanced to support a new option to limit the amount of physical processor capacity that is
used by an individual LPAR when a PU is defined as a general-purpose processor (CP), zlIP,
or an IFL processor that is shared across a set of LPARs.

Unlike traditional LPAR capping, absolute capping is designed to provide a physical capacity
limit that is enforced as an absolute (versus relative) value that is not affected by changes to
the virtual or physical configuration of the system.

Absolute capping provides an optional maximum capacity setting for logical partitions that is
specified in the absolute processors capacity (for example, 5.00 CPs or 2.75 IFLs). This
setting is specified independently by processor type (namely CPs, zlIPs, and IFLs) and
provides an enforceable upper limit on the amount of the specified processor type that can be
used in a partition.

Absolute capping is ideal for processor types and operating systems that the z/OS WLM
cannot control. Absolute capping is not intended as a replacement for defined capacity or
group capacity for z/OS, which are managed by WLM.

Absolute capping can be used with any z/OS, z/VM, or Linux on Z LPAR (that is running on an
IBM Z server). If specified for a z/OS LPAR, absolute capping can be used concurrently with
defined capacity or group capacity management for z/OS. When used concurrently, the
absolute capacity limit becomes effective before other capping controls.

Dynamic Partition Manager mode

DPM is an IBM Z operation mode that provides a simplified approach to create and manage
virtualized environments, which reduces the barriers of its adoption for new and existing
customers.

The implementation provides built-in integrated capabilities that allow advanced virtualization
management on IBM Z servers. With DPM, you can use your Linux and virtualization skills
while taking advantage of the full value of IBM Z hardware, robustness, and security in a
workload optimized environment.

DPM provides facilities to define and run virtualized computing systems by using a
firmware-managed environment that coordinate the physical system resources that are
shared by the partitions. The partitions’ resources include processors, memory, network,
storage, crypto, and accelerators.
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DPM provides a new mode of operation for IBM Z servers that provide the following services:

» Facilitates defining, configuring, and operating PR/SM LPARs in a similar way to how
someone performs these tasks on another platform.

» Lays the foundation for a general IBM Z new user experience.

DPM is not another hypervisor for IBM Z servers. DPM uses the PR/SM hypervisor
infrastructure and provides an intelligent interface on top of it that allows customers to define,
use, and operate the platform virtualization without IBM Z experience or skills.

3.7.2 Storage operations

In IBM z16 A02 and IBM z16 AGZ, memory can be assigned as main storage, supporting up
to 40 LPARs. Before you activate an LPAR, main storage must be defined to the LPAR. All
installed storage can be configured as main storage.

For more information about operating system main storage support, see the PR/SM Planning
Guide, SB10-7178.

Memory cannot be shared between system images (LPARS). It is possible to dynamically
reallocate storage resources for z/Architecture LPARSs that run operating systems that support
dynamic storage reconfiguration (DSR). This process is supported by z/OS, and z/VM. z/VM,
in turn, virtualizes this support to its guests.

For more information, see 3.7.5, “LPAR dynamic storage reconfiguration” on page 129.

Operating systems that run as guests of z/VM can use the z/VM capability of implementing
virtual memory to guest virtual machines. The z/VM dedicated real storage can be shared
between guest operating systems.

LPAR main storage allocation and usage

The IBM z16 A02 and IBM z16 AGZ storage allocation and usage possibilities depend on the
image mode and the operating system that is deployed in the LPAR.

Important: The memory allocation and usage depends on the operating system
architecture and tested (documented for each operating system) limits. While the
maximum supported memory per LPAR for IBM z16 A02 and IBM z16 AGZ is 16TB, each
operating system has its own support specifications.

For more information about the amount of main memory supported by the different
operation systems, see the PR/SM Planning Guide, SB10-7178, which is available at the
IBM Resource Link website (log in required).

The following modes are provided:
» z/Architecture mode

In z/Architecture (General) mode, storage addressing is 64-bit, which allows for virtual
addresses up to 16 exabytes (16 EB). However, the current main storage limit for LPARs
on IBM z16 A02 and IBM z16 AGZ is 16 TB of main storage.

» CF mode

In CF mode, storage addressing is 64 bit for a CF image that runs CFCC. The current IBM
z16 A02 and IBM z16 AGZ definition limit for CF LPARs is 16 TB of storage.
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The following CFCC levels are supported in a Sysplex with IBM z16 A02 and IBM z16
AGZ:

— CFCC Level 25, available on z16 (Driver level 51)
— CFCC Level 24, available on z15 (Driver level 41)
— CFCC Level 23, available on z14 (Driver level 36)

For more information, see 7.4.3, “Coupling and clustering features and functions” on
page 276.

Only IBM CFCC can run in CF mode.
» Linux only mode

In Linux only mode, storage addressing can be 31 bit or 64 bit, depending on the operating
system architecture and the operating system configuration.

Only Linux and z/VM operating systems can run in Linux only mode. Linux on IBM Z 64-bit
distributions (SUSE Linux Enterprise Server 12 SP5, SLES 15 SP4, Red Hat RHEL 7.9,
RHEL 8.4, RHEL 9, Ubuntu 20.04.1 LTS and Ubuntu 22.04 LTS and later) use 64-bit
addressing and operate in z/Architecture mode. z/VM also uses 64-bit addressing and
operates in z/Architecture mode.

Note: For information about the (kernel) supported amount of memory, check the Linux
Distribution specific documentation.

For the current supported Linux on IBM Z see the following website.

» z/VM mode

In z/VM mode, certain types of processor units can be defined within one LPAR. This
feature increases flexibility and simplifies systems management by allowing z/VM to run
the following tasks in the same z/VM LPAR:

Manage guests to operate Linux on Z on IFLs

Operate 21CS VSE" and z/OS on CPs

Offload z/OS system software processor usage, such as Db2 workloads on zIIPs
Provide an economical Java execution environment under z/OS on zIIPs

» IBM SSC

In IBM SSC mode, storage addressing is 64-bit for an embedded product. The amount of
usable main storage by the appliance code that is deployed in the SSC LPAR is
documented by the appliance code supplier.

3.7.3 Reserved storage
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Reserved storage can be optionally defined to an LPAR, which allows a nondisruptive image
memory upgrade for this partition. Reserved storage can be defined to central and expanded
storage, and to any image mode except CF mode.

An LPAR must define an amount of main storage:

» The initial value is the storage size that is allocated to the partition when it is activated.

» The reserved value is another storage capacity that is beyond its initial storage size that an
LPAR can acquire dynamically. The reserved storage sizes that are defined to an LPAR do
not have to be available when the partition is activated. Instead, they are predefined
storage sizes to allow a storage increase, from an LPAR perspective.
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Without the reserved storage definition, an LPAR storage upgrade is a disruptive process that
requires the following steps:

1. Partition deactivation.
2. Aninitial storage size definition change.

3. Partition activation.

The extra storage capacity for an LPAR upgrade can come from the following sources:

» Any unused available storage
» Another partition that features released storage
» A memory upgrade

A concurrent LPAR storage upgrade uses DSR. z/OS uses the reconfigurable storage unit
(RSU) definition to add or remove storage units in a nondisruptive way.

z/VNM V7R2 and later also support Dynamic Memory Downgrade (DMD), which allows the
removal of up to 50% of the real storage from a running z/VM system. Removing memory
from a z/VM guest is not disruptive to the z/VM LPAR.

3.7.4 Logical partition storage granularity

Granularity of main storage for an LPAR depends on the largest main storage amount that is
defined for initial or reserved main storage, as listed in Table 3-9%2,

Table 3-9 Logical partition main storage granularity (IBM z16 A02 and IBM z16 AGZ)

Logical partition: Logical partition:
Largest main storage amount Main storage granularity
Main storage amount </= 512 GB 1 GB

512 GB < main storage amount </=1TB 2GB

1 TB < main storage amount </=2 TB 4 GB

2 TB < main storage amount </=4 TB 8 GB

4 TB < main storage amount </= 8 TB 16 GB

8 TB < main storage amount </= 16 TB 32 GB

16 TB < main storage amount </= 32TB 64 GB

LPAR storage granularity information is required for LPAR image setup and for z/OS RSU
definition. On IBM z16 A02 and IBM z16 AGZ, LPARs support maximum size of 16 TB of
main storage. However, the maximum amount of memory that is supported by z/OS V2R2,
V2R3, and V2R4 is 4 TB. z/0S V2R5 supports up to 16 TB. z/VM V7R2 and V7R3 limit is 4
TB and it supports LPAR dynamic storage reconfiguration

3.7.5 LPAR dynamic storage reconfiguration

Dynamic storage reconfiguration on IBM z16 A02 and IBM z16 AGZ allows an operating
system that is running on an LPAR to add (nondisruptively) its reserved storage amount to its
configuration. This process can occur only if unused storage exists. This unused storage can
be obtained when another LPAR releases storage, or when a concurrent memory upgrade
occurs.

22 When defining an LPAR on the HMC, the 2G boundary should still be followed in PR/SM.
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With dynamic storage reconfiguration, the unused storage does not have to be continuous.

When an operating system running on an LPAR assigns a storage increment to its
configuration, PR/SM determines whether any free storage increments are available. PR/SM
then dynamically brings the storage online.

PR/SM dynamically takes offline a storage increment and makes it available to other
partitions when an operating system running on an LPAR releases a storage increment.

3.8 Intelligent Resource Director
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Intelligent Resource Director (IRD) is an IBM Z capability that is used only by z/OS. IRD is a
function that optimizes processor and channel resource utilization across LPARs within a
single IBM Z server.

This feature extends the concept of goal-oriented resource management. It does so by
grouping system images that are on the same z16 or Z servers that are running in LPAR
mode (and in the same Parallel Sysplex) into an LPAR cluster. This configuration allows WLM
to manage resources (processor and 1/O) across the entire cluster of system images and not
only in one single image.

An LPAR cluster is shown in Figure 3-21. It contains three z/OS images and one Linux image
that is managed by the cluster. Included as part of the entire Parallel Sysplex is another z/OS
image and a CF image. In this example, the scope over which IRD has control is the defined
LPAR cluster.

LPAR Cluster
z/0OS

z/OS

z/OS

Linux

XmMrown-=<w

z/OS

CF

IBM Z

Figure 3-21 IRD LPAR cluster example

IRD features the following characteristics:
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» IRD processor management

WLM dynamically adjusts the number of logical processors within an LPAR and the
processor weight based on the WLM policy. The ability to move the processor weights
across an LPAR cluster provides processing power where it is most needed, based on
WLM goal mode policy.

The processor management function is automatically deactivated when HiperDispatch is
active. However, the LPAR weight management function remains active with IRD with
HiperDispatch. For more information about HiperDispatch, see 3.7, “Logical partitioning”
on page 119.

HiperDispatch manages the number of logical CPs in use. It adjusts the number of logical
processors within an LPAR to achieve the optimal balance between CP resources and the
requirements of the workload.

HiperDispatch also adjusts the number of logical processors. The goal is to map the
logical processor to as few physical processors as possible. This configuration uses the
processor resources more efficiently by trying to stay within the local cache structure.
Doing so makes efficient use of the advantages of the high-frequency microprocessors,
and improves throughput and response times.

» Dynamic channel path management (DCM)

DCM moves FICON channel bandwidth between disk control units to address current
processing needs. IBMz16 z16 A02 and IBM z16 AGZ support DCM within a channel
subsystem.

» Channel subsystem priority queuing

This function allows the priority queuing of I/O requests in the channel subsystem and the
specification of relative priority among LPARs. When running in goal mode, WLM sets the
priority for an LPAR and coordinates this activity among clustered LPARs.

For more information about implementing LPAR processor management under IRD, see zZ0OS
Intelligent Resource Director, SG24-5952.

3.9 Clustering technology

Parallel Sysplex is the clustering technology that is used with IBM Z servers. The components
of a Parallel Sysplex as implemented within the z/Architecture are shown in Figure 3-22 on
page 132. The example in Figure 3-22 on page 132 shows one of many possible Parallel
Sysplex configurations.
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CE LR — Coupling Express Long Reach
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Figure 3-22 Sysplex hardware overview

Figure 3-22 shows an IBM z16 AO2 or an IBM z16 AGZ system (represented by IBM z16 in
the figure) that contains multiple z/OS sysplex patrtitions. It contains an internal CF, an IBM

215 TO2 system that contains a stand-alone CF, and an IBM z14 MO03 that contains multiple
z/0OS sysplex partitions.

STP over coupling links provides time synchronization to all systems. Selecting the suitable
CF link technology Coupling Express2 Long Reach (CE2 LR) or Integrate Coupling Adapter
Short Reach (ICA SR and SR1.1) depends on the system configuration and how distant they
are physically.

For more information about link technologies, see “Coupling links” on page 177.

Parallel Sysplex is an enabling technology that allows highly reliable, redundant, and robust
IBM Z technology to achieve near-continuous availability. A Parallel Sysplex consists of one or
more (z/OS) operating system images that are coupled through one or more Coupling Facility
LPARs.

A correctly configured Parallel Sysplex cluster maximizes availability in the following ways:

» Continuous availability: Changes can be introduced, such as software upgrades, one
image at a time, while the remaining images continue to process work. For more
information, see Parallel Sysplex Application Considerations, SG24-6523.

» High capacity: 1- 32 z/OS images in a Parallel Sysplex operating as a single system.

» Dynamic workload balancing: Because it is viewed as a single logical resource, work can
be directed to any operating system image in a Parallel Sysplex cluster that has available
capacity.

» Systems management: The architecture defines the infrastructure to satisfy client
requirements for continuous availability. It also provides techniques for achieving simplified
systems management consistent with this requirement.

» Resource sharing: Several base z/OS components use CF shared storage. This
configuration enables sharing of physical resources with significant improvements in cost,
performance, and simplified systems management.
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» Single logical system: The collection of system images in the Parallel Sysplex is displayed
as a single entity to the operator, user, and database administrator. A single system view
means reduced complexity from operational and definition perspectives.

» N-2 support: Multiple hardware generations (normally three) are supported in the same
Parallel Sysplex. This configuration provides for a gradual evolution of the systems in the
Parallel Sysplex without changing all of them simultaneously. Software support for multiple
releases or versions is also supported.

Note: Parallel sysplex coupling and timing links connectivity for IBM z16 A02 and IBM
216 AGZ is supported to N-2 generation CPCs (z16, z15, and z14).

Through state-of-the-art cluster technology, the power of multiple images can be harnessed
to work in concert on common workloads. The IBM Z Parallel Sysplex cluster takes the
commercial strengths of the platform to improved levels of system management, competitive
price performance, scalable growth, and continuous availability.

3.9.1 CF Control Code

The LPAR that is running the CFCC can be on z16, z15, or z14 systems. For more
information about CFCC requirements for supported systems and functions and feature of the
different CFCC levels, see 7.4.3, “Coupling and clustering features and functions” on

page 276 or the current exception letter that is published on IBM Resource Link.

Consideration: IBM z16, z15, and z14 cannot coexist in the same sysplex with IBM z13,
IBM z13s or earlier generation systems.

3.9.2 Coupling Thin Interrupts

CFCC Level 19 introduced Coupling Thin Interrupts to improve performance in environments
that share CF engines. Although dedicated engines are preferable to obtain the best CF
performance, Coupling Thin Interrupts helps facilitate the use of a shared pool of engines,
which helps to lower hardware acquisition costs.

The interrupt causes a shared logical processor CF partition to be dispatched by PR/SM (if it
is not already dispatched), which allows the request or signal to be processed in a more
timely manner. The CF relinquishes control when work is exhausted or when PR/SM takes
the physical processor away from the logical processor.

On IBM z16 A02 and IBM z16 AGZ, the use of Coupling Thin Interrupts (DYNDISP=THIN) is
now the only option that is available for shared engines in a CF LPAR. Specification of OFF or
ON in CF commands and the CF configuration file will be preserved, for compatibility, but a
warning message will be issued to indicate that these options are no longer supported, and
that DYNDISP=THIN behavior will be used.

3.9.3 Dynamic CF dispatching

With the introduction of the Coupling Thin Interrupt support (only available option on IBM z16
A02 and IBM z16 AGZ), which is used only when the CF partition uses shared engines, the
CFCC code is changed to handle these interrupts correctly. CFCC was also changed to
relinquish voluntarily control of the processor whenever it runs out of work to do. It relies on
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Coupling Thin Interrupts to dispatch the image again in a timely fashion when new work (or
new signals) arrives at the CF to be processed.

With IBM z16 A02 and IBM z16 AGZ, DYNDISP=THIN is the only mode of operation for CF
images that use shared processors.

This capability allows ICF engines to be shared by several CF images. In this environment, it
provides faster and far more consistent CF service times. It can also provide performance that
is reasonably close to dedicated-engine CF performance.

The use of Thin Interrupts allows a CF to run by using a shared processor while maintaining
good performance. The shared engine is allowed to be undispatched when no more work
exists, as in the past. The Thin Interrupt gets the shared processor that is dispatched when a
command or duplexing signal is presented to the shared engine.

This function saves processor cycles and is an excellent option to be used by a production
backup CF or a testing environment CF. This function is activated by default when a CF
processor is shared.

The CPs can run z/OS operating system images and CF images. For software charging
reasons, generally use only ICF processors to run CF images.
For more information about CF configurations, see the following resources:

» Coupling Facility Configuration Options, GF22-5042
» This IBM Support web page

3.10 Virtual Flash Memory

Flash Express is not supported on IBM z16 A02 and IBM z16 AGZ. This feature was replaced
by Virtual Flash Memory (VFM), with IBM z14. The Virtual Flash Memory feature code is
0644 on IBM z16 A02 and IBM z16 AGZ.

3.10.1 Overview
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VFM replaced the PCle Flash Express feature with support that is based on main memory.

The “storage class memory” that is provided by Flash Express adapters is replaced with
memory that is allocated from main memory (VFM).

VFM helps improve availability and handling of paging workload spikes when running z/OS.
With this support, z/OS is designed to help improve system availability and responsiveness
by using VFM across transitional workload events, such as market openings and diagnostic
data collection.

z/OS also helps improve processor performance by supporting middleware use of pageable
large (1 MB) pages, and eliminates delays that can occur when collecting diagnostic data
during failures.

VFM also can be used in CF images to provide extended capacity and availability for
workloads that use IBM WebSphere MQ Shared Queues structures.
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3.10.2 VFM feature

A VFM feature (FC 0644) is 512 GB of memory on IBM z16 A02 and IBM z16 AGZ. The
maximum number of VFM features is 4 per IBM z16 A02 and IBM z16 AGZ system.

Ordered VFM memory reduces the maximum orderable memory.

Simplification in its management is of great value because no hardware adapter is needed to
manage. It also has no hardware repair and verify. It has a better performance because no 1/0

to attached adapter occurs. Finally, because this feature is part of memory, it is protected by
RAIM and ECC.

3.10.3 VFM administration

The allocation and definition information of VFM for all partitions is viewed through the
Storage Information panel that is under the Operational Customization panel.

The information is relocated during CDR in a manner that is identical to the process that was
used for expanded storage. VFM is much simpler to manage (HMC task) and no hardware
repair and verify (no cables and no adapters) are needed. Also, because this feature is part of
internal memory, VFM is protected by RAIM and ECC and can provide better performance
because no I/O to an attached adapter occurs.

Note: Use cases for Flash did not change (for example, z/OS paging and CF shared queue
overflow). Instead, they transparently benefit from the changes in the hardware
implementation.

No option is available for VFM plan ahead. The only option is to always include zVFM plan
ahead when Flexible Memory option is selected.

3.11 Secure Service Container

Client applications are subject to several security risks in a production environment. These
risks might include external risks (cyber hacker attacks) or internal risks (malicious software,
system administrators that use their privileged rights for unauthorized access and many
others).

The IBM Secure Service Container (SSC) is a container technology through which you can
more quickly and securely deploy software appliances on IBM z16 A02 and IBM z16 AGZ.

An IBM SSC partition is a specialized container for installing and running specific appliances.
An appliance is an integration of operating system, middleware, and software components

that work autonomously and provide core services and infrastructures that focus on usability
and security.

IBM SSC hosts most sensitive client workloads and applications. It acts as a highly protected
and secured digital vault, enforcing security by encrypting the entire stack: memory, network,
and data (both in-flight and at-rest). Applications that are running inside IBM SSC are isolated
and protected from outsider and insider threats.

IBM SSC combines hardware, software, and middleware and is unique to IBM Z platform.

Though it is called a container, it should not be confused with purely software open source
containers (such as Kubernetes or Docker).

Chapter 3. Central processor complex design 135



136

IBM SSC is a part of the Pervasive Encryption concept that was introduced with IBM z14,
which is aimed at delivering best IBM Security hardware and software enhancements,
services, and practices for 360-degree infrastructure protection.

LPAR is defined as IBM SSC by using the HMC.

The IBM SSC solution includes the following key advantages:

» Applications require zero changes to use IBM SSC; software developers do not need to
write any IBM SSC-specific programming code.

» End-to-end encryption (in-flight and at-rest data):

— Automatic Network Encryption (TLS, IPsec): Data-in-flight. Automatic File System
Encryption (LUKS): Data-at-rest.

— Linux Unified Key Setup (LUKS) is the standard way in Linux to provide disk
encryption. SSC encrypts all data with a key that is stored within the appliance.

— Protected memory: Up to 16 TB can be defined per IBM SSC LPAR.
» Encrypted Diagnostic Data

All diagnostic information (debug memory dump data, logs, and so on) are encrypted and
do not contain any user or application data.

» No operating system access

After the IBM SSC appliance is built, Secure Shell (SSH) and the command line-interface
(CLlI) are disabled, which ensures that even system administrators cannot access the
contents of the IBM SSC and do not know which application is running there.

» Applications that run inside IBM SSC are being accessed externally by REST APIs only, in
a transparent way to user.

» Tamper-proof SSC Secure Boot:

— IBM SSC-eligible applications are booted into IBM SSC by using verified booting
sequence, where only trusted and digitally signed and verified by IBM software code is
uploaded into the IBM SSC.

— Vertical workload isolation, certified by EAL5+ Common Criteria Standard, which is the
highest level that ensures workload separation and isolation.

— Horizontal workload isolation: Separation from the rest of the host environment.

IBM z16 A02 and IBM z16 AGZ technology provides built-in data encryption with excellent
vertical scalability and performance that protects against data breach threats and data
manipulation by privileged users. IBM SSC is a powerful IBM technology for providing the
extra protection of the most sensitive workloads.

The following IBM solutions and offerings, and more to come, can be deployed in an IBM SSC
environment:

» IBM Hyper Protect Virtual Servers (HPVS) solution is available for running Linux-based
virtual servers with sensitive data and applications delivering a confidential computing
environment to address your top security concerns.

For more information, see this IBM Cloud® web page.

» IBM Db2 Analytics Accelerator (IDAA) is a high-performance component that is tightly
integrated with Db2 for z/OS. It delivers high-speed processing for complex Db2 queries to
support business-critical reporting and analytic workloads. The accelerator transforms the
mainframe into a hybrid transaction and analytic processing (HTAP) environment.

For more information, see this IBM web page.
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IBM Cloud Hyper Protect Data Base as a Service (DBaaS) for PostgreSQL or MongoDB
offers enterprise cloud database environments with high availability for sensitive data
workloads.

For more information, see this IBM Cloud web page.

IBM Cloud Hyper Protect Crypto Services is a key management service and cloud
hardware security module (HSM) that supports industry standards such as PKCS #11.

For more information, see this IBM Cloud web page.

IBM Security® Guardium® Data Encryption (GDE) consists of a unified suite of products
that are built on a common infrastructure. These highly scalable solutions provide data
encryption, tokenization, data masking, and key management capabilities to help protect
and control access to data across the hybrid multicloud environment.

For more information, see this web page.

IBM Blockchain™ platform can be deployed on an IBM z16 A02 and IBM z16 AGZ by
using IBM SSC to host the IBM Blockchain network.

For more information, see this web page.
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/0 structure

This chapter describes the 1/0 system structure and connectivity options that are available on
the IBM z16 A02 and IBM z16 AGZ.

This chapter includes the following topics:

4.1, “Introduction to I/O infrastructure” on page 140
4.2, “I/O system overview” on page 142

4.3, “PCle+ I/O drawer” on page 144

4.4, “CPC drawer fanouts” on page 147

4.5, “1/O features” on page 151

4.6, “Connectivity” on page 154

4.7, “Cryptographic functions” on page 182

4.8, “Integrated Firmware Processor” on page 185
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4.1 Introduction to I/O infrastructure

This section describes the 1/O features available on the IBM z16 A02 and IBM z16 AGZ. Both
the BM z16 A02 and IBM z16 AGZ configurations support PCle+ I/O drawers only.

I/O cage, I/0O drawer, and PCle I/O drawer are not supported.

Note: Throughout this chapter, the terms adapter and card refer to a PCle I/O feature that
is installed in a PCle+ I/O drawer.

4.1.1 1/0O infrastructure

IBM Z 1/O is based on industry standard Peripheral Component Interconnect Express
Generation 3 (PCle Gen3) I/O infrastructure. The PCle I/O infrastructure that is provided by
the central processor complex (CPC) enhances I/O capability and flexibility, while allowing for
the future integration of PCle adapters and features.

The PCle I/O infrastructure in IBM z16 A02 and IBM z16 AGZ consists of the following
components:

» PCle+ Geng3 dual port fanouts that support 16 GBps 1/O bus for CPC drawer connectivity
to the PCle+ I/O drawers. It connects to the PCle Interconnect Geng3 in the PCle+ I/O
drawers.

» Integrated Coupling Adapter Short Reach (ICA SR and ICA SR1.1), which are PCle Gen3
features that support short distance coupling links. The ICA SR and ICA SR1.1 features
have two ports, each port supporting 8 GBps.

» The 8U, 16-slot, and 2-domain PCle+ I/O drawer for PCle I/O features.

Features installed in the PCle+ I/0 drawer
The 1/O infrastructure of IBM z16 A02 and IBM z16 AGZ provides the following benefits:

» The bus connecting the CPC drawer to the I/O domain in the PCle+ I/O drawer bandwidth
is 16 GBps.

» Up to 32 channels (16 PCle I/O cards) are supported in the PCle+ I/O drawer.
» Storage connectivity:
— Storage Area Network (SAN) connectivity:

¢ The FICON Express32S
¢ FICON Express16S+ (carry forward)

These cards provide two channels per feature for Fibre Channel connection
(FICON), High-Performance FICON on Z (zHPF), and Fibre Channel Protocol
(FCP) storage area networks.

— IBM zHyperLink Express 1.1 - two ports per feature (new build and carry forward)
Ultra high speed, direct connection to Select DS8000; works in tandem with FICON
Express channels

— IBM zHyperLink Express - two ports per feature (carry forward)
» Local area network (LAN) connectivity:

— The Open Systems Adapter (OSA)-Express7S 1.2 GbE, OSA-Express7S 1.2
1000BASE-T, OSA-Express6S GbE, and the OSA-Express6S 1000BASE-T features
include two ports each.
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— The OSA-Express7S 1.2 25 GbE, and OSA-Express7S 1.2 10 GbE features have one
port each.

» Native PCle features (plugged into the PCle+ I/O drawer):

— 25GDbE and 10GbE Remote Direct Memory Access (RDMA) over Converged Ethernet
(RoCE) Express3 (two ports per feature)

— 25GbE and 10GbE Remote Direct Memory Access (RDMA) over Converged Ethernet
(RoCE) Express2.1 (two ports per feature, carry forward)

— 25GbE and 10GbE RoCE Express2 (two ports per feature, carry forward)
— Coupling Express2 Long Reach (CE2 LR) - two ports per feature

— Crypto Express8S (single/dual HSM)

— Crypto Express7S (single/dual ports/HSM, carry forward)

— Crypto Express6s (single HSM, carry forward)

4.1.2 PCle Generation 3

The PCle Generation 3 uses 128b/130b encoding for data transmission. This configuration
reduces the encoding overhead to about 1.54% versus the PCle Generation 2 overhead of
20% that uses 8b/10b encoding.

The PCle standard uses a low-voltage differential serial bus. Two wires are used for signal
transmission, and a total of four wires (two for transmit and two for receive) form a lane of a
PCle link, which is full-duplex. Multiple lanes can be aggregated into a larger link width. PCle
supports link widths of 1, 2, 4, 8, 12, 16, and 32 lanes (x1, x2, x4, x8, x12, x16, and x32).

The data transmission rate of a PCle link is determined by the link width (numbers of lanes),
the signaling rate of each lane, and the signal encoding rule. The signaling rate of one PCle
Generation 3 lane is eight gigatransfers per second (GTps), which means that nearly 8
gigabits are transmitted per second (Gbps).

Note: I/O infrastructure for IBM z16 A02 and IBM z16 AGZ, as well as for IBM z16 A0O1 and
IBM z15, is implemented as PCle Generation 3. The PU chip PCle interface is PCle
Generation 4 (x16 @32 GBps), but the CPC I/0O Fanout infrastructure provides external
connectivity as PCle Generation 3 @ 16GBps

A PCle Gen3 x16 link features the following data transmission rates:
» The maximum theoretical data transmission rate per lane:

8 Gbps * 128/130 bit (encoding) = 7.87 Gbps=984.6 MBps
» The maximum theoretical data transmission rate per link:

984.6 MBps * 16 (lanes) = 15.75 GBps

Considering that the PCle link is full-duplex mode, the data throughput rate of a PCle Gen3
x16 link is 31.5 GBps (15.75 GBps in both directions).

Link performance: The link speeds do not represent the performance of the link. The
performance depends on many factors, including latency through the adapters, cable
lengths, and the type of workload.

PCle Gen3 x16 links are used in IBM z16 A02 and IBM z16 AGZ systems for driving the
PCle+ I/O drawers, and for coupling links for CPC to CPC communications.
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Note: Unless specified otherwise, PCle refers to PCle Generation 3 in remaining sections
of this chapter.

4.2 1/0 system overview

The IBM z16 A02 and IBM z16 AGZ I/O characteristics and supported features are described
in this section.

4.2.1 Characteristics

142

The IBM z16 A02 and IBM z16 AGZ I/O subsystem is designed to provide great flexibility, high
availability, and the following excellent performance characteristics:

>

High bandwidth

IBM z16 A02 and IBM z16 AGZ use PCle Gen3 protocol to drive PCle+ I/O drawers and
CPC to CPC (coupling) connections. The I/O bus infrastructure data rate of up to 128
GBps' per system (12 PCle+ Gen3 fanout slots). For more information about coupling link
connectivity, see 4.6.4, “Parallel Sysplex connectivity” on page 177.

Connectivity options:

— IBM z16 A02 and IBM z16 AGZ configurations can be connected to an extensive range
of interfaces, such as FICON/FCP for SAN connectivity, OSA features for LAN
connectivity and zHyperLink Express for storage connectivity (low latency compared to
FICON).

— For CPC to CPC connections, IBM z16 A02 and IBM z16 AGZ configurations use
Integrated Coupling Adapter (ICA SR and ICA SR 1.1) and the Coupling Express2
Long Reach (CE2 LR). The Parallel Sysplex InfiniBand is not supported.

— The 25GbE and 10GbE RoCE Express3, 25GbE and 10 GbE RoCE Express2.1,
25GbE and 10GbE RoCE Express2 provide high-speed memory-to-memory data
exchange to a remote CPC by using the Shared Memory Communications over RDMA
(SMC-R) protocol for TCP (socket-based) communications.

The RoCE Express3 features can also provide local area network (LAN) connectivity
for Linux on IBM Z, and comply with IEEE standards. In addition, RoCE Express
features assume several functions of the TCP/IP stack that normally are performed by
the PU, which allows significant performance benefits by offloading processing from
the operating system.

Concurrent I/O upgrade

You can concurrently add 1/O features to IBM z16 A02 and IBM z16 AGZ configurations if
unused I/O slot positions are available.

Concurrent PCle+ I/O drawer upgrade

Additional PCle+ I/O drawers can be installed concurrently if free frame slots for the PCle+
I/O drawers and PCle fanouts in the CPC drawer are available.

Dynamic I/O configuration

Dynamic I/O configuration supports the dynamic addition, removal, or modification of the
channel path, control units, and I/O devices without a planned outage.

1

The link speeds do not represent the performance of the link. The performance depends on many factors, including
latency through the adapters, cable lengths, and the type of workload.
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Remote Dynamic I/O Activation

Remote dynamic I/O activation is supported for CPCs running Stand-alone CFs, Linux on
Z and z/TPF. IBM z14 GA2 provided a remote Dynamic I/O capability for driving
hardware-only I/O configuration changes from a “driving” instance of z/OS Hardware
Configuration Definition (HCD) on one CPC to a remote “target” standalone Coupling
Facility CPC.

IBM z16 provides a supported capability to drive these same kinds of hardware-only
changes from a driving z/OS HCD instance to a remote CPC which is not a standalone
Coupling facility, but rather a CPC which hosts Linux on Z and /or z/TPF images.

This new support is applicable only when both, the driving CPC and the target CPC are
216 with the required firmware support (Bundle S24 or higher) and the driving systems
z/0OS is at level 2.3 or higher with APAR OA65559.

Pluggable optics:

— The FICON Express32S, FICON Express16S+, OSA Express7S 1.2, OSA Express6S,
RoCE Express3, RoCE Express2.1, RoCE Express2, and RoCE Express features
include Small Form-Factor Pluggable (SFP) optics2.These optics allow each channel to
be individually serviced in a fiber optic module failure. The traffic on the other channels
on the same feature can continue to flow if a channel requires servicing.

— The zHyperLink Express feature uses fiber optics cable with MTP23 connector and the
cable uses a CXP connection to the adapter. The CXP* optics are provided with the
adapter.

Concurrent I/0 card maintenance

Every 1/O card that is plugged in a PCle+ I/O drawer supports concurrent card
replacement during a repair action.

4.2.2 Supported I/O features

The following I/O features are supported on an IBM z16 A02 and IBM z16 AGZ (max. for each
individual adapter type):

»

»

>

Up to 96 FICON Express32S channels

Up to 96 FICON Express16S+ channels

Up to 48 OSA-Express7S 1.2 25GbE ports
Up to 48 OSA-Express7S 1.2 10GbE ports
Up to 96 OSA-Express7S 1.2 GbE ports

Up to 96 OSA-Express7S 1.2 1000BASE-T ports
Up to 48 OSA-Express6S 10GbE ports

Up to 96 OSA-Express6S GbE ports

Up to 96 OSA-Express6S 1000BASE-T ports
Up to 16 25GbE RoCE Express3 features
Up to 8 25GbE RoCE Express2.1 features
Up to 8 25GbE RoCE Express2 features

Up to 8 10GbE RoCE Express3 features

2 OSA-Express 1000BASE-T features do not have optics (copper only, RJ45 connectors).
3 Multifiber Termination Push-On.
4 For more information, see this web page: https://cw.infinibandta.org/document/dl/7157
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» Up to 8 10GbE RoCE Express2.1 features

» Up to 8 10GbE RoCE Express2 features

» Up to 16 zHyperLink Express features

» Up to 16 zHyperLink Express1.1 features

» Upto 24 ICA SR1.1 and ICA SR features (combined) with up to 96 ports
» Up to 32 CE2 LR features with up to 64 ports

Notes: Consider the following points:
» IBM z16 A02 and IBM z16 AGZ support a maximum of 3 PCle+ I/O drawers

» The maximum number of coupling CHPIDs on an IBM z16 A02 and IBM z16 AGZ is
384 in a combination of the following (not all combinations are possible; subject to I/O
configuration options):

— Up to 48 ICA SR1.1 and ICA SR ports (24 ICA SR features)
— Up to 64 CE2 LR ports (32 CE2 LR features)

» zEDC PCle features are not supported. These have been replaced by the IBM
Integrated Accelerator for zEDC (on PU chip).

» The maximum combined number of RoCE features that can be installed is eight (16
ports); that is, any combination of 25GbE RoCE Express3, 25GbE RoCE Express2.1,
25GbE RoCE Express2, 10GbE RoCE Express3, 10GbE RoCE Express2.1, 10GbE
RoCE Express2 features.

» 25GbE RoCE Express features should not be configured in the same SMC-R link group
with 10GbE RoCE Express features.

4.3 PCle+ I/0 drawer

The PCle+ I/0O drawers (see Figure 4-1) are attached to the CPC drawer through a PCle
cable and use PCle Geng as the infrastructure bus within the drawer. The PCle Gen3 I/O bus
infrastructure data rate is up to 16 GBps.

144 IBM z16 A02 and IBM z16 AGZ Technical Guide



1! SLOT 02 — RG1

l 1“ SLOT 03 — RG3 mﬂ-]
1“ SLOT 04 - RG1 -

SLOT 05 - RGS

l h Damaln EI."

SLOT 07 -RG1 uln i SLOT 17 - RG2 i

1ﬂ “soros—ras | Wi 1 il SLOT 18 - RG4

[‘ SLOT 09 — RG1 ul I ' SLOT 19 - RG2

i SLOT 10 - RG3 It SLOT 20 - RG4

Figure 4-1 Rear view of PCle+ I/O drawer

PCle switch application-specific integrated circuits (ASICs) are used to fan out the host bus
from the CPC drawer through the PCle+ 1/O drawer to the individual I/O features. Maximum
16 PCle 1/O features (up to 32 channels) per PCle+ I/O drawer are supported.

The PCle+ I/O drawer is a one-sided drawer (all I/O cards on one side, in the rear of the
drawer) that is 8U high. The PCle+ I/O drawer contains the 16 1/O slots for PCle features, two
switch cards, and two power supply units (PSUs) to provide redundant power, as shown in
Figure 4-1 on page 145.

The PCle+ I/O drawer slots numbers are shown in Figure 4-2.

PCle+ 1/O Drawer — Rear view

IPC1/PSU1 IPC2/ PSU2
LGO01 BMC1 BMC2 LG11
LGO02 (RG1) (RG2) LG12
LGO3 (RG3) (RG4) LG13
LGO04 (RG1) (RG2) LG14
LGOS (RG3) (RG4) LG15

PCle RII PCle |

LGO6 Switch Redu:r:h'nt s Switch LG16
LGO7 (RG1) interconnect (RG2) Le17
LGOS (RG3) (RG4) LG18
LG09 (RG1) (RG2) LG19
LG10 (RG3) (RG4) LG20

Domain 0 Domain 1

Figure 4-2 PCle+ I/O drawer slots numbers

The 1/O structure in an IBM z16 A02 and IBM z16 AGZ CPCs is shown in Figure 4-3 on
page 146. The PCle switch card provides the fanout from the high-speed x16 PCle host bus
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to eight individual card slots. The PCle switch card is connected to the CPC drawer through a
single x16 PCle Gen3 bus from a PCle fanout card (PCle+ fanout cards).

In the PCle+ I/O drawer, the eight I/O feature cards that directly attach to the switch card
constitute an I/O domain. The PCle+ I/O drawer supports concurrent add and replace 1/0
features with which you can increase 1/0O capability as needed, depending on the CPC
drawer.

To second

PU PU System Coherency PU PU f==== CPC Drawer
DCcM Dcm Manager Fabric DCcM bcm A (SMP9

connectors)

32 GBIs PCle
Gend x16

(Internal)

FANOUTS

PCle+
Fanout

PCle+
Fanout

PCle+
Fanout

PCles
Fanout

PCle+
Fanout

PCle+
Fanout

PCle+
Fanout

PCle+
Fanout

PCle+
Fanout

PCle+
Fanout

ICA SR1.1

ICA SR1.1

1 - | —1 o
16GBk PCle I 1 ! | P
Gen3 x16 = =
1 i | Coupling
I a | w 1 Short Reach
PCle Gen3 PCle Gen3 PCle Gen3 PCle Gen3 2XPCle,Gen X3
Interconnect Interconnect Interconnect Interconnect To otherZ CPCs
8GBs PCle -
Gen3
Gen3 x8 e
D D Switch
8GBis PCle 8GBIs PCle 8GBIs PCle 8GBis PCle
Gen3jx Gond x8 Gen3 x8 Gen3 x8
FICON Express32§ OSA Express7512 Coupling Express2 LR 10725 GBE RoCE Express3 2HyperL ink Express1.1

PCle+ 1/O Drawer PClet+ 1/O Drawer

Figure 4-3 IBM z16 A02 and IBM z16 AGZ I/O connectivity - Max32 feature with two PCle+ I/O drawers

The PCle slots in a PCle+ I/O drawer are organized into two I/0O domains. Each I/O domain
supports up to eight features and is driven through a PCle switch card. Two PCle switch cards
always provide a backup path for each other through the passive connection in the PCle+ I/O
drawer backplane. During a PCle fanout card or cable failure, 16 I/O cards in two domains
can be driven through a single PCle switch card. It is not possible to drive 16 I/O cards after
one of the PCle switch cards is removed.

The two switch cards are interconnected through the PCle+ I/O drawer board (Redundant I/O
Interconnect, or RIl). In addition, switch cards in same PCle+ I/O drawer are connected to
PCle fanouts across clusters in CPC drawer for higher availability.

The RII design provides a failover capability during a PCle fanout card failure. Both domains
in one of these PCle+ I/O drawers are activated with two fanouts. The Base Management
Cards (BMCs) are used for system control.

The domains and their related I/O slots are shown in Figure 4-2 on page 145.

Each 1/0 domain supports up to eight features (FICON, OSA, Crypto, and so on.) All I/O
cards connect to the PCle switch card through the backplane board. The I/O domains and
slots are listed in Table 4-1.
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Table 4-1 /O domains of PCle+ I/O drawer

Domain I/0 slot in the domain
0 LGO02, LG03, LG04, LGO05, LG07, LG08, LG09, and LG10
1 LG12, LG13, LG14, LG15, LG17, LG18, LG19, and LG20

4.3.1 PCle+ /O drawer offering

Up to three PCle+ I/O drawers can be installed for supporting up to 48 PCle I/O features.
For an upgrade to IBM z16 A02 and IBM z16 AGZ, only the following PCle features can be
carried forward:

» FICON Express16S+

» zHyperLink Express (all features)

» OSA-Express6S (all features)

» 25GbE RoCE Express2.1

» 25GbE RoCE Express2

» 10GbE RoCE Express2.1

» 10GbE RoCE Express2

» Crypto Express7S (one or two ports/HSMs)

» Crypto Express6S

Note: On an IBM z16 A02 and IBM z16 AGZ system, only PCle+ I/O drawers are
supported. Older generation 1/O drawers cannot be carried forward.

IBM z16 A02 and IBM z16 AGZ support the following PCle I/O new features that are hosted in
the PCle+ I/O drawers:

» FICON Express32S

» OSA-Express7S 1.2 25GbE

» OSA-Express7S 1.2 10GbE

» OSA-Express7S 1.2 GbE

» OSA-Express7S 1.2 1000BASE-T

» 25GbE RoCE Express3

» 10GbE RoCE Express3

» Crypto Express8S (one or two HSMs)

» Coupling Express2 Long Reach (CE2 LR)
» zHyperLink Expressi.1

4.4 CPC drawer fanouts

The IBM z16 A02 and IBM z16 AGZ use PCle+ Gen3 fanout cards to connect the 1/0
subsystem in the CPC drawer to the PCle+ I/O drawers. The fanout cards also include the
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ICA SR (ICA SR and ICA SR1.1) coupling links for Parallel Sysplex. All fanout cards support
concurrent add, remove, and move.

The IBM z16 A02 and IBM z16 AGZ CPC drawer /O infrastructure consist of the following
features:

» The PCle+ Generation 3 fanout cards: Two ports per card (feature) that connect to PCle+
I/O drawers.

» ICA SR (ICA SR and ICA SR1.1) fanout cards: Two ports per card (feature) that connect to
other (external) CPCs.

Note: IBM z16 A02 and IBM z16 AGZ do not support Parallel Sysplex InfiniBand (PSIFB)
links.

Also, if and IBM z16 A02 or IBM z16 AGZ is part of a Parallel Sysplex or Coordinated
Timing Network, InfiniBand links cannot be used on older IBM Z even if installed.

Unless otherwise noted, ICA SR is used for ICA SR and ICA SR1.1 for the rest of the
chapter.
The PCle fanout cards are installed in the rear of the CPC drawers. Each CPC drawer

features 12 PCle+ Gen3 fanout slots.

The PCle fanouts and ICA SR fanouts are installed in locations LGO1 - LG12 at the rear in the
CPC drawers (see Figure 2-7 on page 31).

On the CPC drawer there are two BMC/OSC cards, each being a combination of BMC card
and OSC card. BMC stands for Base Management and OSC for Oscillator Card. Each
BMC/OSC card has one PPS port and one ETS port (RJ45 Ethernet, for both PTP and NTP).

An 1/O connection diagram is shown in Figure 4-3 on page 146.

4.4.1 PCle+ Generation 3 fanout (FC 0175)

The PCle+ Geng3 fanout card provides connectivity to a PCle+ I/O drawer by using a copper
cable. This PCle fanout card supports a link rate of 16 GBps (with two links per card).

A 16x PCle copper cable of 1.5 meters (4.92 feet) to 4.0 meters (13.1 feet) is used for
connection to the PCle switch card in the PCle+ 1/0O drawer. PCle fanout cards are always
plugged in pairs and provide redundancy for I/O domains within the PCle+ I/O drawer.

Note: The PCle fanout is used exclusively for I/O and cannot be shared for any other
purpose.

4.4.2 Integrated Coupling Adapter (FC 0172 and FC 0176)
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The IBM ICA SR (FC 0172) is a two-port fanout feature that is used for short distance
coupling connectivity and uses channel type CS5. For IBM z16 A02 and IBM z16 AGZ, the
new build feature is ICA SR1.1 (FC 0176).

The ICA SR (FC 0172) and ICA SR1.1 (FC 0176) use PCle Gen3 technology, with x16 lanes
that are bifurcated into x8 lanes for coupling.
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Both cards are designed to drive distances up to 150 meters (492 feet) with a link data rate of
8 GBps. ICA SR supports up to four channel-path identifiers (CHPIDs) per port and eight
subchannels (devices) per CHPID.

The coupling links can be defined as shared between images (z/OS) within a CSS. They also
can be spanned across multiple CSSs in a CPC. For ICA SR features, a maximum four
CHPIDs per port can be defined.

When STP® (FC 1021) is available, ICA SR coupling links can be defined as timing-only links
to other IBM z16 A02 and IBM z16 AGZ, IBM z15, IBM z14 ZR1, or IBM z14 MOx systems.
The ICA SR cannot be connected to InfiniBand coupling fanouts.

These two fanouts features are housed in the PCle+ Gen3 I/O fanout slot on the IBM z16 A02
and IBM z16 AGZ CPC drawers. Up 24 ICA SR and ICA SR1.1 features (up to 48 ports) are
supported.

OMS fiber optic can be used for distances up to 100 meters (328 feet). OM4 fiber optic cables
can be used for distances up to 150 meters (492 feet). For more information, see the following
manuals:

» Planning for Fiber Optic Links, GA23-1409
» 3931 Installation Manual for Physical Planning, GC28-7015

4.4.3 Fanout considerations

Fanout slots in the CPC drawer can be used to plug different fanouts. On IBM z16 A02 and
IBM z16 AGZ, the CPC drawers can hold up to 24 PCle fanout cards for two-CPC drawers
configuration, i.e. Max68, and 12 PCle fanout cards for one CPC drawer, i.e. Max5, Max16
and Max32.

Adapter ID number assignment

PCle fanouts and ports are identified by an Adapter ID (AID) that is initially dependent on their
physical locations, which is unlike channels that are installed in a PCle+ I/O drawer. Those
channels are identified by a physical channel ID (PCHID) number that is related to their
physical location. This AID must be used to assign a CHPID to the fanout in the IOCDS
definition. The CHPID assignment is done by associating the CHPID to an AID port (see

Table 4-2.

Table 4-2 Fanout locations and their AIDs for the CPC drawer (IBM z16 A02 and IBM z16 AGZ)
Fanout CPCO CPC1
locations Location A10 Location A15

AID (Hex) AID (Hex)

LGO1 00 oC
LG02 01 oD
LGO3 02 OE
LG04 03 OF
LG05 04 10
LG06 05 11

LGO7 06 12

5 Server Time Protocol
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Fanout CPCO CPC1
locations Location A10 Location A15
AID (Hex) AID (Hex)

LGO8 07 13

LGO09 08 14

LG10 09 15

LG11 0A 16

LG12 0B 17

Fanout slots

The fanout slots are numbered LGO1 - LG12, from left to right, as listed in Table 4-2 on
page 149. All fanout locations and their AlDs for the CPC drawer are shown for reference

only.

Important: The AID numbers that are listed in Table 4-2 on page 149 are valid only for a
new build system. If a fanout is moved, the AID follows the fanout to its new physical

location.

The AID assignment is listed in the PCHID REPORT that is provided for each new server or
for an MES upgrade on existing servers. Part of a PCHID REPORT for a z15 T02 is shown in
Example 4-1. In this example, four fanout cards are installed at in CPC drawer at location

A10B, in slots LG03, LG06, LG07, and LG10 with AIDs 02, 05, 06, and 09.

Example 4-1 AID assignments PCHID REPORT sample

CHPIDSTART
31463036

Machine: 3932-A02 SN1

PCHID/Ports or AID

Source

PCHID REPORT

Drwr Slot F/C
A10/LGO3 A10B LGO3 0176 AID=02
A10/LGO6 A10B LGO6 0176 AID=05
A10/LGO7 A10B LGO7 0176 AID=06
A10/LG10 A10B LG10 0176 AID=09

Nov 10,2022

Comment

Fanout features that are supported by the IBM z16 A02 and IBM z16 AGZ are listed in
Table 4-3, which includes the feature type, feature code, and information about the link
supported by the fanout feature.

Table 4-3 Fanout summary

Fanout feature | Feature Use Cable type Connector Maximum Link data
code type distance rate?

PCle+ Gen3 0175 PCle I/0 Copper N/A 4m (13.1 ft) 16 GBps

fanout drawer conn.

ICA SR 0172 Coupling link Oom4 MTP 150 m (492 ft.) 8 Gbps
OmM3 MTP 100 m (328 ft.) 8 Gbps

ICA SR1.1 0176 Coupling link Oom4 MTP 150 m (492 ft.) 8 Gbps
OmM3 MTP 100 m (328 ft.) 8 Gbps
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a. The link data rates do not represent the actual performance of the link. The actual performance depends on many factors,
including latency through the adapters, cable lengths, and the type of workload.

4.5 1/0O features

/O features (adapters) include ports® to connect the IBM z16 A02 and IBM z16 AGZ to
external devices, networks, or other zSystems. I/O features are plugged into the PCle+ 1/0
drawer, based on the machine’s configuration rules. Different types of I/O cards are available,
one for each channel or link type. I/O cards can be installed or replaced concurrently.

4.5.1 1/O feature card ordering information

The 1/O features that are supported by IBM z16 A02 and IBM z16 AGZ configurations and the
ordering information for them are listed in Table 4-4.

Table 4-4 I/O features and ordering information

Channel feature Feature code New build | Carry-forward
FICON Express32S LX 0461 Y N/A
FICON Express32S SX 0462 Y N/A
FICON Express16S+ LX 0427 N Y
FICON Express16S+ SX 0428 N Y
OSA-Express7S 1.2 25GbE LR 0460 Y N/A
OSA-Express7S 1.2 25GbE SR 0459 Y N/A
OSA-Express7S 1.2 10GbE LR 0456 Y N/A
OSA-Express7S 1.2 10GbE SR 0457 Y N/A
OSA-Express7S 1.2 GbE LX 0454 Y N/A
OSA-Express7S 1.2 GbE SX 0455 Y N/A
OSA-Express7S 1.2 1000BASE-T 0458 Y N/A
OSA-Express6S 10GbE LR 0424 N Y
OSA-Express6S 10GbE SR 0425 N Y
OSA-Express6S GbE LX 0422 N Y
OSA-Express6S GbE SX 0423 N Y
OSA-Express6S 1000BASE-T Ethernet 0426 N Y
PCle+ Gen3 fanout? 0175 Y Y
Integrated Coupling Adapter (ICA SR1.1)° | 0176 Y Y
Integrated Coupling Adapter (ICA SR)P 0172 N Y
Coupling Express2 LR 0434 Y N/A
Crypto Express8S (dual HSM) 0908 Y N/A

6 Certain I/O features do not have external ports, such as Crypto Express.
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Channel feature Feature code New build | Carry-forward
Crypto Express8S (single HSM) 0909 Y N/A
Crypto Express7S (2 ports) 0898 N Y
Crypto Express7S (1 port) 0899 N Y
Crypto Express6S 0893 N Y
25GbE RoCE Express3 SR 0452 Y N/A
25GbE RoCE Express3 LR 0453 Y N/A
10GbE RoCE Express3 SR 0440 Y N/A
10GbE RoCE Express3 LR 0441 Y N/A
25GbE RoCE Express2.1 0450 N Y
25GbE RoCE Express2 0430 N Y
10GbE RoCE Express2.1 0432 N Y
10GbE RoCE Express2 0412 N Y
zHyperLink Express1.1 0451 Y Y
zHyperLink Express 0431 N Y

a. Installed in the CPC Drawer; provides connectivity for the PCle+ I/O Drawer
b. Installed in the CPC Drawer; provides coupling connectivity (short distance - up to 150m).

Coupling links connectivity support:

» z13 and z13s and older systems are not supported in same Parallel Sysplex or STP
CTN with IBM z16 A02 and IBM z16 AGZ.

» InfiniBand coupling Links (if available on IBM z14 MOx) are NOT supported in a Parallel
Sysplex or CTN for connections to an IBM z16 A02 and IBM z16 AGZ member.

4.5.2 Physical channel ID report

A physical channel ID (PCHID) reflects the physical location of a channel-type interface. A
PCHID number is based on the following factors:

» PCle+ I/O drawer location
» Channel feature slot number
» Port number of the channel feature

A CHPID does not directly correspond to a hardware channel port. Instead, it is assigned to a
PCHID in the hardware configuration definition (HCD) or IOCP.

A PCHID REPORT is created for each new build configuration and for upgrades. The report
lists all I/O features that are installed, the physical slot location, and the assigned PCHID. A
portion of a sample PCHID REPORT is shown in Example 4-2. For more information about

the AID numbering rules for coupling links, see Example 4-2

Example 4-2 PCHID REPORT

CHPIDSTART
31463036 PCHID REPORT Nov 10,2021
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Machine: 3932-A02 SN1

Source Drwr Slot F/C PCHID/Ports or AID Comment
A10/LGO3 A10B LGO3 0176 AID=02
A10/LGO6 A10B LGO6 0176 AID=05
A10/LGO7 A10B LGO7 0176 AID=06
A10/LG10 A10B LG10 0176 AID=09
A10/LG01/J02 AO1B 02 0439 100/D1 101/D2
A10/LG01/J02 AO1B 03 0439 104/D1 105/D2
A10/LG01/J02 AO1B 04 0439 108/D1 109/D2
A10/LG01/J02 AO1B 05 0908 10C/P00 10D/P0O1
A10/LG01/J02 AO1B 07 0425 110/
........... << snippet >>... . 0iiiiiinnn.

The PCHID REPORT that is shown in Example 4-2 on page 152 includes the following
components (among others):

» Feature code 0176 (Integrated Coupling Adapters (ICA SR1.1) is installed in the CPC

drawer (location A10B, slots LG03, LG06, LG0O7. and LG10), and have AlDs 02, 05, 06,

and 09 assigned.
» Feature codes 0439 (FICON Express32S+ SX) are installed in PCle+ I/O drawer 1:

— Location A01B, slot 02 with PCHIDs 100/D1 and 101/D2 assigned
— Location A01B, slot 03 with PCHIDs 104/D1 and 105/D2 assigned
— Location A01B, slot 04 with PCHIDs 108/D1 and 109/D2 assigned

» Feature code 0908 (Crypto Express8S 2 port) installed in PCle+ I/O drawer 1 in location

A01B, slot 05.

» Feature code 0457 (OSA-Express7S 10 GbE SR 1.2) installed in PCle+ I/O drawer 1 i
location A01B, slot 07 with PCHID110/D1

A resource group (RG) parameter is also shown in the PCHID REPORT for native PCle

n

features. A balanced plugging of native PCle features exists between four resource groups

(RG1, RG2, RG3, and RG4).

The preassigned PCHID number of each I/O port relates directly to its physical location (jack

location in a specific slot).
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4.6 Connectivity

I/O channels are part of the CSS. They provide connectivity for data exchange between
systems, between systems and external control units (CUs) and devices, or between

networks.

For more information about connectivity to external I/O subsystems (for example, disks), see
4.6.2, “Storage connectivity” on page 157.

For more information about communication to LANs, see 4.6.3, “Network connectivity” on

page 164.

Communication between systems is implemented by using CE LR, ICA SR, or
channel-to-channel (FICON CTC) connections. For more information, see 4.6.4, “Parallel
Sysplex connectivity” on page 177.

4.6.1 1/O feature support and configuration rules

154

The supported I/O features are listed in Table 4-5. Also listed in Table 4-5 are the number of
ports per card, port increments, the maximum number of feature cards, and the maximum
number of channels for each feature type. The CHPID definitions that are used in the IOCDS

also are listed

Table 4-5 IBM z16 A02 and IBM z16 AGZ AO1supported I/O features

1/O feature Ports Port Max. Max. PCHID | CHPID

per card | increments | ports? | I/O definition

slots?
Storage access
FICON Express32S LX/SX 2 2 96 48 Yes FC, FCPP
FICON Express16S+ LX/SX | 2 2 96 48 Yes FC, FCPP
zHyperLink Express 1.1 2 2 32 16 Yes N/AC
zHyperLink Express 2 2 32 16 Yes N/AC
OSA-Express features?

OSA-Express7S 1.2 25GbE | 1 1 48 48 Yes 0OsD
LR/SR
OSA-Express7S 1.2 10GbE | 1 1 48 48 Yes 0OsD
LR/SR
OSA-Express7S 1.2 GbE 2 2 96 48 Yes 0OSC, 0OSD
LR/SR
OSA-Express7S 1.2° 2 2 96 48 Yes 0SC, 0SD,
1000BASE-T OSE
OSA-Express6S 10 GbE 1 1 48 48 Yes 0OsD
LR/SR
OSA-Express6S GbE 2 2 96 48 Yes 0OsD
LX/SX
OSA-Express6S 2 2 96 48 Yes 0OSC, 08D,
1000BASE-T OSE
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1/0 feature Ports Port Max. Max. PCHID | CHPID
per card | increments | ports? | I/O definition
slots?
RoCE Express features
25GbE RoCE Express3 2 2 16 8 Yes N/A
10GbE RoCE Express3 2 2 16 8 Yes N/A
25GbE RoCE Express2.1 2 2 16 8 Yes N/A
10GbE RoCE Express2.1 2 2 16 8 Yes N/A
25GbE RoCE Express2 2 2 16 8 Yes N/AC
10GbE RoCE Express2 2 2 16 8 Yes N/AC
Coupling features
Coupling Express2 LR 2 2 64 32 Yes CL5
Integrated Coupling Adapter | 2 2 48 24 N/AS CS5
(ICA SR1.1)f
Integrated Coupling Adapter | 2 2 48 24 N/AS CS5
(ICA SR)f

a. Max. number depends on the feature: Max5, Max16 and Max32 have one CPC drawer and up
to three 1/O drawers. Max68 has two CPC drawers and up to three 1/O drawers.

b. Both ports must be defined with the same CHPID type.

c. These features are defined by using Virtual Functions ID (FIDs).

d. On IBM z16, the OSX and OSM type CHPIDs cannot be defined. IBM z16 cannot be part of an
ensemble managed by zManager.

e. IBM z16 is planned to be the last IBM Z generation to support OSA-Express 1000BASE-T
adapters

f. Installed in the CPC Drawer

g. ICA SR 1.1 and ICA SR features are characterized by Adapter ID (AID).

At least one I/O feature (FICON) or one coupling link feature (ICA SR or CE LR) must be
present in the minimum configuration.

The following features can be shared and spanned:

FICON channels that are defined as FC or FCP

OSA-Express features that are defined as OSC, OSD, or OSE
Coupling links that are defined as CS5 or CL5

HiperSockets that are defined as 1QD

v

vvyy

The following features are plugged into a PCle+ I/O drawer and do not require the definition of
a CHPID and CHPID type:

» Each Crypto Express (85/7S/6S) feature occupies one 1/O slot, but does not include a
PCHID type. However, LPARs in all CSSs can access the features. Each Crypto Express
adapter can support up to 40 domains.

» Each 25GbE RoCE Express(3/ 2.1/ 2) feature occupies one 1/O slot but does not include
a CHPID type. However, LPARs in all CSSs can access the feature. The 25GbE RoCE
Express3 can be defined to up to 126 virtual functions (VFs) per feature (port is defined in
z/OS Communications Server). The 25GbE RoCE Express3 feature support up to 63 VFs
per port (up to 126 VFs per feature).

» Each 10GbE RoCE Express(3/ 2.1/ 2) feature occupies one 1/O slot but does not include
a CHPID type. However, LPARs in all CSSs can access the feature. The 10GbE RoCE
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Express3 can be defined to up to 126 virtual functions (VFs) per feature (port is defined in
z/OS Communications Server). The 10GbE RoCE Express3 feature support up to 63 VFs
per port (up to 126 VFs per feature).

» Each zHyperLink Express/zHyperlink Express1.1 feature occupies one 1/O slot but does
not include a CHPID type. However, LPARs in all CSSs can access the feature. The
zHyperLink Express adapter works as native PCle adapter and can be shared by multiple
LPARs. Each port supports up to 127 Virtual Functions (VFs), with one or more
VFs/PFIDs being assigned to each LPAR. This support gives a maximum of 254 VFs per
adapter.

I/O feature cables and connectors

The IBM Facilities Cabling Services fiber transport system offers a total cable solution service
to help with cable ordering requirements. These services can include the requirements for all
of the protocols and media types that are supported (for example, FICON, Coupling Links,
and OSA). The services can help whether the focus is the data center, SAN, LAN, or the
end-to-end enterprise.

Cables: All fiber optic cables, cable planning, labeling, and installation are client
responsibilities for new IBM z16 A02 and IBM z16 AGZ installations and upgrades. Fiber
optic conversion kits and mode conditioning patch cables are not orderable as features on
IBM z16 A02 and IBM z16 AGZ. All other cables must be sourced separately.

The required connector and cable type for each I/O feature on IBM z16 A02 and IBM z16 AGZ
servers are listed in Table 4-6.

Table 4-6 Feature connector and cable types

Feature code | Feature name Connector type | Cable type

0461 FICON Express32S LX LC Duplex 9 um SM

0462 FICON Express32S SX LC Duplex 50 ym MM?
0427 FICON Express16S+ LX 10 Kim LC Duplex 9 ym SM

0428 FICON Express16S+ SX LC Duplex 502, 62.5 ym MM
0459 OSA-Express7S 1.2 25 GbE SR LC Duplex 50 um MM

0460 OSA-Express7S 1.2 25 GbE LR LC Duplex 9 ym SM

0456 OSA-Express7S1.2 10 GbE LR LC Duplex 9 um SM

0457 OSA-Express7S 1.2 10 GbE SR LC Duplex 50 um MM2
0454 OSA-Express7S 1.2 GbE LX LC Duplex 9 ym SM

0455 OSA-Express7S 1.2 GbE SX LC Duplex 50, 62.5 pm MM
0458 OSA-Express7S 1.2 1000BASE-T | RJ-45 Category 5 UTPP
0424 OSA-Express6S 10GbE LR LC Duplex 9 ym SM

0425 OSA-Express6S 10 GbE SR LC Duplex 50, 62.5 pm MM
0422 OSA-Express6S GbE LX LC Duplex 9 um SM

0423 OSA-Express6S GbE SX LC Duplex 50, 62.5 ym MM
0426 OSA-Express6S 1000BASE-T RJ-45 Category 5 UTPP
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Feature code | Feature name Connector type | Cable type

0452 25GbE RoCE Express3 SR LC Duplex 50, 62.5 ym MM

0453 25GbE RoCE Express3 LR LC Duplex 9 pm SM

0440 10GbE RoCE Express3 SR LC Duplex 50, 62.5 ym MM

0441 10GbE RoCE Express3 LR LC Duplex 9 pm SM

0450 25GbE RoCE Express 2.1 LC Duplex 50 ym MM2

0430 25GbE RoCE Express2 LC Duplex 50 ym MM?

0412 10GbE RoCE Express2 LC Duplex 50, 62.5 ym MM

0434 CE2 LR LC Duplex 9 ym SM

0176 Integrated Coupling Adapter SR1.1 | MTP 50 ym MM OM3/OM4
(ICA SR1.1)

0172 Integrated Coupling Adapter MTP 50 ym MM OM3/OM4
(ICA SR)

0451 zHyperLink Express1.1 MPO 50 ym MM OM3/OM4

0431 zHyperLink Express MPO 50 pm MM OM3/OM4

a. 50 pm core Multi Mode (MM) fiber - OM2, OM3, or OM4 (OM4 is highly recommended
b. UTP is unshielded twisted pair. Consider the use of category 6 UTP for 1000 Mbps
connections.

4.6.2 Storage connectivity

Connectivity to external 1/0 subsystems (for example, disks) is provided by FICON channels

and zHyperLink7.

FICON channels
IBM z16 A02 and IBM z16 AGZ support the following FICON features:

» FICON Express32S LX and SX (FC 0461/0462)
» FICON Express16S+ LX and SX (FC 0427/0428)

The FICON Express32S and FICON Express16S+ features conform to the following
architectures:

» Fibre Connection (FICON)
» High Performance FICON on Z (zHPF)
» Fibre Channel Protocol (FCP)

The FICON features provide connectivity between any combination of servers, directors,
switches, and devices (control units, disks, tapes, and printers) in a SAN.

Each FICON Express feature occupies one 1/O slot in the PCle+ I/O drawer. Each feature
includes two ports, each supporting an LC Duplex connector, with one PCHID and one
CHPID that is associated with each port.

7 zHyperLink feature operates with a FICON channel.
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Each FICON Express feature uses SFP (SFP+ for FICON Express32S) optics that allow for
concurrent repairing or replacement for each SFP. The data flow on the unaffected channels
on the same feature can continue. A problem with one FICON Express port does not require
replacement of a complete feature.

Each FICON Express feature also supports cascading, which is the connection of two FICON
Directors in succession. This configuration minimizes the number of cross-site connections
and helps reduce implementation costs for disaster recovery applications, IBM
Geographically Dispersed Parallel Sysplex™ (GDPS), and remote copy.

IBM z16 A02 and IBM z16 AGZ configurations support 32K devices per FICON channel for all
FICON features.

Each FICON Express channel can be defined independently for connectivity to servers,
switches, directors, disks, tapes, and printers, by using the following CHPID types:

» CHPID type FC: The FICON, zHPF, and FCTC protocols are supported simultaneously.

» CHPID type FCP: Fibre Channel Protocol that supports attachment to SCSI devices
directly or through Fibre Channel switches or directors.

FICON channels (CHPID type FC or FCP) can be shared among LPARs and defined as
spanned. All ports on a FICON feature must be of the same type (LX or SX). The features are
connected to a FICON capable control unit (point-to-point or switched point-to-point) through
a Fibre Channel switch.

FICON Express32S

The FICON Express32S feature is installed in the PCle+ I/O drawer. Each of the two
independent ports is capable of 8 Gbps, 16Gbps or 32 Gbps. The link speed depends on the
capability of the attached switch or device. The link speed is auto-negotiated, point-to-point,
and is transparent to users and applications.

The following types of FICON Express32S optical transceivers are supported (no mix on
same card):

» FICON Express32S LX feature, FC 0461, with two ports per feature, LC Duplex
connectors

» FICON Express32S SX feature, FC 0462, with two ports per feature, LC Duplex
connectors

For supported distances, see Table 4-6 on page 156.

Consideration: FICON Express32S features do not support auto-negotiation to a data link
rate of 2 or 4 Gbps (only 8, 16, or 32 Gbps) for point to point connections. To connect to
lower speed devices a compatible switch must be used.
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FICON Express16S+

The FICON Express16S+ feature is installed in the PCle+ I/O drawer. Each of the two
independent ports is capable of 4 Gbps, 8 Gbps, or 16 Gbps. The link speed depends on the
capability of the attached switch or device. The link speed is auto-negotiated, point-to-point,
and is transparent to users and applications.

The following types of FICON Express16S+ optical transceivers are supported (no mix on
same card):

» FICON Express16S+ LX feature, FC 0427, with two ports per feature, supporting LC
Duplex connectors

» FICON Express16S+ SX feature, FC 0428, with two ports per feature, supporting LC
Duplex connectors

For more information, see the FICON Express chapter IBM Z Connectivity Handbook,
SG24-5444.

Consideration: FICON Express16S+ features do not support auto-negotiation to a data
link rate of 2 Gbps (only 4, 8, or 16 Gbps). To connect to lower speed devices a compatible
switch must be used.

FICON features and built in functions

Together with the FICON Express32S and FICON Express16S+, IBM z16 A02 and IBM z16
AGZ provide enhancements for FICON in functional and performance aspects with IBM
Endpoint Security solution.

IBM Fibre Channel Endpoint Security

IBM z16 A02 and IBM z16 AGZ support IBM Fibre Channel Endpoint Security feature (FC
1146). FC 1146 provides FC/FCP link encryption and endpoint authentication. It is an
end-to-end solution that helps ensure all data flowing on the Fiber Channel links within and
across datacenters flows between trusted entities.This is an optional priced feature which
requires the following:

» FICON Express32S for both link encryption and endpoint authentication
» FICON Express16S for endpoint authentication

Note: FICON Express16S+ supports endpoint authentication only (no data-in-flight
encryption).

» Select DS8000 storage models and firmware
» Supporting infrastructure - IBM Security Guardium Key Lifecycle Manager
» CPACF enablement (FC 3863)

Forward Error Correction

Forward Error Correction (FEC) is a technique that is used for reducing data errors when
transmitting over unreliable or noisy communication channels (improving signal to noise
ratio). By adding redundancy error-correction code (ECC) to the transmitted information, the
receiver can detect and correct several errors without requiring retransmission. This process
features improve signal reliability and bandwidth use by reducing retransmissions because of
bit errors, especially for connections across long distance, such as an inter-switch link (ISL) in
a GDPS Metro Mirror environment.

The FICON Express32S and FICON Express16S+ are designed to support FEC coding on
top of its 64b/66b data encoding for 16 and 32 Gbps connections. This design can correct up
to 11 bit errors per 2112 bits transmitted. Therefore, while connected to devices that support
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FEC at 16 Gbps connections, the FEC design allows FICON Express32 and FICON
Express16S+ channels to operate at higher speeds, over longer distances, with reduced
power and higher throughput while retaining the same reliability and robustness for which
FICON channels are traditionally known.

With the IBM DS8870 or newer, IBM z16 A02 and IBM z16 AGZ can extend the use of FEC to
the fabric N_Ports for a completed end-to-end coverage of 32 Gbps FC links.

FICON dynamic routing

With the IBM z14 and newer IBM Z, FICON channels are no longer restricted to the use of
static SAN routing policies for ISLs for cascaded FICON directors. The IBM Z now support
dynamic routing in the SAN with the FICON Dynamic Routing (FIDR) feature. FDR is
designed to support the dynamic routing policies that are provided by the FICON director
manufacturers; for example, Brocade’s exchange-based routing (EBR) and Cisco’s originator
exchange ID (OxID)® routing.

A static SAN routing policy normally assigns the ISL routes according to the incoming port
and its destination domain (port-based routing), or the source and destination ports pairing
(device-based routing).

The port-based routing (PBR) assigns the ISL routes statically that is based on “first come,
first served” when a port starts a fabric login (FLOGI) to a destination domain. The ISL is
round-robin that is selected for assignment. Therefore, 1/O flow from same incoming port to
same destination domain always is assigned the same ISL route, regardless of the
destination port of each I/O. This setup can result in some ISLs overloaded while some are
under-used. The ISL routing table is changed whenever IBM Z undergoes a power-on-reset
(POR), so the ISL assignment is unpredictable.

Device-based routing (DBR) assigns the ISL routes statically that is based on a hash of the
source and destination port. That I/O flow from same incoming port to same destination is
assigned to same ISL route. Compared to PBR, the DBR is more capable of spreading the
load across ISLs for I/O flow from the same incoming port to different destination ports within
a destination domain.

When a static SAN routing policy is used, the FICON director features limited capability to
assign ISL routes based on workload. This limitation can result in unbalanced use of ISLs
(some might be overloaded, while others are under-used).

The dynamic routing ISL routes are dynamically changed based on the Fibre Channel
exchange ID, which is unique for each I/O operation. ISL is assigned at I/O request time, so
different I/Os from same incoming port to same destination port are assigned different ISLs.

With FIDR, IBM z16 A02 and IBM z16 AGZ, feature the following advantages for performance
and management in configurations with ISL and cascaded FICON directors:

Support sharing of ISLs between FICON and FCP (PPRC or distributed)
I/O traffic is better balanced between all available ISLs

Improved use of FICON director and ISL

Easier to manage with a predicable and repeatable I/O performance

v

vvyy

FICON dynamic routing can be enabled by defining dynamic routing-capable switches and
control units in HCD. Also, z/OS implemented a health check function for FICON dynamic
routing.

8 Check with the switch provider for their support statement.
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Improved zHPF I/O execution at distance

By introducing the concept of pre-deposit writes, zHPF reduces the number of round trips of
standard FCP 1/Os to a single round trip. Originally, this benefit is limited to writes that are
less than 64 KB. zHPF on IBM z14 and newer IBM Z were enhanced to allow all large write
operations (> 64 KB) at distances up to 100 kilometers to be run in a single round trip to the
control unit. This improvement avoids elongating the 1/0 service time for these write
operations at extended distances.

Read Diagnostic Parameter Extended Link Service support

To improve the accuracy of identifying a failed component without unnecessarily replacing
components in a SAN fabric, a new Extended Link Service (ELS) command called Read
Diagnostic Parameters (RDP) was added to the Fibre Channel T11 standard to allow IBM Z to
obtain extra diagnostic data from the SFP optics that are throughout the SAN fabric.

IBM z14 and newer IBM Z can read this extra diagnostic data for all the ports that are
accessed in the I/0O configuration and make the data available to an LPAR. For z/OS LPARs
that use FICON channels, z/OS displays the data with a new message and display command.
For Linux on IBM Z, VM, z/VSE?, 21CS VSE", and LPARs that use FCP channels, this
diagnostic data is available in a new window in the SAN Explorer tool.

N_Port ID Virtualization

N_Port ID Virtualization (NPIV) allows multiple system images (in LPARs or z/VM guests) to
use a single FCP channel as though each were the sole user of the channel. First introduced
with IBM z9® EC, this feature can be used with earlier FICON features that were carried
forward from earlier servers.

By using the FICON Express16S (or newer) as an FCP channel with NPIV enabled, the
maximum numbers of the following aspects for one FCP physical channel are doubled:

Maximum number of NPIV hosts defined: Increased from 32 to 64

Maximum number of remote N_Ports communicated: Increased from 512 to 1024
Maximum number of addressable LUNSs: Increased from 4096 to 8192
Concurrent I/O operations: Increased from 764 to 1528

vyvyyy

For more information about operating systems that support NPIV, see “N_Port ID
Virtualization” on page 291.

Export and import physical port WWPNs for FCP Channels

IBM Z automatically assign worldwide port names (WWPNSs) to the physical ports of an FCP
channel that is based on the PCHID. This WWPN assignment changes when an FCP channel
is moved to a different physical slot position.

IBM z14 and newer IBM Z allow for the modification of these default assignments, which also
allows FCP channels to keep previously assigned WWPNs, even after being moved to a
different slot position. This capability can eliminate the need for reconfiguration of the SAN in
many situations, and is especially helpful during a system upgrade (FC 0099 - WWPN
Persistence).

FICON support for multiple-hop cascaded SAN configurations

Before the introduction of z13 and z13s, IBM Z FICON SAN configurations supported a single
ISL (a single hop) in a cascaded FICON SAN environment only.

9 z/VSE is not supported on the IBM z16 A02 and IBM z16 AGZ.
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IBM z14 and newer IBM Z support up to three hops in a cascaded FICON SAN environment.

This support allows clients to more easily configure a three- or four-site disaster recovery

solution.

For more information about the FICON multi-hop, see the FICON Multihop: Requirements

and Configurations white paper at the IBM Techdocs Library website

FICON feature summary

The FICON feature codes, cable type, maximum unrepeated distance, and the link data rate

on an IBM z16 A02 and IBM z16 AGZ are listed in Table 4-7. All FICON features use LC
Duplex connectors.

Table 4-7 FICON features

Channel feature Feature codes | Bit rate Cable type Maximum unrepeated
distance? (MHz -km)
FICON Express32S LX¢ 0461 8, 16 or 329 SM 9 pm 10 km
Gbps
FICON Express32S sxed 0462 32 Gbps MM 50 pm 20m (500)
70m (2000)
100m (4700)
16 Gbps MM 62.5 pm 15m (200)
MM 50 pm 35 m (500)
100 m (2000)
125 m (4700)
8 Gbps MM 62.5 pm 21 m (200)
MM 50 pm 50 m (500)
150 m (2000)
190 m (4700)
FICON Express16S+ 10km LX | 0427 4,8,0r 16 Gbps | SM 9 pm 10 km
FICON Express16S+ SX 0428 16 Gbps MM 50 pm 35 m (500)
100 m (2000)
125 m (4700)
8 Gbps MM 62.5 pm 21 m (200)
MM 50 pm 50 m (500)
150 m (2000)
190 m (4700)
4 Gbps MM 62.5 pm 70 m (200)
MM 50 pm 150 m (500)

380 m (2000)
400 m (4700)

a. Minimum fiber bandwidths in MHz/km for multimode fiber optic links are included in parentheses, where

applicable.

b. 2 and 4 Gbps connectivity is not supported for point to point connections
c. 2 and 4 Gbps connectivity is supported through a SAN switch
d. For Single Mode fiber, at 1310nm, link running at 32Gbps are limited for point to point connectivity to 5 km.

zHyperLink Expressi.1 (FC 0451)

zHyperLink is a new technology that provides up to 5x reduction in I/O latency times for Db2
read requests with the qualities of service IBM Z clients expect from 1/O infrastructure for Db2

v11 plus fixes (for read support) and v12 plus fixes (for write support) with z/OS.
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The z/OS supported versions for zHyperLink are:

» z/OS V25
» 2z/OS V2.4 with PTFs.
» 2z/OS V2.3 with PTFs.

The zHyperLink Expressi.1 feature (FC 0451) provides a low latency direct connection
between IBM z16 A02 and IBM z16 AGZ and DS8000 storage system.

The zHyperLink Express1.1 is the result of new business requirements that demand fast and
consistent application response times. It dramatically reduces latency by interconnecting the
IBM z16 AO2 and IBM z16 AGZ directly to I/O Bay of the DS8K by using PCle Gen3 x 8
physical link (up to 150-meter [492-foot] distance). A new transport protocol is defined for
reading and writing IBM CKD data records'?, as documented in the zHyperLink interface
specification.

On IBM z16 A02 and IBM z16 AGZ, zHyperLink Express1.1 card is a PCle Gen3 adapter,
which installed in the PCle+ I/O drawer. HCD definition support was added for new PCle
function type with PORT attributes.

Requirements of zHyperLink Express1.1

The zHyperLink Express1.1 feature is available on IBM z16 A02 and IBM z16 AGZ, and
includes the following requirements:

z/0OS 2.3 or later

150 m maximum distance in a point to point configuration

Supported DS8000 (see Getting Started with IBM zHyperLink for z/OS, REDP-5493)
zHyperLink Express1.1 adapter (FC 0451) installed

FICON channel as a driver

Only ECKD supported

z/VM is not supported

vyVVyVYyVYVYYVYYyY

Up to 16 zHyperLink Express1.1 adapters can be installed in an IBM z16 A02 or IBM z16
AGZ, up to 32 links).

The zHyperLink Express1.1 is virtualized as a native PCle adapter and can be shared by
multiple LPARs. Each port can support up to 127 Virtual Functions (VFs), with one or more
VFs/PFIDs being assigned to each LPAR. This configuration gives a maximum of 254 VFs
per adapter. The zHyperLink Express requires the following components:

» zHyperLink connector on DS8K I/O Bay

For DS8880 firmware R8.3 or newer, the 1/0 Bay planar is updated to support the
zHyperLink interface. This update includes the update of the PEX 8732 switch to
PEX8733 that includes a DMA engine for the zHyperLink transfers, and the upgrade from
a copper to optical interface by a CXP connector (provided).

» Cable

The zHyperLink Express1.1 uses optical cable with MTP connector. Maximum supported
cable length is 150 meters (492 feet).

zHyperLink Express (FC 0431)

zHyperLink is a new technology that provides up to 5x reduction in 1/O latency times for Db2
read requests with the qualities of service IBM Z clients expect from 1/O infrastructure for Db2
v12 with z/OS. The z/OS supported versions are the same ad for zHyperLink Express 1.1.

10 CKD data records are handled by using IBM Enhanced Count Key Data (ECKD™) command set.
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The zHyperLink Express feature (FC 0431) provides a low latency direct connection between
IBM z16 A02 and IBM z16 AGZ and DS8000 I/O Port.

On IBM z16 A02 and IBM z16 AGZ, zHyperLink Express card is a carry forward PCle
adapter, which installed in the PCle+ I/O drawer. HCD definition support was added for new
PCle function type with PORT attributes.

Requirements of zHyperLink

The zHyperLink Express feature is available on IBM z16 A02 and IBM z16 AGZ, and includes
the following requirements:

» 2/OS 2.2 or later

Supported DS8000 (see Getting Started with IBM zHyperLink for z/OS, REDP-5493)
zHyperLink Express adapter (FC 0431 or FC0451) installed

FICON channel as a driver

Only ECKD supported

z/VVM is not supported

vVvyyvyyvyy

Up to 16 zHyperLink Express adapters can be installed in an IBM z16 A02 or IBM z16 AGZ
(up to 32 links).

The zHyperLink Express is virtualized as a native PCle adapter and can be shared by
multiple LPARs. Each port can support up to 127 Virtual Functions (VFs), with one or more
VFs/PFIDs being assigned to each LPAR. This configuration gives a maximum of 254 VFs
per adapter. The zHyperLink Express requires the following components:

» zHyperLink connector on supported DS8000 I/O Bay.
» Optic Fiber Cable

The zHyperLink Express and zHyperlink Express1.1 use optical cable with MTP connector.
Maximum supported cable length is 150 meters (492 feet).

4.6.3 Network connectivity
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Communication for LANs is provided by the OSA-Express7S 1.2, OSA-Express6S, 25GbE
and 10GbE RoCE Express3, 25GbE and 10GbE RoCE Express2.1, and 25GbE and 10 GbE
RoCE Express2 features.

OSA-Express7S 1.2 25GbE SR (FC 0459)
OSA-Express7S 1.2 25Gigabit Ethernet SR (FC 0459) is installed in the PCle+ 1/O Drawer.

OSA-Express7S 1.2 25Gigabit Ethernet Short Reach (SR) feature includes one PCle Gen3
adapter and one port per feature. The port supports CHPID types OSD.

The OSA-Express7S 1.2 25GbE SR feature is designed to support attachment to a
multimode fiber 25 Gbps Ethernet LAN or Ethernet switch that is capable of 25 Gbps. The
port can be defined as a spanned channel and shared among LPARs within and across
logical channel subsystems.

The OSA-Express7S 1.2 25GbE SR feature supports the use of an industry standard small
form factor (SFP+) LC Duplex connector. Ensure that the attaching or downstream device has
an SR transceiver. The sending and receiving transceivers must be the same (SR to SR).

The OSA-Express7S 1.2 25GbE SR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
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A 50 pm multimode fiber optic cable that ends with an LC Duplex connector is required for
connecting each port on this feature to the selected device.

OSA-Express7S 1.2 25GbE LR (FC 0460)

The OSA-Express7S 1.2 25Gigabit Ethernet (GbE) Long Reach (LR) feature includes one
PCle Gen3 adapter and one port per feature. The port supports CHPID types OSD. The
25GDbE feature is designed to support attachment to a single-mode fiber 25 Gbps Ethernet
LAN or Ethernet switch that is capable of 25Gbps. The port can be defined as a spanned
channel and can be shared among LPARs within and across logical channel subsystems.

The OSA-Express7S 1.2 25GbE LR feature supports the use of an industry standard small
form factor (SFP+) LC Duplex connector. Ensure that the attaching or downstream device
includes an LR transceiver. The transceivers at both ends must be the same (LR to LR).

The OSA-Express7S 1.2 25GbE LR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.

A 9 um single-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting this feature to the selected device.

OSA-Express7S 1.2 10GbE LR (FC 0456)

The OSA-Express7S 1.2 10Gigabit Ethernet (GbE) Long Reach (LR) feature includes one
PCle Gen3 adapter and one port per feature. The port supports CHPID types OSD. The
10GbE feature is designed to support attachment to a single-mode fiber 10Gbps Ethernet
LAN or Ethernet switch that is capable of 10Gbps. The port can be defined as a spanned
channel and can be shared among LPARs within and across logical channel subsystems.

The OSA-Express7S 1.2 10GbE LR feature supports the use of an industry standard small
form factor (SFP+) LC Duplex connector. Ensure that the attaching or downstream device
includes an LR transceiver. The transceivers at both ends must be the same (LR to LR).

The OSA-Express7S 1.2 10GbE LR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.

A 9 um single-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting this feature to the selected device.

OSA-Express7S 1.2 10GbE SR (FC 0457)

The OSA-Express7S 1.2 10GbE Short Reach (SR) feature includes one PCle Gen3 adapter
and one port per feature. The port supports CHPID types OSD. The 10 GbE feature is
designed to support attachment to a multimode fiber 10 Gbps Ethernet LAN or Ethernet
switch that is capable of 10 Gbps. The port can be defined as a spanned channel and shared
among LPARs within and across logical channel subsystems.

The OSA-Express7S 1.2 10GbE SR feature supports the use of an industry standard small
form factor (SFP+) LC Duplex connector. Ensure that the attaching or downstream device has
an SR transceiver. The sending and receiving transceivers must be the same (SR to SR).

The OSA-Express7S 1.2 10GbE SR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.

A 50 or a 62.5 pm multimode fiber optic cable that ends with an LC Duplex connector is
required for connecting each port on this feature to the selected device.
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OSA-Express7S 1.2 GbE LX (FC 0454)

The OSA-Express7S 1.2 GbE LX feature includes one PCle adapter and two ports. The two
ports share a channel path identifier (CHPID type OSD). The ports support attachment to a 1
Gbps Ethernet LAN. Each port can be defined as a spanned channel and can be shared
among LPARs and across logical channel subsystems.

The OSA-Express7S 1.2 GbE LX feature supports the use of an LC Duplex connector.
Ensure that the attaching or downstream device has an LX transceiver. The sending and
receiving transceivers must be the same (LX to LX).

A 9 um single-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting each port on this feature to the selected device. If multimode fiber optic cables are
being reused, a pair of Mode Conditioning Patch cables is required, with one cable for each
end of the link.

OSA-Express7S 1.2 GbE SX (FC 0455)

The OSA-Express7S 1.2 GbE SX feature includes one PCle adapter and two ports. The two
ports share a channel path identifier (CHPID type OSD). The ports support attachment to a
1 Gbps Ethernet LAN. Each port can be defined as a spanned channel and shared among
LPARs and across logical channel subsystems.

The OSA-Express7S 1.2 GbE SX feature supports the use of an LC Duplex connector.
Ensure that the attaching or downstream device has an SX transceiver. The sending and
receiving transceivers must be the same (SX to SX).

A multi-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting each port on this feature to the selected device.

OSA-Express7S 1.2 1000BASE-T (FC 0458)

Feature code 0458 occupies one slot in the PCle+ I/O drawer. It features two ports that
connect to a 1000 Mbps (1 Gbps) Ethernet LAN. Each port has an SFP+ with an RJ-45
receptacle for cabling to an Ethernet switch. The RJ-45 receptacle is required to be attached
by using an EIA/TIA Category 5 or Category 6 UTP cable with a maximum length of 100
meters (328 feet). The SFP allows a concurrent repair or replace action.

The OSA-Express7S 1.2 1000BASE-T Ethernet feature does not support auto-negotiation. It
supports links at 1000 Mbps in full duplex mode only.

The OSA-Express7S 1.2 1000BASE-T Ethernet feature can be configured as CHPID type
OSC, OSD, OSE. Non-QDIO operation mode requires CHPID type OSE.

Note: CHPID types OSM, OSN and OSX are not supported on IBM z16 A02 and IBM z16
AGZ.

OSA-Express6S

The OSA-Express6S feature is installed in the PCle+ 1/0O drawer. The following
OSA-Express6S features can be installed on IBM z16 A02 and IBM z16 AGZ (when carried
forward):

» OSA-Express6S 10 Gigabit Ethernet LR, FC 0424
» OSA-Express6S 10 Gigabit Ethernet SR, FC 0425
» OSA-Express6S Gigabit Ethernet LX, FC 0422
» OSA-Express6S Gigabit Ethernet SX, FC 0423
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» OSA-Express6S 1000BASE-T Ethernet, FC 0426

The supported OSA-Express6S features are listed in Table 4-8 on page 168.

OSA-Express6S 10 Gigabit Ethernet LR (FC 0424)

The OSA-Express6S 10 Gigabit Ethernet (GbE) Long Reach (LR) feature includes one PCle
adapter and one port per feature. The port supports CHPID types OSD and OSX. The

10 GbE feature is designed to support attachment to a single-mode fiber 10 Gbps Ethernet
LAN or Ethernet switch that is capable of 10 Gbps. The port can be defined as a spanned
channel and can be shared among LPARs within and across logical channel subsystems.

The OSA-Express6S 10 GbE LR feature supports the use of an industry standard small form
factor LC Duplex connector. Ensure that the attaching or downstream device includes an LR
transceiver. The transceivers at both ends must be the same (LR to LR).

The OSA-Express6S 10 GbE LR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.

A 9 um single-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting this feature to the selected device.

For supported distances, see Table 4-8 on page 168.

OSA-Express6S Gigabit Ethernet SX (FC 0423)

The OSA-Express6S GbE SX feature includes one PCle adapter and two ports. The two
ports share a channel path identifier (CHPID type OSD). The ports support attachment to a
1 Gbps Ethernet LAN. Each port can be defined as a spanned channel and shared among
LPARs and across logical channel subsystems.

The OSA-Express6S GbE SX feature supports the use of an LC Duplex connector. Ensure
that the attaching or downstream device has an SX transceiver. The sending and receiving
transceivers must be the same (SX to SX).

A multi-mode fiber optic cable that ends with an LC Duplex connector is required for
connecting each port on this feature to the selected device.

For supported distances, see Table 4-8 on page 168.

OSA-Express6S 1000BASE-T Ethernet feature (FC 0426)

Feature code 0426 occupies one slot in the PCle+ I/O drawer. It features two ports that
connect to a 1000 Mbps (1 Gbps) or 100 Mbps Ethernet LAN. Each port has an SFP with an
RJ-45 receptacle for cabling to an Ethernet switch. The RJ-45 receptacle is required to be
attached by using an EIA/TIA Category 5 or Category 6 UTP cable with a maximum length of
100 meters (328 feet). The SFP allows a concurrent repair or replace action.

The OSA-Express6S 1000BASE-T Ethernet feature supports auto-negotiation when attached
to an Ethernet router or switch. If you allow the LAN speed and duplex mode to default to
auto-negotiation, the OSA-Express port and the attached router or switch auto-negotiate the
LAN speed and duplex mode settings between them. They then connect at the highest
common performance speed and duplex mode of interoperation. If the attached Ethernet
router or switch does not support auto-negotiation, the OSA-Express port examines the
signal that it is receiving and connects at the speed and duplex mode of the device at the
other end of the cable.

The OSA-Express6S 1000BASE-T Ethernet feature can be configured as CHPID type OSC,
OSD, OSE, or OSM. Non-QDIO operation mode requires CHPID type OSE.
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Note: CHPID types OSM, OSN and OSX are not supported on IBM z16 A02 and IBM z16
AGZ.

The following settings are supported on the OSA-Express6S 1000BASE-T Ethernet feature
port:

» Auto-negotiate
» 100 Mbps half-duplex or full-duplex
» 1000 Mbps full-duplex

If auto-negotiate is not used, the OSA-Express port attempts to join the LAN at the specified
speed and duplex mode. If this specified speed and duplex mode do not match the speed and
duplex mode of the signal on the cable, the OSA-Express port does not connect.

For supported distances, see Table 4-8.

OSA-Express features summary

The OSA-Express feature codes, cable type, maximum unrepeated distance, and the link rate
on an IBM z16 A02 and IBM z16 AGZ are listed in Table 4-8.
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Table 4-8 OSA features

Channel feature Feature | Bitrate Cable type Maximum
code in Gbps unrepeated

distance? (MHz -

km)
OSA-Express7S 1.2 0459 25 MM 50 pm 70 m (2000)
25GbE SR 100 m (4700)
OSA-Express7S 1.2 0460 25 SM 9 pm 10 km (6.8 miles)
25GbE LR
OSA-Express7S 1.2 0456 10 SM 9 pm 10 km (6.8 miles)
10GbE LR
OSA-Express7S 1.2 0457 10 MM 62.5 pm 33 m (200)
10GbE SR MM 50 pym 82 m (500)

300 m (2000)
OSA-Express7S 1.2 GbE 0454 1.25 SM 9 pm 5 km (3.1 miles)
LX
OSA-Express7S 1.2 GbE 0455 1.25 MM 62.5 pm 275 m (200)
SX MM 50 pm 550 m (500)
OSA-Express7S 1.2 0458 1000Mbps Cat5,Cat6 100 m
1000BASE-T unshielded

twisted pair
(UTP)

OSA-Express6S 10GbE 0424 10 SM 9 pum 10 km (6.8 miles)
LR
OSA-Express6S 10GbE 0425 10 MM 62.5 pm 33 m (200)
SR MM 50 pm 82 m (500)

300 m (2000)
OSA-Express6S GbE LX 0422 1.25 SM 9 um 5 km (3.1 miles)
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Channel feature Feature | Bitrate Cable type Maximum
code in Gbps unrepeated
distance? (MHz -
km)
OSA-Express6S GbE SX 0423 1.25 MM 62.5 pm 275 m (200)
MM 50 pm 550 m (500)
OSA-Express6S 0426 100 or 1000 Cat5, Cat6 100 m
1000BASE-T Mbps unshielded
twisted pair
(UTP)

a. Minimum fiber bandwidths in MHz/km for multimode fiber optic links are included in
parentheses, where applicable

25GbE RoCE Express3 SR (FC 0452)

25GbE RoCE Express3 SR (FC 0452) is installed in the PCle+ 1/O drawer and is supported
only on IBM z16 A02 and IBM z16 AGZ. The 25GbE RoCE Express3 SR is a native PCle
feature. It does not use a CHPID and is defined by using the IOCP FUNCTION statement or in
the hardware configuration definition (HCD).The maximum supported unrepeated distance,
point-to-point, is 100 meters (328 feet). A client-supplied cable is required. Two types of
cables can be used for connecting the port to the selected 25GbE switch or to another 25GbE
RoCE Express3 SR feature:

» OMS3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet)

» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARSs) (one adapter is one PCHID). The 25GbE RoCE Express3 feature uses SR
optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.

25GbE RoCE requirements:

» The 25GbE RoCE Express3 SR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE/10GbE RoCE features should not be mixed in a z/OS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class 25GbE
switch are supported.

25GbE RoCE Express3 LR (FC 0453)

25GbE RoCE Express3 LR (FC 0453) is installed in the PCle+ I/O drawer and is supported
on IBM z16 A02 and IBM z16 AGZ. The 25GbE RoCE Express3 LR is a native PCle feature.
It does not use a CHPID and is defined by using the IOCP FUNCTION statement or in the
hardware configuration definition (HCD).

The maximum supported unrepeated distance, point-to-point, is 100 meters (328 feet). A
client-supplied cable is required. Two types of cables can be used for connecting the port to
the selected 25GbE switch or to another 25GbE RoCE Express3 LR feature:

» OMB3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet)
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» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARs) (one adapter is one PCHID). The 25GbE RoCE Express3 feature uses LR
optics and supports the use of a single mode fiber optic cable that ends with an LC Duplex
connector.

25GbE RoCE requirements:

» The 25GbE RoCE Express3 LR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE/10GbE RoCE features should not be mixed in a z/OS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class 25GbE
switch are supported.

10GbE RoCE Express3 SR (FC 0440)

10GbE RoCE Express3 SR(FC 0440) is installed in the PCle+ 1/O drawer and is supported
only on IBM z16 A02 and IBM z16 AGZ. The 10GbE RoCE Express3 SR is a native PCle
feature. It does not use a CHPID and is defined by using the IOCP FUNCTION statement or in
the hardware configuration definition (HCD).

The maximum supported unrepeated distance, point-to-point, is 100 meters (328 feet). A
client-supplied cable is required. Two types of cables can be used for connecting the port to
the selected 10GbE switch or to another 10GbE RoCE Express3 SR feature:

» OMB3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet)

» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARSs) (one adapter is one PCHID). The 10GbE RoCE Express3 feature uses SR
optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.

10 GbE RoCE Express3 requirements:

» The 10GbE RoCE Express3 SR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE/10GbE RoCE features should not be mixed in a z/OS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class 10GbE
switch are supported.

10GbE RoCE Express3 LR (FC 0441

10GbE RoCE Express3 LR(FC 0441) is installed in the PCle+ 1/O drawer and is supported
only on IBM z16 A02 and IBM z16 AGZ. The 10GbE RoCE Express3 LR is a native PCle
feature. It does not use a CHPID and is defined by using the IOCP FUNCTION statement or in
the hardware configuration definition (HCD).
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The maximum supported unrepeated distance, point-to-point, is 100 meters (328 feet). A
client-supplied cable is required. Two types of cables can be used for connecting the port to
the selected 10GbE switch or to another 10GbE RoCE Express3 LR feature:

» OMS3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet)

» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARSs) (one adapter is one PCHID). The 10GbE RoCE Express3 feature uses LR
optics and supports the use of a single mode fiber optic cable that ends with an LC Duplex
connector.

10 GbE RoCE Express3 requirements:

» The 10GbE RoCE Express3 LR feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE/10GbE RoCE features should not be mixed in a z/OS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class 10GbE
switch are supported.

25GbE RoCE Express2.1 (FC 0450)

25GbE RoCE Express2.1 (FC 0450) is installed in the PCle+ I/O drawer and is supported on
IBM z16 AO2 and IBM z16 AGZ configurations when carried forward. The 25GbE RoCE
Express2.1 is a native PCle feature. It does not use a CHPID and is defined by using the
IOCP FUNCTION statement or in the hardware configuration definition (HCD).

Switch configuration for 25 GbE RoCE Express2.1: The switches must meet the
following requirements:

» Global Pause function enabled
» Priority flow control (PFC) disabled

The maximum supported unrepeated distance, point-to-point, is 100 meters (328 feet). A
client-supplied cable is required. Two types of cables can be used for connecting the port to
the selected 25GbE switch or to the 25GbE RoCE Express2.1 feature on the attached server:

» OMS3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet).

» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet).

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARs) (one adapter is one PCHID). The 25GbE RoCE Express2.1 feature uses
SR optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.
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25 GbE RoCE Express2.1 requirements:

» The 25GbE RoCE Express2.1 feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE and 10GbE RoCE features should not be mixed in a zZOS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class switch are
supported (ports running at matching speeds).

10GbE RoCE Express2.1 (FC 0432)

10GbE RoCE Express2.1 (FC 0432) is installed in the PCle+ 1/O drawer and is supported on
IBM z16 A02 and IBM z16 AGZ configurations (carry forward). The 10GbE RoCE Express2.1
is a native PCle feature. It does not use a CHPID and is defined by using the IOCP FUNCTION
statement or in the hardware configuration definition (HCD).

Switch configuration for 10GbE RoCE Express2.1: The 10GbE switches must meet the
following requirements:

» Global Pause function enabled
» Priority flow control (PFC) disabled

The maximum supported unrepeated distance, point-to-point, is 100 meters (328 feet). A
client-supplied cable is required. Two types of cables can be used for connecting the port to
the selected 10GbE switch or to another 10GbE RoCE Express2 feature:

» OMS3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector, which supports 70 meters (229 feet)

» OM4 50-micron multimode fiber optic cable that is rated at 4700 MHz-km that ends with an
LC Duplex connector, which supports 100 meters (328 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARs) (one adapter is one PCHID). The 10GbE RoCE Express2.1 feature uses
SR optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.

10 GbE RoCE Express2.1 requirements:

» The 10GbE RoCE Express2.1 feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE and 10GbE RoCE features should not be mixed in a z/OS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class 10GbE
switch are supported.

25GbE RoCE Express2 (FC 0430)

25GbE RoCE Express2 (FC 0430) is installed in the PCle 1/O drawer and is supported on
IBM z16 A02 and IBM z16 AGZ configurations (carry forward). The 25GbE RoCE Express2 is
a native PCle feature. It does not use a CHPID and is defined by using the IOCP FUNCTION
statement or in the hardware configuration definition (HCD).
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Switch configuration for RoCE Express2: If the IBM 25GbE RoCE Express2 features
are connected to 25GbE switches, the switches must meet the following requirements:

» Global Pause function enabled
» Priority flow control (PFC) disabled.

The maximum supported unrepeated distance, point-to-point, is 300 meters (984 feet). A
client-supplied cable is required. The following types of cables can be used for connecting the
port to the selected 10 GbE switch or to the 10GbE RoCE Express2 feature on the attached
server:

» OMB3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector; supports 300 meters (984 feet)

» OMZ2 50-micron multimode fiber optic cable that is rated at 500 MHz-km that ends with an
LC Duplex connector; supports 82 meters (269 feet)

» OM1 62.5-micron multimode fiber optic cable that is rated at 200 MHz-km that ends with
an LC Duplex connector; supports 33 meters (108 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARs) (one adapter is one PCHID). The 25GbE RoCE Express2.1 feature uses
SR optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.

25 GbE RoCE Express2 requirements:

» The 25GbE RoCE Express2 feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE and 10GbE RoCE features should not be mixed in a zZOS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class switch are
supported (ports running at matching speeds).

10GbE RoCE Express2 (FC 412)

10GbE RoCE Express2 (FC 0412) is installed in the PCle I/O drawer and is supported on
IBM z16 A02 and IBM z16 AGZ configurations as carry forward. The 10GbE RoCE Express2
is a native PCle feature. It does not use a CHPID and is defined by using the IOCP
FUNCTION statement or in the hardware configuration definition (HCD).

Switch configuration for ROCE Express2: The switches must meet the following
requirements:

» Global Pause function enabled
» Priority flow control (PFC) disabled.

The maximum supported unrepeated distance, point-to-point, is 300 meters (984 feet). A
client-supplied cable is required. The following types of cables can be used for connecting the
port to the selected 10 GbE switch or to another 10GbE RoCE Express2 feature:

» OMB3 50-micron multimode fiber optic cable that is rated at 2000 MHz-km that ends with an
LC Duplex connector; supports 300 meters (984 feet)

» OM2 50-micron multimode fiber optic cable that is rated at 500 MHz-km that ends with an
LC Duplex connector; supports 82 meters (269 feet)
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» OM1 62.5-micron multimode fiber optic cable that is rated at 200 MHz-km that ends with
an LC Duplex connector; supports 33 meters (108 feet)

The virtualization capabilities for IBM z16 A02 and IBM z16 AGZ are 63 Virtual Functions per
port (126 VFs per feature/PCHID). One RoCE Express feature can be shared by up to 126
partitions (LPARs) (one adapter is one PCHID). The 10GbE RoCE Express2 feature uses SR
optics and supports the use of a multimode fiber optic cable that ends with an LC Duplex
connector.

10GbE RoCE Express2 requirements:

» The 10GbE RoCE Express2 feature does not support auto-negotiation to any other
speed and runs in full duplex mode only.
» 25GbE and 10GbE RoCE features should not be mixed in a zZOS SMC-R Link Group.

Both point-to-point connections and switched connections with an enterprise-class switch are
supported (ports running at matching speeds).

Shared Memory Communications functions

The Shared Memory Communication (SMC) capabilities of the IBM z16 A02 and IBM z16
AGZ help optimize the communications between applications for server-to-server (SMC-R) or
LPAR-to-LPAR (SMC-D) connectivity.

Shared Memory Communications Version 1
SMC-R
SMC-R provides application transparent use of the RoCE-Express feature. This feature

reduces the network overhead and latency of data transfers, which effectively offers the
benefits of optimized network performance across processors.

SMcC-D

SMC-D was used with the introduction of the Internal Shared Memory (ISM) virtual PCI
function. ISM is a virtual PCI network adapter that enables direct access to shared virtual
memory, which provides a highly optimized network interconnect for IBM Z intra-CPC
communications.

SMC-D maintains the socket-API transparency aspect of SMC-R so that applications that use
TCP/IP communications can benefitimmediately without requiring any application software or
IP topology changes. SMC-D completes the overall SMC solution, which provides synergy
with SMC-R.

SMC-R and SMC-D use shared memory architectural concepts, which eliminates the TCP/IP
processing in the data path, yet preserves TCP/IP Qualities of Service for connection
management purposes.

Internal Shared Memory (ISM)

ISM is a function that is supported by IBM z16 A02 and IBM z16 AGZ, IBM z15, and IBM z14
systems. It is the firmware that provides connectivity by using shared memory access
between multiple operating system images within the same CPC. ISM creates virtual
adapters with shared memory that is allocated for each OS image.

ISM is defined by the FUNCTION statement with a virtual CHPID (VCHID) in hardware

configuration definition (HCD)/IOCDS. Identified by the PNETID parameter, each ISM VCHID
defines an isolated, internal virtual network for SMC-D communication, without any hardware
component required. Virtual adapters are defined by virtual function (VF) statements. Multiple
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LPARs can access the same virtual network for SMC-D data exchange by associating their
VF with same VCHID.

Applications that use HiperSockets can realize network latency and CPU reduction benefits
and performance improvement by using the SMC-D over ISM.

IBM z16 A02 and IBM z16 AGZ support up to 32 ISM VCHIDs per CPC. Each VCHID
supports up to 255 VFs, with a total maximum of 8,000 VFs.

Shared Memory Communications Version 2
Shared Memory Communications v2 is available in z/OS V2R4 (with PTFs) and z/OS V2R5.

The initial version of SMC was limited to TCP/IP connections over the same layer 2 network
and therefore was not routable across multiple IP subnets. The associated TCP/IP connection
was limited to hosts within a single IP subnet requiring the hosts to have direct access to the
same physical layer 2 network (i.e. same Ethernet LAN over a single VLAN ID). The scope of
eligible TCP/IP connections for SMC was limited to and defined by the single IP subnet.

SMC Version 2 (SMCv2) provides support for SMC over multiple IP subnets for both SMC-D
and SMC-R and is referred to as SMC-Dv2 and SMC-Rv2. SMCv2 requires updates to the
underlying network technology. SMC-Dv2 requires ISMv2 and SMC-Rv2 requires RoCEv2.

The SMCv2 protocol is downward compatible allowing SMCv2 hosts to continue to
communicate with SMCv1 down-level hosts.

While SMCv2 changes the SMC connection protocol enabling multiple IP subnet support,
SMCv2 does not change how actual user TCP socket data is transferred, which preserves the
benefits of SMC to TCP workloads.

TCP/IP connections that require IPSec are not eligible for any form of SMC.

HiperSockets

The HiperSockets function of IBM z16 A02 and IBM z16 AGZ provides up to 32 high-speed
virtual LAN attachments.

HiperSockets can be customized to accommodate varying traffic sizes. Because
HiperSockets does not use an external network, it can free up system and network resources.
This advantage can help eliminate attachment costs and improve availability and
performance.

HiperSockets eliminates the need to use 1/0 subsystem operations and traverse an external
network connection to communicate between LPARs in the same IBM z16 A02 or IBM z16
AGZ CPC. HiperSockets offers significant value in server consolidation when connecting
many virtual servers. It can be used instead of certain coupling link configurations in a Parallel
Sysplex.

HiperSockets internal networks support the following transport modes:

» Layer 2 (link layer)
» Layer 3 (network or IP layer)

Traffic can be IPv4 or IPv6, or non-IP, such as AppleTalk, DECnet, IPX, NetBIOS, or SNA.

HiperSockets devices are protocol-independent and Layer 3-independent. Each
HiperSockets device (Layer 2 and Layer 3 mode) features its own Media Access Control
(MAC) address. This address allows the use of applications that depend on the existence of

Chapter 4. I/O structure 175



176

Layer 2 addresses, such as Dynamic Host Configuration Protocol (DHCP) servers and
firewalls.

Layer 2 support helps facilitate server consolidation, and can reduce complexity and simplify
network configuration. It also allows LAN administrators to maintain the mainframe network
environment similarly to non-mainframe environments.

Packet forwarding decisions are based on Layer 2 information instead of Layer 3. The
HiperSockets device can run automatic MAC address generation to create uniqueness within
and across LPARs and servers. The use of Group MAC addresses for multicast is supported,
and broadcasts to all other Layer 2 devices on the same HiperSockets networks.

Datagrams are delivered only between HiperSockets devices that use the same transport
mode. A Layer 2 device cannot communicate directly to a Layer 3 device in another LPAR
network. A HiperSockets device can filter inbound datagrams by VLAN identification, the
destination MAC address, or both.

Analogous to the Layer 3 functions, HiperSockets Layer 2 devices can be configured as
primary or secondary connectors, or multicast routers. This configuration enables the creation
of high-performance and high-availability link layer switches between the internal
HiperSockets network and an external Ethernet network. It also can be used to connect to the
HiperSockets Layer 2 networks of different servers.

HiperSockets Layer 2 is supported by Linux on IBM Z, and by z/VM for Linux guest use.

IBM z16 A02 and IBM z16 AGZ support the HiperSockets Completion Queue function that is
designed to allow HiperSockets to transfer data synchronously (if possible) and
asynchronously, if necessary. This feature combines ultra-low latency with more tolerance for
traffic peaks.

With the asynchronous support, data can be temporarily held until the receiver has buffers
that are available in its inbound queue during high volume situations. The HiperSockets
Completion Queue function requires the following minimum Operating Systems support”:

» z/0OS V2.2 with PTFs
» Linux on IBM Z distributions:

— Red Hat Enterprise Linux (RHEL) 6.2
— SUSE Linux Enterprise Server (SLES) 11 SP2
— Ubuntu server 16.04 LTS

» 21CS VSE" V6.3
» z/VM V6.4'2 with maintenance
The z/VM virtual switch function transparently bridges a guest virtual machine network

connection on a HiperSockets LAN segment. This bridge allows a single HiperSockets guest
virtual machine network connection to communicate directly with the following systems:

» Other guest virtual machines on the virtual switch

External network hosts through the virtual switch OSA UPLINK port

RoCE Express features summary

The RoCE Express feature codes, cable type, maximum unrepeated distance, and the link
rate on an IBM z16 A02 and IBM z16 AGZ are listed in Table 4-9 on page 177.

" Minimum OS support for IBM z16 A02 and IBM z16 AGZ can differ. For more information, see Chapter 7,
“Operating system support” on page 243.
2 7/VM V6 is not supported on IBM z16 A02 and IBM z16 AGZ. z/VM V7.2 or newer is needed.
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Table 4-9 RoCE Express features summary

Channel feature Feature code Bit rate | Cable type Maximum
in Gbps unrepeated
distance?
(MHz - km)
25GbE RoCE Express3 SR 0452 25 MM 50 pm 70 m (2000)
100 m (4700)
25GbE RoCE Express3 LR 0453 25 SM 9 um 10 km
10GbE RoCE Express3 SR 0440 10 MM 50 pm 70 m (2000)
100 m (4700)
10GbE RoCE Express3 LR 0441 10 SM 9 pm 10 km
25GbE RoCE Express2.1 0450 25 MM 50 pm 70 m (2000)
100 m (4700)
10GbE RoCE Express2.1 0432 10 MM 62.5 pm 33 m (200)
MM 50 pm 82 m (500)
300 m (2000)
25GbE RoCE Express2 0430 25 MM 50 pm 70 m (2000)
100 m (4700)
10GbE RoCE Express2 0412 10 MM 62.5 pm 33 m (200)
MM 50 pm 82 m (500)
300 m (2000)

a. Minimum fiber bandwidths in MHz/km for multimode fiber optic links are included in
parentheses, where applicable

4.6.4 Parallel Sysplex connectivity

Coupling links are required in a Parallel Sysplex configuration to provide connectivity from the
z/0OS images to the coupling facility (CF). A properly configured Parallel Sysplex provides a
highly reliable, redundant, and robust IBM Z technology solution to achieve near-continuous
availability. A Parallel Sysplex is composed of one or more z/OS operating system images
that are coupled through one or more CFs.

This section describes coupling link features supported in a Parallel Sysplex in which an IBM
z16 A02 or IBM z16 AGZ may participate.

Coupling links

The type of coupling link that is used to connect a CF to an operating system LPAR is
important. The link performance significantly affects response times and coupling processor
usage. For configurations that extend over large distances, the time that is spent on the link
can be the largest part of the response time.

IBM z16 A02, IBM z16 AGZ, IBM z15 and IBM z1413 support three coupling link types:

» Integrated Coupling Adapter Short Reach (ICA SR1.1 and ICA SR) links connect directly
to the CPC drawer and are intended for short distances between CPCs of up to 150
meters.

13 |BM z14 MOx (M/T 3906) also supports Infiniband coupling links, however these are not supported on IBM z16
A02 and IBM z16 AGZ, IBM z15, and IBM z14 ZR1. Careful connectivity planning is needed if InfiniBand links are
present in the supported systems.
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» Coupling Express2 Long Reach (CE2 LR) adapters for IBM z16 A02 and IBM z16 AGZ
and Coupling Express Long Reach (CE LR) are located in the PCle+ drawer and support
unrepeated distances of up to 10 km or up to 100 km over qualified WDM services.

» Internal Coupling (IC) links are for internal links within a CPC.

Note: Parallel Sysplex supports connectivity between systems that differ by up to two
generations (n-2). For example, an IBM z16 A02 and IBM z16 AGZ can participate in an
IBM Parallel Sysplex cluster with IBM z15, and IBM z14 systems.

Only Integrated Coupling Adapter Short Reach (ICA SR) and Coupling Express2 Long
Reach (CE2 LR) features are supported on IBM z16 A02 and IBM z16 AGZ.

Figure 4-4 shows the supported Coupling Link connections for the IBM z16 A0214, Only ICA
SR and CE LR links are supported on IBM z16 A02 and IBM z16 AGZ, IBM z15, and IBM z14

ZR1 systems.

nnnnnn

IBM z15 IBM z15 IBM z14
T01 T02

Figure 4-4 Parallel Sysplex connectivity options

IBM z:
A01
IBM z15 IBM z

TO1 TOZ

Coupling Express LR

ICASR11

CF

The coupling link options that are listed in Table 4-10 on page 179. Also listed are the
coupling link support for each IBM Z platform. Restrictions on the maximum numbers can
apply, depending on the configuration. Always check with your IBM support team for more

information.

14 Connections shown for IBM z16 A02 are also valid for the IBM z16 AGZ.
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Table 4-10 Coupling link options that are supported on IBM z16 A02 and IBM z16 AGZ

Type Description Feature | Link Max Maximum number of supported links
Code rate unrepeated
distance
IBM IBM IBM IBM IBM IBM
z16 z16 z15 z15 z14 z14
A02 A02 TO1 T02 ZR1 MOx
and and
IBM IBM
z16 z16
AGZ AGZ
A01 A022
CE2 LR | Coupling 0434 10 Gbps | 10 km 64 64 N/A N/A N/A N/A
Express2 LR (6.2 miles)
CELR Coupling 0433 10 Gbps | 10 km N/A N/A 64 64 32 64
Express LR (6.2 miles)
ICA SR | Integrated 0176 8 GBps 150 meters 48 48 96 48 N/A N/A
1.1 Coupling (492 feet)
Adapter
ICA SR | Integrated 0172 8 GBps 150 meters 48 48 96 48 16 80
Coupling (492 feet)
Adapter
IC Internal N/A Internal N/A 64 64 64 64 32 32
Coupling speeds

a. IBM z16 AGZ supports the same features as IBM z16 AQ2.

The maximum number of combined external coupling links (active CE LR, ICA SR links) is
106 per IBM z16 A02 or IBM z16 AGZ system. The IBM z16 A02 and IBM z16 AGZ coupling
link support summary is shown in Table 4-10. Consider the following points:

» The maximum supported links depends on the IBM Z model or capacity feature code.

» IBM z16 A02 and IBM z16 AGZ ICA SR maximum depends on the number of CPC
drawers. A total of 12 PCle+ fanouts are used per CPU drawer, which gives a maximum of
24 ICA SR ports.

For more information about distance support for coupling links, see System z End-to-End
Extended Distance Guide, SG24-8047.

Internal Coupling link

IC links are Licensed Internal Code-defined links to connect a CF to a z/OS logical partition in
the same CPC. These links are available on all IBM Z platforms. The IC link is an IBM Z
coupling connectivity option that enables high-speed, efficient communication between a CF
partition and one or more z/OS logical partitions that are running on the same CPC. The IC is
a linkless connection (implemented in LIC) and does not require any hardware or cabling.

An IC link is a fast coupling link that uses memory-to-memory data transfers. IC links do not
have PCHID numbers, but do require CHPIDs.

IC links have the following attributes:

» They provide the fastest connectivity that is significantly faster than external link
alternatives.
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» They result in better coupling efficiency than with external links, effectively reducing the
CPU cost that is associated with Parallel Sysplex.

» They can be used in test or production configurations, reduce the cost of moving into
Parallel Sysplex technology, and enhance performance and reliability.

» They can be defined as spanned channels across multiple channel subsystems.

» They are available at no extra hardware cost (no feature code). Employing ICFs with IC
links results in considerable cost savings when configuring a cluster.

IC links are enabled by defining CHPID type ICP. A maximum of 64 IC links can be defined on
an IBM z16 A02 or IBM z16 AGZ.

Integrated Coupling Adapter Short Reach

The ICA SR (FC 0172) was introduced with the IBM z13. ICA SR1.1 (FC 0176) was
introduced with IBM z15. ICA SR and ICA SR1.1 are two-port, short-distance coupling
features that allow the supported IBM Z systems to connect to each other. ICA SR and ICA
SR1.1 use coupling channel type: CS5. The ICA SR uses PCle Gen3 technology, with x16
lanes that are bifurcated into x8 lanes for coupling. ICA SR1.1 utilizes PCle Gen4 technology,
with x16 lanes that are bifurcated into x8 lanes for coupling.

The ICA SR & SR1.1 are designed to drive distances up to 150 m and supports a link data
rate of 8 GBps. It is designed to support up to four CHPIDs per port and eight subchannels
(devices) per CHPID.

For more information, see IBM Z Planning for Fiber Optic Links (FICON/FCP, Coupling Links,
and Open System Adapters), GA23-1409. This publication is available in the Library section
of Resource Link.

Coupling Express2 Long Reach

The Coupling Express2 LR (FC 0434) occupies one slot in a PCle I/O drawer or PCle+ 1/0
drawer®. It allows the supported IBM Z to connect to each other over extended distance. The
Coupling Express2 LR (FC 0434) is a two-port card that uses coupling channel type CLS5.

The Coupling Express2 LR utilizes 10GbE RoCE technology and is designed to drive
distances up to 10km unrepeated and support a link data rate of 10 Gigabits per second
(Gbps). For distance requirements greater than 10km, clients must utilize a Wavelength
Division Multiplexer (WDM). The WDM vendor must be qualified by IBM Z.

Coupling Express2 LR is designed to support up to four CHPIDs per port, 32 buffers (that is,
32 subchannels) per CHPID. The Coupling Express2 LR feature resides in the PCle+ I/O
drawer on IBM z16 A02 and IBM z16 AGZ.

For more information, see IBM Z Planning for Fiber Optic Links (FICON/FCP, Coupling Links,
Open Systems Adapters, and zHyperLink Express), GA23-1409. This publication is available
in the Library section of Resource Link.

Extended distance support

For more information about extended distance support, see System z End-to-End Extended
Distance Guide, SG24-8047.

15 PCle+ I/0 drawer (FC 4023 on IBM z16 A02 and IBM z16 AGZ, FC 4021 on IBM z15, and FC 4001 on IBM z14
ZR1) is installed in a 19” rack. PCle+ I/O Drawers contains and can host up to 16 PCle I/O features (adapters).
They are not supported on IBM z14 MOx or older zSystems. Also, the PCle I/O drawer cannot be carried forward
during and MES upgrade to IBM z14 ZR1 or newer. IBM z16 A02 and IBM z16 AGZ, IBM z15 and IBM z14 ZR1
support ONLY PCle+ I/O drawers.
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Migration considerations

Upgrading from previous generations of IBM Z in a Parallel Sysplex to IBM z16 A02 or IBM
z16 AGZ in that same Parallel Sysplex requires proper planning for coupling connectivity.
Planning is important because of the change in the supported type of coupling link adapters
and the number of available fanout slots of the IBM z16 A02 and IBM z16 AGZ CPC drawers.

The ICA SR fanout features provide short-distance connectivity to another IBM z16 A01, IBM
z16 A02, IBM z16 AGZ, IBM z15, or IBM z14.

The CE LR adapter provides long-distance connectivity to IBM z16 A01, IBM z16 A02, IBM
z16 AGZ, IBM z15, or IBM z14.

The IBM z16 A02 and IBM z16 AGZ fanout slots in the CPC drawer provide coupling link
connectivity through the ICA SR fanout cards. In addition to coupling links for Parallel
Sysplex, the fanout cards provide connectivity for the PCle+ I/O drawer (PCle+ Gen3 fanout).

Up to 12 PCle fanout cards can be installed in an IBM z16 A02 and IBM z16 AGZ CPC
drawer.

To migrate from an older generation machine to an IBM z16 A02 or IBM z16 AGZ without
disruption in a Parallel Sysplex environment requires that the older machines are no more
than n-2 generation (namely, at least IBM z14) and that they carry enough coupling links to
connect to the existing systems while also connecting to the new machine. This is necessary
to allow individual components (z/OS LPARs, CFs) to be shut down and moved to the target
machine and continue connect to the remaining systems.

It is beyond the scope of this book to describe all possible migration scenarios. Always
consult with subject matter experts to help you to develop your migration strategy.

Coupling links and Server Time Protocol

All external coupling links can be used to pass time synchronization signals by using Server
Time Protocol (STP). STP is a message-based protocol in which timing messages are
passed over data links between servers. The same coupling links can be used to exchange
time and CF messages in a Parallel Sysplex.

The use of the coupling links to exchange STP messages has the following advantages:

» By using the same links to exchange STP messages and CF messages in a Parallel
Sysplex, STP can scale with distance. Servers that are exchanging messages over short
distances (ICA SR links), can meet more stringent synchronization requirements than
servers that exchange messages over long distance (CE2 LR links), with distances up to
100 kilometers (62 miles)'®. This advantage is an enhancement over the IBM Sysplex
Timer implementation, which does not scale with distance.

» Coupling links also provide the connectivity that is necessary in a Parallel Sysplex.
Therefore, a potential benefit can be realized of minimizing the number of cross-site links
that is required in a multi-site Parallel Sysplex.

Between any two servers that are intended to exchange STP messages, configure each
server so that at least two coupling links exist for communication between the servers. This
configuration prevents the loss of one link from causing the loss of STP communication
between the servers. If a server does not have a CF LPAR, timing-only links can be used to
provide STP connectivity.

16 10 km (6.2 miles) without DWDM externders, 100 km (62 miles) with certified DWDM equipment.
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IBM z16 A02 and IBM z16 AGZ PTP'7 support
Precision Time Protocol (PTP) is introduced as an alternative to NTP.

» PTP provides more accurate timestamps to connected devices

» Initially used for Power Distribution Systems, Telecommunications, and Laboratories
» Requires Customer Network Infrastructure to be PTP capable

» IBM z16 A02 and IBM z16 AGZ provide PTP connectivity direct to the CPC

4.7 Cryptographic functions

Cryptographic functions are provided by the CP Assist for Cryptographic Function (CPACF)
and the PCI Express cryptographic adapters. IBM z16 A02 and IBM z16 AGZ support the
Crypto Express8S, and as carry forward, Crypto Express7S and crypto Express6S features.

4.7.1 CPACF functions (FC 3863)

FC 3863'8 is required to enable Cryptographic functions.

4.7.2 Crypto Express8S feature (FC 0908 and FC 0909)

182

The Crypto Express8S represents the newest generation of the Peripheral Component
Interconnect Express (PCle) cryptographic coprocessors, which are an optional feature that
is available on the IBM z16 A02 and IBM z16 AGZ. These coprocessors are Hardware
Security Modules (HSMs) that provide high-security cryptographic processing as required by
banking and other industries. This feature provides a secure programming and hardware
environment wherein crypto processes are performed. Each cryptographic coprocessor
includes general-purpose processors, non-volatile storage, and specialized cryptographic
electronics, which are all contained within a tamper-sensing and tamper-responsive
enclosure that eliminates all keys and sensitive data on any attempt to tamper with the device.
The Crypto Express8S hardware is designed to meet the requirements of FIPS 140 Level 4
for Cryptographic modules and includes Quantum-save encryption technologies.

The Crypto Express8S (2 HSM) includes two IBM PCle Cryptographic Co-processors
(PCleCC), while the Crypto Express8S (1 HSM) includes one PCleCC per feature. For
availability reasons, a minimum of two features is required. Up to 20 Crypto Express8S
(2 HSM) features are supported. The maximum number of the 1 HSM features is 16. The
Crypto Express8S feature occupies one I/O slot in a PCle+ I/O drawer.

Each adapter can be configured as a Secure IBM CCA coprocessor, a Secure IBM Enterprise
PKCS #11 (EP11) coprocessor, or as an accelerator.

Crypto Express8S provides domain support for up to 40 logical partitions.

The accelerator function is designed for maximum-speed Secure Sockets Layer and
Transport Layer Security (SSL/TLS) acceleration, rather than for specialized financial
applications for secure, long-term storage of keys or secrets. The Crypto Express8S can also
be configured as one of the following configurations:

» The Secure IBM CCA coprocessor includes secure key functions with emphasis on the
specialized functions that are required for banking and payment card systems. It is

17 Precision Time Protocol - IEEE 1588 v2
18 Subject to export regulations.
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optionally programmable to add custom functions and algorithms by using User Defined
Extensions (UDX).

Payment Card Industry (PCI) PIN Transaction Security (PTS) Hardware Security Module
(HSM) (PCI-HSM), is available for Crypto Express6S and newer in CCA mode. PCI-HSM
mode simplifies compliance with PCI requirements for hardware security modules.

» The Secure IBM Enterprise PKCS #11 (EP11) coprocessor implements an
industry-standardized set of services that adheres to the PKCS #11 specification v2.20
and more recent amendments. It was designed for extended FIPS and Common Criteria
evaluations to meet industry requirements

This cryptographic coprocessor mode introduced the PKCS #11 secure key function.

TKE feature: The Trusted Key Entry (TKE) Workstation feature is required for support-
ing the administration of the Crypto Express6S when configured as an Enterprise
PKCS #11 coprocessor or managing the CCA mode PCI-HSM.

When the Crypto Express8S PCI Express adapter is configured as a secure IBM CCA
co-processor, it still provides accelerator functions. However, up to 3x better performance for
those functions can be achieved if the Crypto Express8S PCI Express adapter is configured
as an accelerator.

CCA enhancements include the ability to use triple-length (192-bit) Triple-DES (TDES) keys
for operations, such as data encryption, PIN processing, and key wrapping to strengthen
security. CCA also extended the support for the cryptographic requirements of the German
Banking Industry Committee Deutsche Kreditwirtschaft (DK).

Several features that support the use of the AES algorithm in banking applications also were
added to CCA. These features include the addition of AES-related key management features
and the AES ISO Format 4 (ISO-4) PIN blocks as defined in the ISO 9564-1 standard. PIN
block translation is supported as well as usage of AES PIN blocks in other CCA callable
services. IBM continues to add enhancements as AES finance industry standards are
released

4.7.3 Crypto Express7S feature (FC 0898 and FC 0899) as carry forward only

The Crypto Express7S are supported on IBM z16 A02 and IBM z16 AGZ. These
coprocessors are Hardware Security Modules (HSMs) that provide high-security
cryptographic processing as required by banking and other industries. This feature provides a
secure programming and hardware environment wherein crypto processes are performed.
Each cryptographic coprocessor includes general-purpose processors, non-volatile storage,
and specialized cryptographic electronics, which are all contained within a tamper-sensing
and tamper-responsive enclosure that eliminates all keys and sensitive data on any attempt to
tamper with the device. The security features of the HSM are designed to meet the
requirements of FIPS 140, Level 4, which is the highest security level defined.

The Crypto Express7S (2 port), FC 0898 includes two IBM PCle Cryptographic Coprocessors
(PCleCC) per feature. The IBM PCleCC is a hardware security module (HSM). The Crypto
Express7S (1 port), FC 0899 includes one IBM PCle Cryptographic Coprocessors (PCleCC)
per feature. For availability reasons, a minimum of two features is required for the one port
feature. Up to 20 Crypto Express7S (2 port) features are supported on IBM z16 A02 and IBM
216 AGZ. The maximum number of the one-port features is 16. The total number of HSMs
supported on IBM z16 A02 and IBM z16 AGZ is 60 in a combination of Crypto Express8S (2
HSM), Crypto Express8S (1 HSM), Crypto Express7S (2 port), Crypto Express7S (1 port) or
Crypto Express6S.
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The Crypto Express7S feature occupies one I/O slot in a PCle+ I/O drawer.

Each adapter can be configured as a Secure IBM CCA coprocessor, Secure IBM Enterprise
PKCS #11 (EP11) coprocessor, or accelerator.

Crypto Express7S provides domain support for up to 85 logical partitions.

The accelerator function is designed for maximum-speed Secure Sockets Layer and
Transport Layer Security (SSL/TLS) acceleration, rather than for specialized financial
applications for secure, long-term storage of keys or secrets. The Crypto Express7S can also
be configured as one of the following configurations:

» The Secure IBM CCA coprocessor includes secure key functions with emphasis on the
specialized functions that are required for banking and payment card systems. It is
optionally programmable to add custom functions and algorithms by using User Defined
Extensions (UDX).

A new mode, called Payment Card Industry (PCIl) PIN Transaction Security (PTS)
Hardware Security Module (HSM) (PCI-HSM), is available exclusively for Crypto

Express6S in CCA mode. PCI-HSM mode simplifies compliance with PCI requirements for
hardware security modules.

» The Secure IBM Enterprise PKCS #11 (EP11) coprocessor implements an
industry-standardized set of services that adheres to the PKCS #11 specification v2.20
and more recent amendments. It was designed for extended FIPS and Common Criteria
evaluations to meet industry requirements.

This cryptographic coprocessor mode introduced the PKCS #11 secure key function.

TKE feature: The Trusted Key Entry (TKE) Workstation feature is required for support-
ing the administration of the Crypto Express8S when configured as an Enterprise
PKCS #11 coprocessor or managing the CCA mode PCI-HSM.

When the Crypto Express7S PCIl Express adapter is configured as a secure IBM CCA
co-processor, it still provides accelerator functions. However, up to 3x better performance for
those functions can be achieved if the Crypto Express7S PCI Express adapter is configured
as an accelerator.

CCA enhancements include the ability to use triple-length (192-bit) Triple-DES (TDES) keys
for operations, such as data encryption, PIN processing, and key wrapping to strengthen
security. CCA also extended the support for the cryptographic requirements of the German
Banking Industry Committee Deutsche Kreditwirtschaft (DK).

Several features that support the use of the AES algorithm in banking applications also were
added to CCA. These features include the addition of AES-related key management features
and the AES ISO Format 4 (ISO-4) PIN blocks as defined in the ISO 9564-1 standard. PIN
block translation is supported as well as usage of AES PIN blocks in other CCA callable
services. IBM continues to add enhancements as AES finance industry standards are
released

4.7.4 Crypto Express6S feature (FC 0893) as carry forward only
Crypto Express6S was introduced with IBM z14. On the initial configuration, a minimum of

two features are installed (for availability). The number of features then increases one at a
time up to a maximum of 16 features.
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Each Crypto Express6S feature holds one PCI Express cryptographic adapter. Each adapter
can be configured by the installation as a Secure IBM Common Cryptographic Architecture
(CCA) coprocessor, as a Secure IBM Enterprise Public Key Cryptography Standards (PKCS)
#11 (EP11) coprocessor, or as an accelerator.

The tamper-resistant hardware security module, which is contained on the Crypto Express6S
feature, conforms to the Federal Information Processing Standard (FIPS) 140-2 Level 4
Certification. It supports User Defined Extension (UDX) services to implement cryptographic
functions and algorithms (when defined as an IBM CCA coprocessor).

The following CCA compliance levels are available:

» Non-compliant (default)
» PCI-HSM 2016
» PCI-HSM 2016 (migration, key tokens while migrating to compliant)

The following EP11 compliance levels are available (Crypto Express6S and Crypto
Express5S):

FIPS 2009 (default)
FIPS 2011

BSI 2009

BSI 2011

v

vvyy

Each Crypto Express6S feature occupies one I/O slot in the PCle 1/O drawer, and features no
CHPID assigned. However, it includes one PCHID.

4.8 Integrated Firmware Processor

The Integrated Firmware Processor (IFP) was introduced with the zEC12 and zBC12. The
IFP is used to support firmaware partitions and for managing PCle native features. The
following features installed in the PCle+ I/O drawer are managed by the resource group
firmware (running on IFP):

25GbE RoCE Express3 SR

25GbE RoCE Express3 LR

10GbE RoCE Express3 SR

10GbE RoCE Express3 LR

25GbE RoCE Express2.1

10GbE RoCE Express2.1

25GbE RoCE Express2

10GbE RoCE Express2

Coupling Express2 Long Reach (CE LR)

v

vyVVyVYyVYVYYVYYvYYyY

All native PCle features should be ordered in pairs for redundancy. The features are assigned
to one of the four resource groups (RGs) that are running on the IFP according to their
physical location in the PCle+ I/O drawer, which provides management functions and
virtualization functions.

If two features of the same type are installed, one always is managed by resource group 1
(RG 1) or resource group 3 (RG3) while the other feature is managed by resource group 2
(RG 2) or resource group 4 (RG 4). This configuration provides redundancy if one of the
features or resource groups needs maintenance or fails.

The IFP and RGs support the following infrastructure management functions:

» Firmware update of adapters and resource groups
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» Error recovery and failure data collection
» Diagnostic and maintenance tasks
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Logical I/0 - Channel Subsystem

This chapter describes the concepts of the IBM z16 A02 and IBM z16 AGZ channel
subsystem, including multiple channel subsystems and multiple subchannel sets. It also
describes the technology, terminology, and implementation aspects of the channel
subsystem.

This chapter includes the following topics:

» 5.1, “Channel subsystem” on page 188
» 5.2, “/O configuration management” on page 196
» 5.3, “Channel subsystem summary” on page 197
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5.1 Channel subsystem

188

Channel subsystem (CSS) is a collective name of facilities that IBM Z use to control I/O
operations.

The channel subsystem directs the flow of information between 1/O devices and main storage.
It allows data processing to proceeded concurrently with I/O processing, which relieves data
processors (central processor (CP) and Integrated Facility for Linux [IFL]) of the task of
communicating directly with 1/0O devices.

The channel subsystem includes subchannels, I/O devices that are attached through control
units, and channel paths between the subsystem and control units. For more information
about the channel subsystem, see 5.1.1, “Multiple logical channel subsystems”.

The design of IBM Z offers considerable processing power, memory size, and I/O
connectivity. In support of the larger I/O capability, the CSS structure is scaled up by
introducing the multiple logical channel subsystem (LCSS) since IBM z990, and multiple
subchannel sets (MSS) since IBM z9.

An overview of the channel subsystem for IBM z16 A02 and IBM z16 AGZ is shown in
Figure 5-1. IBM z16 A02 and IBM z16 AGZ configurations are designed to support up to three
logical channel subsystems, each with three subchannel sets and up to 256 channels.
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Figure 5-1 Multiple channel subsystem and multiple subchannel sets

All channel subsystems are defined within a single configuration, which is called I/O
configuration data set (IOCDS). The IOCDS is loaded into the hardware system area (HSA)
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during a central processor complex (CPC) power-on reset (POR) to start all of the channel
subsystems.

On IBM z16 A02 and IBM z16 AGZ, the HSA is pre-allocated in memory with a fixed size of
160 GB, which is in addition to the customer purchased memory. This fixed size memory for
HSA eliminates the requirement for more planning of the initial /O configuration and
pre-planning for future I/O expansions.

CPC drawer repair: The HSA can be moved from one CPC drawer to the additional CPC
drawer, if available, in an enhanced availability configuration as part of a concurrent CPC
drawer repair (CDR) action (available only on Max68 feature).

The following objects are always reserved in the IBM z16 A02 and IBM z16 AGZ HSA during
POR, whether they are defined in the IOCDS for use:

» Three LCSSs

» A total of 15 LPARs in each LCSS0 and LCSSH1

» A total of 10 LPARs in LCSS2

» Subchannel set 0 with 63.75 K devices in each LCSS

» Subchannel set 1 with 64 K minus one device in each LCSS
» Subchannel set 2 with 64 K minus one device in each LCSS

5.1.1 Multiple logical channel subsystems

In the z/Architecture, a single channel subsystem can have up to 256 channel paths that are
defined, which limited the total numbers of 1/0O connectivity on older IBM Z systems to 256.

The introduction of multiple LCSSs enabled an IBM Z to have more than one channel
subsystems logically, while each logical channel subsystem maintains the same manner of
I/O processing. Also, a logical partition (LPAR) is now attached to a specific logical channel
subsystem, which makes the extension of multiple logical channel subsystems not apparent
to the operating systems and applications. The multiple image facility (MIF) in the structure
enables resource sharing across LPARs within a single LCSS or across the LCSSs.

The multiple LCSS structure extended the IBM Z’ total number of 1/0 connectivity to support a
balanced configuration for the growth of processor and I/O capabilities.

A one-digit number ID starting from 0 (CSSID) is assigned to an LCSS, and a one-digit
hexadecimal ID (MIF ID) starting from 0 is assigned to an LPAR within the LCSS.

Note: The phrase channel subsystem has same meaning as logical channel subsystem in
this section, unless otherwise stated.

Subchannels

A subchannel provides the logical appearance of a device to the program and contains the
information that is required for sustaining a single 1/0O operation. Each device is accessible by
using one subchannel in a channel subsystem to which it is assigned according to the active
IOCDS of the IBM Z.
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A subchannel set (SS) is a collection of subchannels within a channel subsystem. The
maximum number of subchannels of a subchannel set determines how many devices are
accessible to a channel subsystem.

In z/Architecture, the first subchannel set of an LCSS can have 63.75 K subchannels (with
0.25 K reserved), with a subchannel set ID (SSID) of 0. By enabling the multiple subchannel
sets, extra subchannel sets are available to increase the device addressability of a channel
subsystem. For more information about multiple subchannel sets, see 5.1.2, “Multiple
subchannel sets” on page 206.

Channel paths

A channel path provides a connection between the channel subsystem and control units that
allows the channel subsystem to communicate with I/O devices. Depending on the type of
connections, a channel path might be a physical connection to a control unit with 1/0O devices,
such as FICON, or an internal logical control unit, such as HiperSockets.

Each channel path in a channel subsystem features a unique 2-digit hexadecimal identifier
that is known as a channel-path identifier (CHPID), which ranges 00 - FF. Therefore, a total of
256 CHPIDs are supported by a CSS, and a maximum of 768 CHPIDs are available on an
IBM z16 A02 and IBM z16 AGZ with three logical channel subsystems.

By assigning a CHPID to a physical port of an 1/O feature adapter, such as
FICON Express32S, or a fanout adapter (ICA SR) port, the channel subsystem connects to
the 1/0 devices through these physical ports.

A port on an I/O feature card features a unique physical channel identifier (PCHID) according
to the physical location of this I/O feature adapter, and the sequence of this port on the
adapter.

In addition, a port on a fanout adapter has a unique adapter identifier (AID), according to the
physical location of this fanout adapter, and the sequence of this port on the adapter.

A CHPID is assigned to a physical port by defining the corresponding PCHID or AID in the 1/0
configuration definitions.

Control units

A control unit provides the logical capabilities that are necessary to operate and control an I/O
device. It adapts the characteristics of each device so that it can respond to the standard form
of control that is provided by the CSS.

A control unit can be housed separately or can be physically and logically integrated with the
I/0O device, channel subsystem, or within the IBM Z.

I/O devices
An I/O device provides external storage, a means of communication between
data-processing systems, or a means of communication between a system and its

environment. In the simplest case, an I/O device is attached to one control unit and is
accessible through one or more channel paths that are connected to the control unit.

5.1.2 Multiple subchannel sets

A subchannel set is a collection of subchannels within a channel subsystem. The maximum
number of subchannels of a subchannel set determines how many I/O devices a channel
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subsystem can access. The maximum number of subchannels also determines the number of
addressable devices to the program (for example, an operating system) running in the LPAR.

Each subchannel has a unique four-digit hexadecimal number 0x0000 - OxFFFF. Therefore, a
single subchannel set can address and access up to 64 K I/O devices.

The IBM z16 A02 and IBM z16 AGZ configurations support three subchannel sets for each
logical channel subsystem. The IBM z16 A02 and IBM z16 AGZ can access a maximum of
191.74 K devices for a logical channel subsystem and a logical partition and the programs
that are running on it.

Note: Do not confuse the multiple subchannel sets function with multiple channel
subsystems.

Subchannel number

The subchannel number is a four-digit hexadecimal number 0x0000 - OxFFFF, which is
assigned to a subchannel within a subchannel set of a channel subsystem. Subchannels in
each subchannel set are always assigned subchannel numbers within a single range of
contiguous numbers.

The lowest-numbered subchannel is subchannel 0, and the highest-numbered subchannel

includes a subchannel number equal to one less than the maximum numbers of subchannels
that are supported by the subchannel set. Therefore, a subchannel number is always unique
within a subchannel set of a channel subsystem and depends on the sequence of assigning.

With the subchannel numbers, a program that is running on an LPAR (for example, an
operating system) can specify all I/O functions relative to a specific I/O device by designating
a subchannel that is assigned to the I/O devices.

Normally, subchannel numbers are used only in communication between the programs and
the channel subsystem.

Subchannel set identifier

While introducing the MSS, the channel subsystem is extended to assign a value O - 2 for
each subchannel set, which is the SSID. A subchannel can be identified by its SSID and
subchannel number.

Device number

A device number is an arbitrary number 0x0000 - OxFFFF, which is defined by a system
programmer in an I/O configuration for naming an 1/O device. The device number must be
unique within a subchannel set of a channel subsystem. It is assigned to the corresponding
subchannel by channel subsystem when an I/O configuration is activated. Therefore, a
subchannel in a subchannel set of a channel subsystem includes a device number together
with a subchannel number for designating an 1/O operation.

The device number provides a means to identify a device, independent of any limitations that
are imposed by the system model, configuration, or channel-path protocols.

A device number also can be used to designate an 1/O function to a specific I/O device.
Because it is an arbitrary number, it can easily be fit into any configuration management and
operating management scenarios. For example, a system administrator can set all of the
z/OS systems in an environment to device number 1000 for their system RES volumes.
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With multiple subchannel sets, a subchannel is assigned to a specific 1/0 device by the
channel subsystem with an automatically assigned subchannel number and a device number
that is defined by user. An I/O device can always be identified by an SSID with a subchannel
number or a device number. For example, a device with device number ABOO of subchannel
set 1 can be designated as 1ABOO.

Normally, the subchannel number is used by the programs to communicate with the channel
subsystem and I/O device, whereas the device number is used by a system programmer,
operator, and administrator.

Device in subchannel set 0 and extra subchannel sets

An LCSS always includes the first subchannel set (SSID 0), which can have up to 63.75 K
subchannels with 256 subchannels that are reserved by the channel subsystem. Users can
always define their I/O devices in this subchannel set for general use.

For the extra subchannel sets enabled by the MSS facility, each has 65535 subchannels (64
K minus one) for specific types of devices. These extra subchannel sets are referred as
alternative subchannel sets in z/OS. Also, a device that is defined in an alternative
subchannel set is considered a special device, which normally features a special device type
in the 1/0 configuration.

Currently, an IBM z16 A02 or IBM z16 AGZ that is running z/OS defines the following types of
devices in another subchannel set, with proper APAR or PTF installed:
» Alias devices of the parallel access volumes (PAV).

» Secondary devices of GDPS Metro Mirror Copy Service (formerly Peer-to-Peer Remote
Copy [PPRC]).

» FlashCopy SOURCE and TARGET devices with program temporary fix (PTF) OA46900.
» Db2 data backup volumes with PTF OA24142.

The use of another subchannel set for these special devices helps reduce the number of
devices in the subchannel set 0, which increases the growth capability for accessing more
devices.

Initial program load from an alternative subchannel set

IBM z16 A02 and IBM z16 AGZ support initial program load (IPL) from alternative subchannel
sets in addition to subchannel set 0. Devices that are used early during IPL processing now
can be accessed by using subchannel set 1 or subchannel set 2 on an IBM z16 A02 and IBM
IBM z16 AGZ.

This configuration allows the users of Metro Mirror (formerly PPRC) secondary devices that
are defined by using the same device number and a new device type in an alternative
subchannel set to be used for IPL, an I/O definition file (IODF), and stand-alone memory
dump volumes, when needed.

The display ios,config command

The z/OS display ios,config(all) command that is shown in Figure 5-2 on page 193
includes information about the MSSs.
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D 10S,CONFIG(ALL)
RESPONSE=SC76
1085061 10.35.55 1/0 CONFIG DATA 560
ACTIVE IODF DATA SET = SYS9.IODF04
CONFIGURATION ID = ITSO EDT ID = 01
TOKEN: PROCESSOR DATE TIME DESCRIPTION
SOURCE: VELA 22-12-19 11:12:34 SYS9 10DF04
ACTIVE CSS: 2  SUBCHANNEL SETS CONFIGURED: 0, 1, 2
CHANNEL MEASUREMENT BLOCK FACILITY IS ACTIVE
SUBCHANNEL SET FOR PPRC PRIMARY: INITIAL = 0 ACTIVE = 0
HYPERSWAP FAILOVER HAS OCCURRED: NO
LOCAL SYSTEM NAME (LSYSTEM): VELA
HARDWARE SYSTEM AREA AVAILABLE FOR CONFIGURATION CHANGES

PHYSICAL CONTROL UNITS 8097
CSS 0 - LOGICAL CONTROL UNITS 3995
SS 0  SUBCHANNELS 53313
SS 1 SUBCHANNELS 65535
SS 2 SUBCHANNELS 65535
CSS 1 - LOGICAL CONTROL UNITS 4009
SS 0  SUBCHANNELS 53761
SS 1 SUBCHANNELS 65535
SS 2 SUBCHANNELS 65535
CSS 2 - LOGICAL CONTROL UNITS 4010
SS 0  SUBCHANNELS 53678
SS 1 SUBCHANNELS 65535
SS 2 SUBCHANNELS 65535

ELIGIBLE DEVICE TABLE LATCH COUNTS
0 OUTSTANDING BINDS ON PRIMARY EDT

Figure 5-2 Output for display ios,config(all) command with MSS

5.1.3 Channel path spanning

With the implementation of multiple LCSSs, a channel path can be available to LPARs as
dedicated, shared, and spanned.

While a shared channel path can be shared by LPARs within a same LCSS, a spanned
channel path can be shared by LPARs within and across LCSSs.

By assigning the same CHPID from different LCSSs to the same channel path (for example, a
PCHID), the channel path can be accessed by any LPARs from these LCSSs at the same
time. The CHPID is spanned across those LCSSs. The use of spanned channels paths
decreases the number of channels that are needed in an installation of IBM Z.

A sample of channel paths that are defined as dedicated, shared, and spanned is shown in
Figure 5-3 on page 194.
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Figure 5-3 IBM Z CSS: Channel subsystems with spanning channels

In the sample, the following definitions of a channel path are shown:

» CHPID FF, assigned to PCHID 20A, is dedicated access for partition 15 of LCSS0. The
same applies to CHPID 00,01,02 of LCSS0, and CHPID 00,01,FF of LCSS1.

» CHPID 03, assigned to PCHID 20E, is shared access for partition 2, and 15 of LCSSO0.
The same applies to CHPID 05 of LCSSH1.

» CHPID 086, assigned to PCHID 120 is spanned access for partition 1, 15 of LCSSO0, and
partition 16, 17 of LCSS1. The same applies to CHPID 04.

Channel spanning is supported for internal links (HiperSockets and IC links) and for certain
types of external links. External links that are supported on IBM z16 A02 and IBM z16 AGZ
configurations include FICON Express32S, FICON Express16S+, OSA-Express7S 1.2,
OSA-Express6S, and Coupling Links.

The definition of LPAR name, MIF image ID, and LPAR ID are used to identify an LPAR by the
channel subsystem to identify 1/O functions from different LPARs of multiple LCSSs, which
support the implementation of these dedicated, shared, and spanned paths.

An example of definition of these LPAR-related identifications is shown in Figure 5-4 on
page 195.
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CsSo cssi CSS2 Specified in
HCD / IOCP
| | | | |
Logical Partition Name Logical Partition Name LPAR Name
Specified in
T5T1 PROD1 PROD2 T5T2 PROD3 PROD4 TST3 T5T4
HCD / 10CP
Logical Partition ID Logical Partition ID LPAR ID
02 04 0A 14 16 1D 22 26 Specified in
Image Profile
MIF ID MIF ID MIF ID
) A A s . 5 5 . Specified in
HCD / 10CP

Figure 5-4 CSS, LPAR, and identifier example

LPAR name

The LPAR name is defined as partition name parameter in the RESOURCE statement of an
I/O configuration. The LPAR name must be unique across the server.

MIF image ID

The MIF image ID is defined as a parameter for each LPAR in the RESOURCE statement of
an I/O configuration. It ranges 1 - F, and must be unique within an LCSS. However, duplicates
are allowed in different LCSSs.

If a MIF image ID is not defined, an arbitrary ID is assigned when the I/O configuration
activated. The IBM z16 A02 and IBM z16 AGZ support a maximum of three LCSSs, with a
total of 40 LPARs that can be defined.

Each LCSS of an IBM z16 A02 or IBM z16 AGZ can support the following numbers of LPARs:

» LCSSO0 and LCSS1 support 15 LPARs each, and the MIF image ID is 1 - F.
» LCSS2 supports 10 LPARSs, and the MIF image IDs are 1 - A.

LPAR ID

The LPAR ID is defined by a user in an image activation profile for each LPAR. It is a 2-digit
hexadecimal number 00 - 7F. The LPAR ID must be unique across the server. Although it is
arbitrarily defined by the user, an LPAR ID often is the CSS ID concatenated to its MIF image
ID, which makes the value more meaningful for the system administrator. For example, an
LPAR with LPAR ID 1A defined in that manner means that the LPAR is defined in LCSS1, with
the MIF image ID A.
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5.2 1/0 configuration management

The following tools are available to help maintain and optimize the I/O configuration:

>

IBM Configurator for e-business (eConfig)

The eConfig tool is used by your IBM representative. It is used to create configurations or
upgrades of a configuration, and maintains tracking to the installed features of those
configurations. eConfig produces reports that help you understand the changes that are
being made for a new system, or a system upgrade, and what the target configuration
looks like.

Hardware configuration definition (HCD)

HCD supplies an interactive dialog to generate the IODF, and later the IOCDS. Generally,
use HCD or Hardware Configuration Manager (HCM) to generate the I/O configuration
rather than writing 1/0 configuration program (IOCP) statements. The validation checking
that HCD runs against a IODF source file helps minimize the risk of errors before an 1/0O
configuration is activated.

HCD support for multiple channel subsystems is available with z/VM and z/OS. HCD
provides the capability to make dynamic hardware and software I/O configuration
changes.

Note: Certain functions might require specific levels of an operating system, PTFs, or
both.

Consult the appropriate fix categories:

— IBM z16 A02 and IBM z16 AGZ A01: IBM.Device.Server.IBM z16 A02 and IBM z16
AGZ -3931

— IBM z16 A02 and IBM z16 AGZ: IBM.Device.Server.IBMz16A02-3932.*
— IBM z15 TO1: IBM.Device.Server.IBM z15-8561

— IBM z15 T02: IBM.Device.Server.IBM z15-8562

— IBM z14 MOx: IBM.Device.Server.IBM z14-3906

— IBM z14 ZR1: IBM.Device.Server.IBM z14ZR1-3907

HCM

HCM is a priced optional feature that supplies a graphical interface of HCD. It is installed
on a PC and allows you to manage the physical and logical aspects of a mainframe’s
hardware configuration.

CHPID Mapping Tool (CMT)

The CMT helps to map CHPIDs onto PCHIDs that are based on an IODF source file and
the eConfig configuration file of a mainframe. It provides a CHPID to PCHID mapping with
high availability for the targeted 1/O configuration. It also features built-in mechanisms to
generate a mapping according to customized I/O performance groups. More
enhancements are implemented in CMT to support IBM z16 A02 and IBM z16 AGZ
configurations.

The CMT is available for download from the IBM Resource Link website.

The configuration file for a new machine or upgrade is also available from IBM Resource
Link. Ask your IBM technical sales representative for the name of the file to download.

196 IBM z16 A02 and IBM z16 AGZ Technical Guide


https://www-40.ibm.com/servers/resourcelink/svc03100.nsf?OpenDatabase
https://www-40.ibm.com/servers/resourcelink/svc03100.nsf?OpenDatabase

5.3 Channel subsystem summary

IBM z16 A02 and IBM z16 AGZ support the channel subsystem features of multiple LCSS,
MSS, and the channel spanning that is described in this chapter. The channel subsystem
capabilities of IBM z16 A02 and IBM z16 AGZ are listed in Table 5-1.

Table 5-1 IBM z16 A02 and IBM z16 AGZ CSS overview

Maximum number of CSSs 3

Maximum number of LPARs per CSS CSS0 - CSS1: 15
CSS2: 10

Maximum number of LPARSs per system 40

Maximum number of subchannel sets per CSS | 3

Maximum number of subchannels per CSS 191.74 K
SS0: 65280
SS1 - SS2: 65535

Maximum number of CHPIDs per CSS 256
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Cryptographic features

This chapter describes the hardware cryptographic functions that are available on

IBM z16 AO2 and IBM z16 AGZ. The CP Assist for Cryptographic Function (CPACF), together
with the Peripheral Component Interconnect Express (PCle) cryptographic coprocessors
(PCleCCQC), offer a balanced use of processing resources and unmatched scalability for
fulfilling pervasive encryption demands.

IBM recognizes that with any new technology, new threats exist, and as such, suitable counter
measures must be taken. Quantum technology can be used for incredible good, but in the
hands of an adversary, it has the potential to weaken or break core cryptographic primitives
that were used to secure systems and communications. Quantum-safe cryptography aims to
provide protection against attacks that can be started by quantum computers.

The IBM z16 A02 and IBM z16 AGZ use quantum-safe technologies to help protect your
business-critical infrastructure and data from potential attacks.

The IBM z16 A02 and IBM z16 AGZ are designed for delivering a transparent and
consumable approach that enables extensive (pervasive) encryption of data in flight and at
rest, with the goal of substantially simplifying data security and reducing the costs that are
associated with protecting data while achieving compliance mandates.

This chapter also introduces the principles of cryptography and describes the implementation
of cryptography in the hardware and software architecture of IBM Z. It also describes the
features that IBM z16 A02 and IBM z16 AGZ offer. Finally, the chapter summarizes the
cryptographic features and required software.

This chapter includes the following topics:

6.1, “Cryptography enhancements on IBM z16 A02 and IBM z16 AGZ” on page 201
6.2, “Cryptography overview” on page 202

6.3, “Cryptography on IBM z16 A02 and IBM z16 AGZ” on page 206

6.4, “CP Assist for cryptographic functions” on page 211

6.5, “Crypto Express8S” on page 215

6.6, “Trusted Key Entry workstation” on page 230

6.7, “Cryptographic functions comparison” on page 233

6.8, “Cryptographic operating system support for IBM z16 A02 and IBM z16 AGZ” on
page 235

vyVVyVYyVYVYYVYYvYYyY
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» 6.9, “Further use of cryptography on IBM z16 A02 and IBM z16 AGZ” on page 237
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6.1 Cryptography enhancements on IBM z16 A02 and IBM z16
AGZ

Attention: Many older cryptographic algorithms like DES or RSA, and hashing algorithms
such as SHA1 are considered weak algorithms and do not provide sufficient protection
against today’s cyberattacks.

This risk can be mitigated by switching to stronger algorithms, such as AES-256, SHA-256,
SHA-3, and CRYSTALS-Dilithium.

IBM provides several tools that can aid in the discovery process:

IBM z/OS Integrated Cryptographic Service Facility (ICSF)
IBM Application Discovery and Delivery Intelligence (ADDI)
IBM Crypto Analytics Tool (CAT)

IBM z/OS Encryption Readiness Technology (zERT

vyvyVvyy

These tools can help you identify certificates, encryption protocols, algorithms, and key
lengths that are at risk in your IBM Z environment.

IBM z16 A02 and IBM z16 AGZ introduced the new PCle Crypto Express8S feature, together
with a further improved CPACF Coprocessor, that can be managed by a new Trusted Key
Entry (TKE) workstation. In addition, the IBM Common Cryptographic Architecture (CCA) and
the IBM Enterprise PKCS #11 (EP11) Licensed Internal Code (LIC) were enhanced.

The functions support new standards and are designed to meet the following compliance
requirements:

» Payment Card Industry (PCI) Hardware Security Module (HSM) certification to strength
the cryptographic standards for attack resistance in the payment card systems area.

PCI HSM certification is exclusive for Crypto Express7S and Crypto Express6S.

» National Institute of Standards and Technology (NIST) through the Federal Information
Processing Standard (FIPS) standard to implement guidance requirements.

» Common Criteria EP11 EALA4.
» German Banking Industry Commission (GBIC).
» Visa Format Preserving Encryption (VFPE) for credit card numbers.

» Enhanced public key Elliptic Curve Cryptography (ECC) for users such as Chrome,
Firefox, and Apple’s iMessage.

» Accredited Standards Committee X9 Inc Technical Report-34 (ASC X9 TR-34)
These enhancements are described in this chapter.

IBM z16 A02 and IBM z16 AGZ include standard cryptographic hardware and optional
cryptographic features for flexibility and growth capability. IBM has a long history of providing
hardware cryptographic solutions. This history stretches from the development of the Data
Encryption Standard (DES) in the 1970s to the Crypto Express tamper-sensing and
tamper-responding programmable features.
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The Crypto Express8S hardware is designed to meet the Federal Information Processing
Standards (FIPS) 140 Level 4 for cryptographic modules and includes Quantum-safe
encryption technologies. It also meets several other security ratings, such as the Common
Criteria for Information Technology Security Evaluation, the PCI HSM criteria, and the criteria
for German Banking Industry Commission (formerly known as Deutsche Kreditwirtschaft
evaluation).

The cryptographic functions include the full range of cryptographic operations that are
necessary for local and global business and financial institution applications. User Defined
Extensions (UDX) allow you to add custom cryptographic functions to the functions that IBM
z16 A02 and IBM z16 AGZ systems offer.

6.2 Cryptography overview

Throughout history, a need existed for secret communication between people that cannot be
understood by outside parties.

Also, it is necessary to ensure that a message cannot be corrupted (message integrity), while
ensuring that the sender and the receiver really are the persons who they claim to be. Over
time, several methods were used to achieve these objectives, with more or less success.
Many procedures and algorithms for encrypting and decrypting data were developed that are
increasingly complicated and time-consuming.

6.2.1 Modern cryptography

202

With the development of computing technology, the encryption and decryption algorithms can
be performed by computers, which enables the use of complicated mathematical algorithms.
Most of these algorithms are based on the prime factorization of large numbers.

Cryptography is used to meet the following requirements:
» Data protection

The protection of data usually is the main concept that is associated with cryptography.
Only authorized persons should be able to read the message or get information about it.
Data is encrypted by using a known algorithm and secret keys, such that the intended
party can de-scramble the data, but an interloper cannot. This concept is also referred to
as confidentiality.

» Authentication (identity validation)

This process decides whether the communication partners are who they claim to be,
which can be done by using certificates and signatures. It must be possible to clearly
identify the owner of the data or the sender and the receiver of the message.

» Message (data) Integrity

The verification of data ensures that what was received is identical to what was sent. It
must be proven that the data is complete and was not altered during the moment it was
transmitted (by the sender) and the moment it was received (by the receiver).

» Non-repudiation

It must be impossible for the owner of the data or the sender of the message to deny
authorship. Non-repudiation ensures that both sides of a communication know that the
other side agreed to what was exchanged, and not someone else. This specification
implies a legal liability and contractual obligation, which is the same as a signature on a
contract.
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These goals should all be possible without unacceptable overhead to the communication. The
goal is to keep the system secure, manageable, and productive.

The basic data protection method is achieved by encrypting and decrypting the data, while
hash algorithms, message authentication codes (MACs), digital signatures, and certificates
are used for authentication, data integrity, and non-repudiation.

When encrypting a message, the sender transforms the clear text into a secret text. Doing so
requires the following main elements:

» The algorithm is the mathematical or logical formula that is applied to the key and the
clear text to deliver a ciphered result, or to take a ciphered text and deliver the original
clear text.

» The key ensures that the result of the encrypting data transformation by the algorithm is
only the same when the same key is used. That decryption of a ciphered message results
only in the original clear message when the correct key is used. Therefore, the receiver of
a ciphered message must know which algorithm and key must be used to decrypt the
message.

6.2.2 Kerckhoffs’ principle

6.2.3 Keys

In modern cryptography, the algorithm is published and known to everyone, whereas the keys
are kept secret. This configuration corresponds to Kerckhoffs’ principle, which is named after
Auguste Kerckhoffs, a Dutch cryptographer, who formulated it in 1883:

“A system should not depend on secrecy, and it should be able to fall into the enemy’s
hands without disadvantage.”

In other words, the security of a cryptographic system should depend on the security of the
key, so the key must be kept secret. Therefore, the secure management of keys is the primal
task of modern cryptographic systems.

Adhering to Kerckhoffs’ Principle is done for the following reasons:

v

It is much more difficult to keep an algorithm secret than a key.

It is harder to exchange a compromised algorithm than to exchange a compromised key.

» Secret algorithms can be reconstructed by reverse engineering software or hardware
implementations.

» Errors in public algorithms can generally be found more easily, when many experts
examine it.

» In history, most secret encryption methods proved to be weak and inadequate.

When a secret encryption method is used, it is possible that a back door was built in.

» If an algorithm is public, many experts can form an opinion about it. Also, the method can

be more thoroughly investigated for potential weaknesses and vulnerabilities.

v

v

The keys that are used for the cryptographic algorithms often are sequences of numbers and
characters, but can also be any other sequence of bits. The length of a key influences the
security (strength) of the cryptographic method. The longer the used key, the more difficult it
is to compromise a cryptographic algorithm.

For example, the DES (symmetric key) algorithm uses keys with a length of 56 bits,
Triple-DES (TDES) uses keys with a length of 112 bits, and Advanced Encryption Standard
(AES) uses keys of 128, 192, 256, or 512 bits. The asymmetric key RSA algorithm (named
after its inventors Rivest, Shamir, and Adleman) uses keys with a length of 1024 - 4096 bits.
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In modern cryptography, keys must be kept secret. Depending on the effort that is made to
protect the key, keys are classified into the following levels:

>

A clear key is a key that is transferred from the application in clear text to the cryptographic
function. The key value is stored in the clear (at least briefly) somewhere in unprotected
memory areas. Therefore, the key can be made available to someone under certain
circumstances who is accessing this memory area.

This risk must be considered when clear keys are used. However, many applications exist
where this risk can be accepted. For example, the transaction security for the (widely
used) encryption methods Secure Sockets Layer (SSL) and Transport Layer Security
(TLS) is based on clear keys.

The value of a protected key is stored only in clear in memory areas that cannot be read by
applications or users. The key value does not exist outside of the physical hardware,
although the hardware might not be tamper-resistant. The principle of protected keys is
unique to IBM Z. For more information, see 6.4.2, “CPACF protected key” on page 213.

For a secure key, the key value does not exist in clear format outside of a special hardware
device (HSM), which must be secured and tamper-resistant. A secure key is protected
from disclosure and misuse, and can be used for the trusted execution of cryptographic
algorithms on highly sensitive data. If used and stored outside of the HSM, a secure key
must be encrypted with a master key, which is created within the HSM and never leaves
the HSM.

Because a secure key must be handled in a special hardware device, the use of secure
keys usually is far slower than the use of clear keys, as shown in Figure 6-1.

protection

protected
key

speed

Figure 6-1 Three levels of protection with three levels of speed
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6.2.4 Algorithms

The following algorithms of modern cryptography are differentiated based on whether they
use the same key for the encryption of the message as for the decryption:

» Symmetric algorithms use the same key to encrypt and to decrypt data. The function that
is used to decrypt the data is the opposite of the function that is used to encrypt the data.
Because the same key is used on both sides of an operation, it must be negotiated
between both parties and kept secret. Therefore, symmetric algorithms are also known as
secret key algorithms.

The main advantage of symmetric algorithms is that they are fast and therefore can be
used for large amounts of data, even if they are not run on specialized hardware. The
disadvantage is that the key must be known by both sender and receiver of the messages,
which implies that the key must be exchanged between them. This key exchange is a
weak point that can be attacked.

Prominent examples for symmetric algorithms are DES, TDES, and AES.

» Asymmetric algorithms use two distinct but related key: the public key and the private key.
As the names imply, the private key must be kept secret, whereas the public key is shown
to everyone. However, with asymmetric cryptography, it is not important who sees or
knows the public key. Whatever is done with one key can be undone by the other key only.

For example, data that is encrypted by the public key can be decrypted by the associated
private key only, and vice versa. Unlike symmetric algorithms, which use distinct functions
for encryption and decryption, only one function is used in asymmetric algorithms.
Depending on the values that are passed to this function, it encrypts or decrypts the data.
Asymmetric algorithms are also known as public key algorithms.

Asymmetric algorithms use complex calculations and are relatively slow (about 100 - 1000
times slower than symmetric algorithms). Therefore, such algorithms are not used for the
encryption of bulk data.

Because the private key is never exchanged between the parties in communication, they
are less vulnerable than symmetric algorithms. Asymmetric algorithms mainly are used for
authentication, digital signatures, and for the encryption and exchange of secret keys,
which in turn are used to encrypt bulk data with a symmetric algorithm.

Examples for asymmetric algorithms are RSA and the elliptic curve algorithms.

» One-way algorithms are not cryptographic functions. They do not use keys, and they can
scramble data only, not de-scramble it. These algorithms are used extensively within
cryptographic procedures for digital signing and tend to be developed and governed by
using the same principles as cryptographic algorithms. One-way algorithms are also
known as hash algorithms.

The most prominent one-way algorithms are the Secure Hash Algorithms (SHA).
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6.3 Cryptography on IBM z16 A02 and IBM z16 AGZ

In principle, cryptographic algorithms can run on processor hardware. However, these
workloads are compute-intensive, and the handling of secure keys also requires special
hardware protection. Therefore, IBM Z offer several cryptographic hardware features, which
are specialized to meet the requirements for cryptographic workload.

The cryptographic hardware that is supported on IBM z16 A02 and IBM z16 AGZ is shown in
Figure 6-2. These features are described in this chapter.

IBM 216
A02/ AGZ

CPC Drawer PU DCM: Each PU
implements the
CPACF function

/7 Crypto Express8S
(2port in this picture)

PCle I/O
drawers

TKE recommended for ‘ ® S (& (
management 4
of Crypto Express8S
and required for Trusted Key Entry Smart Cards Smart Card Readers

EP11 mode (TKE) workstation

Figure 6-2 Cryptographic hardware that is supported in IBM z16 A02 and IBM z16 AGZ

Implemented in every processor unit (PU) or core in a central processor complex (CPC) is a
cryptographic coprocessor that can be used! for cryptographic algorithms that use clear keys
or protected keys. For more information, see 6.4, “CP Assist for cryptographic functions” on
page 211.

Crypto Express coprocessor adapters contain one or two hardware security modules (HSMs)
and are placed in the PCle+ I/O drawer of IBM z16 A02 or IBM z16 AGZ. These features also
support cryptographic algorithms by using secret keys. There are three generations of

cryptographic coprocessors that are supported for IBM z16 A02 and IBM z16 AGZ systems:

» Crypto Express6S, Feature Code 0893, carry forward only (miscellaneous equipment
specification (MES) from IBM z14 ZR1 or IBM z15 T02 systems)

» Crypto Express7S, Feature Codes 0899 (one adapter on card) and 0898 (two adapters on
card), carry forward only (MES from z15 systems)

T CPACF enablement feature must be ordered (FC 3863).
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» Crypto Express8S, Feature Codes 0909 (one adapter on card) and 0908 (two adapters on

card)

For more information about the Crypto Express8S feature, see 6.5, “Crypto Express8S” on

page 215.

Finally, a TKE workstation is required for entering keys in a secure way into the Crypto
Express8S HSMs, which often also is equipped with smart card readers. For more
information, see 6.6, “Trusted Key Entry workstation” on page 230.

The feature codes and purpose of the cryptographic hardware features that are available for
IBM z16 A02 and IBM z16 AGZ are listed in Table 6-1.

Table 6-1 Cryptographic features for IBM z16 AO2 and IBM z16 AGZ

Feature
code

Description

3863

CP Assist for Cryptographic Function (CPACF) enablement

This feature is a prerequisite to use CPACF (except for SHA-1, SHA-224, SHA-256,
SHA-384, and SHA-512) and the PCle Crypto Express features.

0908

Crypto Express8S feature (dual HSM)?

These features are optional. The 2-port feature contains two IBM 4770 PCle
Cryptographic Coprocessors (HSMs), which can be independently defined as
Coprocessor or Accelerator. New feature. Not supported on previous generations IBM Z
systems.

A TKE, Smart Card Reader and latest available level Smart cards are required to
operate the Crypto adapter card in EP11 mode.

0909

Crypto Express8S feature (single HSM)?

These features are optional. The 2-port feature contains two IBM 4770 PCle
Cryptographic Coprocessors (HSMs), which can be independently defined as
Coprocessor or Accelerator. New feature. Not supported on previous generations IBM Z
systems.

A TKE, Smart Card Reader and latest available level Smart cards are required to
operate the Crypto adapter card in EP11 mode.

0898

Crypto Express7S feature (2-port)

Carry forward from IBM z15 T02. This feature contains two IBM 4769 PCle
Cryptographic Coprocessors (HSMs), which can be independently defined as
Coprocessor or Accelerator. Supported on IBM z15,IBM z16 A01,IBM z16 A02 and IBM
z16 AGZ.

0899

Crypto Express7S feature (1-port)?

Carry forward from IBM z15 TO2. This feature contains one IBM 4769 PCle
Cryptographic Coprocessor (HSM), which can be defined as Coprocessor or
Accelerator. Supported on IBM z15,IBM z16 A01,IBM z16 A02 and IBM z16 AGZ.

0893

Crypto Express6S adapter®

This feature is available as a carry forward MES from IBM z14 ZR1. This feature is
optional. Each feature one IBM 4768 PCle Cryptographic Coprocessor (HSM). This
feature is supported in IBM z16 A01, IBM z16 A02, IBM z16 AGZ, IBM z15, and IBM
z14.
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Feature
code

Description

0058

TKE tower workstation

A TKE provides basic key management (key identification, exchange, separation,
update, and backup) and security administration. It is optional for running a Crypto
Express feature in CCA mode in non PCIl-compliant environment. It is required for
running in EP11 mode and CCA mode with full PCI compliance. The TKE workstation
has one 1000BASE-T Ethernet port, and supports connectivity to an Ethernet local area
network (LAN). Up to 10 features combined (0057/0058) can be ordered per IBM z16
A02 and IBM z16 AGZ.

0157

TKE Table Top Keyboard/Monitor/Mouse

A table top monitor with a US English language keyboard. There is a touchpad
for

pointing, and a country-specific power cord.

0057

TKE rack-mounted workstation

The rack-mounted version of the TKE, which needs a customer-provided standard
19-inch rack. It features a 1u TKE unit and an (optional) 1u console tray (screen,
keyboard, and pointing device). When smart card readers are used, another
customer-provided tray is needed. Up to 10 features combined (0057/0058) can be
ordered per IBM z16 A02 and IBM z16 AGZ.

0156

TKE Rack Keyboard/Monitor/Mouse

A 1U rack-mounted display and keyboard with a built-in pointing device.

The keyboard comes in the English language.

0851

4770 TKE Crypto Adapter (IBM PCleCC)

The stand-alone crypto adapter is required for TKE upgrade from FC 0085 and FC 0086
TKE tower, or FC 0087 and FC 0088 TKE rack mount when carry forward these features
to IBM z16 A02 and IBM z16 AGZ.

0144

TKE Tower carry forward to IBM z16 A02 and IBM z16 AGZ

TKE Tower FC 0088 can be carried forward to IBM z16 A02 and IBM z16 AGZ. It
requires IBM 4770 PCleCC (FC 0851) for compatibility with TKE LIC 10.0 (FC 0882)
and for managing Crypto Express8S. (FC 0144 = FC 0088 + FC 0851 + FC 0882).

0145

TKE rack mount carry forward to IBM z16 A02 and IBM z16 AGZ

TKE rack mount FC 0087 can be carried forward to IBM z16 A02 and IBM z16 AGZ. It
requires IBM 4770 PCleCC (FC 0851) for compatibility with TKE LIC 10.0 (FC 0882)
and for managing Crypto Express8S. (FC 0145 = FC 0087 + FC 0851 + FC 0882).

0233

TKE rack mount carry forward to IBM z16 A02 and IBM z16 AGZ

TKE rack mount FC 0085 can be carried forward to IBM z16 A02 and IBM z16 AGZ. It
requires IBM 4770 PCleCC (FC 0851) for compatibility with TKE LIC 10.0 (FC 0882)
and for managing Crypto Express8S. (FC 0233 = FC 0085 + FC 0851 + FC 0882).

IBM z16 A02 and IBM z16 AGZ Technical Guide




Feature Description

code

0234 TKE Tower Carry forward to IBM z16 A02 and IBM z16 AGZ
TKE Tower FC 0086 can be carried forward to IBM z16 A02 and IBM z16 AGZ. It
requires IBM 4770 PCleCC (FC 0851) for compatibility with TKE LIC 10.0 (FC 0882)
and for managing Crypto Express8S. (FC 0234 = FC 0086 + FC 0851 + FC 0882).

0882 TKE 10.0 Licensed Internal Code (LIC)
Included with the TKE tower workstation FC 0058 and the TKE rack-mounted
workstation FC 0057 for IBM z16 A02 and IBM z16 AGZ. Earlier versions of TKE
features (feature codes: 0088, 0087, 0086, and 0085) can also be upgraded to TKE 10.0
LIC, adding FC 0851 (IBM 4770 PCleCC) if the TKE is assigned to an manages Crypto
Express8S

0891 TKE Smart Card Reader
Access to information in the smart card is protected by a PIN. One feature code includes
two smart card readers, two cables to connect to the TKE workstation, and 20 smart
cards.

0900 TKE additional smart cards

This card allows the TKE to support zones with EC 521 key strength (EC 521 strength
for Logon Keys, Authority Signature Keys, and EP11 signature keys).

When one feature code is ordered, 10 smart cards are included. The order increment is
1 - 99 (990 blank smart cards).

a. The maximum number of combined features of all types cannot exceed 40 HSMs on a IBM z16
A02 and IBM z16 AGZ. Therefore, the maximum number for feature code 0898 is 20; all other
(single HSM) types is 16 when installed exclusively.

A TKE includes support for the AES encryption algorithm with 256-bit master keys and key
management functions to load or generate master keys to the cryptographic coprocessor.

If the TKE workstation is chosen to operate the Crypto Express8S adapter in a IBM z16 A02
and IBM z16 AGZ, TKE workstation with the TKE 10.0 LIC is required. For more information,
see 6.6, “Trusted Key Entry workstation” on page 230.

Important: Products that include any of the cryptographic feature codes contain
cryptographic functions that are subject to special export licensing requirements by the
United States Department of Commerce. It is your responsibility to understand and adhere
to these regulations when you are moving, selling, or transferring these products.

To access and use the cryptographic hardware devices that are provided by IBM z16 A02 and
IBM z16 AGZ, the application must use an application programming interface (API) that is
provided by the operating system. In z/OS, the Integrated Cryptographic Service Facility
(ICSF) provides the APIs and is managing the access to the cryptographic devices, as shown
in Figure 6-3 on page 210.
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Figure 6-3 z16 Cryptographic Support in z/OS

ICSF is a software component of z/OS. ICSF works with the hardware cryptographic features
and the Security Server (IBM Resource Access Control Facility [IBM RACF®] element) to
provide secure, high-speed cryptographic services in the z/OS environment. ICSF provides
the APIs by which applications request the cryptographic services, and from the CPACF and
the Crypto Express features.

ICSF transparently routes application requests for cryptographic services to one of the
integrated cryptographic engines (CPACF or a Crypto Express feature), depending on
performance or requested cryptographic function. ICSF is also the means by which the
secure Crypto Express features are loaded with master key values, which allows the
hardware features to be used by applications.

The cryptographic hardware that is installed in IBM z16 A02 and IBM z16 AGZ determines
the cryptographic features and services that are available to the applications.

The users of the cryptographic services call the ICSF API. Some functions are performed by
the ICSF software without starting the cryptographic hardware features. Other functions result
in ICSF going into routines that contain proprietary IBM Z crypto instructions. These
instructions are run by a CPU engine and result in a work request that is generated for a
cryptographic hardware feature.
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6.4 CP Assist for cryptographic functions

Attached to every PU (core) of a IBM z16 A02 and IBM z16 AGZ are two independent
engines, one for compression and one for cryptographic functions, as shown in Figure 6-4.
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Figure 6-4 The cryptographic coprocessor CPACF

This cryptographic coprocessor, which is known as the CPACF, is not qualified as an HSM;
therefore, it is not suitable for handling algorithms that use secret keys. However, the
coprocessor can be used for cryptographic algorithms that use clear keys or protected keys.
The CPACF works synchronously with the PU, which means that the owning processor is
busy when its coprocessor is busy. This setup provides a fast device for cryptographic
services.

CPACF supports pervasive encryption. Simple policy controls allow businesses to enable
encryption to protect data in mission-critical databases without the need to stop the database
or re-create database objects. Pervasive encryption includes z/OS Dataset Encryption, z/OS
Coupling Facility Encryption, z/VM encrypted hypervisor paging, and z/TPF transparent
database encryption, which use performance enhancements in the hardware.

The CPACEF offers a set of symmetric cryptographic functions that enhances the encryption
and decryption performance of clear key operations. These functions are for SSL, virtual
private network (VPN), and data-storing applications that do not require FIPS 140 Level 4
security.

CPACEF is designed to facilitate the privacy of cryptographic key material when used for data
encryption through key wrapping implementation. It ensures that key material is not visible to
applications or operating systems during encryption operations. For more information, see
6.4.2, “CPACF protected key” on page 213.

The CPACF feature provides hardware acceleration for the following cryptographic services:

» Symmetric ciphers
- DES
— Triple-DES
— AES-128
— AES-192
— AES-256 (all for clear and protected keys)
» Elliptic curves cryptography (ECC)
— ECDSA, ECDH, support for the NIST P256, NIST P386, NIST P521
— EdJDSA for Ed25519, Ed448 Curves
— ECDH for X25519, X448 Curves

Chapter 6. Cryptographic features 211



— Key generation for NIST, Ed and X curves
» Hashes/MACs
— SHA-1
— SHA-224 (SHA-2 or SHA-3 standard
— SHA-256 (SHA-2 or SHA-3 standard
— SHA-384 (SHA-2 or SHA-3 standard
— SHA-512 (SHA-2 or SHA-3 standard
— SHAKE-128
— SHAKE-256
- GHASH
» Random number generator
— PRNG (3DES based)
— DRNG (NIST SP-800-90A SHA-512 based)
— TRNG (true random number generator

— — — —

It provides high-performance hardware encryption, decryption, hashing, and random number
generation support. The following instructions support the cryptographic assist function:

KMAC: Compute Message Authentic Code

KM: Cipher Message

KMC: Cipher Message with Chaining

KMF: Cipher Message with CFB

KMCTR: Cipher Message with Counter

KMO: Cipher Message with OFB

KIMD: Compute Intermediate Message Digest

KLMD: Compute Last Message Digest

PCKMO: Provide Cryptographic Key Management Operation

VVYyVYyVYYVYVYYVYY

These functions are provided as problem-state z/Architecture instructions that are directly
available to application programs. These instructions are known as Message-Security Assist
(MSA). When enabled, the CPACF runs at processor speed for every CP, IFL, and zIIP. For
more information about MSA instructions, see z/Architecture Principles of Operation,
SA22-7832.

For activating these functions, the CPACF must be enabled by using feature code (FC) 3863,
which is available for no extra charge. Support for hashing algorithms SHA-1, SHA-256,
SHA-384, and SHA-512 is always enabled.

6.4.1 Cryptographic synchronous functions

Because the CPACF works synchronously with the PU, it provides cryptographic synchronous
functions. For IBM and client-written programs, CPACF functions can be started by using the
MSA instructions. z/OS ICSF callable services on z/OS, in-kernel crypto APIs, and a libica
cryptographic functions library that is running on Linux on IBM Z can also start CPACF
synchronous functions.

The following tools might benefit from the throughput improvements for IBM z16 A02 and IBM
z16 AGZ CPACF:

Db2/IMS encryption tool

Db2 built-in encryption

z/OS Communication Server: IPsec/IKE/AT-TLS
z/0OS System SSL

z/OS Network Authentication Service (Kerberos)
DFDSS Volume encryption

z/0OS Java SDK

vVvVvyVvYyVvYyYVvYYyvYyyYy
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» 2z/OS Encryption Facility
» Linux on IBM Z: Kernel, openSSL, openCryptoki, and GSKIT

The IBM z16 A02 and IBM z16 AGZ hardware include the implementation of algorithms as
hardware synchronous operations. This configuration holds the PU processing of the
instruction flow until the operation completes.

IBM z16 A02 and IBM z16 AGZ offers the following synchronous functions:
» Data encryption and decryption algorithms for data privacy and confidentially:
— Data Encryption Standard (DES):

¢ Single-length key DES
¢ Double-length key DES
e Triple-length key DES (also known as Triple-DES)

— Advanced Encryption Standard (AES) for 128-bit, 192-bit, and 256-bit keys
— Elliptic Curve supported operations:

* ECDHIE]: P256, P384, P52, X25519, X448
¢ ECDSA: Keygen, sign, verify, P256, P384, P521
* EdDSA: Keygen, sign, verify, Ed25519, Ed448

» Hashing algorithms for data integrity, such as SHA-1 and SHA-2. New for z14 ZR1 is
SHA-3 support for SHA-224, SHA-256, SHA-384, and SHA-512 and the two extendable
output functions as described by the standard SHAKE-128 and SHAKE-256.

» Message authentication code (MAC):

— Single-length key MAC
— Double-length key MAC

» Pseudo-Random Number Generator (PRNG), Deterministic Random Number Generation
(DRNG), and True Random Number Generation (TRNG) for cryptographic key generation.

» Galois Counter Mode (GCM) encryption, which is enabled by a single hardware
instruction.

For the SHA hashing algorithms and the random number generation algorithms, only clear
keys are used. For the symmetric encryption and decryption DES and AES algorithms and
clear keys, protected keys can also be used. On IBM z16 A02 and IBM z16 AGZ, protected
keys require a Crypto Express adapter that is running in CCA mode. For more information,
see 6.5.2, “Crypto Express8S as a CCA coprocessor” on page 219.

The hashing algorithms SHA-1, SHA-2, and SHA-3 support for SHA-224, SHA-256,
SHA-384, and SHA-512, are enabled on all systems and do not require the CPACF
enablement feature. For all other algorithms, the no-charge CPACF enablement feature (FC
3863) is required.

The CPACF functions are implemented as processor instructions and require operating
system support for use. Operating systems that use the CPACF instructions include z/OS,
z/NM, 21CS VSE", z/TPF, and Linux on IBM Z.

6.4.2 CPACF protected key

IBM z16 A02 and IBM z16 AGZ support the protected key implementation. Secure keys are
processed on the PCleCC adapters (HSMs)?. This process requires an asynchronous

2 PCleCC - IBM PCle Crytographic Coprocessor - this is the Hardware Security Module (HSM)
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operation to move the data and keys from the general-purpose central processor (CP) to the
crypto adapters.

Clear keys process faster than secure keys because the process is done synchronously on
the CPACF. Protected keys blend the security of Crypto Express7S, Crypto Express6S, or
Crypto Express5S coprocessors and the performance characteristics of the CPACF. This
process allows it to run closer to the speed of clear keys.

CPACEF facilitates the continued privacy of cryptographic key material when used for data
encryption. In Crypto Express8S, Crypto Express7S, or Express6S coprocessors, a secure
key is encrypted under a master key. However, a protected key is encrypted under a wrapping
key that is unique to each LPAR.

Because the wrapping key is unique to each LPAR, a protected key cannot be shared with
another LPAR. By using key wrapping, CPACF ensures that key material is not visible to
applications or operating systems during encryption operations.

CPACF code generates the wrapping key and stores it in the protected area of the hardware
system area (HSA). The wrapping key is accessible only by firmware. It cannot be accessed
by operating systems or applications. DES/T-DES and AES algorithms are implemented in
CPACF code with the support of hardware assist functions. Two variations of wrapping keys
are generated: one for DES/T-DES keys and another for AES keys.

Wrapping keys are generated during the clear reset each time an LPAR is activated or reset.
No customizable option is available at Support Element (SE) or Hardware Management
Console (HMC) that permits or avoids the wrapping key generation. This function flow for the
Crypto Express8S, Crypto Express7S, and Crypto Express6S adapters is shown in

Figure 6-5.
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Figure 6-5 CPACF key wrapping for Express8S, Crypto Express7S, and Crypto Express6S

The CPACF Wrapping Key and the Transport Key for use with Crypto Express8S, Crypto
Express7S or Crypto Express6S are in a protected area of the HSA that is not visible to
operating systems or applications.
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If a Crypto Express coprocessor (CEX7C, CEX6C, or CEX5C) is available, a protected key
can begin its life as a secure key. Otherwise, an application is responsible for creating or
loading a clear key value, and then uses the PCKMO instruction to wrap the key. ICSF is not
called by the application if the CEX is not available.

A new segment in the profiles of the CSFKEYS class in IBM RACF restricts which secure
keys can be used as protected keys. By default, all secure keys are considered not eligible to
be used as protected keys. The process that is shown in Figure 6-5 on page 214 considers a
secure key as the source of a protected key.

The source key in this case is stored in the ICSF Cryptographic Key Data Set (CKDS) as a
secure key, which was encrypted under the master key. This secure key is sent to CEX8C,
CEX7C, or CEX6C to be deciphered and then, sent to the CPACF in clear text. At the CPACF,
the key is wrapped under the LPAR wrapping key, and is then returned to ICSF. After the key
is wrapped, ICSF can keep the protected value in memory. It then passes it to the CPACF,
where the key is unwrapped for each encryption or decryption operation.

The protected key is designed to provide substantial throughput improvements for a large
volume of data encryption and low latency for encryption of small blocks of data. A
high-performance secure key solution, also known as a protected key solution, requires the
ICSF HCR7770 as a minimum release.

6.5 Crypto Express8S

The Crypto Express8S feature (FC 0908 or FC 0909) is an optional feature that is exclusive to
IBM z16 AO2 and IBM z16 AGZ. Each feature FC 0909 has one IBM 4770 PCle cryptographic
adapter (hardware security module - HSM), whereas FC 0908 has two IBM 4770 PCle
cryptographic adapters (two HSMs). The Crypto Express8S (CEX8S) feature occupies one
I/0 slot in PCle+ I/O drawer. This feature provides one or two HSMs and for a secure
programming and hardware environment on which crypto processes are run.

Each cryptographic coprocessor includes a general-purpose processor, non-volatile storage,
and specialized cryptographic electronics. The Crypto Express8S feature provides
tamper-sensing and tamper-responding, high-performance cryptographic operations.

Each Crypto Express8S PCI Express adapter is available in one of the following
configurations:

» Secure IBM CCA coprocessor (CEX8C) - This configuration includes secure key
functions. It is optionally programmable to deploy more functions and algorithms by using
UDX. For more information, see 6.5.2, “Crypto Express8S as a CCA coprocessor” on
page 219.

A TKE workstation is required to support the administration of the Crypto Express8S when
it is configured in CCA mode when in full PCI3-compIiant mode for the necessary
certificate management in this mode. The TKE is optional in all other use cases for CCA.

» Secure IBM Enterprise PKCS #11 (EP11) coprocessor (CEX8P) implements an
industry-standardized set of services that adheres to the PKCS #11 specification V2.20
and more recent amendments. It was designed for extended FIPS and Common Criteria
evaluations to meet public sector requirements. This new cryptographic coprocessor
mode introduced the PKCS #11 secure key function. For more information, see 6.5.3,
“Crypto Express8S as an EP11 coprocessor” on page 225.

3 Payment Card Industry
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A TKE workstation is always required to support the administration of the Crypto
Express7S when it is configured in EP11 mode.

» Accelerator (CEX8A) for acceleration of public key and private key cryptographic
operations that are used with SSL/TLS processing. For more information, see 6.5.4,
“Crypto Express8S as an accelerator” on page 226.

These modes can be configured by using the SE. The PCle adapter must be configured
offline to change the mode.

Attention: Switching between configuration modes erases all adapter secrets. The
exception is when you are switching from Secure CCA to accelerator, and vice versa.

The Crypto Express8S feature is released for enhanced cryptographic performance. Clients
who migrated to variable-length AES key tokens cannot take advantage of faster encryption
speeds by using CPACF. Support is being added to translate a secure variable-length AES
CIPHER token to a protected key token (protected by the system wrapping key). This support
allows for faster AES encryption speeds when variable-length tokens are used while
maintaining strong levels of security.

The Crypto Express8S feature does not include external ports and does not use optical fiber
or other cables. It does not use channel path identifiers (CHPIDs), but requires one slot in the
PCle I/O drawer and one physical channel ID (PCHID) for each PCle cryptographic adapter.
Removal of the feature or adapter zeroizes its content. Access to the PCle cryptographic
adapter is controlled through the setup in the image profiles on the SE.

Adapter: Although PCle cryptographic adapters include no CHPID type and are not
identified as external channels, all logical partitions (LPARS) in all channel subsystems can
access the adapter. In IBM z16 A02 or IBM z16 AGZ, up to 40 LPARSs are supported per
adapter. Accessing the adapter requires a setup in the image profile for each partition. The
adapter must be in the candidate list.

Each IBM z16 A02 and IBM z16 AGZ supports up to 40 Hardware Security Modules in total (a
combination of Crypto Express8S (1 or 2 HSM), Crypto Express7S (1 or 2 port), and Crypto
Express6S). Crypto Express7S (1 or 2 port) and Crypto Express6S features (single HSM) are
not orderable for a new build IBM z16 A02 or IBM z16 AGZ but can be carried forward from
an IBM z14 ZR1or IBM z15 T02 by using an MES. Configuration information for Crypto
Express7S is listed in Table 6-2.

Table 6-2 Crypto features supported on IBM A0O2 and IBM z16 AGZ

Feature Quantity
Minimum number of orderable features 0908 for IBM z16 A02 and IBM z16 AGZ 2
Minimum number of orderable features 0909 for IBM z16 A02 and IBM z16 AGZ 2 2
Order increment (above two features for features 0908 and 0909) 1

Maximum number of HSMs for IBM z16 A02 and IBM z16 AGZ (combining all CEX8S, 40°
CEX7S, and CEX6S)

Number of PCle cryptographic adapters for each feature 0908 2
(coprocessor or accelerator)

Number of PCle cryptographic adapters for each feature 0909 1
(coprocessor or accelerator)

Number of cryptographic domains at IBM z16 A02 and IBM z16 AGZ for each PCle 40
adapter®
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a. The minimum initial order of Crypto Express8S feature 0909 is two. After the initial order, more
Crypto Express7S features can be ordered one feature individually, for a total of 40 HSMs
(combined).

b. Crypto Express8S (dual HSM) has two hardware security modules (HSMs) per feature. The
HSMis one IBM 4770 PCle Cryptographic Coprocessor (PCleCC). The max. number of HSMs
per IBM z16 A02 or IBM z16 AGZ, combining all cryptographic features is 40, while the max.
number of single HSM (port) cryptographic features is 16 (CEX8S (single HSM), CEX7S (1
port), and CEX6S)

c. More than one partition, which is defined to the same channel subsystem (CSS) or to different
CSSs, can use the same domain number when assigned to different PCle cryptographic
adapters.

The concept of dedicated processor does not apply to the PCle cryptographic adapter.
Whether configured as a coprocessor or an accelerator, the PCle cryptographic adapter is
made available to an LPAR. It is made available as directed by the domain assignment and
the candidate list in the LPAR image profile. This availability is not changed by the shared or
dedicated status that is given to the PUs in the partition.

When installed non-concurrently, Crypto Express8S features are assigned PCle
cryptographic adapter numbers sequentially during the power-on reset (POR) that follows the
installation. When a Crypto Express8S feature is installed concurrently, the installation can
select an out-of-sequence number from the unused range. When a Crypto Express8S (or
Crypto Express7S or Crypto Express6S) feature is removed concurrently, the PCle adapter
numbers are automatically freed.

The definition of domain indexes and PCle cryptographic adapter numbers in the candidate
list for each LPAR must be planned to allow for nondisrruptive changes. Consider the
following points:

» Operational changes can be made by using the Change LPAR Cryptographic Controls
task from the SE, which reflects the cryptographic definitions in the image profile for the
partition. With this function, adding and removing the cryptographic feature without
stopping a running operating system can be done dynamically.

» The same usage domain index can be defined more than once across multiple LPARs.
However, the PCle cryptographic adapter number that is coupled with the usage domain
index that is specified must be unique across all active LPARs.

The same PCle cryptographic adapter number and usage domain index combination can be
defined for more than one LPAR (up to 40 for IBM z16 A02 and IBM z16 AGZ). For example,
you might define a configuration for backup situations. However, only one of the LPARs can
be active at a time.

For more information, see 6.5.5, “Managing Crypto Express8S” on page 226.

6.5.1 Cryptographic asynchronous functions

The optional PCle cryptographic coprocessors Crypto Express8S provides asynchronous
cryptographic functions to IBM z16 A02 and IBM z16 AGZ. Over 300 Cryptographic
algorithms and modes are supported, including the following algorithms and modes:

» DES/TDES w DES/TDES MAC/CMAC: The Data Encryption Standard is a widespread
symmetrical encryption algorithm. DES, along with its double-length and triple length
variations, TDES today are considered to be not sufficient secure for many applications.
They were replaced by the AES as the official US standard, but it is still used in the
industry with the MAC and the Cipher-based Message Authentication Code (CMAC) for
verifying the integrity of messages. The Enhanced Wrapping Method for TDES key tokens
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WRAPENHS is supported, which is very important for independently reviewed key block
protection for keys used in PCI PIN audited workloads.

» AES, AESKW, AES GMAC, AES GCM, AES XTS, AES CIPHER mode, and CMAC: AES
replaced DES as the official US standard in October 2000. The enhanced standards for
AES Key Warp (AESKW), the AES Galois Message Authentication Code (AES GMAC)
and Galois/Counter Mode (AES GCM), the XEX-based tweaked-codebook mode with
ciphertext stealing (AES XTS), CMAC, AES-DUKPT (unique key per transaction for
AES-based PIN and transaction protection) are supported.

» MD5, SHA-1, SHA-2, or SHA-3* (224, 256, 384, and 512), and HMAC: The Secure Hash
Algorithm (SHA-1 and the enhanced SHA-2 or SHA-3 for different block sizes), the older
message-digest (MD5) algorithm, and the advanced keyed-hash method authentication
code (HMAC) are used for verifying the data integrity and the authentication of a message.

» VFPE: A method of encryption in which the resulting cipher text features the same form as
the input clear text, which is developed for use with credit cards. Three algorithms are
standardized by NIST and in X9.124: FF1, FF2 and FF2.1

» RSA (512, 1024, 2048, and 4096): RSA was published in 1977. It is widely used
asymmetric public-key algorithm, which means that the encryption key is public whereas
the decryption key is kept secret. It is based on the difficulty of factoring the product of two
large prime numbers. The number describes the length of the keys.

» ECDSA (192, 224, 256, 384, and 521 Prime/NIST): ECC is a family of asymmetric
cryptographic algorithms that are based on the algebraic structure of elliptic curves. ECC
can be used for encryption, pseudo-random number generation, and digital certificates.
The Elliptic Curve Digital Signature Algorithm (ECDSA) Prime/NIST method is used for
ECC digital signatures, which are recommended for government use by NIST.

» ECDSA (160, 192, 224, 256, 320, 384, and 512 BrainPool): ECC BrainPool is a workgroup
of companies and institutions that collaborate on developing ECC algorithms. The ECDSA
algorithms that are recommended by this group are supported.

» ECDH (192, 224, 256, 384, and 521 Prime/NIST): Elliptic Curve Diffie-Hellman (ECDH) is
an asymmetric protocol that is used for key agreement between two parties by using
ECC-based private keys. The recommendations by NIST are supported.

» ECDH (160, 192, 224, 256, 320, 384, and 512 BrainPool): ECDH according to the
BrainPool recommendations.

» Montgomery Modular Math Engine: The Montgomery Modular Math Engine is a method
for fast modular multiplication. Many crypto systems, such as RSA and Diffie-Hellman key
Exchange, can use this method.

» Random Number Generator (RNG): The generation of random numbers for cryptographic
key generation is supported.

» Prime Number Generator (PNG): The generation of prime numbers is also supported.

» Clear Key Fast Path (Symmetric and Asymmetric): This mode of operation gives a direct
hardware path to the cryptographic engine and provides high performance for public-key
cryptographic functions.

Several of these algorithms require a secure key and must run on an HSM. Some of these
algorithms can also run with a clear key on the CPACF. Many standards are supported only
when Crypto Express8S is running in CCA mode. Others are supported only when the
adapter is running in EP11 mode.

4 SHA-3 was standardized by NIST in 2015. SHA-2 is still acceptable and no indication exists that SHA-2 is
vulnerable or that SHA-3 is more or less vulnerable than SHA-2.
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The three modes for Crypto Express features are described next. For more information, see
6.7, “Cryptographic functions comparison” on page 233.

6.5.2 Crypto Express8S as a CCA coprocessor

A Crypto Express8S adapter that is running in CCA mode supports IBM CCA. CCA is an
architecture and a set of APIs. It provides cryptographic algorithms, secure key management,
and many special functions that are required for banking. Over 129 APIs with more than 600
options are provided, with new functions and algorithms always being added.

The IBM CCA provides functions for the following tasks:

» Encryption of data (DES/TDES/AES)

» Key management:

— Using TDES or AES keys

— Using RSA or Elliptic Curve keys

Message authentication for MAC/HMAC/AES-CMAC
Key generation

Digital signatures

Random number generation

Hashing (SHA, MD5, and others)

ATM PIN generation and processing

Credit card transaction processing

Visa Data Secure Platform (DSP) Point to Point Encryption (P2PE)
Europay, MasterCard, and Visa (EMV) card transaction processing
Card personalization

Other financial transaction processing

Integrated role-based access control system
Compliance support for:

— All DES services

— AES services

— RSA services, including full use of X.509 certificates
» TR-34 Remote Key Load

VVYVYYVYYYVYVYVYVYYVYYY

User-defined extensions support

User-defined extension (UDX) allows a developer to add customized operations to IBM’s CCA
Support Program. UDXs to the CCA support customized operations that run within the Crypto
Express features when defined as a coprocessor.

UDX is supported under a special contract through an IBM or approved third-party service
offering. The Crypto Cards website directs your request to an IBM Global Services location
for your geographic location. A special contract is negotiated between IBM Global Services
and you for the development of the UDX code by IBM Global Services according to your
specifications and an agreed-upon level of the UDX.

A UDX toolkit for IBM Z is tied to specific versions of the CCA code and the related host code.
UDX is available for the Crypto Express7S and Crypto Express6S (Secure IBM CCA
coprocessor mode only) features. An UDX migration is no more disruptive than a normal
Microcode Change Level (MCL) or ICSF release migration.

In IBM z16 A02 and IBM z16 AGZ, up to four UDX files can be imported. These files can be
imported from a USB media stick or an FTP server. The UDX configuration window is
updated to include a Reset to IBM Default button.

Chapter 6. Cryptographic features 219


https://www-03.ibm.com/security/cryptocards/ContactCrypto.shtml
https://www-03.ibm.com/security/cryptocards/ContactCrypto.shtml
https://www-03.ibm.com/security/cryptocards/ContactCrypto.shtml
https://www-03.ibm.com/security/cryptocards/ContactCrypto.shtml

220

Consideration: CCA features a new code level starting with z13/z13s systems, and the
UDX clients require a new UDX.

On IBM z16 A02 and IBM z16 AGZ, Crypto Express8S is delivered with CCA Level 8.1
firmware. A new set of cryptographic functions and callable services is provided by the IBM
CCA LIC to enhance the functions that secure financial transactions and keys. The Crypto
Express8S includes the following features:

» Greater than 16 domains support up to 40 LPARs on IBM z16 A02 and IBM z16 AGZ.

» Payment Card Industry (PCI) PIN Transaction Security (PTS) HSM Certification that is
available to IBM z16 A02 and IBM z16 AGZ in combination with CEX8S, CEX7S or
CEX®6S features, to IBM z15 in combination with CEX7S or CEX6S features, and to IBM
z14 with CEXB6S features.

» VFPE support, which was introduced with z13/z13s systems.
» AES PIN support for the German banking industry.

» PKA Translate UDX function into CCA.

» Verb Algorithm Currency.

CCA improvements
» CCA Quantum Safe Algorithm enhancements
— updated support for Dilithium signatures
* Round 2: Level 2 (6 5) and 3 (8 7)
* Round 3: Level 3 (6 5) and 5 (8 7)
— add support for Kyber key encapsulation
* Round 2: Level 5 (1024)
» Quantum Safe protected key support for CCA
— Host Firmware and CCA now employ a hybrid scheme combining ECDH and Kyber to
accomplish a quantum safe transport key exchange for protected key import.

CCA 8.1 improvements

» Local/native support for ANSI X9.143-2022 / ASC X9 TR-31-2018 key blocks in
operational use with the CCA interface. AES, DES/TDES, HMAC keys are supported.
TR-31 key blocks can be created and used with the CCA APl in over 70 interfaces that
also use CCA proprietary key blocks. Key storage is also updated for TR-31 key block
support.

CCA 8.0 improvements

» ASC X9 TR-31 key exchange support update in CSNBT31X and CSNBT31I: Prepares
customers for payment network mandate to use enhanced TR-31 wrapping method ‘B’
when exchanging keys with major payment card brand networks such as Visa and
MasterCard.

» Performance enhancement for mixed workloads: better performance when one partition
focuses on RSA/ECC and another partition focuses on AES/DES/TDES or financial
operations

» Hardware accelerated key unwrap for AES wrapped keys
— Trusted Key Entry workstation (TKE) controlled selection of WRAPENH3 as the default

TDES key token wrapping method for easier management.

CCA 7.4 and CCA 6.7 improvements
» German banking API updates for program currency
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X9.23 random padding for AES encryption for important cryptographic operation
protection

Enhanced triple length TDES PIN encryption key support for PIN change workloads

New service to compare encrypted PINs, required for ISO 4 PIN block verification inside
the HSM

EC SDSA signature support useful for new EMV certificate formats

PKCS#11 update to CCA API export of AES and RSA keys using RSA public key and AES
ephemeral keys, for key exchange with Cloud service key management APIs

Australian Payment Network Acquirer function for key derivation and MAC chaining added
for interoperability with Australian audited payment networks

CCA 7.3 and CCA 6.6 improvements

>

WRAPENH3 Enhanced Wrapping Method for TDES key tokens

CCA 7.2 and CCA 6.5 improvements

»
»

AES DUKPT unique key per transaction for AES based PIN and transaction protection
ISO 4 enhanced support adding AES protected PIN block support to all remaining
services that process PIN blocks

Format Preserving Encryption (FPE) support 3 algorithms standardized by NIST and in
X9.124: FF1, FF2,and FF2.1.

Elliptic Curve support for the Koblitz curve secp256k1, to all ECC services including native
support for X.509 certificates

CCA Version 7.1 improvements

>

»

>

Supported curves:

— NIST Prime Curves: P192, P224, P256, P384, P521
— BrainPool Curves: 160, 192, 224, 256, 320, 384, 512

Support in the CCA coprocessor for these Edwards curves:
— ED25519 (128-bit security strength) and ED448 (224-bit security strength).

— ED25519 is faster but ED448 is more secure. Practically though, 128-bit security
strength is very secure.

Edwards curves are used for digitally signing documents and verifying those signatures.
They also are less susceptible to side channel attacks when compared to Prime and
BrainPool curves.

ECC Protected Keys

Crypto Express7S provides support in CCA coprocessors to take advantage of fast DES,
AES data encryption speeds in CPACF while maintaining high levels of security for the
secure key material. The key remains encrypted and the key encrypting key never appears
in host storage.

When using CCA ECC services, ICSF can now take advantage of ECC supportin CPACF
(protected key support) for these curves:

— Prime: P256, P384, P521
— Edwards: ED25519, ED448

CPACF can achieve much faster crypto speeds compared to the coprocessor

The translation to protected key happens automatically once the attribute is set in the key
token. No application change is required.

New signatures

Support for the Cryptographic Suite for Algebraic Lattices signatures algorithm with the
largest key sizes (MODE=3)
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— Public Key size: 1760 bytes
— Private Key Size: 3856 bytes
— Signature Size: 3366 bytes

Lattice-based cryptographic keys will be protected by the 256-bit AES MK. The
lattice-based key has a security strength of 128 bits.

» TR-31 for Hash-based Message Authentication Code (HMAC)

HMAC keys are used to verify the integrity and authenticity of a message. This support
provides a standard method of exchanging HMAC keys with a partner using symmetric
key techniques. The key is exchanged in the standard TR-31 key block format which can
be consumed by any crypto system supporting the standard

CCA Version 6.3 improvements®
» Compliance support for:

— All DES services
— AES services
— RSA services, including full use of X.509 certificates

» TR-34 Remote Key Load

Greater than 16 domains support

IBM z16 AO2 and IBM z16 AGZ supports up to 40 LPARs. The early IBM Z crypto architecture
was designed to support 16 domains, which matched the LPAR maximum at the time. Before
IBM z13 systems, crypto workload separation can be complex in customer environments
where the number of LPARs was larger than 16. These customers mapped a large set of
LPARs to a small set of crypto domains.

Starting with IBM z14, the IBM Z crypto architecture can support up to 256 domains in an
adjunct processor (AP) with the AP extended addressing (APXA) facility that is installed. As
such, the Crypto Express adapters are enhanced to handle 256 domains. The IBM system z
firmware provides up to 40 domains for IBM z16 A02 and IBM z16 AGZ to customers (to
match the current LPAR maximum). Customers can map individual LPARs to unique crypto
domains or continue to share crypto domains across LPARs.

The following requirements must be met to support 40 domains:

» Hardware: IBM z16 A02 and IBM z16 AGZ and Express8S, Crypto Express7S, or Crypto
Express6S.

» Operating systems:
- z/0S

* New ICSF support is required to administer a CEX8 coprocessor using a TKE
workstation, due to exploitation of quantum algorithms. Otherwise, existing
workloads will run on IBM z16 A02 and IBM z16 AGZ without requiring ICSF
support.

¢ Exploitation of new function is supplied in ICSF PTFs on z/OS V2.2 V2.4 (Web
deliverable HCR77D1) or V2.5 (base, which is HCR77D2)

¢ When exploiting new Quantum Safe Algorithms and sharing a KDS in a sysplex,
ensure all ICSF PTFs are installed on all systems.

5 ATKE is required to manage a PCl-compliant coprocessor and for certificate management
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Tip: All supported levels of ICSF automatically detect what HW cryptographic
capabilities are available where it is running, then enables functions accordingly. No
toleration of new HW is necessary. If you want to exploit new capabilities, then ICSF
support is necessary.

— z/VVM Version 6.4 and 7.1 with PTFs or newer for guest use.

Payment Card Industry-HSM certification

Payment Card Industry (PCI) standards are developed to help ensure security in the PCI. PCI
defines their standards as a set of security standards that is designed to ensure that all
companies that accept, process, store, or transmit credit card information that is maintained a
secure environment.

Compliance with the PCI-HSM standard is valuable for customers, particularly those
customers who are in the banking and finance industry. This certification is important to
clients for the following fundamental reasons:

» Compliance is increasingly becoming mandatory.
» The requirements in PCI-HSM make the system more secure.

Industry requirements for PCI-HSM compliance

The PCI organization cannot require compliance with its standards. Compliance with PCI
standards is enforced by the payment card brands, such as Visa, Master Card, American
Express, JCB International, and Discover.

If you are a bank, acquirer, processor, or other participant in the payment card systems, the
card brands can impose requirements on you if you want to process their cards. One set of
requirements they are increasingly enforcing is the PCI standards.

The card brands work with PCI in developing these standards, and they focused first on the
standards they considered most important, particularly the PCI Data Security Standard
(PCI-DSS). Some of the other standards were written or required later, and PCI-HSM is one
of the last standards to be developed. In addition, the standards themselves were increasing
the strength of their requirements over time. Some requirements that were optional in earlier
versions of the standards are now mandatory.

In general, the trend is for the card brands to enforce more of the PCl standards and to
enforce them more rigorously. The trend in the standards is to impose more and stricter
requirements in each successive version. The net result is that companies subject to these
requirements can expect that they eventually must comply with all of the requirements.

Improved security through use of PCI-HSM

PCI-HSM was developed primarily to improve security in payment card systems. It imposes
requirements in key management, HSM API functions, and device physical security. It also
controls during manufacturing and delivery, device administration, and several other areas. It
prohibits many things that were in common use for many years, but are no longer considered
secure.

The result of these requirements is that applications and procedures often must be updated
because they used some of the things that are now prohibited. Altho