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    Preface

    This IBM® Redbooks® publication helps administrators and technical professionals understand Internet Small Computer System Interface (iSCSI) and how to implement it for use with IBM Storwize® storage systems. iSCSI can be used alone or with other technologies.

    This publication provides an overview of the iSCSI protocol and helps you understand how it is similar to and different from Fibre Channel (FC) technology. It helps you plan and design your network topology. It explains how to configure your IBM Storwize storage systems and hosts (including IBM AIX®, Linux, VMware, and Microsoft Windows hosts) to interact with it. It also provides an overview of using IBM Storwize storage systems with OpenStack.

    This book describes configuring iSCSI for IBM Storwize and SAN Volume Controller storage systems at Version 7.6 or later.

    In addition to configuration, this publication provides information about performance and troubleshooting.
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    Summary of changes

    This section describes the technical changes that were made in this edition of the book and in previous editions. This edition might also include minor corrections and editorial changes that are not identified.
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for iSCSI Implementation and Best Practices on IBM Storwize Storage Systems
as created or updated on October 25, 2017.

    October 2017, Second Edition

    This revision includes the following new and changed information.

    New information

    •This book was updated to include new information about iSCSI virtualization and updated features in IBM Spectrum Virtualize.
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iSCSI overview

    This part introduces iSCSI and provides information about how it can be implemented with IBM Storwize and IBM SAN Volume Controller. 

    This part describes the following topics:

    •Chapter 1, “Use cases for iSCSI virtualization” on page 3

    •Chapter 2, “Introduction to iSCSI in IBM Storwize storage systems” on page 7

    •Chapter 3, “External virtualization and host connectivity interface options for the IBM Storwize family” on page 23

    •Chapter 4, “Planning considerations” on page 39

    •Chapter 5, “iSCSI storage connection security” on page 55

    •Chapter 6, “IBM Storwize performance” on page 73
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Use cases for iSCSI virtualization

    This chapter discusses the scenarios in which Internet Small Computer System Interface (iSCSI) host connectivity and iSCSI virtualization capability can be effectively applied.

    This chapter describes three uses cases:

    •1.1, “Consolidating iSCSI storage consolidation” on page 4

    •1.2, “Removing capacity silos from data centers” on page 4

    •1.3, “Improving the performance of iSCSI storage systems” on page 5

    1.1  Consolidating iSCSI storage consolidation

    This strategy can be used by clients that have much multivendor iSCSI storage and want to simplify management by consolidating it. For larger clients that offer cloud services, this strategy can be a step towards a highly resilient, service-level agreement (SLA)-driven SAN free storage environment.

    Consider a data center where there are multivendor iSCSI storage systems. Every storage system has a different management console, different methods of IBM FlashCopy®, and different replication methods. This inconsistency leads to increased operations cost, and also capacity islands across storage.

    Virtualizing this storage by using SAN Volume Controller can dramatically minimize the operations impact and improve the return on investment (ROI) through optimal usage. 

    For all users, SAN Volume Controller becomes a single storage system, which can manage back-end capacity from all heterogeneous storages, which provides a single view. All storage features are enabled at the SAN Volume Controller layer, so all FlashCopy, replication, and other functions can be managed from SAN Volume Controller only. 

    Because SAN Volume Controller uses native multipath, it also minimizes the impact of managing server environments and dramatically reduces the firmware management in the data center. Using SAN Volume Controller, there is no multipathing conflict across storage systems from the host side, and users can use capacity from any storage in the datacenter. Additionally, SAN Volume Controller enables FlashCopy across storages, so it becomes easy to create multiple copies of data for testing, development, and so on. 

    This method virtually takes away the need for investing in large Intel nodes, and gives a way to create an SLA-driven, reliable, scalable, and feature-rich iSCSI storage pool with minimal operations impact.

    1.2  Removing capacity silos from data centers

    This is a useful use case for clients that have mix of both iSCSI and SAN storage systems. Currently, iSCSI storage systems can be used by iSCSI hosts, and SAN storage systems can be used by Fibre Channel (FC) hosts only. This situation can result in suboptimal usage. ISCSI virtualization that uses SAN Volume Controller can enable cross-usage of capacity because FC hosts can use capacity from iSCSI storage systems and vice versa.

    Most data centers are run with a mix of iSCSI and SAN storage. Traditionally, certain hosts are connected to iSCSI, and certain hosts are connected to SAN. 

    When additional capacity is required, for example, a SAN host, and SAN storage does not have that capacity, it must be procured, even if free capacity is available in an iSCSI storage system and vice versa. 

    Virtualizing an entire storage system under SAN Volume Controller enables hosts to use capacity regardless of the storage type. Basically, iSCSI hosts can use SAN storage, and SAN hosts can use iSCSI storage. This situation enables ROI and gives unprecedented flexibility for storage administrators to manage, monitor, and allocate. 

    Flash storage can also be under the same SAN Volume Controller and used as a fast tier for any of the other storage systems to improve the performance of workloads that are running on any storage.

    iSCSI has more latency than FC storage systems, so it is important to make sure that a response to time-sensitive and performance-hungry critical workloads that operate on FC SAN is possible. 

    1.3  Improving the performance of iSCSI storage systems

    Traditionally, iSCSI storage systems are considered to be high capacity, low-performance storage systems. There is a tendency to put many new/pilot projects on these storage systems to minimize initial investments. However, as these new workloads are migrated to production and become more demanding, the deployed storage system cannot meet the demand. iSCSI virtualization can help with the tiering of these storage systems by using FC flash storage capacity to improve performance and protect investments.

    There is unprecedented data growth, and multiple analytics applications come online every day and process data in an attempt to discover useful insights, which can be used for a business advantage.

    The data itself uses much capacity, grows every day, and might have limited value. The applications generally are pilots and tests to check the viability and outcome of a certain theory or thought process. Out of these multiple applications, few become relevant to a business, and when they do, the characteristics can change. 

    When the new workloads are in the pilot or testing phase, there is a tendency to minimize the investment because the risk is high. So, many of these workloads are placed on iSCSI storage systems, which is inexpensive compared to FC arrays. There is hardly any SLA or expectations when applications are in the pilot phase. 

    However, the workloads that mature quickly become important to a business, and have many SLA and performance expectations regarding them. 

    iSCSI virtualization can help augment the performance and capabilities of iSCSI storage systems by enabling the tiering of FC flash storage with existing iSCSI storage. iSCSI virtualization also helps enhance existing, low-cost iSCSI storage with enterprise storage features such as disaster recovery (DR), FlashCopy or snapshots, IBM HyperSwap®, IBM Real-time Compression™, and volume mirroring. 
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Introduction to iSCSI in IBM Storwize storage systems

    This chapter provides a beginner’s perspective of Internet Small Computer System Interface (iSCSI). It includes considerations for implementing iSCSI storage. It also describes a few iSCSI keywords and their Fibre Channel (FC) and Fibre Channel over Ethernet (FCoE) equivalents. In conclusion, the benefits of deploying an iSCSI-based storage solution are listed, along with things to be considered.

    This chapter describes the following topics:

    •2.1, “What iSCSI is” on page 8

    •2.2, “iSCSI sessions” on page 9

    •2.3, “iSCSI adapters” on page 11

    •2.4, “iSCSI routing” on page 13

    •2.5, “Ethernet for iSCSI” on page 14

    •2.6, “Fibre Channel: FCoE terms and their iSCSI equivalents” on page 18

    •2.7, “Comparison of iSCSI and FCoE” on page 19

    •2.8, “Why use iSCSI” on page 20

    2.1  What iSCSI is

    The Small Computer Systems Interface (SCSI) is a family of protocols for connecting and communicating with peripheral devices, such as printers, scanners, tape drives, and hard disk drives (HDDs). SCSI stands on the foundation of client/server architecture and both ends can send SCSI commands and receive responses. The individual I/O devices are called logical units (LUs) and they are identified by logical unit number (LUN). The SCSI target exposes the LUs to the SCSI initiator, which can then query or perform I/O operations on it. A SCSI initiator sends a command in a specific format, the Command Descriptor Block (CDB), and the SCSI target processes it.

    iSCSI is a protocol that uses the Transmission Control Protocol and Internet Protocol (TCP/IP) to encapsulate and send SCSI commands to storage devices that are connected to a network. The detailed specification of the iSCSI standard is documented in RFC3720.

    iSCSI is used to deliver SCSI commands from a client interface, which is called an iSCSI Initiator, to the server interface, which is known as the iSCSI Target. The iSCSI payload contains the SCSI CDB and, optionally, data. The target carries out the SCSI commands and sends the response back to the initiator.

    In summary, the way iSCSI works is that it encapsulates SCSI commands by adding a special iSCSI header. This header is forwarded to the TCP layer, which creates TCP segments. The TCP segments are further broken down into IP packets, which can be transferred over a local area network (LAN), wide area network (WAN), or the internet in general. Figure 2-1 shows the path that a SCSI command takes when it is transmitted by using iSCSI. 
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    Figure 2-1   iSCSI through the layers and the packet format on the wire

    2.2  iSCSI sessions

    The iSCSI session is the basic block through which the entire iSCSI layer processing is done. An iSCSI session can be considered equivalent to a SCSI I_T nexus (that is, a path from the initiator to the target). An iSCSI session must be established between an iSCSI initiator and target before the initiator can send any SCSI commands to the target. To process SCSI I/O, the iSCSI initiator establishes an iSCSI session with the iSCSI target after agreeing on certain operational parameters. For more information, see 2.2.1, “Components of an iSCSI session” on page 9.

    2.2.1  Components of an iSCSI session

    An iSCSI session has three main components that help define it.

    iSCSI names

    iSCSI initiators and targets are identified by their iSCSI names, which can be specified in two formats: the iSCSI qualified name (IQN) and the iSCSI Enterprise Unique Identifier (EUI).

    iSCSI qualified name

    The IQN is the most commonly used naming mechanism for iSCSI. It has a maximum length of 256 bytes and has the following format beginning with the letters “iqn”:

    iqn.<yyyy-mm>.<reverse-domain-name>:<unique name>

    •yyyy-mm is the year and month when the naming authority was created.

    •reverse-domain-name is the domain name of the naming authority in reverse.

    •unique-name is a portion of the IQN that can be used by the naming authority to add some meaningful parameters.

    iqn.1986-03.com.ibm:2145.cluster.node1 is an example of an IQN.

    iSCSI Enterprise Unique Identifier

    The EUI starts with the letters “eui” and has the following format:

    eui.<16 hexadecimal digits>

    Sixteen hexadecimal digits must be used for assigning a globally unique identifier.

    iSCSI discovery

    iSCSI initiators must identify which targets are present in the system to serve I/O requests. For this purpose, an initiator can run a discovery. There are three supported mechanisms that can be used for discovery: static configuration, SendTargets, and iSCSI Name Server (iSNS).

    Static configuration

    In this mechanism, the initiator already knows the target IP address and port and no real discovery is done. The initiator can directly establish a session. This option can be selected for small, unchanging iSCSI configurations.

    SendTargets

    With this mechanism, the assumption is that the initiator knows the target’s IP address and the initiator sends a SendTargets command to the IP address and the response consists of a list of available targets. The SendTargets mechanism is for suitable for correlatively large configurations.

    iSCSI Name Server

    In an environment with many targets supporting iSCSI connectivity and many hosts that must connect to the target controllers, configuring target connectivity on each iSCSI initiator host can be cumbersome. The iSCSI protocol enables setting up a mechanism called iSNS. It is a name service mechanism to which all targets register. After a name server is configured on the initiator, the initiator can discover available targets from the name server and establish connectivity to the listed targets.

    iSCSI login

    iSCSI enables two kinds of logins.

    Discovery session

    This session is a restricted-access-only type of session in which initiators can discover only the targets. The initiator specifies that the session type is Discovery. The target accepts only requests with the SendTargets key to send back a list of targets to the initiator and log out requests to close the session.

    Normal operational session

    In this type of session, all iSCSI commands are accepted, and responded to, by the target.

    2.2.2  The three phases of iSCSI login

    After an iSCSI initiator discovers all the targets that it can communicate with, an iSCSI login must be done before data transfer can begin. An iSCSI login establishes a TCP session between the iSCSI initiator and the iSCSI target. The iSCSI target listens on a TCP port and the initiator begins the login by sending a connect request. Authentication and negotiation of supported session parameters are carried out. This process is done in three phases: security negotiation, operational parameter negotiation, and full feature phase.

    Security negotiation

    In this phase of the iSCSI login, the initiator sends its list of supported authentication methods and the one to be used is determined (the most popular one is CHAP). The initiator and target authenticate each other by using the selected method and the next phase can now begin.

    Operational parameter negotiation

    Operational parameter negotiation might be the first phase if security negotiation is skipped. This exchange goes on in the form of login requests and responses until both parties agree on the operational parameters, which include (but are not limited to) the following things:

    •Header digest

    •Data digest

    •Immediate data

    •MaxRecvDataSegmentLength

    •MaxConnections

    For the complete list of operational parameters, see the IETF website.

    Full feature phase

    After authentication and parameter setting is done, the TCP connection is established and the iSCSI session can proceed. The initiator starts sending SCSI commands and data to LUNs in the form of iSCSI Protocol Data Units (PDUs).

    SAN Volume Controller and IBM Storwize storage systems enable you to advance to the full-feature phase directly from operational negotiation.

    2.3  iSCSI adapters

    Three types of iSCSI adapter are most commonly deployed in iSCSI storage solutions. Latency and performance vary depending on which adapter is chosen. This section lists the impact of each type in terms of cost and performance.

    2.3.1  Ethernet card (network interface card)

    Figure 2-2 shows an Ethernet card.
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    Figure 2-2   iSCSI implemented directly with an Ethernet card

    Ethernet cards are designed to transfer IP packets. Therefore, to use Ethernet to send SCSI commands and data, it must first be packetized such that the adapter can process and forward it. The iSCSI protocol assists the server to achieve this task, but the entire iSCSI protocol processing is done in software before the operating system’s TCP/IP handler code is called. This method is processor-intensive and reduces the overall performance of the server. It leads to increased latencies, and the performance also is affected in cases where the Ethernet card might be getting traffic from other applications that share the interface.

    2.3.2  TCP offload engine

    Figure 2-3 shows a TCP offload engine (TOE).
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    Figure 2-3   iSCSI implemented with a TCP offload engine

    The TOE interface card is more sophisticated in terms of the processing capabilities, and most of the TCP packet processing is done by specialized hardware that is built into the adapter. This implementation means that the TOE is better than the NIC when compared on a performance or latency basis. The TOE is also more expensive than the NIC.

    2.3.3  iSCSI offload engine

    Figure 2-4 shows an iSCSI offload engine.
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    Figure 2-4   iSCSI offload engine

    The iSCSI offload engine sends all of the iSCSI protocol processing to the iSCSI-specific hardware that is built into the iSCSI offload engine card. This implementation provides the least latency and best performance of the three. The iSCSI offload engine is expensive because most functions are implemented in hardware, but the latency is reduced because there is little or no processing in the operating system kernel.

    2.4  iSCSI routing

    Internet Protocol (IP) has defined and widely used routing standards. iSCSI relies on the IP protocol for its routing requirements. 

    FCoE and iSCSI can coexist in the same data center if an iSCSI gateway is used to route traffic. An iSCSI gateway is a device that facilitates conversion between FCoE and iSCSI. It has FCoE ports in addition to normal Ethernet ports that provide connectivity for the TCP/IP protocols. An iSCSI gateway exports FC LUNs as iSCSI targets to provide integration with use of fewer cables and host bus adapters (HBAs).

    Figure 2-5 shows an example of how iSCSI routing can be done.
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    Figure 2-5   iSCSI gateway

    2.5  Ethernet for iSCSI

    In traditional deployments of Ethernet, frames that are lost (either because they are dropped or because a collision occurred) are retransmitted. This loss is acceptable in normal non-storage data networks because the application can usually afford to wait for the frame retransmission. For storage traffic, lost frames are more harmful because the application suffers from large I/O latencies. Thus, even though iSCSI can handle the best-effort delivery of Ethernet networks, reduced retransmission significantly improves iSCSI performance.

    In its early days, iSCSI was deployed only on 1-Gigabit Ethernet (GbE). This implementation gave a theoretical maximum performance of 125 MBps. (This theoretical maximum performance cannot be achieved because there is processing impact for each of the three protocols, that is, iSCSI, TCP, and IP.) With 10 GbE, mechanisms can be used to prevent retransmission of frames. The Converged Enhanced Ethernet (CEE) (also known as Data Center Bridging (DCB)) standard was developed to consolidate FC and Ethernet networks to provide lossless connectivity in the data center with the fewest number of cables. DCB is not supported on 1 GbE.

    The following section explains DCB and other trends in Ethernet networks at the time of writing. It also details a few challenges and opportunities as newer and better Ethernet technology emerges.

    2.5.1  Data Center Bridging

    DCB is a set of standards that are defined by the Institute of Electrical and Electronics Engineers (IEEE) Task Group to enhance existing 802.1 bridge standards. This enhancement is done by improving link robustness and enabling a 10 GbE link to support multiple traffic types simultaneously while preserving their respective traffic properties.

    The goal of DCB is to improve the Ethernet protocol so it becomes lossless by eliminating packet loss due to queue overflow. This scenario is known as lossless Ethernet.

    The DCB standards include Priority Flow Control (PFC), Enhanced Transmission Selection (ETS), Congestion Notification (CN), and Data Center Bridging Exchange (DCBx).

    Priority Flow Control (IEEE standard 802.1 Qbb)

    In traditional Ethernet networks, a transmitter can send frames faster than a receiver accepts them, which means that if the receiver runs out of available buffer space to store incoming frames for further processing, it is forced to drop all frames arriving, leading to retransmission. The solution to avoid retransmission is to pause traffic when it exceeds the receiver’s capacity.

    The traditional Ethernet flow control uses a PAUSE mechanism. If the port becomes busy, the switch manages congestion by pausing all the traffic on the port, regardless of traffic type.

    PFC can individually pause traffic according to the tags that are assigned, and it facilitates lossless or no-drop behavior for a priority at the receiving port. Lossless behavior, when implemented end-to-end on a network, controls dropping frames during congestion by pausing traffic types that use PFC. Each frame that is transmitted by a sending port is tagged with a priority value (0 - 7) in the virtual local area network (VLAN) tag.

    Figure 2-6 shows how PFC works. It divides the available 10 GbE bandwidth into eight different virtual lanes, with each lane assigned a priority level. If bursts of heavy congestion occur, lower priority traffic can be paused. In this example, lane 3 is paused while the rest of the lanes allow flow of traffic.
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    Figure 2-6   Priority Flow Control by pausing virtual lane 3

    PFC provides fine-grained flow control. The switch pauses certain traffic types that are based on 802.1p Class of Service (CoS) values in the VLAN tag.

    PFC works together with ETS, which is described in “Enhanced Transmission Selection (IEEE802.1 Qaz)” on page 16.

    For more information about the PFC standard, see the IEEE 802 website.

    Enhanced Transmission Selection (IEEE802.1 Qaz)

    ETS is used to allocate link bandwidth between different traffic classes. With ETS enabled, bandwidth allocation is carried out based on the 802.1p priority values in the VLAN tag. It is possible to combine multiple priority values into traffic groups or classes. The important traffic can be assigned high priorities and ensured bandwidths. To improve the overall network efficiency, ETS allows lower priority traffic to use unused bandwidth from the high-priority queues and to exceed their own bandwidth guarantees.

    Figure 2-7 shows an example of adding priorities values for each type of traffic.
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    Figure 2-7   Enhanced Transmission Selection working with Priority Flow Control to pause specific types of traffic

    For more information about ETS, see the IEEE 802 website.

    Congestion Notification (IEEE 802.1Qau)

    CN is a flow control protocol for Layer 2 networks to eliminate heavy congestion due to long-lived traffic flows by throttling frame transmission. The congestion point, which can be a network switch or end-device port, can request that ingress ports limit their speed of transmissions when congestion is occurring. When the congestion ends, the ingress ports can increase their speed of transmission again. This process allows traffic flows to be throttled at the source to react to or prevent congestion by having a temporary reduction in transmission rate. This reduction is preferred to lost packets, which can cause long timeouts. This feature must be considered for large-scale environments with multi-hop networks.

    Figure 2-8 shows a basic example of what occurs when CN is used.
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    Figure 2-8   An example of Congestion Notification in a network

    For more information, see the IEEE 802website.

    Data Center Bridging Exchange

    DCBx is a protocol that is used by DCB devices to exchange configuration information with directly connected peers to ensure a consistent configuration across the network.

    DCBx uses Link Layer Discovery Protocol (LLDP) to exchange parameters between two link peers to learn about the capabilities of the other peer. For example, two link peer devices support PFC. PFC is described in “Priority Flow Control (IEEE standard 802.1 Qbb)” on page 15.

    This protocol also can be used to detect misconfiguration of a feature between the peers on a link and to configure DCB features in its link peer.

    For more information about this protocol, see the IEEE 802 website.

    2.5.2  The future of Ethernet and its impact on iSCSI

    An IEEE study group has been formed to research 25 GbE and plans to achieve higher bandwidth in multiples of 25 Gbps. With Ethernet speeds increasing up to 40 Gbps and 
100 Gbps and becoming commercially viable, new challenges for iSCSI storage must be addressed. The processor becomes a bottleneck for software-based iSCSI, necessitating the use of a TOE or mechanisms such as iSCSI over Remote Direct Memory Access (RDMA). The protocol-processing impact on I/O performance must be analyzed and resolved.

    To address the need for higher bandwidths and lower latencies for iSCSI interconnects, new protocols that extend RDMA to Ethernet interconnects are being developed, such as internet Wide Area RDMA Protocol (iWARP) and RDMA over Converged Ethernet (RoCE). iSCSI Extensions for RDMA (iSER) is a new standard that enables iSCSI hosts and targets to take advantage of RDMA capabilities. iSER can run on top of any RDMA capable Network Interface Card (rNIC) regardless of the protocol, that is, iWARP or RoCE (V1 or V2). These new technologies are being adopted as higher Ethernet bandwidths, such as 25, 40, 50, and 100 Gbps, gain acceptance.

    2.6  Fibre Channel: FCoE terms and their iSCSI equivalents

    This section describes a few FC concepts and their iSCSI equivalents.

    2.6.1  Fibre Channel zoning

    FC zoning is a method to partition the switched fabric so that it restricts the visibility of certain FC endpoints and isolates devices into two zones. It is used to simplify security and management of the fabric.

    iSCSI does not provide zoning.

    2.6.2  Virtual SAN

    Virtual fabric or Virtual SAN (vSAN) is a set of ports that is selected from a set of connected switches. Both FC zones and a vSAN can be used for isolation of traffic, but the key difference is that in a vSAN all the FC services are replicated within the switch so that it can act as a self-sufficient SAN. 

    This function is similar to VLAN in iSCSI and it helps for easier administration of a large SAN.

    2.6.3  Buffer-to-Buffer credit

    Buffer-to-Buffer credits (BB credits) are used in FC deployments for flow control, much like PFC is used in iSCSI. Each time an FC port transmits data, its BB credit is decremented by one and it is incremented when a recipient issues it some credits. A port with zero credits cannot transmit again until it obtains credits.

    2.6.4  Worldwide name

    A worldwide name (WWN) is a unique 64-bit identifier that is assigned to an FC device. It can either be a worldwide port name (WWPN) or worldwide node name (WWNN). A WWN consists of Network Address Authority (NAA) bits, usually followed by an Organizationally Unique Identifier (OUI). It can loosely be equated to an iSCSI IQN because an IQN uniquely identifies an iSCSI device.

    2.6.5  Fabric name server

    The fabric name server is a database of all the devices that are attached to a network fabric. An FC host can query the fabric name server to obtain information about a particular FC device. It is mandatory for operation. It is equivalent to iSNS. iSNS reduces the possibility of human error and provides for easier maintenance of the fabric.

    2.7  Comparison of iSCSI and FCoE

    Figure 2-9 shows the FCoE packet format.
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    Figure 2-9   FCoE protocol stack and packet format

    Although both FCoE and iSCSI operate on Ethernet, there are several differences in the manner in which they work. Table 2-1 lists the key differences between iSCSI and FCoE.

    Table 2-1   Comparison of FCoE and iSCSI

    
      
        	
          FCoE

        
        	
          iSCSI

        
      

      
        	
          FCoE enables the encapsulation of FC frames over Ethernet networks. The underlying protocol is not TCP/IP.

        
        	
          iSCSI encapsulates SCSI into the TCP/IP format.

        
      

      
        	
          FCoE is not routable because it does not have IP headers. FCoE works within a subnet.

        
        	
          iSCSI can be routed based on IP headers, and iSCSI payloads can be carried beyond a subnet through a gateway.

        
      

      
        	
          Practical implementations of FCoE require DCBx and PFC.

        
        	
          Although they are good to have, iSCSI implementations can do without DCBx and PFC.

        
      

      
        	
          In practice, for a usable FCoE solution, a fabric name server is mandatory.

        
        	
          Small and medium iSCSI solutions can work well without iSNS.

        
      

      
        	
          FCoE solutions that are commercially viable need firmware-based implementation in part.

        
        	
          iSCSI can be implemented completely in software.

        
      

    

    2.8  Why use iSCSI

    This section lists a few advantages of implementing an iSCSI-based storage solution.

    2.8.1  iSCSI is cost-effective

    iSCSI is a cost-effective storage solution because it uses existing hardware and network elements.

    Cost of installation

    iSCSI does not require expensive proprietary hardware on which to run. It does not need dedicated cabling and switches like FC. iSCSI can be implemented on standard Ethernet network hardware. Almost all organizations, including small and medium businesses, already have Ethernet network and cabling.

    Maintenance and expansion costs

    Replacement of parts of the network and burned-out hardware is inexpensive, which reduces the cost of maintaining the data center. Also, capacity expansion can be easily achieved by acquiring new disk arrays.

    Administrative costs

    Data center and network administrators are well-versed with TCP/IP configurations. Therefore, iSCSI has a natural advantage because it is implemented over IP. The cost of training staff in iSCSI can be lower than for other technologies.

    2.8.2  No distance limitations

    With the internet being so ubiquitous, it is possible to implement iSCSI storage such that the data center can be miles away from the application server. Also, iSCSI-based disaster recovery (DR) solutions over long distances are simplified, which are an affordable alternative to FC DR setups that require high-priced optical cables to be laid out from the primary site to the secondary site.

    2.8.3  Good interoperability

    iSCSI does not require specialized cabling or switches like FC. An iSCSI HBA provides Ethernet connectivity to storage devices and only the higher-level protocols are aware of iSCSI, and the transport layer (and layers lower than transport) treats the iSCSI packets as payload. iSCSI also provides good interoperability with equipment from multiple vendors because IP and Ethernet are common industry standards.

    2.8.4  Bandwidth usage and Converged Enhanced Ethernet benefits

    CEE provides a consolidated transport for both storage and networking traffic, which leads to better bandwidth usage in the data center. Implementation of lossless Ethernet over 10-Gigabit Ethernet, as described in 2.5, “Ethernet for iSCSI” on page 14, provides lower latency and improves performance. As servers deploy better processors for which the bus is no longer the bottleneck and commodity internet reaches higher speeds, converged Ethernet helps provide maximum performance with optimum resource usage.

    2.8.5  Security

    RFC 3720 lists six methods that are supported by iSCSI to provide security through authentication. The iSCSI initiator and target agree upon one of the six methods when the iSCSI session is established.

    The most-widely used method that iSCSI uses to provide security is through Challenge Handshake Authentication Protocol (CHAP). CHAP limits an initiator’s access to volumes by using a challenge-response authentication mechanism. There are two ways CHAP can be set up: one-way CHAP and mutual CHAP. 

    For more information, see Chapter 5, “iSCSI storage connection security” on page 55.
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External virtualization and host connectivity interface options for the IBM Storwize family

    This chapter describes various external virtualization and host connectivity interface options of IBM Storwize products, and IBM SAN Volume Controller storage systems.

    This chapter describes the following topics:

    •3.1, “Connectivity options for the IBM Storwize V5000 Gen2 storage system” on page 24

    •3.2, “Connectivity options for the IBM Storwize V7000 storage system” on page 28

    •3.3, “The IBM Storwize V7000 Unified storage system” on page 32

    •3.4, “SAN Volume Controller SV1 storage systems” on page 33

    •3.5, “Hardware terminology for the IBM Storwize disk systems” on page 35

    3.1  Connectivity options for the IBM Storwize V5000 Gen2 storage system

    The IBM Storwize V5000 Gen2 storage system is a flexible, scalable, and easy-to-use storage system, which is built with IBM Spectrum Virtualize software. There are multiple models, which support both all-flash and hybrid storage solutions, with varying performance and scalability.

    The IBM Storwize V5000 Gen2 storage system has three hybrid models: IBM Storwize V5010, IBM Storwize V5020, and IBM Storwize V5030. IBM Storwize V5030F is an all flash model, which enables superior performance.

    3.1.1  Connectivity options for the IBM Storwize V5010 storage system

    The IBM Storwize V5010 storage system offers 16 GB of cache and up to 10 standard expansion enclosures or up to four high-density expansions. It can scale up to a maximum of 392 drives, and supports IBM Easy Tier®, FlashCopy, and Remote Mirroring.

    Each IBM Storwize V5010 controller has by default two 1 Gbps iSCSI ports, so four ports per controller pair. One of the ports is marked as the T port, and should be used for the initial setup. After the initial setup, the T port can be used like any other iSCSI port. It is preferable to dedicate one port for management. Therefore, each controller pair has a total of three 1 Gbps iSCSI ports for host connectivity by default. Each controller also has one 12 Gbps SAS port that can be used for connecting expansion enclosures. 

    Each controller can be optionally configured with an additional interface card. The additional card can be quad-port 12 Gbps SAS, quad-port 16 Gbps FC, or quad-port 10 Gbps (optical) iSCSI/FCoE. Both controllers in each pair should be configured with identical interface cards.

    External storage virtualization is not supported by the IBM Storwize V5010 storage system.

    Figure 3-1 shows external connectivity interface options for the IBM Storwize V5010 storage system.
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    Figure 3-1   External connectivity interfaces for the IBM Storwize V5010 storage system

    Table 3-1 provides details about the external connectivity interfaces for the IBM Storwize V5010 storage system.

    Table 3-1   External connectivity interfaces per IBM Storwize V5010 Controller

    
      
        	
          Interface specification

        
        	
          Configuration type

        
      

      
        	
          Dual-port 1 Gbps iSCSI 

        
        	
          Default

        
      

      
        	
          Quad-port 16 Gbps FC

        
        	
          Configurable1

        
      

      
        	
          Quad-port 10 Gbps iSCSI/FCoE

        
        	
          Configurablea

        
      

      
        	
          Quad-port SAS

        
        	
          Configurablea

        
      

      
        	
          Quad Port 1 Gbps iSCSI

        
        	
          Configurablea

        
      

    

    

    1 Any one of the types of adapter can be configured. Both controllers must have an identical configuration.

    3.1.2  Connectivity options for the IBM Storwize V5020 storage system

    The IBM Storwize V5020 storage system offers up to 32 GB of cache, and up to 10 standard expansion enclosures or up to four high-density expansions. It can scale to a maximum of 392 drives, and supports encryption and higher performance in addition to IBM Storwize V5010 storage system capabilities. 

    Each IBM Storwize V5020 controller has by default two 1 Gbps iSCSI ports, so four ports per controller pair. One of the ports is marked as the T port, and should be used for the initial setup. After the initial setup, the T port can be used like any other iSCSI port. 

    It is preferable to dedicate one port for management. Therefore, each controller pair has a total of three 1 Gbps iSCSI ports for host connectivity by default. Each controller also has three 12 Gbps SAS ports. It is preferable to reserve one port for connecting expansion enclosures. The other two can be used for direct SAS host connectivity. 

    Each controller can be optionally configured with an additional interface card. The additional card can be quad-port 12 Gbps SAS, quad-port 16 Gbps FC, or quad-port 10 Gbps (optical) iSCSI/FCoE. Both controllers in each pair should be configured with identical interface cards.

    External storage virtualization is not supported by the IBM Storwize V5020 storage system.

    Figure 3-2 shows external connectivity interface options for the IBM Storwize V5020 storage system.
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    Figure 3-2   External connectivity interfaces for the IBM Storwize V5020 storage system

    Table 3-2 provides details about the external connectivity interfaces for the IBM Storwize V5020 storage system.

    Table 3-2   External connectivity interfaces per IBM Storwize V5020 controller

    
      
        	
          Interface Configuration

        
        	
          Configuration Type

        
      

      
        	
          Dual-port 1 Gbps iSCSI

        
        	
          Default

        
      

      
        	
          Three-port 12 Gbps SAS

        
        	
          Default

        
      

      
        	
          Quad-port 10 Gbps iSCSI/FCoE

        
        	
          Configurable1

        
      

      
        	
          Quad-port 12 Gbps SAS

        
        	
          Configurablea

        
      

      
        	
          Quad-port 16 Gbps FC 

        
        	
          Configurablea

        
      

      
        	
          Quad-port 1 Gbps iSCSI

        
        	
          Configurablea

        
      

    

    

    1 Any one of the types of adapter can be configured. Both controllers must have an identical configuration.

    3.1.3  Connectivity options for IBM Storwize V5030 and IBM Storwize V5030F storage systems

    The IBM Storwize V5030 and IBM Storwize V5030F storage systems offer up to 32 GB of cache, and up to 20 standard expansion enclosures or up to four high-density expansions per control enclosure. They support the clustering of two control enclosures. In a clustered configuration, they scale up to a maximum of 1,056 drives. The Storwize V5030 and IBM Storwize V5030F storage systems support external virtualization, compression, HyperSwap, and higher performance and scalability, in addition to the IBM Storwize V5020 storage system capabilities.

    Each IBM Storwize V5030 or IBM Storwize V5030F controller has by default two 10 Gbps (copper) iSCSI ports, so four ports per controller pair. Each controller also has one 1 Gbps iSCSI port, also marked as the T port. It is preferable to dedicate the T port for management after the initial setup is complete. 

    Therefore, each controller pair has a total of four 10 Gbps iSCSI ports for external connectivity by default. Each controller also has two 12 Gbps SAS ports to be used for connecting expansion enclosures. 

    Each controller can be optionally configured with an additional interface card. The additional card can be quad-port 12 Gbps SAS, quad-port 16 Gbps FC, or quad port 10 Gbps (optical) iSCSI/FCoE. Both controllers in each pair should be configured with identical interface cards.

    All the external connectivity ports can be used for host connectivity or external storage virtualization.

    Figure 3-3 shows the external connectivity interface options for the IBM Storwize V5030 and IBM Storwize V5030F storage systems.
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    Figure 3-3   External connectivity interfaces for the IBM Storwize V5030 and IBM Storwize V5030F storage systems

    Table 3-3 provides details about the external connectivity interfaces for the IBM Storwize V5030 and IBM Storwize V5030F storage systems.

    Table 3-3   External connectivity interfaces for the IBM Storwize V5030 and IBM Storwize V5030F storage systems

    
      
        	
          Interface configuration

        
        	
          Configuration type

        
      

      
        	
          Dual-port 10 Gbps iSCSI

        
        	
          Default

        
      

      
        	
          Dual-port 12 Gbps SAS

        
        	
          Default

        
      

      
        	
          Single-port 1 Gbps iSCSI

        
        	
          Default

        
      

      
        	
          Quad-port 10 Gbps iSCSI/FCoE

        
        	
          Configurable1

        
      

      
        	
          Quad-port 12 Gbps SAS

        
        	
          Configurablea

        
      

      
        	
          Quad-port 16 Gbps FC 

        
        	
          Configurablea

        
      

      
        	
          Quad-port 1 Gbps iSCSI

        
        	
          Configurablea

        
      

    

    

    1 Any one of these types of adapter can be configured. Both controllers must have an identical configuration.

    3.1.4  IBM Storwize V5010, IBM Storwize V5020, and IBM Storwize V5030 HIC options at a glance

    Table 3-4 shows the various external connectivity options for the IBM Storwize V5010, IBM Storwize V5020, and IBM Storwize V5030 storage systems.

    Table 3-4   Overview of the external connectivity options 

    
      
        	
          Storage system

        
        	
          1 Gbps iSCSI ports

        
        	
          10 Gbps copper iSCSI ports

        
        	
          10 Gbps optical SFP+ iSCSI/FCoE ports

        
        	
          16 Gbps FC ports

        
        	
          12 Gbps SAS ports

        
      

      
        	
          IBM Storwize V5030

        
        	
          8 (Configurable)

        
        	
          4 (Default)

        
        	
          8 (Configurable)

        
        	
          8 (Configurable)

        
        	
          8 (Configurable)

        
      

      
        	
          IBM Storwize V5020

        
        	
          4 (Default) and 
8 (Configurable)

        
        	
          N/A

        
        	
          8 (Configurable)

        
        	
          8 (Configurable)

        
        	
          4 (Default) and 
8 (Configurable)

        
      

      
        	
          IBM Storwize V5010

        
        	
          4 (Default) and 
8 (Configurable)

        
        	
          N/A

        
        	
          8 (Configurable)

        
        	
          8 (Configurable)

        
        	
          8 (Configurable)

        
      

    

    
      
        	
          Note: For more information, see Implementing the IBM Storwize V5000 Gen2 (including the Storwize V5010, V5020, and V5030), SG24-8162. For older generations of the IBM Storwize V5000 storage system, see IBM Knowledge Center.

        
      

    

    3.2  Connectivity options for the IBM Storwize V7000 storage system

    The IBM Storwize V7000 storage system is a flexible, highly scalable, and easy-to-use storage system, which is built with IBM Spectrum Virtualize software. It has two variants: IBM Hybrid Storwize V7000 and all-flash IBM Storwize V7000F. The storage can be clustered with up to four control enclosures. Each control enclosure supports up to 20 expansion enclosures or up to eight high-density expansions. The total number of drives that are supported by a full four-way cluster is 3,040. It includes enterprise features, such as HyperSwap and compression, making it a perfect fit as a storage consolidation platform. 

     

    3.2.1  External connectivity options for the IBM Storwize V7000 Gen2+

    Each IBM Storwize V7000 controller has four 1 Gbps iSCSI ports as the default. One port is marked as the T port, which is used during the initial setup. It is preferable to dedicate at least one T port for management after the initial setup is complete. Therefore, each controller pair has a total of seven 1 Gbps iSCSI ports for external connectivity, and one port for management, by default. Each controller also has two 12 Gbps SAS ports, which are used for connecting expansion enclosures. 

    Each controller can be optionally configured with an additional interface card. The additional card can be either quad-port 16 Gbps FC or quad-port 10 Gbps (optical) iSCSI/FCoE. Both controllers in each pair should be configured with identical interface cards. Therefore, per IBM Storwize V7000 control enclosure, you can have either eight 16 Gbps ports or eight 10 Gbps ports.

    All of the external connectivity ports can be used for host connectivity or external storage virtualization.

    Figure 3-4 shows the external connectivity interfaces, both default and configurable, on the IBM Storwize V7000 Gen2+ control enclosure.
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    Figure 3-4   External connectivity interfaces on the IBM Storwize V7000 Gen2+ controller enclosure

    Table 3-5 explains the slot numbers that are listed in Figure 3-4 on page 29 and their functions.

    Table 3-5   Slot numbers and their functions 

    
      
        	
          Label

        
        	
          Interface specification

        
        	
          Configuration type

        
      

      
        	
          1

        
        	
          1 Gbps iSCSI. This must be connected to system management, but optionally can be used for iSCSI.

        
        	
          Default

        
      

      
        	
          2

        
        	
          1 Gbps iSCSI connectivity.

        
        	
          Default

        
      

      
        	
          3

        
        	
          1 Gbps iSCSI connectivity.

        
        	
          Default

        
      

      
        	
          T

        
        	
          Technician port.

        
        	
          Default

        
      

      
        	
          4

        
        	
          4-port 10 Gbps iSCSI/FCoE OR 4-port 16 G FC adapter.

        
        	
          Configurable

        
      

    

    3.2.2  External connectivity options for the IBM Storwize V7000 Gen2

    The IBM Storwize V7000 storage systems have various host interface options, depending on the model of the controller enclosures.

    Table 3-6 lists the HIC options for the IBM Storwize V7000 Gen2 storage system. SAS ports on the IBM Storwize V7000 storage system are used only for connecting with expansion enclosures. 

    Table 3-6   Host interface card options for the IBM Storwize V7000 Gen2 storage system

    
      
        	
          Slot

        
        	
          Host interface card options

        
      

      
        	
          1

        
        	
          Compression

        
      

      
        	
          2

        
        	
          Four 8 Gbps FC ports

          Two 16 Gbps FC ports

          Four 16 Gbps FC ports

          Four 10 Gbps Ethernet

        
      

      
        	
          3

        
        	
          Four 8 Gbps FC ports

          Two 16 Gbps FC ports

          Four 16 Gbps FC ports

          Four 10 Gbps Ethernet

        
      

    

    Figure 3-5 shows a detailed view of the host interface ports at the rear of the IBM Storwize V7000 Gen2 storage system.
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    Figure 3-5   IBM Storwize V7000 Gen2 node ports 

     

    
      
        	
          Note: For more information about the IBM Storwize V7000 Gen2 storage system, see Implementing the IBM Storwize V7000 Gen2, SG24-8244.

          For more information about the IBM Storwize V7000 storage system, see IBM Knowledge Center.

        
      

    

    3.3  The IBM Storwize V7000 Unified storage system

    The IBM Storwize Unified V7000 storage system is an integrated storage system that provides both file services and block service through FC and iSCSI. This storage uses the host interface of the IBM Storwize V7000 storage system for block-based storage, and uses the file module to provide the file services to the file client. 

    Figure 3-6 shows three server access methods that are provided by a single IBM Storwize V7000 Unified storage system. These methods are file-based access, block-level access with iSCSI, and block-level access with FC.
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    Figure 3-6   Server to storage access methods of an IBM Storwize V7000 Unified storage system

    Table 3-7 provides information about roles for an IBM Storwize Unified V7000 storage system. 

    Table 3-7   Roles of the IBM Storwize Unified V7000 components

    
      
        	
          Access method

        
        	
          IBM Storwize Unified file module

        
        	
          IBM Storwize storage controller nodes 

        
      

      
        	
          File-based access

        
        	
          Y

        
        	
          N

        
      

      
        	
          Block-level access with iSCSI

        
        	
          N

        
        	
          Y

        
      

      
        	
          Block-level access with FC

        
        	
          N

        
        	
          Y

        
      

    

     

     

     

     

     

     

     

     

     

     

     

     

    
      
        	
          Note: For more information about the IBM Storwize V7000 storage system, see Implementing the IBM Storwize V7000 Unified Disk System, SG24-8010.

        
      

    

    3.4  SAN Volume Controller SV1 storage systems

    The SAN Volume Controller storage system is a modular storage system that uses IBM Spectrum Virtualize. In Version 7.8 and later, the SAN Volume Controller SV1 storage system offers up to 256 GB of cache per node, and up to 20 standard expansion enclosures or up to eight high-density SAS expansions per node pair. In a clustered configuration, it can scale up to four node pairs. 

    Each SAN Volume Controller SV1 node has four 10 Gbps (copper) iSCSI ports by default. One port is marked as the T port, which is used during the initial setup. It is preferable to dedicate at least one T port for management after the initial setup is done. Therefore, each node has a total of three 10 Gbps iSCSI ports for external connectivity and one port for management by default. Each controller also has two 12 Gbps SAS ports, which are used for connecting expansion enclosures. 

    Each node must be configured with one additional interface card. This card can be either quad-port 10 Gbps iSCSI/FCoE or quad-port 16 Gbps FC. Optionally, three more quad-port 16 Gbps FC interface cards may be added to each node. Therefore, each node at maximum can have either of the following two configurations:

    •4 x 10 Gbps iSCSI (default) + 16 x 16 Gbps FC ports 

    •4 x 10 Gbps iSCSI (default) + 12 x 16 Gbps FC ports + 4 x 10 Gbps iSCSI/FCoE ports 

    All of the external connectivity ports may be used for host connectivity or external storage virtualization.

    Figure 3-7 shows the external connectivity ports, both default and configurable, on the SAN Volume Controller SV1 node engine.
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    Figure 3-7   External connectivity options for the SAN Volume Controller SV1 node engine

    Table 3-8 explains the slot numbers that are listed in Figure 3-7 and their functions.

    Table 3-8   Slot numbers and their functions 

    
      
        	
          Label

        
        	
          Interface specification

        
        	
          Configuration type

        
      

      
        	
          1

        
        	
          10 Gbps iSCSI/FCoE

        
        	
          Default

        
      

      
        	
          2

        
        	
          10 Gbps iSCSI/FCoE

        
        	
          Default

        
      

      
        	
          3

        
        	
          10 Gbps iSCSI/FCoE

        
        	
          Default

        
      

      
        	
          4

        
        	
          Technician Ethernet port

        
        	
          Default

        
      

      
        	
          5

        
        	
          4-port 16 Gbps FC OR 4-port 10 Gbps iSCSI/FCoE adapter

        
        	
          Configurable1

        
      

      
        	
          6

        
        	
          4-port 16 Gbps FC OR 4-port 10 Gbps iSCSI/FCoE adapter

        
        	
          Configurablea

        
      

      
        	
          7

        
        	
          4-port 16 Gbps FC OR 4-port 10 Gbps iSCSI/FCoE adapter

        
        	
          Configurablea

        
      

      
        	
          8

        
        	
          4-port 16 Gbps FC OR 4-port 10 Gbps iSCSI/FCoE adapter

        
        	
          Configurablea

        
      

      
        	
          9

        
        	
          IBM Real-time Compression (RtC) Accelerator

        
        	
          To be configured for RTC

        
      

      
        	
          10

        
        	
          SAS expansion adapter

        
        	
          To be configured for local storage expansion connectivity

        
      

    

    

    1 Only one 4-port 10 Gbps iSCSI/FCoE can be configured per SAN Volume Controller SV1 node.

     

    
      
        	
          Note: For more information about SAN Volume Controller, see IBM Knowledge Center.

        
      

    

    3.5  Hardware terminology for the IBM Storwize disk systems

    This section explains various hardware terminologies for the IBM Storwize disk systems.

    3.5.1  Control enclosures, nodes, and I/O groups

    Storage enclosures that have the controllers at the rear are called control enclosures. The control enclosures have disk drives at the front and storage controllers at the rear.

    Each control enclosure has two node canisters. Each pair of nodes and the disks that are attached to the SAS expansion chain is called an I/O group.

    Figure 3-8 shows the view of control enclosures, node canisters, and the I/O group.
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    Figure 3-8   IBM Storwize control enclosures, node canister, and I/O group

    3.5.2  Expansion enclosures

    Expansion enclosures are additional disk enclosures that are connected to control enclosures to provide more storage capacity. These expansion enclosures are connected to control enclosures through SAS chains from control enclosures. The high-end IBM Storwize disk systems can connect 20 expansion enclosures through two SAS chains. Figure 3-9 shows an example configuration where a single control enclosure is connected to 20 expansion enclosures.
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    Figure 3-9   An IBM Storwize disk system with 20 expansion enclosures that are connected to a single I/O group

    3.5.3  IBM Storwize cluster system

    IBM Storwize storage systems can be clustered with 1 - 4 I/O groups. By default, a single I/O group is part of a cluster and can be expanded by adding more I/O groups. Figure 3-10 shows an example of an IBM Storwize cluster system with two I/O groups.
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    Figure 3-10   IBM Storwize cluster system with two I/O groups

    3.5.4  IBM Storwize virtualization

    The IBM Storwize storage system supports both internal virtualization with internal disks and external virtualization with LUNs that are mapped from the external storage systems. The virtualization concepts and terminology are described in the following topics.

    MDisks

    MDisks are logical volumes from an external storage array that is presented to the IBM Storwize storage system or a RAID array that is created from internal drives. The arrays that are created from internal drives are in array mode and are always associated with storage pools. Starting with Version 7.6, RAID arrays can have distributed RAID with distributed spares to allow faster rebuild and better I/O performance.

    Storage pools

    A storage pool is a collection of MDisks. The size of the storage pool is related to the number of MDisks, and can be expanded or shrunk by adding or removing MDisks dynamically. The MDisks in each storage pool are divided into several extents when storage pools are created. This extent size is defined by the administrator when the storage pools are created. It is a preferred practice to use the same extent size across all storage pools.

    VDisks or volumes

    VDisks or volumes are created by using available extents in a storage pool. VDisks are mapped to hosts according to the requirements of users.

    Figure 3-11 depicts the virtualization terminology and concepts of IBM Storwize storage systems.
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    Figure 3-11   IBM Storwize storage system virtualization concepts and terminology
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Planning considerations

    This chapter describes the planning considerations and preferred practices for iSCSI implementation. It describes general considerations, network topology, and preferred practices based on specific operating systems. It lists limits for the iSCSI and IBM Systems IBM Storwize family.

    This chapter describes the following topics:

    •4.1, “General considerations” on page 40

    •4.2, “Network topology” on page 42

    •4.3, “Planning for host access” on page 46

    •4.4, “Planning considerations for external virtualization” on page 52

    •4.5, “IBM Storwize family and iSCSI limits” on page 53

    4.1  General considerations

    This section describes general topics to consider before you implement an iSCSI network solution. These considerations are described in the following list:

    •Use a TCP offload engine (TOE) when possible.

    Software-based iSCSI initiators use a significant amount of processor resources. If it is possible, use TOE cards. An iSCSI TOE card allows the network adapter to process iSCSI traffic locally to reduce further host server processor usage.

    •Use a local area network (LAN) topology.

    To improve performance, use iSCSI over LAN instead of using a wide area network (WAN). Latency might affect production performance and cause long delays to data transfers.

    •Enable Priority Flow Control (PFC) when possible.

    It is possible to prioritize iSCSI data over other data in the network. PFC is a link-level flow control mechanism that selectively pauses data traffic according to its previously configured class. Enable PFC on the hosts, switches, and the system storage.

    •Use iSCSI security authentication.

    Consider using any of the possible storage authentication methods. At the time of initiating the communication, the initiator sends a login request to the target system to begin an iSCSI session. Based on the authentication configuration, the storage system accepts or denies the login request.

    At the time of writing, the supported authentication method for the IBM Storwize family is CHAP. The Radius and IPSec authentication methods are optional, but are not supported by IBM.

    •IPv4 and IPv6.

    It is possible to use IPv4 and IPv6 in the same node.

    •Let the switch automatically negotiate the highest possible speed instead of manually setting the speed port on the Ethernet switch.

    •Separate iSCSI traffic.

    Isolate the iSCSI traffic onto separate physical switches or by using private virtual local area networks (VLANs) (IEEE802.1Q). VLAN tagging provides network traffic separation at the Layer 2 level for Ethernet transport. When using Fibre Channel over Ethernet (FCoE) also, you can prevent performance problems by not using the same physical ports as for iSCSI.

    •Use the correct cabling for data transmission. For copper cabling, use CAT6 rated cables for gigabit networks and CAT 6a or CAT-7 cabling for 10-Gb implementations. For fiber, use OM3 or OM4 multimode fiber cabling.

    •Enable Jumbo frames.

    By default, iSCSI normally uses standard 1500-byte frames. It is possible to change the network to use other Ethernet frame sizes to adjust network performance. Jumbo frames are Ethernet frames with more than 1500 bytes of payload. They improve performance for the iSCSI network and must be configured on the initiator, target, and network switch. The maximum frame size is 9000.

    •Multipathing.

    When supported, install the correct driver to manage the paths to provide high availability and load balancing of storage I/O, automatic path-failover protection, and prevention of a single-point-failure that is caused by the host bus adapter (HBA), Fibre Channel (FC) cable, Ethernet cable, or host-interface adapter on supported storage.

    •Separate management traffic from I/O traffic.

    If you are using IBM Spectrum Control™ or an equivalent application to monitor the performance of your IBN SAN Volume Controller cluster, it is preferable to separate this management traffic from iSCSI host I/O traffic, such as using node port 1 for management IPs and node port 2 for iSCSI IPs.

    •iSCSI host and system storage with the same link speed.

    For performance reasons, use the same link speed on each Ethernet port for iSCSI hosts and the system storage.

    •SCSI persistent reservations.

    If the host application uses SCSI 3 persistent reservation, it must use only a single iSCSI session per host per node.

    •Use a maximum of four sessions per node and one IQN per host. 

    When the iSCSI initiator discovers the iSCSI targets, it finds many different IP addresses. When the host establishes four sessions per SAN Volume Controller node and tries to establish the fifth one, this login is rejected. So, if more than four IPs are configured on the target, each host establishes logins with the first four IPs only unless IPs are explicitly mentioned on the host during session establishment.

    Use a maximum of one session between an initiator port and a target port, which can be achieved through correct VLAN separation or IP subnetting.

    •Use the correct queue depth value for the configuration.

    The queue depth parameter represents the number of I/O operations that can be run in parallel on a device. Estimate the queue depth for each node to avoid application failures.

    If a node reaches the maximum number of queued commands, it returns error codes and significantly degrades performance. The formula for queue depth calculation considers many factors. For a detailed explanation about queue depth in iSCSI networks, see IBM Knowledge Center.

    •Configure traffic storm control on the Ethernet switches.

    A traffic storm is excessive network traffic in the network, which is caused by a packet flood. The result of this event is performance degradation. Configure traffic storm control in the Ethernet switches to prevent problems on the ports. Disable unicast storm control and enable broadcast and multicast storm control on switches where iSCSI traffic occurs.

    •Use an iSCSI target name (IQN).

    Take down all iSCSI sessions from the hosts to the target on which such changes are made, make the changes, and then reconfigure the iSCSI session.

    •Refer to the IBM System Storage® Operation Center (SSIC).

    To get the last compatibility matrix, see the SSIC website.

    4.2  Network topology

    Network topology refers to the layout of a network. Its design is important to ensure that iSCSI works in the best conditions due to its high dependence on network health and usage. This section focuses on the different supported topologies, with example implementations of IBM Storwize family products.

    4.2.1  Network topology with one Ethernet switch

    Figure 4-1 shows a basic supported network topology in which there is only one switch with two configured VLANs. In this case, the first problem is that there is a single point of failure with the network switch. Additionally, it is not possible to use the round-robin algorithm for multipathing because there is only one connected port on each IBM Storwize node. Because the IBM Storwize storage system is active-passive, all the I/O iSCSI traffic for each volume is running only on one iSCSI target port.
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    Figure 4-1   Network topology with one Ethernet switch

    4.2.2  Network topology with two VLANs

    Figure 4-2 shows a dual Ethernet switch network topology with one VLAN each. Use this network topology, for example, for an IBM Storwize V5010 storage system that uses 10-Gb adapters because it has a maximum number of four physical Ethernet ports.
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    Figure 4-2   Network topology with two VLANs

    4.2.3  Network topology with four VLANs

    Figure 4-3 shows a network topology with two network switches that are configured with two VLANs each. This is the preferred network topology for iSCSI implementations. In this case, the iSCSI I/O traffic is more segmented and uses all the available IBM Storwize iSCSI ports.
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    Figure 4-3   Network topology with four VLANs

    4.2.4  Link aggregation between switches

    Figure 4-4 shows a network topology in which iSCSI hosts and SAN Volume Controller storage systems are separated by two switches. In this case, consider using interswitch links (ISLs) that work as link aggregation. The number of Ethernet ports that are configured for each Ethernet switch in the link aggregation should be equal to the number of active Ethernet iSCSI target ports on the IBM Storwize storage system that is connected to the switch. In this example, it should be two ISLs per Ethernet switch.
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    Figure 4-4   Link aggregation network topology

    4.2.5  iSCSI that uses a Layer 3 network topology 

    Although it is supported, to prevent performance problems and eventual difficulties with troubleshooting, do not use a Layer 3 network topology. If it is the only option, be sure to have enough bandwidth between both sides of the network.

    There is no specific preferred practice about any vendor routing protocols. Consult your vendor documentation.

    Figure 4-5 shows a Layer 3 network topology in which four ports are connected to the IBM Storwize storage system, but there are only two links between both network segments. Therefore, there is an identified bottleneck at that point. In this case, consider a topology similar to Figure 4-4 on page 44.
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    Figure 4-5   Layer 3 network topology

     

    
      
        	
          Important: IBM does not support network address translation (NAT) for iSCSI implementations. The only method to identify a network target on the IBM Storwize storage system is by its IP address. In that case, at the moment of the iSCSI discovery connection, the iSCSI initiator cannot map the IP address that is returned by the iSCSI target.

        
      

    

    4.2.6  IP replication network topology

    FCoE, iSCSI, and IP replication I/O traffic can travel on each of the IBM Storwize Ethernet ports. However, for performance reasons, it is important to separate each of them onto separate links.

    Figure 4-6 shows a suggested topology that uses dual 4-port 10-Gb network Ethernet cards on the IBM Storwize storage system for iSCSI and FCoE I/O. The two onboard 1-Gb ports can be dedicated to IP replication. In this example, the I/O for IP replication is load balanced between the connected ports of each IBM Storwize node.

    Avoid using the same physical port for management or maintenance.
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    Figure 4-6   IP replication network topology

    4.3  Planning for host access

    This section describes topics to consider before you implement an iSCSI solution.

    4.3.1  Planning for IBM AIX

    This section describes considerations for AIX.

    Single-path configuration

    At the time of writing, the IBM Storwize storage family supports only a software initiator and a single path for AIX. This configuration means that AIX does not support multipathing. Depending on the configuration, the environment can use the automatic failover feature.

    Figure 4-7 shows an example of a common environment with IBM AIX attached to a SAN Volume Controller storage system. The AIX host has a mapped volume (hdisk0) that is assigned from the SAN Volume Controller storage system.
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    Figure 4-7   Basic single-path AIX environment 

    Figure 4-8 shows the state of the environment when one of the SAN Volume Controller nodes goes offline. In that case, AIX continues accessing hdisk0 because the SAN Volume Controller storage system uses the automatic failover feature in which node 2 takes the IP addresses from node 1. When the first node is reestablished, it automatically fails back after 5 minutes.
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    Figure 4-8   SAN Volume Controller node 1 failure

    Figure 4-9 shows the worst-case scenario, in which the NIC with the primary I/O path goes offline. In that case, because IBM AIX does not support multipathing, hdisk0 is not accessible. To prevent this situation, consider other network port aggregation technologies, such as Etherchannel.
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    Figure 4-9   AIX host NIC failure

    Considerations for starting

    At the time of writing, starting from AIX with iSCSI is supported, but only with a software initiator and a single path. Multipathing, clustering, and boot from SAN are not supported over iSCSI in AIX currently.

    iSCSI software target considerations

    When you define an iSCSI software target and export logical unit numbers (LUNs), the iSCSI qualified name (IQN) of each virtual target is specified in SMIT when a software target is defined. The SMIT panel does not restrict the format of the name. However, some iSCSI initiators require that the IQN is specified in the format that is defined by the iSCSI protocol. Using an incorrect name format might prevent the initiator from logging to the target and accessing the disks that are exported by the target. 

    To display the current name of an iSCSI target device, complete the following steps:

    1.	Run a command similar to the following example. For this example, assume that the iSCSI target device is target0.

    lsattr -E -l target0

    2.	Check the iscsi_name attribute.

    The inquiry data that is returned for an exported LUN has the following values:

    •Vendor ID: AIX

    •Product ID: iSCSI_VDASD

    •American National Standard version number: 3

    iSCSI software initiator considerations

    Consider the following things when you configure iSCSI software initiators:

    •Target discovery

    The iSCSI software initiator supports the following four forms of target discovery:

     –	File

    A text file is used to configure each target.

     –	ODM

    ODM objects are used to configure each target. When you use an iSCSI disk as a boot disk or as part of the rootvg boot, the ODM discovery method must be used.

     –	Internet Storage Name Service (iSNS)

    Each target is registered in one or more iSNS servers.

     –	Service Location Protocol (SLP)

    Each target is registered in one or more SLP service agents or directory agents.

    •iSCSI Authentication

    Only CHAP (MD5) can be used to configure initiator authentication. Target authentication is not implemented.

    •Number of configured LUNs

    The maximum number of configured LUNs that is tested by using the iSCSI software initiator is 128 per iSCSI target. The software initiator uses a single TCP connection for each iSCSI target (one connection per iSCSI session). This TCP connection is shared among all LUNs that are configured for a target. The software initiator’s TCP socket send and receive space are both set to the system socket buffer maximum. The maximum is set by the sb_max network option. The default is 1 MB.

    •Volume groups

    To avoid configuration problems and error log entries when you create volume groups that use iSCSI devices, follow these guidelines:

     –	Configure volume groups that use iSCSI devices to be in an inactive state after a restart. After the iSCSI devices are configured, manually activate the iSCSI-backed volume groups. Then, mount any associated file systems. Volume groups are activated during a different boot phase than the iSCSI software driver. For this reason, it is not possible to activate iSCSI volume groups during the boot process.

     –	Do not span volume groups across non-iSCSI devices.

    •I/O failures

    If connectivity to iSCSI target devices is lost, I/O failures occur. To prevent I/O failures and file system corruption, stop all I/O activity and unmount iSCSI backed file systems before doing anything that causes long-term loss of connectivity to active iSCSI targets.

    If a loss of connectivity to iSCSI targets occurs while applications are attempting I/O activities with iSCSI devices, I/O errors eventually occur. It might not be possible to unmount iSCSI backed file systems because the underlying iSCSI device stays busy.

    File system maintenance must be done if I/O failures occur due to loss of connectivity to active iSCSI targets. To do file system maintenance, run the fsck command.

    iSCSI security considerations

    The /etc/iscsi directory, the /etc/tmiscsi directory, and the files in those directories are protected from non-privileged users through file permission and ownership.

    CHAP secrets are saved in the /etc/iscsi/targets file and the /etc/tmiscsi/autosecrets file in clear text.

     

    
      
        	
          Important: Do not change the original file permission and ownership of these files.

        
      

    

    iSCSI network considerations

    Consider the following things when you configure the iSCSI network:

    •Enable the TCP Large send offload option, TCP send and receive flow control, and Jumbo Frame features of the AIX Gigabit Ethernet card and the iSCSI Target interface. For a detailed explanation of these options, see IBM Knowledge Center.

    •Modify the network options and interface parameters for maximum iSCSI I/O throughput on the AIX system as follows:

     –	Enable the RFC 1323 network option.

     –	Set up the tcp_sendspace, tcp_recvspace, sb_max, and mtu_size network options and network interface options to the appropriate values. The iSCSI Software Initiator’s maximum transfer size is 256 KB. Assuming that the system maximums for tcp_sendspace and tcp_recvspace are set to 262,144 bytes, an ifconfig command to configure a Gigabit Ethernet interface might look like the following example:

    ifconfig en2 10.1.2.216 mtu 9000 tcp_sendspace 262144 tcp_recvspace 262144 

     –	Set the sb_max network option to at least 524288, and preferably 1048576.

     –	Set the mtu_size to 9000.

     –	For some iSCSI targets, the TCP Nagle’s algorithm must be disabled for best performance. Use the no AIX command to set the tcp_nagle_limit parameter to 0, which disables the Nagle algorithm.

    For more information about the global principles of communication tuning for AIX, see IBM Knowledge Center.

    4.3.2  Planning for Linux

    This section describes considerations for Linux.

    Considerations for booting

    At the time of writing, for SUSE Linux Enterprise Server, SAN boot is supported on hardware initiators and network boot configurations, such as Preboot Execution Environment (PXE) for software initiators. For Red Hat Enterprise Linux, only hardware initiators are supported.

    Multipath settings

    The following settings are the preferred multipath settings for each specific Linux distribution and release.

    Red Hat Linux Enterprise Linux Versions 5.x, 6.0, and 6.1

    Example 4-1 shows a configuration example for multipath.conf.

    Example 4-1   The multipath.conf file
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    vendor “IBM”

    product “2145”

    path_grouping_policy “group_by_prio”

    path_selector “round-robin 0”

    prio “alua”

    path_checker “tur”

    failback “immediate”

    no_path_retry 5

    rr_weight uniform

    rr_min_io 1000

    dev_loss_tmo 120
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    Red Hat Enterprise Linux Versions 6.2 and higher and 7.x

    Example 4-2 shows a configuration example for multipath.conf.

    Example 4-2   The multipath.conf file
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    vendor “IBM”

    product “2145”

    path_grouping_policy “group_by_prio”

    path_selector “round-robin 0”

    prio “alua”

    path_checker “tur”

    failback “immediate”

    no_path_retry 5

    rr_weight uniform

    rr_min_io_rq “1”

    dev_loss_tmo 120
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    SUSE Linux Enterprise Server versions 10.x and 11.0 and 11SP1

    Example 4-3 shows a configuration example for multipath.conf.

    Example 4-3   The multipath.conf file
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    vendor “IBM”

    product “2145”

    path_grouping_policy “group_by_prio”

    path_selector “round-robin 0”

    prio “alua”

    path_checker “tur”

    failback “immediate”

    no_path_retry 5

    rr_weight uniform

    rr_min_io 1000

    dev_loss_tmo 120
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    SUSE Linux Versions 11SP2 and higher

    Example 4-4 shows a configuration example for multipath.conf.

    Example 4-4   The multipath.conf file
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    vendor “IBM”

    product “2145”

    path_grouping_policy “group_by_prio”

    path_selector “round-robin 0”  # Uesed by SLES 11 SP2

    prio “alua”

    path_checker “tur”

    failback “immediate”

    no_path_retry 5

    rr_weight uniform

    rr_min_io_rq “1”

    dev_loss_tmo 120 
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    4.3.3  Planning for VMware

    At the time of writing, mutual CHAP and SAN boot are not supported on VMware and the IBM Storwize family with iSCSI environments.

    Ask your vendor whether you should use TCP segmentation offload (TSO). This parameter can cause poor network performance in certain cases.

    For more information about VMware and iSCSI, see the VMware vSphere website.

    4.3.4  Planning for Windows

    At the time of writing, SAN boot is supported only on hardware initiators, and Microsoft MPIO is the only supported multipath driver for the IBM Storwize storage system.

    For more information about Microsoft Windows and iSCSI, see Installing and Configuring MIcrosoft iSCSI Initiator.

    4.4  Planning considerations for external virtualization

    This section provides an overview of the various planning considerations that are specific to using iSCSI to virtualize external storage. Before you begin planning for virtualizing an external storage controller by using iSCSI, review the SAN Volume Controller and Storwize Family iSCSI Storage Attachment Support Matrix to ensure that it is supported.

    4.4.1  Network security

    iSCSI is a storage protocol that uses the TCP/IP stack for communication. Because of this, there is a possibility that the traffic being sent by the IBM Storwize product to the external storage is visible on the same physical devices as your normal Ethernet traffic. Also, there is a chance that traffic between the IBM Storwize storage system and the external storage is on the same logical topology as other communications in the network, such as inter-host traffic and host to IBM Storwize storage system traffic. 

    For security reasons, you might want to physically or logically separate this traffic from other parts of the network. This way, if a host is compromised, there is a reduced risk of the traffic between the IBM Storwize storage system and external storage being compromised as well. You can do this separation by provisioning a separate subnet or VLAN for traffic between the IBM Storwize storage system and external storage.

    In addition to segmenting the traffic between the IBM Storwize storage system and the external storage away from the rest of the network, you might want to configure the authentication between the two systems. To do this, configure one-way CHAP. For more information this procedure, see the section that is specific to your external storage controller.

    4.4.2  iSCSI Protocol-specific considerations

    The iSCSI protocol has many different implementations across products and vendors. Because of this, there are some controller-specific considerations to be aware of when virtualizing storage over iSCSI. For more information about considerations for your specific controller, see the following sections:

    •Chapter 12, “External virtualization of IBM Storwize storage systems” on page 227

    •Chapter 13, “Virtualization of IBM Spectrum Accelerate storage systems” on page 239

    •Chapter 14, “External virtualization of Dell Equallogic PS Series” on page 265

    4.4.3  Controller migration considerations

    In some systems, the maximum or configured MTU might not be the same as the maximum MTU of the SAN Volume Controller or Storwize system. In these cases, it is important to have the same MTU configured on all endpoints that are involved in the migration. As such, it is advisable to review the maximum MTU that is permitted by the hosts, SAN Volume Controller or IBM Storwize device, network devices, and existing storage controller. Then, make a comparison between these MTU sizes and configure the systems for the largest possible MTU size that is common to all components in the system.

    4.5  IBM Storwize family and iSCSI limits

    This section details the configuration limits and restrictions for each IBM Storwize family storage system.

    4.5.1  Version 7.8 configuration limits and restrictions for the IBM Storwize V3500 storage system

    For a detailed list of configuration limits and restrictions for the IBM Storwize V3500 storage system, see V7.8.x Configuration Limits and Restrictions for IBM Storwize V3500.

    4.5.2  Version 7.8 configuration limits and restrictions for the IBM Storwize V3700 storage system

    For a detailed list of configuration limits and restrictions for the IBM Storwize V3700 storage system, see V7.8.x Configuration Limits and Restrictions for IBM Storwize V3700.

    4.5.3  Version 7.8 configuration limits and restrictions for the IBM Storwize V5000 storage system

    For a detailed list of configuration limits and restrictions for the IBM Storwize V5000 storage system, see V7.8.x Configuration Limits and Restrictions for IBM Storwize V5000 and V5030F.

    4.5.4  Version 7.8 configuration limits and restrictions for the IBM Storwize V7000 storage system

    For a detailed list of configuration limits and restrictions for the IBM Storwize V7000 storage system, see V7.8.x Configuration Limits and Restrictions for IBM Storwize V7000 and V7000F.

    4.5.5  Version 7.8 configuration limits and restrictions for the SAN Volume Controller storage system

    For a detailed list of configuration limits and restrictions for the SAN Volume Controller storage system, see V7.8.x Configuration Limits and Restrictions for IBM System Storage SAN Volume Controller.
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iSCSI storage connection security

    Internet Small Computer System Interface (iSCSI) is fundamentally a storage area network (SAN) protocol that is similar to Fibre Channel (FC). The key difference is that FC uses a specialized network and iSCSI uses TCP networks. iSCSI technology benefits from the low cost and familiarity of Ethernet and IP networking. The flexibility of Ethernet and IP networking enables iSCSI attached systems to share hardware, extend range, and increase bandwidth by adding hardware. 

    However, this familiarity and flexibility lead to a requirement for appropriate network security. Each of the different types of networks that are used by iSCSI-attached systems has its own security considerations.

    This chapter describes the following topics:

    •5.1, “iSCSI security model” on page 56

    •5.2, “Configuring CHAP for an IBM Storwize storage system” on page 57

    •5.3, “Configuring CHAP authentication for the host” on page 61

    •5.4, “iSCSI security” on page 71

    •5.5, “Mandatory security in real-world situations” on page 71

    5.1  iSCSI security model

    Each of the different types of networks that are used by iSCSI-attached systems has its own security consideration.

    5.1.1  iSCSI network security

    Consider the following types of iSCSI network traffic:

    •Storage security can involve one or more of the following mechanisms:

     –	Network isolation and physical security

     –	Firewalls

     –	Challenge Handshake Authentication Protocol (CHAP)

    •Virtual Ethernet security can involve one or more of the following mechanisms:

     –	Network isolation and physical security

     –	Firewalls

     –	A Secure Sockets Layer (SSL) connection for sensitive data during user enrollment and remote command submission

    Network isolation and physical security

    Network isolation minimizes the risk of data being accessed by unauthorized devices and data being modified as it traverses the network. You can create an isolated network by using a dedicated Ethernet switch or a dedicated virtual local area network (VLAN) on a physical VLAN switch/network. When you configure VLANs on a network, you must configure the VLAN on switch ports and end points (hosts and targets).

    Physical security involves physical barriers that limit access to the network equipment and the network endpoints at some level (locked rack enclosures, locked rooms, locked buildings, and so on).

    Firewalls

    A firewall can be used between a shared network and host node to protect a node from unwanted network traffic. iSCSI-attached system traffic has the following attributes that can be helpful when you configure a firewall.

    IP Security

    IP Security (IPSec) encrypts storage and virtual Ethernet traffic on the iSCSI network. A related protocol, Internet Key Exchange (IKE), ensures that the communicating IP end points are authentic. IPSec, a set of security extensions that are developed by the Internet Engineering Task Force (IETF), provides privacy and authentication services at the IP layer (by enabling a host to select the required security protocols that determine the algorithms to use for the services) and puts in place the hidden keys that are required for these services. To help protect the contents of IP datagrams, IPSec uses encryption algorithms to transform the data.

    Challenge Handshake authentication Protocol

    CHAP protects against the possibility of an unauthorized system by using an authorized system’s iSCSI name to access storage. CHAP does not encrypt network traffic, but limits which system can access an IBM Storwize storage path.

    Using CHAP authentication can facilitate the management of access controls because it restricts access through account names and passwords.

    CHAP authentication

    There are two types of CHAP authentication:

    •One-way CHAP

    The IBM Storwize storage system authenticates the initiator node.

    •Two-way CHAP

    In addition to the one-way CHAP authentication, the initiator node also authenticates the target IBM Storwize storage system.

     

    
      
        	
          Note: CHAP secrets that you select for one-way authentication and two-way authentication must be different. 

        
      

    

    5.2  Configuring CHAP for an IBM Storwize storage system

    You can use the command-line interface (CLI) or the graphical user interface (GUI) to configure CHAP to authenticate the IBM Storwize clustered system with iSCSI-attached hosts. CHAP authentication must be configured both on the SAN Volume Controller storage system and iSCSI-attached hosts. The SAN Volume Controller storage system supports both one-way and two-way CHAP authentication. When CHAP authentication is configured for a host by using the chhost CLI, the same CHAP secret must be configured on the host. To isolate connectivity problems, CHAP authentication settings can be delayed until you establish that the iSCSI host can access and discover the iSCSI ports of a SAN Volume Controller storage system.

    5.2.1  Configuring CHAP for the IBM Storwize storage system by using the GUI

    To configure authentication between an IBM Storwize clustered system and the iSCSI attached hosts, complete one of the following tasks:

    •“Configuring one-way CHAP on the IBM Storwize iSCSI host by using the GUI”

    •“Configuring two-way CHAP for the IBM Storwize storage system by using a GUI” on page 60

    Configuring one-way CHAP on the IBM Storwize iSCSI host by using the GUI

    To configure one-way CHAP between an IBM Storwize iSCSI host and the iSCSI-attached hosts, complete the following steps:

    1.	Connect to the IBM Storwize system with a browser and create a host object. If the host object is already created, skip this step and go to step 2.

    To create a host object, click Hosts → Host → Add Host. 

    A window opens, as shown in Figure 5-1.
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    Figure 5-1   Adding a host object in the IBM Storwize system

    You must enter the IQN of the host into the iSCSI port field. You can choose to have a meaningful name for the host object by completing the Name field. Although this field is optional, it is a preferred practice to provide a meaningful name to the host object to identify the host in the future.

    After providing the information, click Add, which creates a host object.

    2.	Select Hosts → Hosts to display the list of configured host objects. Right-click the host object for which the one-way CHAP secret must be set. Then, click Properties, as shown in Figure 5-2.
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    Figure 5-2   Modifying the host properties

    3.	Click the Show Details button in the lower left corner, which opens the iSCSI CHAP Secret field. Click Edit, complete the iSCSI CHAP Secret field, and click Save, as shown in Figure 5-3.
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    Figure 5-3   Setting a one-way iSCSI CHAP secret for a host object

    4.	To disable the CHAP secret for a host object, complete steps 2 on page 58 and 3 and set the iSCSI CHAP Secret field to blank.

    Configuring two-way CHAP for the IBM Storwize storage system by using a GUI

    To configure authentication between an IBM Storwize clustered system and the iSCSI-attached hosts, complete the following steps:

    1.	Connect to the IBM Storwize clustered system with a browser by clicking Settings → Network → iSCSI, as shown in Figure 5-4.
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    Figure 5-4   IBM Storwize iSCSI configuration

    2.	Click Modify CHAP Configuration. Figure 5-5 shows how to modify the system-wide CHAP secret.
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    Figure 5-5   Modifying the CHAP configuration

    5.2.2  Configuring CHAP for the IBM Storwize storage system by using the CLI

    Use the tasks in this section to configure CHAP for the IBM Storwize storage system.

    Configuring one-way CHAP on IBM Storwize storage systems

    To configure the CHAP configuration with the CLI, complete the following steps:

    1.	To enable the CHAP secret, run the following command:

    chhost -chapsecret chap_secret

    2.	If wanted, to disable the CHAP secret, run the following command:

    chhost -nochapsecret

    For more information about the chhost command, see IBM Knowledge Center.

    Configuring two-way CHAP on IBM Storwize storage systems

    To configure the CHAP configuration with the CLI, complete the following steps:

    1.	Configure a host object by using the mkhost CLI command. If the host object is already created, skip this step. Provide the host’s IQN as iscsiname and optionally provide a name to the host object.

    mkhost -iscsiname iqn.1994-05.com.redhat:eb5cdafabfe6 -name RHEL_host

    2.	To enable the CHAP secret, run the following command:

    chsystem -chapsecret chap_secret

    3.	To disable the CHAP secret, run the following command:

    chsystem -nochapsecret

    For more information about the chsystem command, see IBM Knowledge Center.

    5.3  Configuring CHAP authentication for the host

    A host system is an open systems computer that is connected to the switch through iSCSI. CHAP is a basic level of security. It is a protocol that is used to authenticate the peer of a connection and is based on the peer sharing a secret.

    5.3.1  Setting up authentication for Linux hosts

    This section provides instructions for setting up authentication for Linux hosts.

    To set up CHAP authentication for a Linux host, complete the following steps:

    1.	Open /etc/iscsi/iscsid.conf or /etc/iscsid.conf with an appropriate editor.

    2.	Go to the CHAP settings paragraph. Example 5-1 shows the output.

    Example 5-1   CHAP settings for a Linux host
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    # *************

    # CHAP Settings

    # *************

     

    # To enable CHAP authentication set node.session.auth.authmethod

    # to CHAP. The default is None.

    node.session.auth.authmethod = CHAP

     

    # To set a CHAP username and password for initiator

    # authentication by the target(s), uncomment the following lines:

    #node.session.auth.username = username

    #node.session.auth.password = password

    node.session.auth.username = iqn.host.test.com

    node.session.auth.password = xxxxxxxxxxxxx

     

    # To set a CHAP username and password for target(s)

    # authentication by the initiator, uncomment the following lines:

    #node.session.auth.username_in = username_in

    #node.session.auth.password_in = password_in

    node.session.auth.password_in = yyyyyyyyyyyyy

     

    # To enable CHAP authentication for a discovery session to the target

    # set discovery.sendtargets.auth.authmethod to CHAP. The default is None.

    discovery.sendtargets.auth.authmethod = CHAP

     

    # To set a discovery session CHAP username and password for the initiator

    # authentication by the target(s), uncomment the following lines:

    discovery.sendtargets.auth.username = username

    discovery.sendtargets.auth.password = password

     

    # To set a discovery session CHAP username and password for target(s)

    # authentication by the initiator, uncomment the following lines:

    #discovery.sendtargets.auth.username_in = username_in

    discovery.sendtargets.auth.password_in = password_in
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    3.	Make the following changes to the CHAP settings section:

    a.	Set up one-way authentication on the Linux host by completing the following steps:

    i.	Set a CHAP user name and password to the initiator name:

    node.session.auth.authmethod = CHAP
node.session.auth.username = <initiator IQN name>
node.session.auth.password = <CHAP secret for host>

    ii.	Set a discovery session CHAP user name and password to your initiator name:

    discovery.sendtargets.auth.authmethod = CHAP
discovery.sendtargets.auth.username = <initiator IQN name>
discovery.sendtargets.auth.password = <CHAP secret for host>

    iii.	Save these settings. You must log out of any current sessions, restart the iscsi service, and rediscover the system iSCSI target for the CHAP secret to be effective.

     

    
      
        	
          Note: In the previous example, xxxxxxxxxxxxx is the CHAP secret for the host, and iqn.host.test.com is the IQN name of the initiator. The IQN name must be the same name that is used to create a host object in the IBM Storwize storage system with the mkhost command.

        
      

    

    b.	Set up two-way authentication on the Linux host:

    i.	Edit the password_in to CHAP secret that you set up with the chsystem command on the IBM Storwize storage system.

    ii.	Set a CHAP user name and password for the target or targets:

    node.session.auth.password_in = <CHAP secret for clustered system>

    iii.	Set a discovery session CHAP user name and password for the target or targets:

    discovery.sendtargets.auth.password_in = <CHAP secret for clustered system>

     

    
      
        	
          Note: Do not set the user name (field node.session.auth.username_in and discovery.sendtargets.auth.username_in) for two-way CHAP. 

        
      

    

    iv.	Save these settings. You must log out of any current sessions and rediscover the system iSCSI target for the CHAP secret to be effective.

     

    
      
        	
          Note: It is not mandatory to set up two-way authentication. Before you configure two-way authentication, ensure that you have one-way authentication configured and working for your host.

        
      

    

    5.3.2  Setting up authentication for Microsoft Windows hosts

    This section describes the authentication methods that are available for Windows hosts.

    IBM Storwize storage system supports two CHAP methods:

    •One-way CHAP authentication (the IBM Storwize storage system authenticates the host iSCSI initiator).

    •Two-way CHAP authentication (both the IBM Storwize storage system and the initiator authenticate each other).

    Setting up authentication for discovery sessions for Windows hosts

    This section provides instructions for setting up authentication for discovery sessions for Windows hosts.

    After you install the initiator software, complete the following steps to configure one-way authentication for Windows hosts:

    1.	Go to the Control Panel and click Administrative Tools → iSCSI Initiator, as shown in Figure 5-6.
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    Figure 5-6   iSCSI Initiator Properties

    2.	Click the Discovery tab.

    3.	Click Add under the Target Portals section. You see the Add Target Portal dialog box, as shown in Figure 5-7.
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    Figure 5-7   iSCSI Initiator Discover Target Portal

    4.	Click Advanced. You see the Advanced Settings window, as shown in Figure 5-8.
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    Figure 5-8   iSCSI Advanced Settings 

    5.	Select CHAP logon information. For Windows Server 2012, select Enable CHAP logon.

    6.	Enter a value for the User name & Target secret, as shown in Figure 5-9. The user name must be the iSCSI qualified name (IQN) of the iSCSI host. The target secret must be a value of 12 characters. This value is the same value that you set with the chhost command on the IBM Storwize storage system for this host. After you enter all the required information, click OK. 
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    Figure 5-9   CHAP configuration on Windows host

     

    
      
        	
          Note: Radius authentication is not supported for IBM Storwize storage systems.

        
      

    

    Configuring two-way authentication for a Microsoft Windows host

    Before you begin, verify that one-way authentication is working. Complete the following steps on the Microsoft Windows host:

    1.	Go to the Control Panel and click the iSCSI Initiator option.

    2.	From the iSCSI Initiator Properties window, click the Configuration tab, as shown in Figure 5-10.
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    Figure 5-10   iSCSI initiator configuration tab

    3.	Click CHAP. On the iSCSI Initiator Mutual CHAP secret window, enter the IBM Storwize storage system CHAP secret and click OK, as shown in Figure 5-11.
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    Figure 5-11   iSCSI Initiator Mutual CHAP Secret

     

    
      
        	
          Tips: Remember the following things.

          •This setting applies to both the discovery session and normal session.

          •The length restrictions in Example 5-2 on page 68 for CHAP secrets that apply to one-way authentication also apply to two-way authentication.

          •The CHAP secrets for the IBM Storwize storage system and the host initiator cannot be the same.

        
      

    

    To set up the two-way authentication, repeat the previous steps, but in this instance, select Perform mutual authentication from the Advanced Settings window. For more information, see “Setting up authentication for discovery sessions for Windows hosts” on page 63.

    5.3.3  Setting up authentication for AIX hosts

    This section describes how to set up CHAP authentication for AIX hosts. 

    Although the IBM Storwize storage system supports both one-way authentication and two-way authentication for iSCSI, the AIX software initiator supports only one-way authentication, where the IBM Storwize storage system target authenticates the initiator.

    CHAP settings are defined in the /etc/iscsi/targets file on the host. The AIX initiator or host bus adapter (HBA) always uses its IQN as the CHAP user name.

    To configure authentication on AIX hosts, complete the following steps:

    1.	Open the /etc/iscsi/targets file with your preferred editor.

    2.	For each line that contains a target definition, append the CHAP secret of the initiator in quotation marks:

    10.2.1.105 3260 iqn.com.ibm-K167-42.fc1a "my_chapsecret"

    The CHAP secret value that you set here must match the value that was configured on the IBM Storwize V7000 clustered system for the host object that is associated with this host. Because the IBM Storwize V7000 storage system authenticates on a per-initiator basis, the CHAP secret is the same for all the IBM Storwize V7000 storage system targets on a particular clustered system.

    An example of the /etc/iscsi/targets file is shown in Example 5-2.

    Example 5-2   CHAP setting section for AIX hosts
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    # ChapSecret     = %x22 *( any character ) %x22

    #                ;   "                      "

    #                ; ChapSecret is a string enclosed in double quotation marks. The

    #                ; quotation marks are required, but are not part of the secret.

    # EXAMPLE 1: iSCSI Target without CHAP(MD5) authentication

    #       Assume the target is at address 192.168.3.2,

    #       the valid port is 5003

    #       the name of the target is iqn.com.ibm-4125-23WTT26

    # The target line would look like:

    # 192.168.3.2 5003 iqn.com.ibm-4125-23WWT26

    # EXAMPLE 2: iSCSI Target with CHAP(MD5) authentication

    #       Assume the target is at address 10.2.1.105

    #       the valid port is 3260

    #       the name of the target is iqn.com.ibm-K167-42.fc1a

    #       the CHAP secret is "This is my password."

    # The target line would look like:

    # 10.2.1.105 3260 iqn.com.ibm-K167-42.fc1a "This is my password."

    # EXAMPLE 3: iSCSI Target with CHAP(MD5) authentication and line continuation

    #       Assume the target is at address 10.2.1.106

    #       the valid port is 3260

    #       the name of the target is iqn.2003-01.com.ibm:00.fcd0ab21.shark128

    #       the CHAP secret is "123ismysecretpassword.fc1b"

    # The target line would look like:

    # 10.2.1.106 3260 iqn.2003-01.com.ibm:00.fcd0ab21.shark128 # "123ismysecretpassword.fc1b"

    192.168.1.41 3260 iqn.1986-03.com.ibm:2145.hostsessionstand1.node1

    192.168.2.43 3260 iqn.1986-03.com.ibm:2145.maxsessionstand4.node1 "chapsecret"
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    The two targets in the previous example are members of different IBM Storwize clustered systems. One target is configured to authenticate the initiator, and the other target is not configured to authenticate the initiator.

    Target iqn.1986-03.com.ibm:2145.hostsessionstand1.node1 is not configured for authentication; therefore, the CHAP secret field is blank. 

    Target iqn.1986-03.com.ibm:2145.maxsessionstand4.node1 is configured for authentication; therefore, the CHAP secret field is set to chapsecret for authentication.

    5.3.4  Setting up authentication for VMware hosts

    To set up authentication on the VMware host, complete the following steps:

    1.	From the vSphere Client window, click the Inventory tab, as shown in Figure 5-12.
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    Figure 5-12   vSphere Client Console

    2.	Click Physical Server → Configuration → Storage Adapters, as shown in Figure 5-13.
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    Figure 5-13   Showing the physical server storage adapter information

    3.	Select the iSCSI Storage Adapter, right-click, and select Properties, as shown in Figure 5-14.
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    Figure 5-14   The vSphere Client iSCSI initiator properties

    4.	Click CHAP.

    5.	Select the preferred settings and enter the password, as shown in Figure 5-15.
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    Figure 5-15   CHAP credentials

    The IBM Storwize storage system supports only one-way CHAP with VMware hosts until release 7.7. Therefore, select the option Do not use CHAP in the Mutual CHAP field, as shown in Figure 5-15. 

    a.	From the CHAP (target authenticates host) menu, click Use CHAP.

    b.	Click Use initiator name.

    c.	Enter the CHAP secret.

    5.4  iSCSI security

    You can use the iSCSI protocol in networks where unauthorized data can be accessed, enabling different security methods. Encoding methods, such as IPSec, which use lower levels, do not require additional matching because they are transparent for higher levels and for the iSCSI. Various solutions can be used for authentication, for example, CHAP, Kerberos, or private keys exchange. An iSNS server can be used as a repository of keys.

    5.5  Mandatory security in real-world situations

    Security is not part of the design for the iSCSI protocol. The control packets and data packets are vulnerable to attack because messages are sent and received in plain text. The iSCSI protocol also enables configuration without any security measures. In this scenario, security is left to alternative protocols, such as CHAP and IPSec.

    As a result, authentication for iSCSI that employs advance authentication methods to establish security, such as the CHAPv2, is important.

    Security engineering principles, such as “security by obscurity”, are frequently adapted into iSCSI solutions. Improper design can cause security vulnerabilities.

    The IETF considers security mandatory for iSCSI and mandates IPSec, as explained in RFC 3723, Securing Block Storage Protocols over IP.

    However, the appropriate method must be chosen based on the given, specific surrounding parameters of the environment. Where possible, it is a preferred practice to use a combination of Authentication Header (AH) and Encapsulated Security Payload (ESP) to ensure reliable authentication, guaranteed integrity, and confidentiality.

    When iSCSI is used in the real world, security requires the utmost attention. iSCSI with added complements enables varying levels and complexity of security, depending on the security practices of an organization:

    •Authentication

    •CRC checksums

    •Access control lists (ACLs)

    •Firewall

    •Encryption

    •Isolation

    •Segregation

    •VLAN

    •Virtual private network (VPN) for remote access

    Consider the viability of system usage when you determine the correct security mechanisms for a solution. System usage and security must have a proportionate response. The more security a system has, the more complex a system becomes. The opposite also applies, where the less security a system has, the easier it is for a user to expose a system to security threats, increasing the potential for data theft, integrity issues, and confidentiality breaches. When security becomes inconvenient, it frequently leads to an infeasible system that can then lead to circumvention.

    A good iSCSI security solution must have relative security benefits and few inconveniences. Therefore, a well-rounded solution involves physical security, operating system security, application security, network security, effective policies, and practical procedures.

    For more information about iSCSI, see the following references:

    •RFC 3720, MPLS Support of Differentiated Services

    •RFC 3723, Securing Block Storage Protocols over IP

    •IBM BladeCenter iSCSI SAN Solution, REDP-4153
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IBM Storwize performance

    This chapter provides a brief overview of the performance analysis capabilities of the IBM Storwize storage system. It also describes a method that you can use to collect and process performance statistics.

    However, it is beyond the scope of this book to provide an in-depth understanding of performance statistics, or explain how to interpret them. For a more comprehensive look at the performance of the IBM Storwize storage system, see IBM System Storage SAN Volume Controller and Storwize V7000 Best Practices and Performance Guidelines, SG24-7521.

    For the IBM Storwize family, as with all other IBM storage subsystems, the official IBM tool for the collection of performance statistics, and to supply performance reporting is IBM Spectrum Control (formerly IBM Tivoli® Storage Productivity Center). For more information, see Chapter 8, “IBM Spectrum Virtualize and IBM Storwize performance monitoring” on page 157.

    This chapter describes the following topics:

    •6.1, “Jumbo frames” on page 74

    •6.2, “VLAN separation” on page 74

    •6.3, “Subnetting” on page 76

    •6.4, “Quality of service and traffic prioritization” on page 78

    •6.5, “iSCSI protocol digests and performance” on page 79

    6.1  Jumbo frames

    Jumbo frame is a term that is applied to an Ethernet frame that carries more than the standard 1500-byte data payload. The most commonly quoted size for a jumbo frame is 
9000 bytes, which is large enough for 8 KB of application data plus some upper layer protocol capacity.

    Jumbo frames can improve performance in two ways:

    •Packet assembly or disassembly in high-throughput environments can be an intensive operation. A jumbo frame decreases the number of packet processing operations by up to a factor of six.

    •The protocol impact that is associated with the Ethernet packet when prepared for transmission is a smaller percentage of a jumbo frame than a regular sized frame.

    Jumbo frames require the end points and all devices between them in the network to be configured to accept the larger packet size if they are not configured for them by default, including any network switching equipment.

    For information about how to set jumbo frames, see 10.4.7, “Problem determination: Checking for performance problems” on page 207.

    6.2  VLAN separation 

    Before you consider how virtual local area network (VLAN) separation contributes to enhancing the iSCSI performance, it is important to understand what a VLAN is and the advantages of implementing VLANs.

    This section uses an example of a configuration that has iSCSI connectivity between ESX and an IBM Storwize storage system with the same subnet configuration.

    For VLAN configuration guidelines for an iSCSI environment, see IBM Knowledge Center.

    6.2.1  VLAN

    A VLAN can be described as a group of devices on one or more LANs that are configured to communicate as though they had the same physical connectivity, but actually might be on different LAN segments. It abstracts the idea of a LAN and might also comprise a subset of ports on a single switch or on multiple switches. VLANs help network administrators to partition the network to meet functional and security requirements. You can also refer VLANs as any broadcast domains, which are nothing but a partition of a network on the data link layer. Therefore, despite the geographical distribution of devices, you can have a logical group of workstations, servers, and network devices that are called a VLAN.

    6.2.2  Advantages of VLANs

    Here are some of the major advantages that can be obtained by implementing VLANs:

    •Increased Performance: A logical grouping of servers, network devices, and workstations creates an administrative and authoritative boundary because the users do not have access to each group, which reduces collision. Less traffic must be routed and latency can decrease. Confinement of broadcast domains on a network reduces traffic. These factors contribute tremendously to achieve higher performance.

    •Security: Network administrators have control over each port and user. A malicious or an anonymous user cannot log in to any switch port and sniff the network. Network administrators have the privilege to authorize each user to use specific resources and ports.

    •Reduced the need for routers: You can reduce the need to deploy routers on a network to contain broadcast traffic. Flooding of a packet can be restricted to the switch port that is associated with the respective VLAN.

    •Improved manageability: VLANs help in managing large networks more efficiently by allowing centralized configuration of devices in different geographical locations.

    This section explains what a VLAN is and the major advantages it offers. 6.2.3, “VLAN and iSCSI performance” on page 75 explains how it enhances iSCSI performance.

    6.2.3  VLAN and iSCSI performance

    Figure 6-1 shows iSCSI connectivity that uses a 10 GbE link between the ESX and IBM Storwize storage systems. The main challenge here is a traffic storm. Consider a scenario where massive read operations are made from ESX. A single NIC on ESX can see all four storage paths. Therefore, all the storage paths send the data back. This process creates excessive load on the switch and it becomes a bottleneck. The switch might start dropping packets. 

    Also, in such scenarios, latency issues certainly are reported because the maximum amount of Ethernet broadcast is being observed.
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    Figure 6-1   iSCSI configuration without a VLAN

    These issues must be solved by reducing the number of paths, to be specific, by segregating the paths and restricting access so that the resources on the switch are not exhausted and it can handle the traffic efficiently. One solution to these problems is VLAN implementation and the other is a configuration with multiple subnets, which is described in 6.3, “Subnetting” on page 76.

    Figure 6-2 shows a VLAN split out on the switch, which restricts access by reducing the number of paths sending traffic on the switch. This reduction helps achieve effective usage of the switch and reduces the traffic, which reduces the latency and effective usage of network resources to end the traffic storm. All these factors eventually contribute to enhancing the iSCSI performance. 
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    Figure 6-2   iSCSI configuration with a VLAN

    6.3  Subnetting

    Subnetting is one of the solutions to overcome network bottlenecks and latency issues. This section explains what subnetting is, its advantages, and how it helps enhance iSCSI performance.

    6.3.1  Network subnetting

    A division of an IP network is called a sub network or a subnet. The practice of dividing an IP network into further smaller networks is termed as subnetting.

    Advantages

    There are differences in the implementation of VLAN and subnetting. However, the advantages of implementing either strategy are almost the same. The reason is that both the strategies are focused on breaking the large network into small networks, restricting access by creating administrative boundaries, configuring hosts and storages to use only the assigned network, preventing bombardment of heavy traffic in the network, and preventing network bottlenecks, packet drop, and latency issues. Both strategies help network administrators to manage efficiently the network. For a detailed description of the advantages, see 6.2.3, “VLAN and iSCSI performance” on page 75.

    6.3.2  Subnetting and iSCSI performance

    This section uses the same example that is used in 6.2, “VLAN separation” on page 74, where ESX is connected to an IBM Storwize V7000 storage system by using iSCSI (10 GbE).

    Figure 6-3 shows the same subnet configuration, where only one switch connects the ESX with the IBM Storwize V7000 storage system. This configuration has the following challenges and impact on iSCSI performance:

    •Single point of failure: Because there is only one switch in this environment, if the switch observes a failure, it leads to a complete unavailability of storage.

    •Network bottleneck (traffic storm): In Figure 6-3, a total of eight paths are visible. If massive reads are made from ESX, every path sends the data back, exhausting the network resources and potentially causing the switch to drop packets.

    •Latency: The maximum amount of Ethernet broadcast causes latency issues, which contribute to deteriorating iSCSI performance.

    Figure 6-3 shows a single subnet configuration.
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    Figure 6-3   Single subnet configuration1

    Now, consider the modified configuration in Figure 6-4, where multiple subnets are configured.
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    Figure 6-4   Multiple subnet configuration

    The configuration in Figure 6-4 has a typical multipathing configuration, where there are two switches that are not connected to each other. This configuration helps reduce the number of paths. Now, four paths are visible because each vNIC is connected to one switch, which reduces traffic on each switch. The risk of a network bottleneck is mitigated and latency issues are addressed. Having two switches also prevents a single point of failure. To conclude, the network is properly managed, leading to a controlled environment that is more secure and optimized to improve iSCSI performance.

    6.4  Quality of service and traffic prioritization

    Certain Ethernet traffic can be prioritized relative to other traffic, specifically in 10 Gb enhanced Ethernet networks.

    Priority Flow Control (PFC), as described in the IEEE 802.1Qbb standard, allows the network to control the flow of Ethernet traffic based on the class of traffic that is identified with its associated Priority Group. Network frames can be tagged with one of eight priority levels (described in the IEEE 802.1p priorities). Switches that are 802.1p compliant can give preferential treatment to priority values in terms of transmission scheduling. For example, priority can be assigned to iSCSI or Fibre Channel over Ethernet (FCoE) traffic to prioritize storage traffic if network congestion occurs.

    Enhanced Transmission Selection (ETS): IEEE 802.1Qaz provides a mechanism to use 802.1p priority values to map traffic to defined bandwidth allocations on outbound switch links. Thus, iSCSI traffic can be given higher bandwidth allocation relative to other traffic. This higher allocation helps improve performance because in case the network gets saturated, the PFC pause mechanism pauses traffic with lower priority and prevents it from using bandwidth that is allocated to iSCSI storage traffic.

    PFC and ETS must be configured on the Switch network to get guaranteed performance in a network congestion scenario. For more information about how to configure PFC and ETS, see 7.8, “Configuring Priority Flow Control for the IBM Storwize storage system” on page 148.

    6.5  iSCSI protocol digests and performance

    Digests can provide an extra measure of data integrity above TCP checksums. They might be useful if a WAN or known unreliable network is being used for iSCSI traffic. Most administrators prefer to run iSCSI over a network at least as reliable as a normal Network File System (NFS)/Common Internet File System protocol (CIFS)-level network, which they trust to deliver reliable file I/O requests and responses without any upper layer protocol checksums. If digests are enabled for the iSCSI protocol, the IBM Storwize iSCSI target must calculate and append checksum values to each outgoing packet, and calculate and verify values on each incoming packet. 

    There are two types of digests: header digests and data digests. Header digests performs checksums on only the 48-byte header of each iSCSI Protocol Data Units (PDU), and data digests perform checksums on the data segment that is attached to each PDU.

    Enabling headers, data digest, or both is expected to have some impact on performance and CPU usage on the initiator and target systems because they require extra processing for calculation of checksums both for incoming and out going packets. For IBM Storwize storage systems, when performance measurements were done in the lab environment with header and data digests enabled, the IOPS workloads were virtually unaffected, and there was some drop seen in bandwidth usage. There was a marginal increase in CPU usage. Overall, enabling digests does not cause a significant decrease in performance.

    

    1 This figure was taken from Networking best practices with IBM Storwize V7000 and iSCSI, found at: http://ibm.co/23Gfc8K
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iSCSI host attachment

    This part describes Internet Small Computer System Interface (iSCSI) host attachment and how to plan, configure, secure, and troubleshoot connections.

    This part describes the following topics:

    •Chapter 7, “Configuring the IBM Storwize storage system and hosts for iSCSI” on page 83

    •Chapter 8, “IBM Spectrum Virtualize and IBM Storwize performance monitoring” on page 157

    •Chapter 9, “IBM Spectrum Virtualize and IBM Storwize storage systems on the OpenStack platform” on page 169

    •Chapter 10, “Troubleshooting” on page 175
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Configuring the IBM Storwize storage system and hosts for iSCSI

    This chapter describes the configuration of IBM Storwize and host operating systems for using the Internet Small Computer System Interface (iSCSI). It also describes some key considerations for configuring boot from SAN, Priority Flow Control (PFC), host-side clustering solutions, and Internet Storage Name Service (iSNS) for iSCSI.

    This chapter describes the following topics:

    •7.1, “Configuring the IBM Storwize storage system for iSCSI” on page 84

    •7.2, “Configuring initiators for iSCSI” on page 87

    •7.3, “Configuring iSCSI on AIX 7.1” on page 92

    •7.4, “Configuring iSCSI for SUSE Linux Enterprise Server” on page 97

    •7.5, “Configuring iSCSI for Windows 2012” on page 108

    •7.6, “Configuring iSCSI for VMware ESXi hosts” on page 120

    •7.7, “iSNS server configuration” on page 143

    •7.8, “Configuring Priority Flow Control for the IBM Storwize storage system” on page 148

    •7.9, “Configuring the iSCSI host for the HyperSwap cluster” on page 152

    7.1  Configuring the IBM Storwize storage system for iSCSI

    This section describes how to configure iSCSI on IBM Storwize storage systems with the GUI and command-line interface (CLI). At the time of writing, an IBM Storwize V7000 storage system is used for showing the configuration steps. However, the steps are similar for other IBM Storwize models.

    7.1.1  Setting the IBM Storwize iSCSI IP address

    iSCSI is supported on 1-Gb and 10-Gb interfaces on IBM Storwize storage systems. The IP address for the wanted iSCSI interface can be set by using GUI or the CLI.

    To configure the iSCSI IP with the GUI, complete the following steps:

    1.	Log in to the IBM Storwize storage system’s GUI and click Network → Settings. 

    2.	Click Ethernet Ports. 

    3.	Right-click the port that you want to use for iSCSI and click Modify.

    4.	Enter the IP address, subnet mask, and gateway for the interface and make sure that the iSCSI hosts check box is selected.

    5.	For configuring an IPv6 address, select the Show IPv6 option and enter the settings. Ensure that the SCSI hosts check box is selected.

    6.	Click OK to save the settings.

    To configure the iSCSI IP with the CLI, complete the following steps:

    1.	Log in to the IBM Storwize storage system CLI.

    2.	To configure a new port IP address to a specified Ethernet port of a node with an IPv4 address, run the following command:

    cfgportip -node node_name | node_id -ip ipv4addr -gw ipv4gw -mask subnet_mask -vlan vlan_id port_id

    Where node_name | node_id is the name or ID of the node that is being configured, ipv4addr is the IPv4 address for the Ethernet port, ipv4gw is the IPv4 gateway IP address, subnet_mask is the IPv4 subnet mask, and port_id specifies the Ethernet port ID of the port on the node. To view a list of Ethernet ports on the system, run the lsportip command. The optional -vlan parameter sets the virtual local area network (VLAN) ID for an IPv4 address that is configured for iSCSI host attachment. 

    Here is an example command:

    cfgportip -node node1 -ip 192.168.41.151 -mask 255.255.255.0 -gw 192.168.41.1 2

    3.	To configure a new port IP address to a specified Ethernet port of a node with an IPv6 address, run the following command:

    cfgportip -node node_name | node_id -ip_6 ipv6addr -gw_6 ipv6gw -prefix_6 prefix -vlan_6 vlan_id port_id

    Where node_name | node_id is the name or ID of the node that is being configured, ipv4addr is the IPv6 address for the Ethernet port, ipv6gw is the IPv6 gateway IP address, prefix_6 is the IPv6 prefix, port_id specifies the Ethernet port ID of the port on the node. To view a list of Ethernet ports on the system, run the lsportip command. The optional -vlan parameter sets the VLAN ID for an IPv4 address that is configured for iSCSI host attachment.

    7.1.2  Setting optional iSCSI settings on IBM Storwize storage systems

    This section describes the configuration of optional iSCSI settings, such as iSCSI aliases, CHAP, VLAN, and iSNS for IBM Storwize storage systems.

    Configuring optional iSCSI settings with the GUI

    To configure optional iSCSI settings with the GUI, complete the following steps:

    1.	Log in to the IBM Storwize storage systems GUI and click Network → Settings.

    2.	Click iSCSI. The iSCSI configuration options are displayed in the right-side pane:

    a.	Enter the iSCSI alias for each node under iSCSI Aliases in the iSCSi Alias text box and click Apply Changes.

     

    
      
        	
          Tip: An alias cannot contain spaces. However, an underscore character can be used.

        
      

    

    b.	Enter the IP address of the iSNS server under iSNS in the iSNS Address text box. Click Apply Changes to save the changes.

    c.	To enter the CHAP settings, click Modify CHAP Configuration.

    d.	Enter the CHAP secret in the System-wide CHAP secret text box and select the Use for iSCSI-attached hosts check box. Click Modify to save the changes.

    The VLAN can be set only after the IP is configured for the port. To set the VLAN, complete the following steps:

    a.	Click Ethernet Ports, right-click the port, and click Modify VLAN.

    b.	In the new window, select the Enable for VLAN option to enable VLAN tagging.

    c.	Enter the VLAN ID in the VLAN tag text box.

    d.	Select the Apply changes to failover port to check box. To prevent access to the volumes in the event of a failover of nodes, make sure that the failover port has the same VLAN tag.

    e.	Click Modify to save the settings.

    Configuring the optional iSCSI settings with the CLI

    This section explains how to configure or modify an iSCSI alias with the CLI.

     

    
      
        	
          Tip: An alias cannot contain spaces. However, an underscore character can be used.

        
      

    

    Configuring a new port’s IP address to a specified Ethernet port

    To configure a new port’s IP address to a specified Ethernet port of a node, run the following command:

    chnode -iscsialias alias node_name | node_id

    Where iscsialias is the iSCSI alias and node_name | node_id is the node name or ID for which the alias is configured. 

    For example, run the following command: 

    chnode -iscsialias iscsi-node-1 node1

    Specifying an IPv4 or IPv6 address for the iSCSI storage naming service

    To specify an IPv4 or IPv6 address for the iSCSI Storage Naming Service (iSNS), enter the following CLI commands:

    chsystem -isnsip sns_server_address

    chsystem -isnsip_6 ipv6_sns_server_address

    Where isnsip is the IPv4 address and isnsip_6 is the IPv6 address of the iSNS.

    Here is an example command: 

    chsystem -isnsip 192.168.41.100

    chsystem -isnsip_6 2001:0db8:85a3:0000:0000:8a2e:0370:7334

    Configuring iSCSI authentication with the CLI

    The SAN Volume Controller storage system supports one-way and mutual CHAP authentication. One-way CHAP authentication requires the administrator to configure a per-host CHAP secret that must be known to the SAN Volume Controller storage system when the host is configured. The same CHAP secret must be configured on the host. The host uses this CHAP to authenticate itself to the SAN Volume Controller storage system. The SAN Volume Controller storage system enables a different CHAP to be configured for each iSCSI host that is configured with the SAN Volume Controller storage system.

    The SAN Volume Controller storage system also supports mutual CHAP authentication. This is two-way authentication that ensures that both the host and the SAN Volume Controller storage system authenticate themselves with each other. The mechanism to configure host CHAP is the same as mentioned above. In addition, a single CHAP secret can be configured for the entire SAN Volume Controller cluster by using the chsystem CLI. This CHAP must also be configured on the iSCSI hosts.

    To configure iSCSI authentication with the CLI, use the following commands:

    •To configure CHAP authentication for an iSCSI host, run the following command:

    chhost -chapsecret chap_secret host_name

    Where chap_secret is the CHAP secret to be used to authenticate the system through iSCSI and host_name is the name of the iSCSI host. The chap_secret value must be 12 characters.

    •To set the authentication method for the iSCSI communications of the system, run the following CLI command:

    chsystem -iscsiauthmethod chap -chapsecret chap_secret

    Where chap specifies that CHAP is the authentication method and chap_secret is the CHAP secret to be used. The specified CHAP secret cannot begin or end with a space.

    •You can run the lsiscsiauth command to display the CHAP secret that is configured.

    7.2  Configuring initiators for iSCSI

    The initiators must be configured to connect to iSCSI targets. The configuration varies for different operating systems. This section describes discovery types and iSCSI operational parameters that are supported by IBM Storwize storage systems.

     

    
      
        	
          Accessing SAN Volume Controller LUNs: The iSCSI initiator must be configured by running the mkhost command to access LUNs (vDisks) that are configured on a SAN Volume Controller storage system. Unconfigured hosts can log in, but LUN assignment cannot be done.

          Each host that is configured on a SAN Volume Controller storage system can access only those vDisks that are mapped to it.

          iSCSI hosts can set up iSCSI sessions with a SAN Volume Controller cluster even though they are not configured. They cannot access any of the LUNs (vDisks) that are configured on the SAN Volume Controller storage system, but can discover the iSCSI target that is configured on the SAN Volume Controller storage system that includes the per controller IQN and IP addresses.

          Link local addressing is not supported: Link local addressing is a special range of IP addresses that are not supported. For IPV6, these addresses have the fe:80.* prefix, and for IPV4 they are in the block 169.254.0.0/16.

        
      

    

    7.2.1  iSCSI discovery mechanisms

    The iSCSI protocol implements two session types: discovery session and normal session. A discovery session is used to discover the target’s iSCSI name and network portal information. A normal session is used for all other purposes. The initiator can discover iSCSI targets only when it has information about the IP address, TCP port number, and iSCSI target name (also known as the IQN of the target). The iSCSI discovery mechanisms provide a way for iSCSI initiators to discover information about iSCSI targets. The discovery mechanisms that are described in this section vary in terms of the assumptions about the information that is already available to the initiators and the information that still must be discovered. 

    The iSCSI protocol supports the following discovery mechanisms:

    •Static configuration

    Static configuration assumes that the IP address, TCP port number, and target name or IQN is already available to the initiator. The initiator does not need to do any discovery. It uses the target’s IP address and TCP port number to create a TCP connection with the target and uses a target name (IQN) to create an iSCSI session with the target. This method is suitable for small iSCSI implementations.

    •SendTargets

    This mechanism assumes that the target’s IP address and TCP port number are already available to the initiator. The initiator uses this information to establish a discovery session with the target. After the discovery session is established, the initiator sends a SendTarget text command to the target to obtain a list of targets available. Thereafter, the initiator can establish sessions with the individual targets that are returned in the SendTarget query response. This method is suitable for large iSCSI implementations.

    •Zero configuration

    In this mechanism, the assumption is that the initiator does not have any information about the target. It can either send multicast discovery messages directly to the target or can send discovery messages to storage name servers. There are many discovery frameworks available. However, the most popular one is iSNS. In the iSNS-based discovery, initiators query the iSNS server to discover the iSCSI targets and their parameters.

    IBM Storwize storage systems support static discovery, SendTarget discovery, and iSNS based discovery mechanisms.

    7.2.2  iSCSI operational parameters

    iSCSI implements two phases: the login phase and full feature phase. The login phase occurs first and is composed of two stages: the security parameter negotiation and operational parameter negotiation. These phases are optional but at least one phase must occur. If iSCSI authentication is implemented for iSCSI devices, the security negotiation phase must occur first. Although the operational parameter negotiation phase is optional, it is a practical requirement for real-world deployments. Each initiator and target must support the same parameters to communicate successfully. It is possible for the default parameter settings for each iSCSI device to match, but it is not probable. Thus, the operational parameter negotiation phase is implemented by almost all iSCSI devices to negotiate various parameters. 

    Here is a list of the operational parameters that are supported by IBM Storwize storage systems and a brief description of them:

    •HeaderDigest and DataDigest 

    Digests provide another level of integrity check beyond the integrity check that is provided by the link layers. It covers the whole communication path, including all elements that might change network level Protocol Data Units (PDUs), such as routers, switches, and proxies. The header and data digest can have only two values: “None” and “CRC32C”. The default value is “None” for both HeaderDigest and DataDigest, which means that they are disabled. When digests are enabled on iSCSI devices, the parameter is set to “CRC32C”. 

    When the iSCSI initiator and target agree on a digest, this digest is used for every PDU. The system does a checksum over each iSCSI PDU’s header and data part and verifies them by using the CRC32C algorithm. On IBM Storwize storage systems, header and data digest support is provided only if the initiator is configured to negotiate and it is only supported for normal sessions. Header and data digest support for a discovery session is not supported.

    •FirstBurstLength 

    This operational parameter limits the maximum number of bytes of unsolicited data that can be sent during the running of a single SCSI command by an iSCSI initiator to the target. It covers the immediate data and the sequence of unsolicited Data-out PDUs that follow the command.

    This parameter is irrelevant in the following two cases:

     –	*SessionType=Discovery

     –	*InitialR2T=Yes and ImmediateData=No

     

    
      
        	
          Important: FirstBurstLength must not exceed MaxBurstLength.

        
      

    

    IBM Storwize storage systems support FirstBurstLength values up to 32 KB, which is by default set on the target. 

    Immediate data is not supported on SAN Volume Controller or Storwize storage systems, so FirstBurstLength is irrelevant regarding immediate data.

    •Initial Request to Transfer (InitialR2T)

    Request to Transfer is a mechanism in iSCSI where the iSCSI target requests the iSCSI initiator to send data. It is of significance typically for write I/O operations where data is sent to the iSCSI targets. The InitialR2T parameter is used to allow an iSCSI initiator to start sending data to the iSCSI target as through it already received the initial ready to transfer request from the iSCSI target. By default, initial Request To Transfer is required by most iSCSI devices unless both the initiator and the target both negotiate not to use it by setting InitialR2T=No. For IBM Storwize devices, by default, InitialR2T is set to “1”, which means that the target does not accept data from the initiator until it send the R2T request. 

    •ImmediateData 

    The iSCSI initiator and target negotiate for support for immediate data during the operational negotiation phase. The initiator and target can turn on support for immediate data if both of them have the setting ImmediateData=Yes. When enabled, the initiator might send unsolicited data immediate data, one unsolicited burst of Data-Out PDUs to the target, or both. This parameter also depends on the support of InitialR2T. Here is the behavior with different permutations of the InitialR2T parameter:

     –	If ImmediateData is set to “Yes” and InitialR2T is also set to “Yes”, the initiator can send only immediate data on the first burst.

     –	If ImmediateData is set to “No” and InitialR2T is set to “Yes”, then the initiator does not send any unsolicited data and target rejects unsolicited data if it receives it with appropriate response code.

     –	If ImmediateData is set to “No” and InitialR2T is set to “No”, the initiator does not send unsolicited immediate data but it might send one unsolicited burst of Data-Out PDUs.

     –	If ImmediateData is set to “Yes” and InitialR2T is set to “No”, then the initiator can send unsolicited immediate data, one unsolicited burst of Data-Out PDUs, or both.

    For IBM Storwize storage systems, ImmediateData is not supported (the ImmediateData parameter is by default set to “NO”).

    •Maxconnections 

    The Maxconnection parameter is used by the iSCSI initiator and target to negotiate the maximum number of TCP connections that can be requested or are acceptable. The parameter value is numerical and can be 1 - 65535. The default value of this parameter for IBM Storwize storage systems is 1, which means that only one TCP connection per session is supported.

    •MaxRecvDataSegmentLength 

    iSCSI initiators or targets declare the maximum data segment length in bytes that it can receive in an iSCSI PDU by using this parameter. The initiator or the target must not send PDUs with a data segment that does not exceed the MaxRecvDataSegmentLength. IBM Storwize storage systems support a MaxRecvDataSegmentLength length of 32 KB.

    •MaxBurstLength 

    The MaxBurstLength parameter negotiates the maximum SCSI data payload in bytes that can be transferred in Data-In PDUs or a solicited Data-Out iSCSI sequence. A sequence consists of multiple Data-In or Data-Out PDUs. IBM Storwize storage systems support a MaxBurstLength of 32 KB.

    •DefaultTime2Wait 

    The default time to wait negotiates the minimum time, in seconds, to wait before attempting an implicit or an explicit logout or an active task reassignment if there is an unexpected termination of connection or a connection reset. For IBM Storwize storage systems, the default time to wait is 2 seconds.

    •DefaultTime2Retain 

    The default time to retain is the maximum time, in seconds, before which an active task reassignment is still possible after an initial wait (DefaultTime2wait) if there is an unexpected termination of connection or a connection reset. If the value for this parameter is set to zero, the connection or task is immediately discarded by the target. On IBM Storwize storage systems, the default time to retain is 20 seconds.

    •MaxOutstandingR2T

    MaxOutstandingR2T is the maximum number of requests to transfer that can remain active per task. A request to transfer is considered to be active until the last PDU for that task is transferred. The next request for data transfer can be sent only after the previous one is completed. IBM Storwize storage systems support MaxOutstandingR2T of 1, which means that only one request to transfer can remain outstanding at any time.

    •DataPDUInOrder

    The DataPDUInOrder parameter is used to indicate that the PDUs within the sequence must be in order and overlays are forbidden. The IBM Storwize storage system requires data PDUs to be sent to it in order.

    •DataSequenceInOrder

    Data sequence is a sequence of Data-In or Data-Out PDUs that is terminated with a Data-In or Data-Out PDU with an ‘F’ bit set. If DataSequenceInOrder is set to ‘Yes’, Data Sequences must be transferred by using continuously non-decreasing sequence offsets. If it is set to ‘No’, then data PDUs can be transferred in any order. IBM Storwize storage systems require data sequence in order.

    •ErrorRecoveryLevel

    This parameter is negotiated by the iSCSI initiator and the target to identify the recovery level that is supported. The recovery level reflects the capability of the iSCSI device to recover from an error condition. There are three levels of error recovery:

     –	Session recovery (ErrorRecoveryLevel=0)

    In session recovery, all TCP connections for a session are closed, all running and queued SCSI tasks are stopped, all outstanding SCSI commands are stopped with the appropriate SCSI service responses, and the session is restarted on new set of TCP connections.

     –	Digests Failure Recovery (ErrorRecoveryLevel=1)

    This recovery class is composed of two subclasses, within a command (that is, without requiring a command restart) and within a connection (that is, without requiring a connection to be rebuilt, but perhaps requiring a command restart). This class provides the capability to recover from header and data digest errors plus the capability of recovery level 0.

     –	Connection recovery (ErrorRecoveryLevel=2)

    This recovery class provides the capability to recover from TCP connection failures plus the capability that is provided by recovery level 1.

    IBM Storwize storage systems support an error recovery level of 0.

    7.2.3  Considerations for enabling TSO for host network adapters

    The TCP segmentation offload (TSO) or large segment offload (LSO) configurable setting is available on many network adapters and is used to increase bandwidth for outbound traffic while reducing the usage of host processor cycles. The job of segmentation, as the name suggests, is offloaded to the network adapter hardware. Data and packet corruption has been observed in some cases when this option is enabled on some devices. Therefore, check with the network interface card and host operating system vendor for any known compatibility or other issues before configuring these options with IBM Storwize storage systems. 

    7.2.4  Host configuration maximums for iSCSI with IBM Storwize storage systems

    When you select and configure your hosts for iSCSI, you must stay at or below the maximums that are supported by IBM Storwize storage systems. The limits that are presented in Table 7-1 and Table 7-2 represent tested limits that are supported on IBM Storwize storage systems. These limits are current at the time of writing. Check the latest IBM Storwize information in IBM Knowledge Center for about the latest configuration maximums for the IBM Storwize software release that is installed on your system.

     

    
      
        	
          Note: The maximum number of paths to a LUN per SAN Volume Controller node is four. Therefore, for two nodes, the maximum is eight, and for four nodes, the maximum is 16 if the same VDisk is accessible through multiple I/O groups.

        
      

    

    Table 7-1 lists the iSCSI maximums for IBM Storwize software Version 7.6. and later.

    Table 7-1   iSCSI maximums for IBM Storwize software Version 7.6 and later

    
      
        	
          IBM Storwize nodes

        
        	
          Maximum number of iSCSI host IQNs

        
        	
          Maximum number of paths to the same LUN

        
        	
          Maximum no. of paths per IQN per I/O group

        
      

      
        	
          2

        
        	
          512

        
        	
          2048

        
        	
          8

        
      

      
        	
          4

        
        	
          1024

        
        	
          4096

        
        	
          16

        
      

      
        	
          6

        
        	
          1536

        
        	
          6144

        
        	
          32

        
      

      
        	
          8

        
        	
          2048

        
        	
          8192

        
        	
          64

        
      

    

    Table 7-2 lists the iSCSI maximums for IBM Storwize software Version 7.5 and earlier.

    Table 7-2   iSCSI maximums for IBM Storwize software Version 7.5 and earlier

    
      
        	
          IBM Storwize nodes

        
        	
          Maximum number of iSCSI host IQNs

        
        	
          Maximum number of paths to the same LUN

        
        	
          Maximum no. of paths per IQN per I/O group

        
      

      
        	
          2

        
        	
          256

        
        	
          512

        
        	
          8

        
      

      
        	
          4

        
        	
          512

        
        	
          1024

        
        	
          16

        
      

      
        	
          6

        
        	
          768

        
        	
          1536

        
        	
          32

        
      

      
        	
          8

        
        	
          1024

        
        	
          2048

        
        	
          64

        
      

    

    7.3  Configuring iSCSI on AIX 7.1

    The iSCSI software initiator enables AIX to access storage devices by using iSCSI. The iSCSI software target enables AIX to export local storage that can be accessed by another iSCSI initiator. This publication focuses on how to configure the iSCSI software initiator to access an IBM Storwize storage volume. Before you configure iSCSI on AIX, read Chapter 4, “Planning considerations” on page 39.

    In this section, it is assumed that an IBM Storwize volume is already mapped to the AIX server.

     

    
      
        	
          Note: At the time of writing, AIX and iSCSI are supported only with single-path configuration and a software initiator, which means that AIX does not support multipathing.

        
      

    

    7.3.1  Ethernet network configuration

    Example 7-1 shows the base network configuration for this example.

    Example 7-1   Base network configuration 

    [image: ]

    # ifconfig -a

    en0: flags=1e084863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD(ACTIVE),LARGESEND,CHAIN>

            inet 192.168.41.170 netmask 0xffffff00 broadcast 192.168.41.255

             tcp_sendspace 131072 tcp_recvspace 65536 rfc1323 0

    en1: flags=1e084863,c0<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD(ACTIVE),LARGESEND,CHAIN>

            inet 9.113.57.41 netmask 0xfffffe00 broadcast 9.113.57.255

            inet6 2801::200/64

             tcp_sendspace 131072 tcp_recvspace 65536 rfc1323 0

    lo0: flags=e08084b,c0<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,LARGESEND,CHAIN>

            inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

            inet6 ::1%1/0

             tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1
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    The en1 Ethernet interface is used only for management traffic. In this case, en0 is used for iSCSI traffic.

    It is necessary to change the default configurations, such as jumbo frames, tcp_sendspace, and tcp_recvspace. For information about these considerations for AIX, see 4.3.1, “Planning for IBM AIX” on page 46.

    7.3.2  Selecting the discovery policy

    To discover the iSCSI targets, it is necessary to choose the discovery policy. This section describes two methods: file and ODM.

    File discovery policy

    To configure the discovery policy with SMIT, complete the following steps:

    1.	Run smit iscsi at the AIX command line. The iSCSI menu opens. Select iSCSI Protocol Device from the iSCSI menu, as shown in Figure 7-1.

    [image: ]

    Figure 7-1   iSCSI menu from SMIT

    2.	Select Change / Show Characteristics of an iSCSI Protocol Device, as shown in Figure 7-2.
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    Figure 7-2   iSCSI Protocol Device menu in SMIT

    3.	Select iscsi0, as shown in Figure 7-3.
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    Figure 7-3   Selecting iscsi0 from the iSCSI Protocol Device menu

    4.	Select file in the Discovery Policy field, as shown in Figure 7-4.
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    Figure 7-4   Change / Show Characteristics of an iSCSI Protocol Device menu

    5.	Press Enter and the panel in Figure 7-5 opens.
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    Figure 7-5   iSCSI Protocol Device changed

    6.	Edit the /etc/iscsi/targets file to specify only one of the available iSCSI targets on the IBM Storwize storage system, as shown in the following example:

    192.168.41.150 3260 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    ODM discovery policy

    To configure ODM, complete the following steps:

    1.	Repeat steps 1 on page 93 - 3 on page 93 in “File discovery policy” on page 93. Instead of selecting file, select odm, as shown in Figure 7-6.
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    Figure 7-6   Change / Show characteristics of an iSCSI Protocol Device menu

    2.	Press Enter to accept the change, as shown in Figure 7-7.
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    Figure 7-7   iscsi0 changed

    3.	Select iSCSI Target Device Parameters in ODM, as shown in Figure 7-8.
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    Figure 7-8   iSCSI main menu

    4.	Select Add an iSCSI target Device in ODM, as shown in Figure 7-9.
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    Figure 7-9   iSCSI target device parameters in the ODM menu

    5.	Select Add a Statically Discovered iSCSI Target Device in ODM, as shown in Figure 7-10.
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    Figure 7-10   Adding an iSCSI Target Device in the ODM menu 

    6.	Enter only one of the available iSCSI target names, IP addresses, and port numbers of the IBM Storwize storage system, as shown in Figure 7-11. All this information is in the IBM Storwize network ports’ configuration.
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    Figure 7-11   Change / Show Characteristics of an iSCSI adapter

    7.3.3  Working with the IBM Storwize storage volume

    When the iSCSI target device is added, you are ready to use the volume. Example 7-2 shows a basic AIX configuration to demonstrate that the use of the iSCSI volume is not different from other volumes.

    Example 7-2   Basic configuration of an iSCSI volume in AIX
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    # cfgmgr -l iscsi0

    # lspv

    hdisk0          00f6996d1b845dc2                    rootvg          active      

    hdisk1          00f6996da88ae81e                    None                        

    # lsattr -El hdisk1

    clr_q          no                                                    Device CLEARS its Queue on error True

    host_addr      192.168.41.150                                        Hostname or IP Address           False

    location                                                             Location Label                   True

    lun_id         0x1000000000000                                       Logical Unit Number ID           False

    max_transfer   0x40000                                               Maximum TRANSFER Size            True

    port_num       0xcbc                                                 PORT Number                      False

    pvid           00f6996da88ae81e0000000000000000                      Physical volume identifier       False

    q_err          yes                                                   Use QERR bit                     True

    q_type         simple                                                Queuing TYPE                     True

    queue_depth    8                                                     Queue DEPTH                      True

    reassign_to    120                                                   REASSIGN time out value          True

    reserve_policy no_reserve                                            Reserve Policy                   True

    rw_timeout     60                                                    READ/WRITE time out value        True

    start_timeout  60                                                    START unit time out value        True

    target_name    iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1    Target NAME                      False

    unique_id      352136005076400AF0001A80000000000006504214503IBMiscsi Unique device identifier         False

    # mkvg -y testvg hdisk1   

    testvg

    # lspv

    hdisk0          00f6996d1b845dc2                    rootvg          active      

    hdisk1          00f6996da88ae81e                    testvg          active

    # mklv -t jfs2 -y testlv testvg 3

    testlv

    # crfs -v jfs2 -d testlv -A yes -u fs -m /test

    File system created successfully.

    98096 kilobytes total disk space.

    New File System size is 196608

    # mount /test

    # df -g /test

    Filesystem    GB blocks      Free %Used    Iused %Iused Mounted on

    /dev/testlv        0.09      0.09    1%        4     1% /test
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    7.4  Configuring iSCSI for SUSE Linux Enterprise Server

    This section describes how to configure the IBM Storwize storage system with Linux iSCSI for SUSE Linux Enterprise Server 11 SP2.

    7.4.1  Prerequisites for mapping the iSCSI volume

    To prepare to configure the Linux host, complete the following steps:

    1.	Be sure that your host server is using the latest firmware levels.

    2.	To understand the preferred topology and be aware of the general and specific considerations for Linux, see Chapter 4, “Planning considerations” on page 39.

    3.	If necessary, install the supported driver for the NIC adapter and after configuring the IP address, verify that you can ping each port of the IBM Storwize storage system. 

    4.	Configure the host, volumes, and host mapping, as described in 7.2, “Configuring initiators for iSCSI” on page 87.

    5.	YaST provides an appropriate method to configure iSCSI services and the initiator. To configure the iSCSI service in SSIC, complete the following steps:

    # rcopen-iscsi start

    # rcmultipathd start

    # chkconfig open-iscsi on

    # chkconfig multipathd on

    6.	Set the iSCSI qualified name (IQN) for the Linux host.

    Edit the /etc/iscsi/initiatorname.iscsi file to specify the IQN. In this case, the name is the following one:

    InitiatorName=iqn.2015-06.site:01:4c599d67b183

    This information is necessary to configure the host object in the IBM Storwize storage system. If the initiator name is changed, the iSCSI service must be restarted by running the following command:

    # rcopen-iscsi restart

    Considerations for multipathing

    SUSE Linux Server provides its own multipath support, which means that it is not necessary to install a specific device driver. The Device Mapper Multipath module provides the multipathing capability for Linux and is installed by default. Up to eight paths to each device are supported. The multipath-tools package handles the automatic path discovery and grouping. It automatically and periodically tests the path.

    The file to configure each specific iSCSI storage device is /etc/multipath.conf. This file does not exist by default, so it must be created or copied from the following sample file:

    /usr/share/doc/packages/multipath-tools/multipath.conf.synthetic

    Each change in the multipath.conf file is not automatically applied. To apply them, complete the following steps:

    1.	To stop the multipathd service, run the rcopen-iscsi restart command.

    2.	To clear old multipath bindings, run the multipath -F to command.

    3.	To new multipath bindings, run the multipath -v2 -l command.

    For more information about the content that should be in this file, see 4.3.2, “Planning for Linux” on page 50.

    7.4.2  Ethernet network configuration

    Example 7-3 shows the base network configuration that it is available for this example. In this case, eth0 is used for management traffic and eth1 is used for iSCSI traffic. Later in this section, an example of a configuration is shown for a third Ethernet NIC (not shown in this example yet) that is configured for iSCSI redundancy.

    Example 7-3   Basic network configuration for the lab
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    # ifconfig -a

    eth0      Link encap:Ethernet  HWaddr 00:0C:29:92:C5:E6

              inet addr:9.113.57.250  Bcast:9.113.57.255  Mask:255.255.254.0

              inet6 addr: fe80::20c:29ff:fe92:c5e6/64 Scope:Link

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              RX packets:11004731 errors:0 dropped:1025 overruns:0 frame:0

              TX packets:33191 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:1143978545 (1090.9 Mb)  TX bytes:9811803 (9.3 Mb)

     

    eth1      Link encap:Ethernet  HWaddr 00:0C:29:92:C5:F0  

              inet addr:192.168.41.121  Bcast:192.168.41.255  Mask:255.255.255.0

              inet6 addr: fe80::20c:29ff:fe92:c5f0/64 Scope:Link

              UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1

              RX packets:2643600 errors:0 dropped:895 overruns:0 frame:0

              TX packets:53446 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:538086563 (513.1 Mb)  TX bytes:4812532 (4.5 Mb)

     

    lo        Link encap:Local Loopback  

              inet addr:127.0.0.1  Mask:255.0.0.0

              inet6 addr: ::1/128 Scope:Host

              UP LOOPBACK RUNNING  MTU:16436  Metric:1

              RX packets:3865 errors:0 dropped:0 overruns:0 frame:0

              TX packets:3865 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:0 

              RX bytes:274048 (267.6 Kb)  TX bytes:274048 (267.6 Kb)
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    7.4.3  Discovering and logging in to the iSCSI targets

    Now, the IP address of only one of the two Ethernet NICs is configured by using the following command:

    ifconfig eth1 192.168.41.121/24

    After you map the IBM Storwize storage volume to the host, the following procedure must be done. This section describes each step for discovering the iSCSI targets by using YaST and the CLI.

     

    
      
        	
          Note: At the moment of discovering the iSCSI target devices, when you specify one target IP address, the iSCSI initiator discovers all the targets in the canister that correspond to that IP address. This discovery includes even the targets that are not reachable.

        
      

    

    Using YaST

    To use YaST, complete the following steps:

    1.	Run the yast iscsi-client command. Figure 7-12 shows the initial menu.
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    Figure 7-12   iSCSI initial menu

    2.	Select Discovered targets. Figure 7-13 shows the menu that opens.
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    Figure 7-13   Discovered targets menu

    3.	Select Discovery and the next panel opens, as shown in Figure 7-14. In this case, the IP addresses for the IBM Storwize V7000 canisters are 192.168.41.150 and 192.168.41.151. If CHAP is configured (it is not configured in this example), the data is specified in this menu.
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    Figure 7-14   Target Information

    Figure 7-15 shows the final view after both iSCSI IP addresses of the storage are configured.
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    Figure 7-15   Target information

    4.	Log in to each of the targets. 

     

    
      
        	
          Note: The IBM Storwize storage system supports only one iSCSI session between an initiator and a target. Ensure that you do not attempt to connect to the same target more than once.

        
      

    

    a.	Select Log in. Three options are shown in the Startup box menu:

     •	onboot

    With this option, iSCSI targets are connected during boot, that is, when root is on iSCSI. As such, it is evaluated from the initrd.

     •	manual

    With this option, iSCSI targets are not connected by default. The user must do it manually.

     •	automatic

    With this option, iSCSI targets are connected when the iSCSI service itself starts.

    b.	Select Next, as shown in Figure 7-16, and repeat the same procedure for each target.
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    Figure 7-16   Login targets

    Using the CLI

    To discover the targets by using the CLI, complete the following steps:

    1.	Run the following command:

    # iscsiadm -m discovery -t sendtargets -p x.x.x.x

    Where x.x.x.x is the IP address of a node Ethernet port on the SAN Volume Controller clustered system, as shown in Example 7-4.

    Example 7-4   Discovering the targets by using the CLI
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    # iscsiadm -m discovery -t sendtargets -p 192.168.41.150:3260 192.168.41.150:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    # iscsiadm -m discovery -t sendtargets -p 192.168.41.151:3260

    192.168.41.151:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2

    # iscsiadm -m discoverydb

    192.168.41.151:3260 via sendtargets

    192.168.41.150:3260 via sendtarget
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    2.	Log in to each of the targets.

     

    
      
        	
          Note: The IBM Storwize storage system supports only one iSCSI session between an initiator and a target. Ensure that you do not attempt to connect to the same target more than once.

        
      

    

    To log in to every target that is already discovered, run the command that is shown in Example 7-5.

    Example 7-5   Logging in to the targets by using the CLI
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    # iscsiadm -m node --targetname iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1 --portal 192.168.41.150 --login

     

    # iscsiadm -m node --targetname iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2 --portal 192.168.41.151 --login
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    Using an iSNS server

    The targets can also be discovered by using an iSNS server. For more information, see 7.7.2, “Configuring the iSNS server address on an IBM Storwize storage system” on page 144.

    In this section, it is assumed that an iSNS server it is already configured. In this case, you need only the IP address and the port of that server, which you can discover by using YaST and the CLI. This example shows how to do the discovery by using iSNS server and the CLI:

    1.	Add the following lines to the /etc/iscsi/iscsid.conf file:

    isns.address = 192.168.41.227

    isns.port = 3205

    In this case, the IP address of the iSNS server is 192.168.41.227:3205.

    2.	Discover the targets. Example 7-6 shows how to discover the targets by using iSNS with the CLI.

    Example 7-6   Discovering the targets by using an iSNS server
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    # iscsiadm --mode discovery --type isns --portal 192.168.41.227:3205

    192.168.41.150:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    192.168.41.151:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2
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    7.4.4  Understanding iSCSI sessions for software-based initiators

    Example 7-7 shows the number of sessions that are already logged in.

    Example 7-7   Current sessions
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    # iscsiadm -m session

    tcp: [1] 192.168.41.150:3260,2 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    tcp: [2] 192.168.41.151:3260,2 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2
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    In this case, there are two sessions, as shown in Figure 7-17. 
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    Figure 7-17   iSCSI configuration with two sessions and one NIC

    Because software-based initiators are used in this example, by default only one IQN is created. If hardware-based initiators were used, there would be one IQN per physical Ethernet interface.

    In Figure 7-17, the relevant thing is that there is redundancy on the IBM Storwize side but not on the host side. This configuration means that if the current NIC goes down, the host loses access to the iSCSI volumes.

    To obtain multipathing on the host side, both NICs must be configured.

     

    
      
        	
          Note: When using iSCSI software-based initiators, you cannot have more than one IQN per host. Although it is possible to create an additional IQN in Linux by creating another interface by running iscsiadm, it is not possible to bind the IP address to the specific IQN. 

        
      

    

    Adding the second Ethernet NIC

    For this example, two other Ethernet ports were configured for iSCSI on the IBM Storwize storage system with IP addresses 192.168.42.150 and 192.168.42.151.

    Example 7-8 shows how to add the second Ethernet NIC, discover the new targets, list them, and log in to each one.

    Example 7-8   Adding the second Ethernet NIC
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    # ifconfig eth2 192.168.42.121/24

    # iscsiadm -m discovery -t sendtargets -p 192.168.42.150:3260 192.168.42.150:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    # iscsiadm -m discovery -t sendtargets -p 192.168.42.151:3260

    192.168.42.151:3260,1 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2

    # iscsiadm -m discoverydb

    192.168.41.151:3260 via sendtargets

    192.168.42.151:3260 via sendtargets

    192.168.42.150:3260 via sendtargets

    192.168.41.150:3260 via sendtargets

    # iscsiadm -m node --targetname iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1 --portal 192.168.42.150 --login

     

    # iscsiadm -m node --targetname iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2 --portal 192.168.42.151 --login
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    Listing the sessions with the new Ethernet NIC

    Example 7-9 shows the number of sessions after you create the interface. With this new configuration, there is redundancy if one of the two NICs goes down.

    Example 7-9   Listing the number of sessions
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    # iscsiadm -m session

    tcp: [1] 192.168.41.150:3260,2 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    tcp: [2] 192.168.41.151:3260,2 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2

    tcp: [3] 192.168.42.150:3260,3 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node1

    tcp: [4] 192.168.42.151:3260,3 iqn.1986-03.com.ibm:2145.cluster9.113.57.226.node2
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    Figure 7-18 on page 105 shows the current topology now that the following tasks are complete:

    1.	Start the open-iscsi and multipathd services.

    2.	Configure the IPs for both Ethernet interfaces.

    3.	Add the host in the IBM Storwize V7000 storage system with the specific IQN.

    4.	Discover targets.

    5.	Log in to the targets.
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    Figure 7-18   Current topology with four sessions logged

    Using network bonding

    The second method for having network redundancy, even if one of the NICs goes down, is to use network bonding. Network bonding is an operating system feature that allows several Ethernet devices to be aggregated to a single bonding device. The default configuration of the bonding device supports the topology that is described in Figure 7-19, in which one NIC is active waiting and the other is waiting for the primary to fail. This mode is known as active-backup.
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    Figure 7-19   Network bonding example topology

    For more information about network bonding, see Network Device Bonding.

    7.4.5  Working with the IBM Storwize storage volume

    To discover the volume, run the following command:

    rescan-scsi-bus.sh

    Example 7-10 shows the output from the fdisk -l command. For each path, there is one /dev/sdbX disk. In this case, /dev/sdb, /dev/sdc, /dev/sdd, and /dev/sde. Additionally, there is a /dev/mapper/mpathvi device, which is the device that is created automatically by the DM-Multipath driver. It can provide failover in an active/passive configuration.

    Example 7-10   The fdisk -l output example after you configure four sessions for a 10.7 GB volume
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    Disk /dev/sdb: 10.7 GB, 10737418240 bytes

    64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors

    Units = sectors of 1 * 512 = 512 bytes

    Sector size (logical/physical): 512 bytes / 512 bytes

    I/O size (minimum/optimal): 32768 bytes / 67108864 bytes

    Disk identifier: 0x00000000

     

    Disk /dev/sdb doesn't contain a valid partition table

     

    Disk /dev/mapper/mpathvi: 10.7 GB, 10737418240 bytes

    64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors

    Units = sectors of 1 * 512 = 512 bytes

    Sector size (logical/physical): 512 bytes / 512 bytes

    I/O size (minimum/optimal): 32768 bytes / 67108864 bytes

    Disk identifier: 0x00000000

     

    Disk /dev/mapper/mpathvi doesn't contain a valid partition table

     

    Disk /dev/sdc: 10.7 GB, 10737418240 bytes

    64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors

    Units = sectors of 1 * 512 = 512 bytes

    Sector size (logical/physical): 512 bytes / 512 bytes

    I/O size (minimum/optimal): 32768 bytes / 67108864 bytes

    Disk identifier: 0x00000000

     

    Disk /dev/sdc doesn't contain a valid partition table

     

    Disk /dev/sdd: 10.7 GB, 10737418240 bytes

    64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors

    Units = sectors of 1 * 512 = 512 bytes

    Sector size (logical/physical): 512 bytes / 512 bytes

    I/O size (minimum/optimal): 32768 bytes / 67108864 bytes

    Disk identifier: 0x00000000

     

    Disk /dev/sdd doesn't contain a valid partition table

     

    Disk /dev/sde: 10.7 GB, 10737418240 bytes

    64 heads, 32 sectors/track, 10240 cylinders, total 20971520 sectors

    Units = sectors of 1 * 512 = 512 bytes

    Sector size (logical/physical): 512 bytes / 512 bytes

    I/O size (minimum/optimal): 32768 bytes / 67108864 bytes

    Disk identifier: 0x00000000

     

    Disk /dev/sde doesn't contain a valid partition table
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    From this point, it is possible to use the discovered volume with Logical Volume Manager (LVM) or a traditional extended partition by running the kpartx command. This book focuses only on LVM.

    Using Logical Volume Manager on the multipath (DM MPIO) device

    To start using the volume with LVM, the first thing to do is to initialize a block device to be used as a physical volume, which is analogous to formatting a file system. Example 7-11 shows a basic configuration example of LVM.

    Example 7-11   Basic configuration of Logical Volume Manager

    [image: ]

    # pvcreate /dev/mapper/mpathvi

    Physical volume "/dev/mapper/mpathvi" successfully created

     

    # vgcreate vgtest /dev/mapper/mpathvi

    Volume  group "vgtest" successfully created

     

    # lvcreate -l 20 -n test_vol1 vgtest

    Logical volume "test_vol1" created

     

    # mkfs.ext4 /dev/vgtest/test_vol1 

    mke2fs 1.41.9 (22-Aug-2009)

    Filesystem label=

    OS type: Linux

    Block size=1024 (log=0)

    Fragment size=1024 (log=0)

    20480 inodes, 81920 blocks

    4096 blocks (5.00%) reserved for the super user

    First data block=1

    Maximum filesystem blocks=67371008

    10 block groups

    8192 blocks per group, 8192 fragments per group

    2048 inodes per group

    Superblock backups stored on blocks: 

            8193, 24577, 40961, 57345, 73729

    Writing inode tables: done                            

    Creating journal (4096 blocks): done

    Writing superblocks and filesystem accounting information: done

    This filesystem will be automatically checked every 31 mounts or

    180 days, whichever comes first.  Use tune2fs -c or -i to override.

     

    # mount /dev/vgtest/test_vol1 /mnt

     

    # df -h /mnt

    Filesystem                    Size  Used Avail Use% Mounted on

    /dev/mapper/vgtest-test_vol1   78M  5.6M   68M   8% /mnt
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    Verifying multipathing

    The -ll option for the multipath command is used to display all the necessary information about the current multipath configuration. 

    Example 7-12 shows the output of the multipath -ll command. In this case, it shows the mpathvi device and its specific UID, which is the same view that is seen from the IBM Storwize storage perspective. Additionally it shows the configured multipath policies (round-robin and queue_if_no_path) and two paths for each IBM Storwize canister. The one that is active is from the active canister.

    Example 7-12   Output of the multipath -ll command

    [image: ]

    # multipath -ll

    mpathvi (36005076400af0001a800000000000066) dm-0 IBM,2145

    size=10G features='1 queue_if_no_path' hwhandler='0' wp=rw

    |-+- policy='round-robin 0' prio=50 status=active

    | |- 6:0:0:0 sde 8:64  active ready running

    | `- 9:0:0:0 sdh 8:112 active ready running

    `-+- policy='round-robin 0' prio=10 status=enabled

      |- 4:0:0:0 sdc 8:32  active ready running

      `- 7:0:0:0 sdf 8:80  active ready running
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    Based on Example 7-12, sde and sdh are paths that correspond to the active canister and sdc and sdf correspond to the passive canister.

    Forcing a multipath failover

    Example 7-13 shows an example of what the multipath -ll command shows after one of the Ethernet NIC goes down.

    Example 7-13   Failover example
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    # ifconfig eth1 down

    # multipath -ll

    mpathvi (36005076400af0001a800000000000066) dm-0 IBM,2145

    size=10G features='1 queue_if_no_path' hwhandler='0' wp=rw

    |-+- policy='round-robin 0' prio=0 status=enabled

    | |- 6:0:0:0 sde 8:64  failed faulty running

    | `- 4:0:0:0 sdc 8:32  failed faulty running

    |-+- policy='round-robin 0' prio=50 status=active

    | `- 9:0:0:0 sdh 8:112 active ready  running

    `-+- policy='round-robin 0' prio=10 status=enabled

      `- 7:0:0:0 sdf 8:80  active ready  running
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    After failover, the only active path is sdh because it corresponds to the active IBM Storwize canister.

    7.5  Configuring iSCSI for Windows 2012

    This section describes how to configure an IBM Storwize storage system with Microsoft iSCSI initiator software. 

    7.5.1  Prerequisites

    To configure the Windows host, complete the following tasks:

    1.	Ensure that your host server is using the latest firmware levels.

    2.	To understand the preferred topology and be aware of the general and specific considerations for Windows hosts, see Chapter 4, “Planning considerations” on page 39.

    3.	If necessary, install the supported driver for the NIC adapter. After you configure the IP address, verify that you can ping each port of the IBM Storwize storage system. 

    4.	Configure the host, volumes, and host mapping, as described in 7.2, “Configuring initiators for iSCSI” on page 87.

    5.	Microsoft iSCSI Initiator is installed natively on Windows Server 2012 and no installation is required. However, make sure that the Microsoft iSCSI Initiator Service is running and the startup type for the service is set to automatic in the Windows services applet.

    6.	Set the IQN for the Microsoft Windows host. To do this task, edit the initiator name in the configuration tab for the iSCSI initiator, as shown here. In this example, the default initiator name is used.

    iqn.1991-05.com.microsoft:win-itel2q9on0l.iscsi.appcluster.com

    This information is necessary to configure the host object in the IBM Storwize storage system, as shown in Figure 7-20.
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    Figure 7-20   iSCSI initiator properties

    Considerations for multipathing

    Microsoft provides its MPIO multipathing solution for multipath management in the Microsoft Windows operating system. Therefore, it is not essential to install a third-party multipathing driver. IBM Storwize storage systems support the generic Microsoft device-specific module (DSM) that is available in Windows 2012 for iSCSI. MPIO is an optional feature in Windows Server 2012, and is not installed by default.

    To install MPIO on your server, complete the following steps:

    1.	Open Server Manager and in the server manager tree, click Features.

    2.	In the Features area, click Add Features.

    3.	In the Add Features wizard, in the Select Features window, select the Multipath I/O check box, and then click Next.

    4.	In the Confirm Installation Selections window, click Install.

    5.	After the installation is completed, the system must be restarted.

    When MPIO is installed, the Microsoft DSM is also installed, as is the MPIO control panel. The control panel can be used to do the following tasks:

    •Configure MPIO functions.

    •Create MPIO configuration reports.

     

    
      
        	
          Note: At the time of writing, the IBM Subsystem Device Driver Device Specific Module (SDD DSM) is not supported for iSCSI host attachment with IBM Storwize storage systems on the Microsoft Windows platform.

        
      

    

    7.5.2  Ethernet network configuration on Windows hosts

    Figure 7-21 on page 111 shows basic network configuration for iSCSI host attachment on Windows hosts. In this configuration, the Ethernet card Ethernet 3 is used for management traffic, and the other two cards are used for iSCSI traffic. Two cards are used to configure a typical multipathing configuration where they form a session with IBM Storwize target ports. The number of Ethernet ports can be increased as needed. However, IBM Storwize storage systems support a maximum of up to eight sessions per initiator port per I/O group.
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    Figure 7-21   Basic lab network configuration that is shown in Microsoft Windows

    7.5.3  iSCSI target discovery for Windows hosts

    After you configure IPs on the Windows hosts and make sure that the IBM Storwize IPs are reachable from the host by pinging them, you can do iSCSI target discovery.

    There are two ways of discovering iSCSI targets from Windows hosts:

    •SendTargets discovery

    •iSNS discovery

    SendTargets discovery

    For this type of discovery, you need the IP addresses of one or more of your system node’s Ethernet ports. 

    To perform discovery with the Microsoft iSCSI Initiator, complete the following steps:

    1.	Open the iSCSI initiator software. Figure 7-22 shows the initial window after the software opens.
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    Figure 7-22   iSCSI Initiator Properties

    2.	Click the Discovery tab and then Discover Portal.

    3.	Enter the IP address of the target’s Ethernet port, as shown in Figure 7-23, and click OK.

    [image: ]

    Figure 7-23   iSCSI discovery portal

    4.	Repeat the same process for all the target IPs with which you want to make sessions.

    5.	After you discover all the target IPs, you see the targets that are listed under the Discover targets in the Targets tab, as shown in Figure 7-24.
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    Figure 7-24   Discovered targets

    6.	To connect to the targets, select each target and click Connect. A new window opens, as shown in Figure 7-25.
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    Figure 7-25   Connect to Target

    7.	To enable multipathing, select the Enable multi-path check box.

    8.	If you intend to configure CHAP authentication or enable header, data digests, or both, click Advanced:

    a.	A new window opens, as shown in Figure 7-26. You can select the appropriate check boxes to configure digests and CHAP authentication.
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    Figure 7-26   Advanced connection settings

    b.	Click OK.

    9.	Click OK in the Connect to target window to establish a connection.

    10.	After the connection is established, you can see that both targets are connected, as shown in Figure 7-27.
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    Figure 7-27   Logged in targets

    iSNS-based discovery

    Another method of discovering target is by using an iSNS server. For information about configuring an iSNS server, see 7.7, “iSNS server configuration” on page 143.

    In this section, it is assumed that an iSNS server is already configured. You need the IP address of the iSNS server to do discovery.

    To perform iSNS-based discovery of targets by using the Microsoft iSCSI initiator, complete the following steps:

    1.	In the Discovery tab of the iSCSI initiator software, click Add Server in the iSNS servers pane, as shown in Figure 7-28.
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    Figure 7-28   Adding an iSNS server IP

    2.	Click OK. The system performs discovery through the iSNS server for targets and automatically connects to the targets. The connected targets are displayed in the Targets tab.

    Viewing and managing the discovered disks

    After iSCSI targets are discovered by using Microsoft iSCSI initiator, you can use Windows disk management in Computer Management to manage the volumes that are mapped to the host from the IBM Storwize storage systems. Windows should perform an automatic rescan of newly added volumes and they should be visible in the disk management utility. However, if the volumes are not visible, you can do a manual rescan by right-clicking Disk Management and selecting Rescan Disks, as shown in Figure 7-29.
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    Figure 7-29   Rescanning for disks in the Microsoft Windows operating system

    After the volumes are discovered, they can be initialized, formatted, and assigned a drive letter with the disk management utility. You can alternatively use the Microsoft Windows diskpart utility from the command prompt to manage the discovered volumes.

    Verifying and managing MPIO for discovered volumes

    Microsoft iSCSI MPIO DSM supports a set of load-balance policies that determine how I/O is allocated among the different sessions. Multipathing for devices can be verified and managed by clicking Devices → MPIO, as shown in Figure 7-30. The figure shows an example in which both paths are up.
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    Figure 7-30   Multipath management

    Because the IBM Storwize storage system is an active/active array, round-robin is the default policy that is applied. However, different multiple load-balancing options are available. Usage of load-balancing policies might affect performance. It is important to understand the policies thoroughly before you use them. For more information about MPIO load-balancing policies, see MPIO Policies.

    Forcing multipath failover

    Figure 7-31 shows an example of what the MPIO window looks like when one of the NICs on the host is down.
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    Figure 7-31   Multipath failover

    IBM Storwize storage systems support IP target failover. However, to guard against host port failures, use multipathing on the host.

    7.6  Configuring iSCSI for VMware ESXi hosts

    This section describes the configuration of VMware ESXi hosts for iSCSI by using the software initiator.

    Prerequisites

    To configure the VMware (ESX) host, complete the following tasks:

    •Be sure that your host server is using the latest firmware levels.

    •To understand the preferred topology and be aware of the general and specific considerations regarding ESX hosts, read Chapter 4, “Planning considerations” on page 39.

    •If necessary, install the supported driver for the NIC adapter. After configuring the IP address, verify that you can ping each port of the IBM Storwize storage system. 

    •Configure the host, volumes, and host mapping, as described in 7.2, “Configuring initiators for iSCSI” on page 87.

    •VMware iSCSI Initiator is installed natively on ESX Server and no installation is required. However, you must add the software initiator to the Storage Adapters category. Complete the following steps:

    a.	Click Configuration → Storage Adapters on the vSphere Client.

    b.	At the upper right corner, click Add.

    c.	Select Add Software iSCSI Adapter and click OK (Figure 7-32).
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    Figure 7-32   Add Storage Adapter

    A new iSCSI Software Adapter is created, as shown in Figure 7-33.
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    Figure 7-33   Storage adapters

    You can optionally set the IQN for the ESX host. To change the IQN, complete the following steps:

    1.	On the vSphere client, click Configuration → Storage adapters.

    2.	Right-click iSCSI Software Adapter and click Properties.

    3.	On the General tab, click Configure and enter the IQN into the iSCSI name box (Figure 7-34).
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    Figure 7-34   General Properties

    4.	Optional: Assign an alias to the adapter by entering the necessary value into the iSCSI Alias field.

    ESXi terminologies to understand before you proceed with the configuration

    Be sure to understand the following terms before you begin the configuration:

    •Virtual switch (vSwitch)

    A vSwitch is a software program that helps the virtual machines (VMs) communicate among themselves. It contains the VMkernel, which helps the VMware to access the iSCSi I/O and a service console, which is used to perform the management activities.

    •VMkernel

    The VMkernel is the operating system of ESX or ESXi servers. All the hardware, including processors, memory, NIC, and host bus adapters (HBAs), is controlled by VMkernels.

    •VM console

    A VM console can be described as a specialized network interface that enables the management of the ESX host.

    •VM port groups

    These groups help connect all the guest operating systems to the network.

    7.6.1  Configuring the Ethernet network on the VMware host

    ESXi iSCSI initiators use vSwitches and VMkernel interfaces to drive iSCSI I/O. Therefore, you must configure networking on the ESXi host before the iSCSI targets can be discovered. This section describes the configuration of the network on the ESXi host that is required for configuring iSCSI.

    Configuring a vSwitch

    To configure a vSwitch, complete the following steps:

    1.	Click the Configuration tab of the vSphere client.

    2.	Click Networking in the Hardware section.

    3.	Click Add networking.

    4.	Select Virtual Machine and click Next, as shown in Figure 7-35.
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    Figure 7-35   Connection types

    5.	Select Create a vSphere standard switch, and click Next.

    6.	Under Port Group Properties, enter the network label and optional VLAN ID, if you are using VLANs, for the port group, as shown in Figure 7-36, and click Next.
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    Figure 7-36   Virtual Machines: Connection Settings

    7.	Click Finish on the next window to complete the wizard. 

    8.	Verify that a new vSwitch appears under networking.

    Creating a VMkernel interface

    A VMkernel interface must be created in the vSwitch to carry iSCSI I/O. To create a VMkernel interface, complete the following steps:

    1.	Click Properties for the vSwitch that is created for iSCSI.

    2.	Click Add under vSwitch properties. 

    3.	In the Add Networking wizard, select VMkernel, as shown in Figure 7-37.
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    Figure 7-37   Connection type

    4.	Enter the name for the VMkernel port group and optional VLAN ID if you are using VLAN in your network for iSCSI. If you are using IPv6 for your network, select IPv6 or IP and IPv6 and click Next. Figure 7-38 shows the configuration window.
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    Figure 7-38   VMkernel: Connection Settings

    5.	If you are using DHCP for your network, select Obtain IP setting automatically. Otherwise, select Use the following IP settings to configure a static IP for the VMkernel interface on the VMkernel - IP configurations settings window, as shown in Figure 7-39.
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    Figure 7-39   VMkernel: IP Connections Settings

    6.	Click Finish on the next window to create the interface.

    Discovering targets on ESXi

    This section describes how to discover targets on ESXi.

    Binding a VMkernel interface to an ESXi iSCSI software adapter

    You must bind a VMkernel interface to an ESXi iSCSI software adapter for iSCSI communication to work. To create the bindings, complete the following steps:

    1.	Click Configuration → Storage Adapter in the vSphere client.

    2.	Right-click Software iSCSI adapter and click Properties.

    3.	Click Network Configuration under Properties and click Add, as shown in Figure 7-40.
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    Figure 7-40   iSCSI initiator properties

    4.	Select the VMkernel interface that you created for iSCSI and click OK, as shown in Figure 7-41.
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    Figure 7-41   Binding with the VMkernel Network Adapter

    The VMkernel interface is added under the VMkernel port bindings, as shown in Figure 7-42.
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    Figure 7-42   VMkernel port bindings

    Discovering iSCSI targets

    There are two ways to discover targets on ESXi by using software iSCSI:

    •Static discovery

    In static discovery, the IP is required in addition to the IQNs of all of the targets. The user must connect to all the targets individually by manually adding them. For more information, see “Static discovery” on page 131.

    •Dynamic discovery

    In dynamic discovery, only the IP address of the target is required. The software performs discovery and automatically connects to all the discovered targets. For more information, see “Dynamic discovery” on page 133.

    Static discovery

    To configure static discovery in the vSphere client, complete the following steps:

    1.	Click Configuration → Storage Adapter.

    2.	Right-click Software iSCSI adapter and click Properties.

    3.	Click Static discovery and click Add.

    4.	Enter the IP address and IQN of the target, as shown in Figure 7-43.

    [image: ]

    Figure 7-43   Adding a Static Target Server

    5.	Click OK.

    The initiator connects to the target and the connected target displays, as shown in Figure 7-44.

    [image: ]

    Figure 7-44   Discovered or manually entered targets

    Dynamic discovery

    To configure dynamic discovery in the vSphere client, complete the following steps:

    1.	Click Configuration → Storage Adapter in the vSphere client.

    2.	Right-click Software iSCSI adapter and click Properties.

    3.	Click Dynamic discovery and click Add.

    4.	Enter the IP address of the target, as shown in Figure 7-45, and click OK.
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    Figure 7-45   iSCSI server location

    5.	The discovery address is added under SendTargets and Discovered Targets and is shown under Static Discovery.

     

    
      
        	
          Note: After discovery, the system prompts you for a rescan of the software adapter. Select Yes to perform discovery of the volumes that are mapped to the host.

        
      

    

    Setting the CHAP authentication

    To set CHAP authentication for iSCSI on ESXi in the vSphere client, complete the following steps:

    1.	Click Configuration and then Storage Adapter.

    2.	Right-click Software iSCSI adapter and click Properties.

    3.	Under iSCSI Software adapter properties, click CHAP.

    4.	As shown in Figure 7-46, select Use CHAP for “CHAP (target authenticates host)”. Optionally, you can also select Use CHAP for “CHAP (host authenticates target)” if you want to use mutual CHAP.
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    Figure 7-46   Specifying the CHAP credentials

     

    
      
        	
          Important: The CHAP name and secret must match the values that are set on the IBM Storwize storage system. If you have used the initiator name (IQN) as the CHAP name on the IBM Storwize storage system, you can select Use initiator name for the CHAP setting.

        
      

    

    Host multipathing

    Multipathing provides the ability to load balance between paths when all paths are present and to handle failures of a path at any point between the server and the storage. The default iSCSI configuration for VMware gives only one path from the initiator to the target. To enable failover and load balancing, port binding must be configured by the administrator to have multiple paths.

    Prerequisites for vmknic-based multipathing for software iSCSI

    Before you configure vmknic-based multipathing, consider the following things:

    1.	Two VMkernel port groups are required with an uplink that is connected to them.

    2.	A VMkernel network adapter should be linked to the software iSCSI adapter. A rediscovery of targets is required to detect multiple paths.

    Configuring vmknic-based multipathing

    To configure vmknic-based multipathing, complete the following steps:

    1.	Configure the network as described in 7.5.1, “Prerequisites” on page 108. As part of this process, ensure that you have a vSwitch.

     

    
      
        	
          Note: As a preferred practice, have two or more physical adapters for iSCSI on the host machine for multipathing.

        
      

    

    2.	Configure an additional VMkernel port, which is a prerequisite to configure the port binding, as described in 7.5.1, “Prerequisites” on page 108.7.5.1, “Prerequisites” on page 108.

     

    
      
        	
          Note: VMkernel port groups can also be created on different vSwitches. However, if the VMkernel adapters in your configuration are on the same subnet, they can be configured on the same vSwitch.

        
      

    

    3.	In the previous steps, where you added the network adapters to a vSwitch, network adapters appear as active to each VMkernel port on the vSwitch. Ensure that you override this configuration to ensure that each VMkernel port maps to only one active adapter. 

    a.	Under the Port tab of the vSwitch properties, select a VMkernel port and click Edit, as shown in Figure 7-47.

    [image: ]

    Figure 7-47   Storage Adapters

    b.	On the NIC Teaming tab, select Override switch failover order, as shown in Figure 7-48.
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    Figure 7-48   VM Network Properties: NIC Teaming

    c.	Under Active Adapters, keep only one adapter and then use Move Down to shift other adapters under the unused adapters, as shown in Figure 7-49.
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    Figure 7-49   VM Network Properties: NIC Teaming

    d.	To ensure unique mapping of the port to an adapter, repeat steps a on page 136 to c.

    4.	Enable the iSCSI Software Adapter, as described in 7.6, “Configuring iSCSI for VMware ESXi hosts” on page 120.

    5.	Configure the port binding:

    a.	Click the Configuration tab and then click Storage Adapters → Properties. 

    b.	Click Network Configuration → ADD to bind the network adapter to the iSCSI adapter, as shown in Figure 7-50.
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    Figure 7-50   Binding with the VMkernel Network Adapter

    6.	You see a list of all VMkernel adapters that are compatible with the iSCSI port binding requirements. You can select the VMkernel network adapter that you want to bind the iSCSi adapter with and then click OK.

    7.	Repeat step 6 until you bind all the required adapters.

    8.	When all the VMkernel adapters are bound to the iSCSI software adapters, the adapters are shown, as shown in Figure 7-51.

    [image: ]

    Figure 7-51   Network Configuration

    9.	Close the Initiator Properties window and click Rescan to verify that multiple paths are available for iSCSI LUNs. Figure 7-52 shows a device with multiple paths.
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    Figure 7-52   Storage Adapters

    Choosing a multipathing policy

    The following multipath I/O policies can be chosen on ESX or ESXi servers:

    •Fixed: Always use the preferred path to the disk. If the preferred path is not available, an alternative path to the disk is used. When the preferred path is restored, an automatic failback to the preferred path occurs.

    •Most Recently Used: Use the most recently used path if the path is available. Whenever a path failure occurs, an alternative path is used. There is no automatic failback to the original path.

    •Round Robin: Multiple disk paths are used and balanced by using an automatic rotation mechanism.

    To change the multipathing policy on ESXi hosts, complete the following steps:

    1.	In the Storage Adapters section in the vSphere client, select the software adapter, right-click the device or LUN, and click Manage Paths, as shown in Figure 7-53.
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    Figure 7-53   Manage Paths

    2.	Change the policy by using the drop-down menu for Path Selection under Policy, as shown in Figure 7-54.
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    Figure 7-54   Path Selection

    An IBM Storwize storage system is an active/active array, so round-robin is the preferred policy. For more information about all the multipathing policies and to select a suitable policy for your environment, see your VMware documentation.

    7.7  iSNS server configuration 

    iSNS is a protocol that allows automatic discovery, management, and configuration of iSCSI devices. iSNS is like a DNS for iSCSI devices.

    7.7.1  Enabling ISNS server in Windows 2012

    Microsoft Windows Server 2012 includes an iSNS as a standard feature. To install it, complete the following steps:

    1.	Start Server Manager.

    2.	Click Manage → Add Roles and Features. 

    3.	Select Internet Storage Name Server and click Install, as shown in Figure 7-55.
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    Figure 7-55   Adding the iSNS Server service feature

    4.	After installation, restart the iSNS server system.

    7.7.2  Configuring the iSNS server address on an IBM Storwize storage system

    This section shows how to set up an IBM Storwize storage system for iSNS server with the CLI and GUI.

    Configuring the ISNS server address with the CLI

    To configure the iSNS server address, complete the following steps:

    1.	To specify an IPv4 address for the iSNS, run the following command:

    chsystem -isnsip iSNS_server_address

    Where iSNS_server_address is the IP address of the iSCSI storage name service in IPv4 format.

    2.	To specify an IPv6 address for the iSNS, run the following command:

    chsystem -isnip_6 ipv6_sns_server_address

    Where ipv6_sns_server_address is the IP address of the iSCSI storage name service in IPv6 format.

    Configuring the ISNS server address with the GUI

    To configure the iSNS server address, complete the following steps:

    1.	Log in to the IBM Storwize console.

    2.	Click Settings → Network → iSCSI, as shown in Figure 7-56.
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    Figure 7-56   iSCSI Configuration

    3.	On the iSCSI configuration window, add the iSNS address, as shown in Figure 7-57.
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    Figure 7-57   Adding the iSNS address

    4.	Click Apply Changes, as shown in Figure 7-58.
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    Figure 7-58   Applying changes for the iSNS address configuration

    7.7.3  Configuring the iSCSI initiator with iSNS server details

    To use the discovery function, the iSCSI initiator must connect to the iSNS server. To set up the iSCSI initiator to connect to the iSNS server, complete the following steps:

    1.	From Control Panel, click Administrative Tools → iSCSI Initiator to open the iSCSI Initiator Properties window, as shown in Figure 7-59.
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    Figure 7-59   iSCSI Initiator Properties

    2.	Click the Discovery tab, as shown in Figure 7-60.
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    Figure 7-60   iSCSI Initiator Discovery tab

    3.	Click Add Server, as shown in Figure 7-61.
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    Figure 7-61   Adding the iSNS Server address

    7.8  Configuring Priority Flow Control for the IBM Storwize storage system

    With PFC, it is possible to prioritize iSCSI traffic over other data traffic in the network by setting bandwidth limits to each type of traffic. Its configuration is defined on the Ethernet switch and can be seen (but not modified) by the IBM Storwize storage system.

    This section does not provide detailed information about how to configure PFC from an Ethernet switch perspective. Instead, it focuses on showing how to make a basic configuration on the Ethernet switch and based on that configuration, shows how to verify the flow control configuration on the IBM Storwize storage system. For more information about PFC, see “Priority Flow Control (IEEE standard 802.1 Qbb)” on page 15.

    7.8.1  Requirements for PFC

    PFC has the following requirements:

    •PFC for iSCSI is supported only on Brocade VDX 10-Gigabit Ethernet (GbE) switches.

    •PFC is supported only with ports that have 10 Gb or higher bandwidth.

    •PFC cannot be manually turned on or off from the system. PFC is automatically turned on if it is configured on the switch (network).

    •PFC is enabled only for those IP addresses that have VLAN tagging that is enabled on the system.

    7.8.2  Configuring Priority Flow Control on Brocade VDX

    For this example, two ports on the Brocade Ethernet switch are connected (9 and 10). 

    Example 7-14 shows a basic configuration that is done on the Brocade Ethernet switch to use as a simple reference. In this case, iSCSI traffic is assigned to COS 5, in priority-group-table 3 with 40 percent of bandwidth priority.

    Example 7-14   Basic configuration on the Brocade Ethernet switch
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    sw0(config)# conf ter

    sw0(config)# protocol lldp

    sw0(conf-lldp)# iscsi-priority 5

    sw0(conf-lldp)# exit

    sw0(config)# interface TenGigabitEthernet 1/0/9-10

    sw0(conf-if-te-1/0/9-10)# lldp iscsi-priority 5

    sw0(conf-if-te-1/0/9-10)# exit

    sw0(config)# cee-map default

    sw0(config-cee-map-default)# priority-group-table 1 weight 30 pfc on

    sw0(config-cee-map-default)# priority-group-table 2 weight 30 pfc off

    sw0(config-cee-map-default)# priority-group-table 3 weight 40 pfc on

    sw0(config-cee-map-default)# priority-table 2 2 2 1 2 3 2 15.0

    sw0(conf-lldp)# protocol lldp

    sw0(conf-lldp)# advertise dcbx-tlv

    sw0(conf-lldp)# advertise dcbx-iscsi-app-tlv

    sw0(conf-lldp)# exit

    sw0(config)# exit

    sw0# show running-config cee-map

    cee-map default

     precedence 1

     priority-group-table 1 weight 30 pfc on

     priority-group-table 15.0 pfc off

     priority-group-table 15.1 pfc off

     priority-group-table 15.2 pfc off

     priority-group-table 15.3 pfc off

     priority-group-table 15.4 pfc off

     priority-group-table 15.5 pfc off

     priority-group-table 15.6 pfc off

     priority-group-table 15.7 pfc off

     priority-group-table 2 weight 30 pfc off

     priority-group-table 3 weight 40 pfc on

     priority-table 2 2 2 1 2 3 2 15.0

     remap fabric-priority priority 0

     remap lossless-priority priority 0n
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    7.8.3  Verifying Priority Flow Control from the IBM Storwize storage system

    From the IBM Storwize perspective, to start working with PFC, it is necessary to configure an IP address and VLAN tagging on each Ethernet port that is dedicated for iSCSI. To enable VLAN tagging, complete the following steps:

    1.	Click Settings → Network → Ethernet Ports, as shown in Figure 7-62.
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    Figure 7-62   Step one to configure VLANs on an IBM Storwize storage system

    2.	Select the 10-Gbps port that is connected to the Brocade Switch for using iSCSI traffic, right-click, and select Modify VLAN, as shown in Figure 7-63.
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    Figure 7-63   Modifying the VLAN

    3.	Select Enable and enter a VLAN tag, as shown in Figure 7-64. The same VLAN tag must be configured in the Brocade switch. In this example, it is 101.
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    Figure 7-64   VLAN tag configuration

    In the IBM Storwize storage system, the following values for each 10 Gbps Ethernet port that is dedicated for iSCSI should automatically change from No to Yes (Lossless) in the Priority Flow Control for IPv4 Column, as shown Figure 7-65.
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    Figure 7-65   Priority Flow Control enabled

    The Brocade Ethernet Switch and the IBM Storwize storage system use the DCBX protocol for exchanging the configuration settings. Because they use it, it is possible to see the configured bandwidth allocation for each type of traffic from the IBM Storwize storage system by using the CLI and running lsportip <Ethernet port>. In this case, all the information is displayed for port 4, as shown in Example 7-15.

    Example 7-15   The lsportip 4 output
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    IBM_IBM Storwize:Cluster_9.113.57.226:superuser>lsportip 4

    id 4                                                                                                                                                                                                                                              

    node_id 1                                                                                                                                                                                                                                         

    node_name node1                                                                                                                                                                                                                                   

    IP_address 192.168.41.72                                                                                                                                                                                                                          

    mask 255.255.255.0                                                                                                                                                                                                                                

    gateway 192.168.41.1                                                                                                                                                                                                                              

    IP_address_6                                                                                                                                                                                                                                      

    prefix_6                                                                                                                                                                                                                                          

    gateway_6                                                                                                                                                                                                                                         

    MAC 40:f2:e9:e0:01:af                                                                                                                                                                                                                             

    duplex Full                                                                                                                                                                                                                                       

    state configured

    speed 10Gb/s

    failover no

    mtu 1500

    link_state active

    host yes

    remote_copy 0

    host_6 

    remote_copy_6 0

    remote_copy_status 

    remote_copy_status_6 

    vlan 101

    vlan_6 

    adapter_location 2

    adapter_port_id 1

    dcbx_state enabled

    lossless_iscsi on

    lossless_iscsi6 

    iscsi_priority_tag 5

    fcoe_priority_tag 3

    pfc_enabled_tags 3:5

    pfc_disabled_tags 0:1:2:4:6:7

    priority_group_0 

    priority_group_1 3

    priority_group_2 

    priority_group_3 5

    priority_group_4 

    priority_group_5 

    priority_group_6 

    priority_group_7 

    bandwidth_allocation 0:30:30:40:0:0:0:0
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    The relevant part to mention in Example 7-15 on page 150 is that iSCSI traffic was configured with COS 5 (iscsi_priority_tag 5). COS 5 was assigned to Priority Group 3 and this group has 40 percent of bandwidth priority configured (bandwidth_allocation 0:30:30:40:0:0:0:0). This last value is explained in Figure 7-66.
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    Figure 7-66   Configured priority bandwidth for iSCSI traffic for this example

    PFC works by dividing the link into eight different virtual lanes (0 - 7). The ETS protocol is used to allocate each lane a specific link bandwidth for a particular traffic type. Then, each lane can be assigned to a specific priority group (also 0 - 7).

    In the bandwidth_allocation parameter, each priority group is separated by the character “:”. In this example, the fourth field, which corresponds to priority group 3, has the iSCSI traffic that is assigned and with a 40 percent of bandwidth priority configured.

    7.9  Configuring the iSCSI host for the HyperSwap cluster

    This section provides information about HyperSwap configuration, iSCSI host site assignment, HyperSwap volume creation, and online conversion of iSCSI host-attached basic volume to HyperSwap volume.

    7.9.1  What HyperSwap is

    The HyperSwap high availability feature in the IBM SAN Volume Controller software enables continuous data availability if there is a hardware failure, power failure, connectivity failure, or disaster, such as fire or flooding. HyperSwap volumes are highly available and are accessible through two sites at up to 300 km (186.4 miles) apart. A fully independent copy of the data is maintained at each site. At the time of writing to the volume, the data is written on both the sites in synchronous fashion, which provides independent, synchronized copies of HyperSwapped volume at both the sites. 

    The HyperSwap function builds on two existing technologies in the product:

    1.	The Non-disruptive Volume Move (NDVM) function that was introduced in Version 6.4 of the SAN Volume Controller software and extended for iSCSI volumes in Version 7.7.1

    2.	Remote Copy features that include Metro Mirror, Global Mirror, and Global Mirror with Change Volumes 

    In the typical SAN Volume Controller cluster implementations, the volumes are accessed by a host through a caching I/O group only. In a HyperSwap feature, each volume must be accessed by the hosts that use all the I/O Groups in the clustered system. Therefore, this design needs multi-I/O group access to present a volume from multiple I/O groups. IBM Spectrum Virtualize software supports multi-I/O group volume access of iSCSI-attached volumes from Version 7.7.1. This enables creation and conversion of an iSCSI host-attached normal volume to HyperSwap volumes. 

    A new Metro Mirror capability, the active-active Metro Mirror, is used to maintain a fully independent copy of the data at each site. When data is written by hosts at either site, both copies are synchronously updated before the write operation is completed. The HyperSwap function automatically optimizes itself to minimize the data that is transmitted between sites and to minimize host read and write latency.

    The HyperSwap function works with the standard multipathing drivers that are available on a wide variety of host types, with no additional required host support to access the highly available volume. Where multipathing drivers support Asymmetric Logical Unit Access (ALUA), the storage system informs the multipathing driver of the nodes that are closest to it, and the nodes to use to minimize I/O latency. 

    7.9.2  Host site assignment

    Before you create or convert the volume to a HyperSwap volume for an iSCSI-attached host, you must set up the site attribute for the host. The site attribute corresponds to a physical location that houses the physical objects of the system. In a client installation, the site attribute might correspond to a separate office, a different data center building, or different rooms or racked areas of a single data center that was planned for internal redundancy. 

    Sites 1, 2, and 3 can be renamed from the default name by using the chsite command, as shown in Example 7-16.

    Example 7-16   The chsite command example
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    IBM_2145:Redbooks_cluster1:superuser>chsite -name RedbookCluster_site1 1

    IBM_2145:Redbooks_cluster1:superuser>chsite -name RedbookCluster_site2 2

    IBM_2145:Redbooks_cluster1:superuser>chsite -name RedbookCluster_site3 3
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    To list the sites, you can use the lssite command, as shown in Example 7-17.

    Example 7-17   The lssite command example
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    IBM_2145:Redbooks_cluster1:superuser>lssite

    id site_name

    1  RedbookCluster_site1

    2  RedbookCluster_site2

    3  RedbookCluster_site3
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    When HyperSwap Volumes are mapped to a host by using mkvdiskhostmap, the host must be assigned to either site 1 or site 2. Assigning a HyperSwap volume to a host with no site attribute is not allowed. The host objects have a site attribute. For the existing hosts, the site can be configured by using the chhost command, as shown in Example 7-18.

    Example 7-18   The chhost command example
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    IBM_2145:Redbooks_cluster1:superuser>chhost -site RedbookCluster_site1 0
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    You can also specify the site attribute when the host is created by using the mkhost command, as shown in Example 7-19.

    Example 7-19   The mkhost command example
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    IBM_2145:Redbooks_cluster1:superuser>mkhost -iscsiname iqn.1994-05.com.redhat:3aced1bc3faf -name iSCSI_Host_1 -site RedbookCluster_site1

    Host, id [0], successfully created
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    You can check the current site definition for the host objects by using the lshost command, as shown in Example 7-20.

    Example 7-20   The lshost command view
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    IBM_2145:Redbooks_cluster1:superuser>lshost

    id name         port_count iogrp_count status  site_id site_name            host_cluster_id host_cluster_name

    0  iSCSI_Host_1 1          4           offline 1       RedbookCluster_site1

     

    IBM_2145:Redbooks_cluster1:superuser>lshost 0

    id 0

    name iSCSI_Host_1

    port_count 1

    type generic

    mask 1111111111111111111111111111111111111111111111111111111111111111

    iogrp_count 4

    status offline

    site_id 1

    site_name RedbookCluster_site1

    host_cluster_id

    host_cluster_name

    iscsi_name iqn.1994-05.com.redhat:3aced1bc3faf

    node_logged_in_count 0

    state offline
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    7.9.3  Working with HyperSwap volumes

    This section describes the creation of HyperSwap volumes, and the online conversion of iSCSI-attached basic volumes to HyperSwap volumes. After you have an assigned site for the iSCSI host, you can create the HyperSwap volumes. You can convert the existing basic volumes to HyperSwap volumes in nondisruptive way after the host site assignment is done.

    Creating the HyperSwap volume

    After you configure the HyperSwap topology and host site assignments, complete one of the following actions to create the HyperSwap volume:

    •If you are using the management GUI, use the Create Volumes wizard to create the HyperSwap volumes. Click Volumes → Volumes → Create Volumes and select HyperSwap to create HA volumes, as described in Figure 7-67.

    [image: ]

    Figure 7-67   HyperSwap Volume creation

    •If you are using the CLI, use the mkvolume command to create a HyperSwap volume. Example 7-21 shows a HyperSwap volume that is created by specifying two storage pools in independent sites.

    Example 7-21   The mkvolume command example
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    IBM_2145:Redbooks_cluster1:superuser> mkvolume -size 100 -pool site1pool:site2pool

    Volume, id [0], successfully created.
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    Converting to a HyperSwap volume 

    This subsection provides information about the online conversion of basic iSCSI host-attached volumes to HyperSwap volumes after you upgrade to SAN Volume Controller Version 7.7.1 or later. You may convert the basic volume by adding another copy of the volume at a second site. Before you start the conversion process, check for the system topology to ensure that the system is in HyperSwap mode. Also, check for other prerequisites to create the HyperSwap volume at IBM Knowledge Center. 

    To convert a basic iSCSI host-attached volume to a HyperSwap volume, use one of the following options:

    •To change a basic volume to a HyperSwap volume by using the management GUI, click Volumes. Right-click the basic volume and select Add Volume Copy. Select the pool at the different site that contains the existing copy, as shown in Figure 7-68. Click Add. 
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    Figure 7-68   Converting a basic volume to a HyperSwap volume

    This process creates three VDisks and the active-active relationship across the volume copies to make it a HyperSwapped volume. After the synchronization of the volume copy is complete, your basic volume is converted to a HyperSwap volume.

    •The addvolumecopy command adds a copy to a HyperSwap volume, which changes a basic volume into a HyperSwap volume with copies on two separate sites. This command internally creates a volume copy on another site and an active-active relation is created between these volume copies. After the relationship is created, the initial data copy operation starts. Upon completion of initial data copy operation, the relationship shows the status as consistent_synchronized, and the conversion process is complete. 

    Example 7-22 shows the CLI example for converting a basic volume to a HyperSwap volume.

    Example 7-22   The addvolumecopy command
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    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser> svctask addvolumecopy -pool 1 0

    IBM_2145:Redbooks_cluster1:superuser>
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IBM Spectrum Virtualize and IBM Storwize performance monitoring

    This chapter provides a brief overview of the performance monitoring capabilities of the IBM Spectrum Virtualize and IBM Storwize storage systems.

    However, it is beyond the scope of this book to provide an in-depth understanding of performance statistics, or explain how to interpret them. For a more comprehensive look at the performance of these systems, see IBM System Storage SAN Volume Controller and Storwize V7000 Best Practices and Performance Guidelines, SG24-7521.

    For IBM storage systems, the official IBM tool for the collection of performance statistics and to supply performance reporting is IBM Spectrum Control (formerly IBM Tivoli Storage Productivity Center). For more information, see 8.3, “Performance data collection with IBM tools” on page 166.

    This chapter describes the following topics:

    •8.1, “Manually gathering performance statistics” on page 158

    •8.2, “Real-time performance monitoring” on page 159

    •8.3, “Performance data collection with IBM tools” on page 166

    8.1  Manually gathering performance statistics

    The IBM Spectrum Virtualize or Storwize storage system is constantly collecting performance statistics. The lssystem command shows the statistics_status. The default statistics frequency is 5 minutes, which you can adjust by using the startstats -interval <minutes> command.

    The statistics data is collected in XML files, with a new file created at the end of each sampling period. Each node of a SAN Volume Controller system and each canister in a Storwize system keeps the most recent 16 files of each type. When the 17th file is created, the oldest file is overwritten.

    This design provides statistics for the most recent 80-minute period if the default 5-minute sampling interval is used. You can define the sampling interval by running the startstats -interval <minutes> command to collect statistics at different intervals. The system supports user-defined sampling intervals of 1 - 60 minutes. Running the startstats command resets the statistics timer and gives it a new interval at which to sample.

    8.1.1  Statistics file naming 

    The files that are generated are written to the /dumps/iostats/ directory. The file name is in the following format:

    •Nm_stats_<node_serial_number>_<date>_<time> for managed disk (MDisk) statistics

    •Nv_stats_<node_serial_number>_<date>_<time> for virtual disk (VDisk) statistics

    •Nn_stats_<node_serial_number>_<date>_<time> for node (or canister) statistics

    •Nd_stats_<node_serial_number>_<date>_<time> for disk drive statistics

    The <node_serial_number> is of the node or canister on which the statistics were collected. The date is in the format <yymmdd> and the time is in the format <hhmmss>. The following example shows an MDisk statistics file name:

    Nm_stats_7836640-2_140901_164012

    The lsdumps -prefix /dumps/iostats command lists the statistics file names, as shown in Example 8-1. The output is truncated and shows only part of the available statistics.

    Example 8-1   The lsdump command output
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    IBM_IBM Storwize:Cluster_9.113.57.226:superuser>lsdumps -prefix /dumps/iostats

    id  filename

    0   Nd_stats_03C4003-2_150821_114831

    1   Nm_stats_03C4003-2_150821_114831

    2   Nn_stats_03C4003-2_150821_114831

    3   Nv_stats_03C4003-2_150821_114831

    4   Nd_stats_03C4003-2_150821_114931

    5   Nv_stats_03C4003-2_150821_114931

    6   Nn_stats_03C4003-2_150821_114931

    7   Nm_stats_03C4003-2_150821_114931

    8   Nn_stats_03C4003-2_150821_115031

    9   Nv_stats_03C4003-2_150821_115031

    10  Nd_stats_03C4003-2_150821_115031
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    To retrieve all the statistics files of a system, copy the files from the non-configuration nodes onto the configuration node by using the following command:

    cpdumps -prefix /dumps/iostats <non_config node id>

    Then, download the performance statistics files from the configuration node to a local drive on your workstation by using Secure Copy Protocol (SCP). On a Windows workstation, you can use the pscp.exe command (included with PuTTY), as shown in the following example:

    C:\Program Files\PuTTY>pscp -unsafe -load ITSO_IBM Storwizeadmin@10.18.229.81:/dumps/iostats/* c:\statsfiles

    Use the -load parameter to specify the session that is defined in PuTTY. Specify the -unsafe parameter when you use wildcards.

    If you do not use IBM Spectrum Control (or third-party software), you must retrieve and parse these XML files to analyze the long-term statistics. The counters on the files are posted as absolute values. Therefore, the application that processes the performance statistics must compare two samples to calculate the differences from the two files. For the detailed description of the XML file contents, see IBM Knowledge Center.

    8.2  Real-time performance monitoring

    Real-time performance statistics provide short-term status information for the IBM Storwize storage system. The statistics are shown as graphs in the management GUI or can be viewed from the CLI. With system level statistics, you can quickly view the processor use and the bandwidth of volumes, interfaces, and MDisks. Each graph displays the current bandwidth in either megabytes per second (MBps) or I/O operations per second (IOPS) and a view of bandwidth over time.

    Each node collects various performance statistics, mostly at 5-second intervals, and the statistics that are available from the configuration node in a clustered environment. This information can help you determine the performance effect of a specific node. As with system statistics, node statistics help you to evaluate whether the node is operating within normal performance metrics.

    Real-time performance monitoring gathers the following system-level performance statistics:

    •Central processing unit (CPU) uses

    •Port use and I/O rates

    •Volume and MDisk I/O rates

    •Bandwidth

    •Latency

    Real-time statistics are always collected and cannot be stopped.

    8.2.1  Real-time performance monitoring with the CLI

    The following commands are available for monitoring the statistics through the CLI:

    •lssystemstats

    Run the lssystemstats command to display the most recent values of all of the node or node canister statistics in a clustered system. This command can also be used to display a history of values. You can filter the output to display values only for a subset of available statistics. An example lssystemstats CLI output is shown in Figure 8-1 on page 163.

    •lsnodestats and lsnodecanisterstats

    Run the lsnodestats (IBM Spectrum Virtualize system) or lsnodecanisterstats (IBM Storwize system) command to display the most recent values of statistics for all of the nodes or node canisters and display all statistics for a particular node canister. Additionally, you can use this command to display a history of values for a subset of available statistics. You can filter the output to display values only from certain nodes or a subset of available statistics. 

    Example 8-2 shows a lssystemstats command output.

    Example 8-2   Example lssystemstats command output

    [image: ]

    IBM_2145:Redbooks_cluster1:superuser>lssystemstats

    stat_name          stat_current stat_peak stat_peak_time

    compression_cpu_pc 0            0         161117063047

    cpu_pc             1            2         161117063022

    fc_mb              0            0         161117063047

    fc_io              5061         5354      161117062937

    sas_mb             0            0         161117063047

    sas_io             0            0         161117063047

    iscsi_mb           0            0         161117063047

    iscsi_io           0            0         161117063047

    write_cache_pc     0            0         161117063047

    total_cache_pc     0            0         161117063047

    vdisk_mb           0            0         161117063047

    vdisk_io           0            0         161117063047

    vdisk_ms           0            0         161117063047

    mdisk_mb           0            0         161117063047

    mdisk_io           0            0         161117063047

    mdisk_ms           0            0         161117063047

    drive_mb           0            0         161117063047

    drive_io           0            0         161117063047

    drive_ms           0            0         161117063047

    vdisk_r_mb         0            0         161117063047

    vdisk_r_io         0            0         161117063047

    vdisk_r_ms         0            0         161117063047

    vdisk_w_mb         0            0         161117063047

    vdisk_w_io         0            0         161117063047

    vdisk_w_ms         0            0         161117063047

    mdisk_r_mb         0            0         161117063047

    mdisk_r_io         0            0         161117063047

    mdisk_r_ms         0            0         161117063047

    mdisk_w_mb         0            0         161117063047

    mdisk_w_io         0            0         161117063047

    mdisk_w_ms         0            0         161117063047

    drive_r_mb         0            0         161117063047

    drive_r_io         0            0         161117063047

    drive_r_ms         0            0         161117063047

    drive_w_mb         0            0         161117063047

    drive_w_io         0            0         161117063047

    drive_w_ms         0            0         161117063047

    iplink_mb          0            0         161117063047

    iplink_io          0            0         161117063047

    iplink_comp_mb     0            0         161117063047

    cloud_up_mb        0            0         161117063047

    cloud_up_ms        0            0         161117063047

    cloud_down_mb      0            0         161117063047

    cloud_down_ms      0            0         161117063047
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    All three commands list the same set of statistics, but either represent all nodes in the cluster or a particular node (or node canister). The values for these statistics are calculated from the node statistics values in the following way:

    Bandwidth	Sum of the bandwidth of all nodes.

    Latency	Average latency for the cluster, which is calculated by using data from the whole cluster and not an average of the single node values.

    IOPS	Total IOPS of all nodes.

    CPU percentage	Average CPU percentage of all nodes.

    Table 8-1 has a brief description of each of the statistics that are presented by the lssystemstats, lsnodestats, and lsnodecanisterstat commands.

    Table 8-1   Field name descriptions for lssystemstats, lsnodestats, and lsnodecanisterstats statistics

    
      
        	
          Field name

        
        	
          Unit

        
        	
          Description

        
      

      
        	
          compression_cpu_pc

        
        	
          Percentage

        
        	
          Compression CPU use

        
      

      
        	
          cpu_pc

        
        	
          Percentage

        
        	
          Use of node CPUs

        
      

      
        	
          fc_mb

        
        	
          MBps

        
        	
          Fibre Channel (FC) bandwidth

        
      

      
        	
          fc_io

        
        	
          IOPS

        
        	
          FC throughput

        
      

      
        	
          sas_mb

        
        	
          MBps

        
        	
          SAS bandwidth

        
      

      
        	
          sas_io

        
        	
          IOPS

        
        	
          SAS throughput

        
      

      
        	
          iscsi_mb

        
        	
          MBps

        
        	
          iSCSI bandwidth

        
      

      
        	
          iscsi_io

        
        	
          IOPS

        
        	
          iSCSI throughput

        
      

      
        	
          write_cache_pc

        
        	
          Percentage

        
        	
          Write cache fullness (updated every ten seconds)

        
      

      
        	
          total_cache_pc

        
        	
          Percentage

        
        	
          Total cache fullness (updated every ten seconds)

        
      

      
        	
          vdisk_mb

        
        	
          MBps

        
        	
          Total VDisk bandwidth

        
      

      
        	
          vdisk_io

        
        	
          IOPS

        
        	
          Total VDisk throughput

        
      

      
        	
          vdisk_ms

        
        	
          Milliseconds (ms)

        
        	
          Average VDisk latency

        
      

      
        	
          mdisk_mb

        
        	
          MBps

        
        	
          MDisk (SAN and RAID) bandwidth

        
      

      
        	
          mdisk_io

        
        	
          IOPS

        
        	
          MDisk (SAN and RAID) throughput

        
      

      
        	
          mdisk_ms

        
        	
          Milliseconds

        
        	
          Average MDisk latency

        
      

      
        	
          drive_mb

        
        	
          MBps

        
        	
          Drive bandwidth

        
      

      
        	
          drive_io

        
        	
          IOPS

        
        	
          Drive throughput

        
      

      
        	
          drive_ms

        
        	
          Milliseconds

        
        	
          Average drive latency

        
      

      
        	
          vdisk_w_mb

        
        	
          MBps

        
        	
          VDisk write bandwidth

        
      

      
        	
          vdisk_w_io

        
        	
          IOPS

        
        	
          VDisk write throughput

        
      

      
        	
          vdisk_w_ms

        
        	
          Milliseconds

        
        	
          Average VDisk write latency

        
      

      
        	
          mdisk_w_mb

        
        	
          MBps

        
        	
          MDisk (SAN and RAID) write bandwidth

        
      

      
        	
          mdisk_w_io

        
        	
          IOPS

        
        	
          MDisk (SAN and RAID) write throughput

        
      

      
        	
          mdisk_w_ms

        
        	
          Milliseconds

        
        	
          Average MDisk write latency

        
      

      
        	
          drive_w_mb

        
        	
          MBps

        
        	
          Drive write bandwidth

        
      

      
        	
          drive_w_io

        
        	
          IOPS

        
        	
          Drive write throughput

        
      

      
        	
          drive_w_ms

        
        	
          Milliseconds

        
        	
          Average drive write latency

        
      

      
        	
          vdisk_r_mb

        
        	
          MBps

        
        	
          VDisk read bandwidth

        
      

      
        	
          vdisk_r_io

        
        	
          IOPS

        
        	
          VDisk reach throughput

        
      

      
        	
          vdisk_r_ms

        
        	
          Milliseconds

        
        	
          Average VDisk read latency

        
      

      
        	
          vdisk_w_mb

        
        	
          MBps

        
        	
          VDisk write bandwidth

        
      

      
        	
          vdisk_w_io

        
        	
          IOPS

        
        	
          VDisk write throughput

        
      

      
        	
          vdisk_w_ms

        
        	
          Milliseconds

        
        	
          Average VDisk write latency

        
      

      
        	
          mdisk_r_mb

        
        	
          MBps

        
        	
          MDisk (SAN and RAID) read bandwidth

        
      

      
        	
          mdisk_r_io

        
        	
          IOPS

        
        	
          MDisk (SAN and RAID) read throughput

        
      

      
        	
          mdisk_r_ms

        
        	
          Milliseconds

        
        	
          Average MDisk read latency

        
      

      
        	
          mdisk_w_mb

        
        	
          MBps

        
        	
          MDisk (SAN and RAID) write bandwidth

        
      

      
        	
          mdisk_w_io

        
        	
          IOPS

        
        	
          MDisk (SAN and RAID) write throughput

        
      

      
        	
          mdisk_w_ms

        
        	
          Milliseconds

        
        	
          Average MDisk write latency

        
      

      
        	
          drive_r_mb

        
        	
          MBps

        
        	
          Drive read bandwidth

        
      

      
        	
          drive_r_io

        
        	
          IOPS

        
        	
          Drive read throughput

        
      

      
        	
          drive_r_ms

        
        	
          Milliseconds

        
        	
          Average drive read latency

        
      

      
        	
          drive_w_mb

        
        	
          MBps

        
        	
          Drive write bandwidth

        
      

      
        	
          drive_w_io

        
        	
          IOPS

        
        	
          Drive write throughput

        
      

      
        	
          drive_w_ms

        
        	
          Milliseconds

        
        	
          Average drive read latency

        
      

      
        	
          drive_w_mb

        
        	
          MBps

        
        	
          Drive write bandwidth

        
      

      
        	
          drive_w_io

        
        	
          IOPS

        
        	
          Drive write throughput

        
      

      
        	
          drive_w_ms

        
        	
          Milliseconds

        
        	
          Average drive write latency

        
      

      
        	
          power_w

        
        	
          Watts

        
        	
          Power consumption

        
      

      
        	
          temp_c

        
        	
          Celsius

        
        	
          Ambient temperature in Celsius degrees

        
      

      
        	
          temp_f

        
        	
          Fahrenheit

        
        	
          Ambient temperature in Fahrenheit degrees

        
      

      
        	
          iplink_mb

        
        	
          MBps

        
        	
          Internet Protocol (IP) link Bandwidth

        
      

      
        	
          iplink_io

        
        	
          IOPS

        
        	
          IP link Throughput

        
      

      
        	
          iplink_comp_mb

        
        	
          MBps

        
        	
          IP link compressed Throughput

        
      

      
        	
          cloud_up_mb

        
        	
          MBps

        
        	
          Average transfer for cloud upload operations

        
      

      
        	
          cloud_up_ms

        
        	
          Milliseconds

        
        	
          Average response time for cloud upload requests

        
      

      
        	
          cloud_down_mb

        
        	
          MBps

        
        	
          Average transfer for cloud download operations

        
      

      
        	
          cloud_down_ms

        
        	
          Milliseconds

        
        	
          Average response time for cloud download requests

        
      

    

    8.2.2  Real-time performance monitoring with the GUI

    The real-time statistics are also available from the IBM Storwize GUI. To view them, click Monitoring → Performance, as shown in Figure 8-1.
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    Figure 8-1   IBM Storwize Monitoring menu

    The performance monitoring console is divided into four sections that provide use views for the following resources:

    •CPU Use

     –	CPU usage (percentage) for general tasks

     –	Shows the CPU (percentage) usage for compression (when enabled)

    •Volumes. This shows the overall volume statistics:

     –	Read

     –	Write

     –	Read latency

     –	Write latency

    •Interfaces. This shows the overall statistics for each of the available interfaces:

     –	FC

     –	iSCSI

     –	Serial-attached SCSI (SAS)

     –	IP Remote Copy

     –	IP Remote Copy Compressed

    •MDisk. This shows the following overall statistics for the MDisks:

     –	Read

     –	Write

     –	Read latency

     –	Write latency

    Figure 8-2 shows real-time performance graphs.			
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    Figure 8-2   Real-time performance graphs

    Each graph represents 5 minutes of collected statistics and provides a means of assessing the overall performance of your system. You can select to view performance statistics for each of the available nodes or canisters of the system, as shown in Figure 8-3.
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    Figure 8-3   Selecting a system node (canister) for System Statistics

    It is also possible to change the metric between MBps or IOPS, as shown in Figure 8-4.
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    Figure 8-4   Changing a metric to MBps

    On any of these views, you can select any point with your cursor to determine the exact value and when it occurred. When you place your cursor over the timeline, it becomes a dotted line with the various values gathered, as shown in Figure 8-5.
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    Figure 8-5   Detailed resource use information in a graph

    There are various values for each of these resources that you can view by selecting the check box next to a value. For example, for the MDisks view that is shown in Figure 8-6, the four available fields are selected.
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    Figure 8-6   Detailed resource use information in the graph

    The following detailed resource use information is available in the graph:

    •Read

    •Write

    •Read latency

    •Write latency

    8.3  Performance data collection with IBM tools

    As explained in 8.1, “Manually gathering performance statistics” on page 158, you can obtain performance reports on an IBM Storwize storage system in standard XML format. However, using .xml files is often an impractical and complex method to analyze the IBM Storwize performance statistics. IBM provides several tools that can be used to view performance information.

    8.3.1  IBM Spectrum Control

    IBM Spectrum Control is the IBM tool to collect and analyze performance statistics.

    For more information about using IBM Spectrum Control to monitor your storage subsystem, see the following resources:

    •IBM Spectrum Family: IBM Spectrum Control Standard Edition, SG24-8321

    •IBM Knowledge Center

    8.3.2  IBM Spectrum Control Storage Insights

    IBM Spectrum Control Storage Insights is a SaaS offering with its core running over IBM SoftLayer®. IBM Spectrum Control Storage Insight® capabilities can enhance your storage performance as you lower the cost of storage. This solution is cloud-based, so you can get actionable insights in minutes with deeper insights delivered over time as intelligence about your environment builds in the system. The IT workload for maintaining a storage management infrastructure disappears, which enables you to focus on implementing the insights to optimize your storage environment. 

    The solution is oriented to small and medium businesses that want to avoid the expensive and time-consuming deployment of an on-premises solution and enable less experienced staff to manage storage environment more efficiently by delivering different insights as simple as looking at the many available dashboards. Large organizations can also deploy IBM Spectrum Control Storage Insights to gain visibility of small storage environments, even if they are already using on-premises solutions such as IBM Virtual Storage Center to manage their core storage systems.

    For more information about IBM Spectrum Control Storage Insights to view data for your storage subsystem, see the following information:

    •Regain Control of your Environment with IBM Storage Insights, REDP-5231

    •IBM Spectrum Control Storage Insights
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IBM Spectrum Virtualize and IBM Storwize storage systems on the OpenStack platform

    This chapter introduces OpenStack and its components. It describes details about how to configure a Cinder driver to integrate an IBM Spectrum Virtualize or IBM Storwize storage system as block storage for OpenStack deployments.

    This chapter describes the following topics:

    •9.1, “Introduction to OpenStack components” on page 170

    •9.2, “Integrating the Cinder driver with IBM Spectrum Virtualize and IBM Storwize storage systems” on page 171

    9.1  Introduction to OpenStack components

    OpenStack is a no cost and open source software platform for cloud computing. Started by Rackspace Hosting and NASA in 2010, it is now a global collaboration of more than 500 companies. The initiative is managed by the OpenStack Foundation, a non-profit corporate entity that was established in September 2012 to promote OpenStack software and its community. IBM contributes to OpenStack as one of the platinum members.

    Different cloud solutions for various different service needs are adopted by different kind of organizations, ranging from small startups to established organizations. As a cloud service platform, OpenStack helps reduce major challenges that are faced by clients with their existing dedicated IT infrastructure and also helps every organization to become more agile and flexible. For more information about other OpenStack storage and cloud deployment options from IBM, see IBM Private, Public, and Hybrid Cloud Storage Solutions, REDP-4873.

    The mission of the OpenStack initiative is to create a ubiquitous open source cloud computing platform that is simple to implement and massively scalable. OpenStack enables users to place requests for required resources through a self-service portal and use those resources in real time as needed.

    OpenStack has a modular architecture with various code names for its components that provide different services. The following core components or services are the minimum components that are required to run an OpenStack system:

    Nova	Provides the compute / virtual machine (VM) management services to provision and manage VMs for OpenStack.

    Keystone	Provides authentication, Token, Catalog, and Policy services for OpenStack.

    Glance	Provides services to store VM images and maintain a catalog of available images.

    Neutron	Provides network services for device interfaces in OpenStack.

    Cinder	Provides block storage services for use with OpenStack compute instances.

    Swift	Provide object storage services that allow users to store much data efficiently and safely.

    For more information about OpenStack components, see the OpenStack documentation.

    Cinder manages the creation, attachment, and detachment of the block devices to servers. A server can access block storage through different protocols, such as Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), or ISCSI from storage systems that are controlled by Cinder. IBM provides Cinder drivers for IBM Spectrum Virtualize and IBM Storwize systems for FC and iSCSI. For the list of Cinder features that are supported by these drivers, see the Cinder support matrix.

    Section 9.2, “Integrating the Cinder driver with IBM Spectrum Virtualize and IBM Storwize storage systems” on page 171 explains how to integrate an IBM Storwize storage system with OpenStack Cinder.

    9.2  Integrating the Cinder driver with IBM Spectrum Virtualize and IBM Storwize storage systems

    Cinder enables access to persistent block storage for compute instances. The Cinder driver manages the creation, attachment, and detachment of volumes to the compute resources. It is responsible for the control path only. The I/O to the devices runs directly from the compute resources and is mounted over a controlled protocol (for example, iSCSI). Users can request storage resources by using an API. The communication from Cinder to the storage and the Nova compute nodes are part of management or control I/O. Figure 9-1 indicates the data flow from Cinder to Nova and storage controllers.
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    Figure 9-1   Cinder communication with Nova, compute, and storage controllers

     

    
      
        	
          Note: This publication focuses on the Newton release of Open Stack. For other versions, see the OpenStack documentation.

        
      

    

    Integration of storage systems requires an OpenStack Block Storage driver on the OpenStack Cinder nodes. For IBM Spectrum Virtualize and IBM Storwize systems, that is the IBM Storwize family and SAN Volume Controller Driver for OpenStack. The driver is an IBM proprietary solution that supports OpenStack block storage on top of the OpenStack and Cinder open source technologies.

    The Cinder driver configuration file provides details about storage controllers that are available for the compute instances. The Cinder configuration file is by default created in /etc/cinder/cinder.conf. The minimum required parameters for IBM Storwize storage system to Cinder integration are listed in Example 9-1.

    Example 9-1   Cinder configuration with minimum configuration
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    volume_driver = cinder.volume.drivers.ibm.storwize_svc.storwize_svc_iscsi.StorwizeSVCISCSIDriver san_ip = 9.113.57.226

    san_login = superuser

    san_password = passw0rd

    storwize_svc_volpool_name = mdiskgrp0

    storwize_svc_iscsi_chap_enabled=True

    volume_backend_name = svc1
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    Table 9-1 lists the minimum required parameters and some important optional parameters.

    Table 9-1   Cinder configuration file parameters and descriptions

    
      
        	
          Configuration parameters or flags

        
        	
          Description

        
      

      
        	
          volume_driver

        
        	
          Tells the volume driver which IBM Storwize family and SAN Volume Controller driver to use.

        
      

      
        	
          san_ip

        
        	
          IBM Spectrum Virtualize or IBM Storwize system management address (or host name).

        
      

      
        	
          san_login

        
        	
          Management login user name.

        
      

      
        	
          san_password

        
        	
          Management login password.

        
      

      
        	
          san_private_key

        
        	
          Management login SSH private key1.

        
      

      
        	
          storwize_svc_volpool_name

        
        	
          Name of the pool where to create volumes.

        
      

      
        	
          volume_backend_name

        
        	
          Name that is used by Cinder to identify this storage system among multiple storage back-ends.2 Optional, no default.

        
      

      
        	
          storwize_svc_vol_iogrp

        
        	
          ID of the IO group for new volumes. Optional, default value is 0.

        
      

      
        	
          storwize_svc_connection_protocol

        
        	
          Connection protocol to use. Optional, currently supports iSCSI or FC, default value is iSCSI.

        
      

      
        	
          storwize_svc_iscsi_chap_enabled

        
        	
          Enable CHAP authentication for iSCSI connections. Optional, default value is True.

        
      

    

    

    1 Authentication requires either a password or an SSH private key. One must be specified. If both are specified, the driver uses only the SSH private key.

    2 Multiple back-end storage systems can serve the same OpenStack Compute configuration. At volume creation, the Cinder scheduler uses filters to decide in which back end the volume is created. For more information, see the OpenStack documentation.

    By default, the driver creates non-compressed, thin-provisioned volumes with a grain size of 256 KB and auto-expansion enabled. This behavior can be modified by optional parameters in the Cinder configuration file. For these and other extra parameters that can be used, see IBM Storwize Family and SAN Volume Controller Driver Options in Cinder.

    This website explains also how to integrate IBM Spectrum Virtualize or IBM Storwize remote mirroring (called back-end storage replication in Cinder terminology).

    After editing the following Cinder configuration file, you must restart the Cinder service:

    /root/scripts/restartCinder.sh

    9.2.1  Volume creation and host attachment with OpenStack

    After the minimum configurations are done along with required network connections, it is possible to create and manage volumes from Cinder and Nova nodes. Example 9-2 shows how to create the volume from the Cinder node and list the volume to view the status of the volume that is created. The syntax for command for the cinder create command is:

    cinder create --name <volume_name> <size_in_Gb>

    Example 9-2   Cinder create and list example
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    $ cinder create --name volume1 1

    +---------------------------------------+----------------------------------------+

    |                Property               |                 Value                  |

    +---------------------------------------+----------------------------------------+

    |              attachments              |                   []                   |

    |           availability_zone           |                  nova                  |

    |                bootable               |                 false                  |

    |          consistencygroup_id          |                  None                  |

    |               created_at              |       2015-10-30T08:45:39.000000       |

    |              description              |                  None                  |

    |               encrypted               |                 False                  |

    |                   id                  |  714fa399-eb23-4fd0-bc31-8267cc058cc5  |

    |                metadata               |                   {}                   |

    |            migration_status           |                  None                  |

    |              multiattach              |                 False                  |

    |                  name                 |                volume1                 |

    |         os-vol-host-attr:host         | dig_openstack@SVCdriver#svcdriver |

    |     os-vol-mig-status-attr:migstat    |                  None                  |

    |     os-vol-mig-status-attr:name_id    |                  None                  |

    |      os-vol-tenant-attr:tenant_id     |    1f288d01f0a64d0fb4140e65e6409ee6    |

    |   os-volume-replication:driver_data   |                  None                  |

    | os-volume-replication:extended_status |                  None                  |

    |           replication_status          |                disabled                |

    |                  size                 |                   1                    |

    |              snapshot_id              |                  None                  |

    |              source_volid             |                  None                  |

    |                 status                |                creating                |

    |               updated_at              |       2015-10-30T08:45:39.000000       |

    |                user_id                |    6220597255ff46229d80ceb64fac8985    |

    |              volume_type              |               svcdriver                |

    +---------------------------------------+----------------------------------------+

    $ cinder list

    +--------------------------------------+-----------+--------------+------+-------------+----------+-------------+

    |                  ID                  |   Status  | Display Name | Size | Volume Type | Bootable | Attached to |

    +--------------------------------------+-----------+--------------+------+-------------+----------+-------------+

    | 714fa399-eb23-4fd0-bc31-8267cc058cc5 | available |    Volume1 |  1 | svcdriver |  false   |             |

    +--------------------------------------+-----------+--------------+------+-------------+----------+-------------+
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    9.2.2  Volume attachment from Nova 

    After the volumes are created from the Cinder driver, volumes attachment must be done from the Nova component. Example 9-3 shows how to attach the volume to the host with the parameters that are mentioned in the Cinder configuration file. The syntax of the Nova volume attach command is:

    nova volume-attach <INSTANCE_ID> <VOLUME_ID> [<DEVICE>]

    The optional parameter <DEVICE> is either a device file for the target system (for example, /dev/vdb) or the default value auto. For more information, see Attach a Volume to an Instance.

    Example 9-3   Volume attachment from Nova
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    nova volume-attach e10a856d-a66f-486c-95a6-3e5f9688b7f0 714fa399-eb23-4fd0-bc31-8267cc058cc5

    +----------+--------------------------------------+

    | Property | Value                                |

    +----------+--------------------------------------+

    | device   | /dev/vdb                             |

    | id       | 714fa399-eb23-4fd0-bc31-8267cc058cc5 |

    | serverId | e10a856d-a66f-486c-95a6-3e5f9688b7f0 |

    | volumeId | 714fa399-eb23-4fd0-bc31-8267cc058cc5 |

    +----------+--------------------------------------+
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    For all the OpenStack configurations that are done from OpenStack control nodes, you can use the audit logs from the IBM Storwize storage system to identify the command that was triggered from OpenStack, as shown in Example 9-4.

    Example 9-4   Audit logs from an IBM Storwize storage system indicating commands that are triggered from OpenStack 
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    399          151027093451 openstack    9.122.121.65   0      114        svctask mkvdisk -name volume-c74daee9-1045-42fb-b88d-6fada39e82f1 -iogrp 0 -mdiskgrp mdiskgrp0 -size 1 -unit gb -autoexpand -grainsize 256 -rsize 2%    -warning 0%   -easytier on

    400          151027093832 openstack    9.122.121.65   0      115        svctask mkvdisk -name volume-936e737d-f23b-482b-b8f6-0c9cb4f9e847 -iogrp 0 -mdiskgrp mdiskgrp0 -size 1 -unit gb -autoexpand -grainsize 256 -rsize 2%    -warning 0%   -easytier on

    401          151027094527 openstack    9.122.121.65   0      116        svctask mkvdisk -name volume-289696ce-f44e-4ac5-8483-bd9f7d9c2532 -iogrp 0 -mdiskgrp mdiskgrp0 -size 1 -unit gb -autoexpand -grainsize 256 -rsize 2%    -warning 0%   -easytier on

    402          151027094840 openstack    9.122.121.65   0      6          svctask mkhost -name dig_openstack-74177470 -force -iscsiname iqn.1994-05.com.redhat:8d096bbc0c7

    403          151027094840 openstack    9.122.121.65   0                 svctask chhost -chapsecret AtgnZEQYY7n5Ha3d 6

    404          151027094841 openstack    9.122.121.65   0                 svctask mkvdiskhostmap -host dig_openstack-74177470 -scsi 0 116
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Troubleshooting

    This chapter introduces the various interfaces that are available for troubleshooting on the IBM Storwize storage system. It also describes some procedures to determine the cause of problems when you are configuring or using Internet Small Computer System Interface (iSCSI) on an IBM SAN Volume Controller storage system and an IBM Storwize storage system.

    It provides examples that explain how to use the management GUI, Service Assistant GUI, command-line interface (CLI), Service CLI, and other diagnostic and monitoring tools. It also includes descriptions of advanced techniques to retrieve logs that are not normally accessible through the management GUI.

    This chapter describes the following topics:

    •10.1, “Storage tools on an IBM Storwize storage system” on page 176

    •10.2, “Storage logs that are used for analysis” on page 191

    •10.3, “Different IP addresses on the IBM Storwize storage system” on page 196

    •10.4, “Problem determination” on page 198

    10.1  Storage tools on an IBM Storwize storage system

    You can select from many user management interfaces to check the status of the IBM Storwize storage system.

    10.1.1  Management GUI

    To access the management GUI, open a web browser and go to the cluster IP address:

    https://<Cluster IP>

    Figure 10-1 shows the login window of the management GUI.
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    Figure 10-1   Management GUI login window

    Node properties

    It is possible to check some basic properties of a node by hovering your cursor over the GUI image at the rear view of the IBM Storwize canister. This method is a quick way to check which node is the configuration node.

    Figure 10-2 shows the node properties that are displayed when you hover your cursor over the node image in the management GUI.
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    Figure 10-2   Node status and properties in the management GUI

    Health Status bar

    The Health Status bar provides the initial indication of SAN Volume Controller or IBM Storwize storage system status from the management GUI. The status can be one of the following colors:

    •Green: Healthy

    •Amber: Degraded

    •Red: Unhealthy

    Figure 10-3 demonstrates the error alerting and health status in the management GUI.
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    Figure 10-3   Health status in the management GUI

    Event Log Viewer

    To view errors, click Monitoring → Event Log.

    Figure 10-4 shows the Event Log Viewer from the management GUI.
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    Figure 10-4   Event Log Viewer in the management GUI

    Figure 10-5 explains the entries in the Status column.
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    Figure 10-5   GUI event viewer status

    If unfixed errors are detected, a separate Recommended Actions window opens above the event list, as shown in Figure 10-4. Click Run Fix to run the automatic fix procedure in the recommended order.

    Audit Log

    To view the audit log, click Access → Audit Log.

    Figure 10-6 shows the Audit Log viewer from the management GUI.
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    Figure 10-6   Audit Log viewer in the management GUI

    Downloading a support package

    You can capture a data collection bundle from the management GUI.

    Figure 10-7 shows the four support package options.
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    Figure 10-7   Download Support Package from the management GUI

    The type of support package that is required for problem analysis might vary depending on the nature of the fault. IBM Support Center published a guide to help determine the type of support package to collect for your support request, which is found at What Data Should You Collect for a Problem on SVC or Storwize Systems.

    If you have any questions regarding which support package to download, contact IBM Support Center.

    Showing a full log listing

    It is sometimes more relevant to download individual files from the SAN Volume Controller or IBM Storwize cluster. The management GUI Download Support Package menu also includes an option to select individual files from the configuration node.

    Figure 10-8 shows the file list that is displayed when you select the Show full log listing option from the Download Support Package window.
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    Figure 10-8   Showing the full log listing option in the management GUI

    Setting notifications

    Notifications are selected from the Settings menu in the management GUI. There are three menu options in the Notifications window:

    •Email. This setting enables event notifications to be forwarded by email by using Simple Mail Transfer Protocol (SMTP). Call Home can also be enabled so that critical faults generate a problem management record (PMR) that is then sent directly to the appropriate IBM Support Center.

    •SNMP. If Simple Network Management Protocol (SNMP) is enabled, an SNMP trap is sent to an SNMP manager when a new event is generated.

    •Syslog. Log messages can be forwarded on an IP network by using the syslog protocol.

    Figure 10-9 shows the Notifications window in the management GUI.
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    Figure 10-9   Notification window in the management GUI

    10.1.2  Service Assistant GUI

    The Service Assistant GUI allows the user to access low-level diagnostic and administrative functions by using a direct connection to a selected node instead of only the configuration node by using the cluster IP address.

    To access this tool, open a web browser and go to the following URL:

    https://<Service IP>/service

    Figure 10-10 shows the home menu in the Service Assistant GUI.
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    Figure 10-10   Service Assistant GUI

    The following diagnostic options might be useful when you are working on iSCSI-related problems in the Service Assistant GUI:

    •Download support package

    •Download individual files from SAN Volume Controller / IBM Storwize node

    •Node Reset

    •Change Service IP address

    10.1.3  Command-line interface

    The CLI provides the most comprehensive selection of commands for managing the SAN Volume Controller and IBM Storwize cluster. The full list of commands, including syntax, is available at IBM Knowledge Center.

    iSCSI CLI configuration commands

    These commands can be used to set or change Ethernet port and iSCSI configuration settings.

    The cfgportip command

    The cfgportip command is used to assign an IP address to each node Ethernet port for iSCSI input/output (I/O).

    Figure 10-11 shows the syntax options for the cfgportip command.

    
      
        	
          For standard port configuration:

           

          >>- cfgportip -- -- -node --+- node_name -+-- ------------------>

                                      '- node_id ---'      

           

          >--+- -ip -- ipv4addr -- -mask -- subnet_mask -- -gw -- ipv4gw ---+-->

             '- -ip_6 -- ipv6addr -- prefix_6 -- prefix -- -gw_6 -- ipv6gw -'   

           

          >--+-------------+-- --+----------------------+-- -------------->

             '- -failover -'     +- -host --+- yes -+---+      

                                 |          '- no --'   |      

                                 '- -host_6 --+- yes -+-'      

                                              '- no --'        

           

          >--+----------------------------------------------+-- ---------->

             +- -remotecopy -- remote_copy_port_group_id ---+      

             '- -remotecopy_6 -- remote_copy_port_group_id -'      

           

          >--+----------------------+-- --+-----------------------+-- ---->

             +- -vlan-- vlan_id_ip4-+     +- -vlan_6-- vlanid_ip6-+      

             '- -novlan-------------'     '- -novlan_6------------'      

           

          >--+----------------------+-- --+---------+-- --port_id--------><

             +- -storage--+-yes-+---+     '- -force-'               

             |            '-no--'   |                               

             +- -storage_6--+-yes-+-+                               

             |              '-no--' |                               

             '- --------------------'                               

           

          For maximum transmission unit (MTU):

           

          >>- cfgportip - -+- -mtu ---mtu---+-+---------------------------+- -port_id-><

                           '- -defaultmtu---' '- -iogrp--+- io_grp_id---+-'             

                                                         '- io_grp_name-' 

        
      

    

    Figure 10-11   The cfgportip command syntax

    For more information, see 7.1, “Configuring the IBM Storwize storage system for iSCSI” on page 84.

    The rmportip command

    The rmportip command is used to remove an iSCSI IP address from a node Ethernet port.

    Figure 10-12 shows the syntax options for the rmportip command.

    
      
        	
          >>- rmportip -- --+-------------+-- -- -ip_6 ------------------->

                            '- -failover -'               

           

          >-- -node --+- node_name -+-- --port_id-- ---------------------><

                      '- node_id ---' 

        
      

    

    Figure 10-12   The rmportip command syntax

    The chsystem command

    The chsystem command is relevant in iSCSI configuration. It is used for the following tasks:

    •Changing the cluster IP address

    •Configuring the NTP server

    •Specifying an iSNS server

    •Setting the authentication method that is used for iSCSI

    •Setting or clearing the Challenge Handshake Authentication Protocol (CHAP) secret

    The mkhost command

    The mkhost command allows the user to define the host with a connectivity protocol, including the following options:

    •-saswwpn for SAS attached host

    •-fcwwpn for Fibre Channel (FC) attached host

    •-iscsiname for iSCSI attached host

    For iSCSI attached hosts, the mkhost command can include one or more IQNs:

    mkhost -iscsiname iqn.localhost.hostid.7f000001 -name newhost

    mkhost -iscsiname iqn.localhost.hostid.7f000001 iqn.localhost.hostid.7f000002 -name newhost2

    When the iSCSI host is created by using the mkhost command with the iscsiname parameter, the host is initially configured with the authentication method as none, and no CHAP secret is set. To set a CHAP secret for authenticating the iSCSI host with the SAN Volume Controller storage system, use the chhost command with the chapsecret parameter.

    The addhostport command

    The addhostport command allows the user to change the original host by defining by additional host ports. For an iSCSI host, these additional host ports are represented as IQNs:

    addhostport -iscsiname iqn.localhost.hostid.7f000002 newhost

    The chhost command

    The chhost command allows the user to change certain properties of a host definition, such as name or type. In addition, it allows the CHAP secret that is used to authenticate the host for iSCSI I/O to be set.

    Figure 10-13 shows the syntax for the chhost command.

    
      
        	
          >>- chhost -- --+----------------------------------+------------>

                          '- -type --+- hpux -----------+-- -'   

                                     +- tpgs------------+        

                                     +- generic --------+        

                                     +- openvms --------+        

                                     +- adminlun -------+        

                                     '- hide_secondary -'        

           

          >--+---------------------------+-- ----------------------------->

             '- -mask - port_login_mask -'      

           

          >--+-------------------------+-- ------------------------------->

             '- -name -- new_name_arg -'      

           

          >--+------------------------------+----------------------------->

             +- -chapsecret -- chap_secret -+   

             '- -nochapsecret --------------'   

           

          >--+--------------------------+--+- host_name -+---------------><

             +- -site --+- site_name -+-+  '- host_id ---'   

             |          '- site_id ---' |                    

             '- -nosite ----------------' 

        
      

    

    Figure 10-13   The chhost command syntax

    The CHAP authentication can also be defined by running the chsystem command.

    The rmhost command

    The rmhost command is used to delete a host object.

    The mkvdiskhostmap command

    The mkvdiskhostmap command is used to create a mapping between a volume and a host, which makes the volume accessible for I/O operations to the specified host.

    iSCSI status and diagnostic CLI commands

    These CLI commands might be useful for checking the network and status during iSCSI problem determination.

    The ping command

    This command changed in Version 7.5 and later. In Version 7.4.x and earlier, the ping command enabled only a single parameter to specify the target IP address. For Version 7.5 and later, it is necessary to select the IBM Storwize source IP address in addition to the destination address. This requirement adds diagnostic value for checking network connectivity in a redundant topology where multiple Ethernet ports are configured for iSCSI on the same node.

    Figure 10-14 shows the syntax for the ping command in Version 7.5 and later.

    
      
        	
          >>- ping ------------------------------------------------------->

           

          >--+- -srcip4 --source_ipv4_address destination_ipv4_address-+-><

             '- -srcip6 --source_ipv6_address destination_ipv6_address-' 

        
      

    

    Figure 10-14   Syntax of the ping command (Version 7.5)

     

    
      
        	
          Important: The ping command can be issued only against a source IP address that exists on the node in which you run the command. 

        
      

    

    The lsportip command

    The lsportip command is used to list the iSCSI IP addresses that are assigned for each port on each node in the clustered system.

    Figure 10-15 shows the lsportip command syntax.

    
      
        	
          >>- lsportip -- --+-----------------------------------+-- ------>

                            '- -filtervalue -- attribute=value -'      

           

          >--+-----------------+-- --+----------+-- ---------------------->

             '- -filtervalue? -'     '- -nohdr -'      

           

          >--+-----------------------+-- --+--------------------+-- -----><

             '- -delim -- delimiter -'     '- ethernet_port_id -' 

        
      

    

    Figure 10-15   The lsportip command syntax

    The lsportip command without any parameters provides a concise summary of port settings and statuses for all Ethernet ports.

    Example 10-1 shows an example of the output (columns are truncated for clarity).

    Example 10-1   Example lsportip output
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    IBM_IBM Storwize:v7k_r51:superuser>lsportip

    id name  IP_address    mask          state        speed failover link_state host

    1  node1                             unconfigured 1Gb/s no       active         

    1  node1                             unconfigured 1Gb/s yes      active         

    2  node1 192.168.51.20 255.255.255.0 configured   1Gb/s no       active     yes 

    2  node1                             configured   1Gb/s yes      active         

    3  node1                             unconfigured       no       inactive       

    3  node1                             unconfigured       yes      inactive       

    4  node1                             unconfigured       no       inactive       

    4  node1                             unconfigured       yes      inactive       

    1  node2                             unconfigured 1Gb/s no       active         

    1  node2                             unconfigured 1Gb/s yes      active         

    2  node2 192.168.51.19 255.255.255.0 configured   1Gb/s no       active     yes 

    2  node2                             configured   1Gb/s yes      active         

    3  node2                             unconfigured       no       inactive       

    3  node2                             unconfigured       yes      inactive       

    4  node2                             unconfigured       no       inactive       

    4  node2                             unconfigured       yes      inactive 
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    Example 10-2 shows an example of the lsportip command with an optional parameter (-filtervalue state=configured) that displays only the ports that are configured for iSCSI with their IP failover partner ports (the columns are truncated for clarity).

    Example 10-2   Example lsportip output with filter
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    IBM_IBM Storwize:v7k_r51:superuser>lsportip -filtervalue state=configured

     

    id name  IP_address    mask          state        speed failover link_state host

    2  node1 192.168.51.20 255.255.255.0 configured   1Gb/s no       active     yes 

    2  node1                             configured   1Gb/s yes      active         

    2  node2 192.168.51.19 255.255.255.0 configured   1Gb/s no       active     yes 

    2  node2                             configured   1Gb/s yes      active 
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          Tip: It is also possible to use a filter value of host=yes to exclude the IP failover ports:

          IBM_IBM Storwize:v7k_r51:superuser>lsportip -filtervalue host=yes

        
      

    

    The lsportip command with ethernet_port_id included as a parameter provides a detailed view of the specified port, as shown in Example 10-3.

    Example 10-3   Example lsportip command output with ethernet_port_id included
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    IBM_IBM Storwize:v7k_r51:superuser>lsportip 2

    id 2

    node_id 1

    node_name node1

    IP_address 192.168.51.20

    mask 255.255.255.0

    gateway 192.168.51.1

    IP_address_6

    prefix_6

    gateway_6

    MAC 6c:ae:8b:7e:73:28

    duplex Full

    state configured

    speed 1Gb/s

    failover no

    mtu 1500

    link_state active

    host yes

    remote_copy 0

    host_6

    remote_copy_6 0

    remote_copy_status

    remote_copy_status_6

    vlan

    vlan_6

    adapter_location 0

    adapter_port_id 2
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    The lsroute command

    This command displays the IP routing table. The table provides details of the gateway that is used for IP traffic to a range of IP addresses for each Ethernet port. This information can be used to diagnose configuration node accessibility problems. The lsroute command is equivalent to the Linux route command.

    There are no parameters for the lsroute command. 

    Example 10-4 shows an example of this command.

    Example 10-4   Example lsroute command output
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    IBM_IBM Storwize:v7k_r51:superuser>lsroute

    Kernel IP routing table

    Destination     Gateway         Genmask         Flags Metric Ref    Use Iface

    192.168.50.0    0.0.0.0         255.255.254.0   U     0      0        0 eth0

    169.254.0.0     0.0.0.0         255.255.0.0     U     1003   0        0 eth0

    0.0.0.0         192.168.50.1    0.0.0.0         UG    0      0        0 eth0
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    The lsportfc command

    The lsportfc command is used to show the status and properties of all FC ports on each node in a clustered system. It also displays information about the 10-Gb Ethernet ports that might be relevant for iSCSI problem determination.

    The lsportfc command provides a concise summary, but providing the object ID as a parameter returns detailed status information.

    The lsiscsiauth command

    The lsiscsiauth command lists the CHAP secret that is configured for authenticating an entity to the IBM Storwize clustered system.

    This command is available in Version 7.5 and later.

    The lshost command

    The lshost command is used to generate a list with concise information about all the hosts that are visible to the clustered system and detailed information about a single host.

    The lsvdisk command

    The lsvdisk command is used to check the status of the volume. It returns either a concise list or a detailed view of volumes that are recognized by the clustered system, depending whether the VDisk ID is included as a parameter.

    The lsvdiskhostmap command

    The lsvdiskhostmap command shows which volumes are mapped to which hosts. The volume is visible only to hosts that are included in the mapping list.

    The lsdependentvdisks command

    The lsdependentvdisks command lists any volumes that depend on a single node. Hosts that are defined with a connection to just a single node or when the redundant link is down appear in the list.

    Data collection CLI commands

    These CLI commands can be used for capturing logs that might be relevant for diagnosing iSCSI problems.

    You can use the Management GUI to generate and download a Support Data file with or without memory dumps. This information might be requested by IBM when a support call is logged.

    The CLI can be used for generating a specific log.

    The lseventlog command

    The lseventlog command is used to display a concise view of the system event log, or a detailed view of one entry from the log.

    Figure 10-16 shows the syntax for the lseventlog command.

    
      
        	
          >>- lseventlog --+-----------------------------------+---------->

                           '- -filtervalue -- attribute_value -'   

           

          >--+-----------------+--+-------------------+------------------->

             '- -filtervalue? -'  '- -alert --+-yes-+-'   

                                              '-no--'     

           

          >--+---------------------+--+------------------------+---------->

             '- -message --+-yes-+-'  '- -monitoring --+-yes-+-'   

                           '-no--'                     '-no--'     

           

          >--+---------------------+--+-------------------+--------------->

             '- -expired --+-yes-+-'  '- -fixed --+-yes-+-'   

                           '-no--'                '-no--'     

           

          >--+--------------------+--+------------------------+----------->

             '- -config --+-yes-+-'  '- -count -- entry_limit-'   

                          '-no--'                                 

           

          >--+------------------------+--+-----------------+-------------><

             '- -order --+-date-----+-'  '-sequence_number-'   

                         '-severity-' 

        
      

    

    Figure 10-16   The lseventlog command syntax

    The catauditlog command

    The catauditlog command displays the in-memory contents of the audit log, which provides a recent history of commands that were run either from the management GUI or CLI.

    10.1.4  Service CLI

    The Service CLI is intended for use by advanced users who are confident with using the CLI. It is accessed from an SSH session as with the standard CLI, but using the service IP address rather than cluster IP. 

    The Service CLI is used to manage a node canister in a control enclosure by using the task commands and information commands. An example where this might be useful is when checking error logs, trace files, and status from the non-configuration node. Most actions can also be run from the Service Assistant GUI.

    10.1.5  USB

    The USB port is used for the initial configuration of the IBM Storwize cluster and data collection when the other GUI and CLI interfaces are not available. It can also be used for running the System Administration tasks such as superuser password reset, node restart, and changing the Service IP address.

    If you insert an empty USB key, a text file that is named satask_result.html is generated. It contains basic configuration and status information.

    If you insert a USB key that contains a file that is named satask.txt, the node tries to run the command that is specified in the file.

    10.1.6  Visual indicators (Ethernet port LED status)

    Figure 10-17 shows the LED status indicators for the 1 Gb Ethernet ports.
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    Figure 10-17   1 Gb Ethernet ports

    Figure 10-18 shows the LED status indicators for the 10 Gb Ethernet ports.
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    Figure 10-18   10 Gb Ethernet ports

    10.2  Storage logs that are used for analysis

    There are a number of logs that are available on the SAN Volume Controller and IBM Storwize storage system that can be useful for analyzing iSCSI problems.

    10.2.1  Support Package on the IBM Storwize cluster

    There are four Support Package options that are available from the management GUI that generate a bundle of logs that are collated from all nodes in the IBM Storwize cluster:

    •Option 1 (Standard Logs) is the basic data collection bundle. It includes the event log, trace files, configuration backup file, performance statistics, and various other logs from all nodes in the cluster. The file size is relatively small.

    •Option 2 includes the Standard Logs together with the most recent dump file (if available) from the configuration node only. This option might be required for analysis following a software error (node assert). The file size varies depending on whether a dump file is present.

    •Option 3 includes the Standard Logs together with the most recent dump file for all nodes. This option might be required for analysis following a software error (node assert). The file size might be larger depending on how many nodes in the cluster contain a dump file.

    •Option 4 generates a new statesave on each node in the cluster and includes them in the support package. The file size always is relatively large.

    The Support Package can also be generated from the Service Assistant GUI, but includes logs only from a single node.

    The Support Package is downloaded to the management workstation. A snap file is created and compressed with a .tgz extension. The serial number, node ID, and time stamp are included in the file name:

    snap.78G01RN-2.151024.133346.tgz

    The .tgz is a compressed tar archive that can be extracted on a Linux host by using the following command:

    tar -zxvf <filename.tgz>

    There are also a number of Windows utilities that are available to extract and view the contents of the .tgz archive file.

    10.2.2  Event log on the IBM Storwize cluster

    Events that are detected are saved in an event log. When an entry is made in this event log, the condition is analyzed. If any service activity is required, a notification is sent, if notifications are set up.

    The following methods are used to notify you and IBM Support Center of a new event:

    •If SNMP is enabled, an SNMP trap is sent to an SNMP manager that is configured by the customer.

    •If enabled, log messages can be forwarded on an IP network by using the syslog protocol.

    •If enabled, event notifications can be forwarded by email by using SMTP.

    •Call Home can be enabled so that critical faults generate a PMR that is then sent directly to the appropriate IBM Support Center by using email.

    Events are classified as either alerts or messages:

    •An alert is logged when the event requires some action. Some alerts have an associated error code that defines the service action that is required. The service actions are automated through the fix procedures. If the alert does not have an error code, the alert represents an unexpected change in state. This situation must be investigated to see whether it is expected or represents a failure. Investigate an alert and resolve it as soon as it is reported.

    •A message is logged when a change that is expected is reported, for example, an IBM FlashCopy operation completes.

    Fields in the event log

    The event log contains fields with information that are used for diagnosing IBM Storwize errors, as shown in Table 10-1.

    Table 10-1   Fields in the event log

    
      
        	
          Data field

        
        	
          Description

        
      

      
        	
          Error code

        
        	
          Indicates that the event represents an error in the system that can be fixed by following the fix procedure or service action that is identified by the error code. Not all events have an error code. Different events have the same error code if the same service action is required for each one.

        
      

      
        	
          Sequence number

        
        	
          Identifies the event within the system.

        
      

      
        	
          Event count

        
        	
          The number of events that are coalesced into this event log record.

        
      

      
        	
          Object type

        
        	
          The object type to which the event relates.

        
      

      
        	
          Object ID

        
        	
          Uniquely identifies the object within the system to which the event relates.

        
      

      
        	
          Object name

        
        	
          The name of the object in the system to which the event relates.

        
      

      
        	
          Copy ID

        
        	
          If the object is a volume and the event refers to a specific copy of the volume, this field is the number of the copy to which the event relates.

        
      

      
        	
          Reporting node ID

        
        	
          Typically identifies the node that is responsible for the object to which the event relates. For events that relate to nodes, it identifies the node that logged the event, which can be different from the node that is identified by the object ID.

        
      

      
        	
          Reporting node name

        
        	
          Typically identifies the node that contains the object to which the event relates. For events that relate to nodes, it identifies the node that logged the event, which can be different from the node that is identified by the object name.

        
      

      
        	
          Fixed

        
        	
          Where an alert is shown for an error or warning condition, it indicates that the user marked the event as fixed, 

        
      

      
        	
          First time stamp

        
        	
          The time when this error event was reported. If events of a similar type are being coalesced together so that one event log record represents more than one event, this field is the time the first error event was logged.

        
      

      
        	
          Last time stamp

        
        	
          The time when the last instance of this error event was recorded into this event log record.

        
      

      
        	
          Root sequence number

        
        	
          If set, it is the sequence number of an event that represents an error that probably caused this event to be reported. Resolve the root event first.

        
      

      
        	
          Sense data

        
        	
          Additional data that gives the details of the condition that caused the event to be logged.

        
      

    

    10.2.3  Audit log on the IBM Storwize cluster

    The audit log provides a history of actions that are submitted through the management GUI or the CLI. It can be used to monitor administrative activity on the IBM Storwize storage system, and is an important tool in problem determination to verify what changes were made.

    The audit log entries include the following information:

    •The time and date when the action or command was submitted on the system

    •The name of the user who performed the action or command

    •The IP address of the system where the action or command was submitted

    •The parameters that were submitted with the command

    •The results of the command or action

    •The sequence number and the object identifier that is associated with the command or action

    10.2.4  Ethernet logs and statistics on IBM Storwize nodes

    Each IBM Storwize node contains two Ethernet log files in the /dumps folder.

    On node 1 of the IBM Storwize enclosure, the serial number is 78G01RN:

    /dumps/ethernet.78G01RN-1.stats

    /dumps/ethernet.78G01RN-1.trc

    On node 2 of the IBM Storwize enclosure, the serial number is 78G01RN:

    /dumps/ethernet.78G01RN-2.stats

    /dumps/ethernet.78G01RN-2.trc

    These logs are included within the support package. They can also be downloaded as individual files from the management GUI (click Settings → Support → Show full log listing) or by using the Service Assistant GUI (Collect Logs). Using the Service Assistant GUI allows selection of either node, but the management GUI can see only the files that are present on the configuration node.

    There is an entry that is generated in the .trc and .stats files every time that an interface state changes, which allows the user to check the history of IP addresses that are assigned to each Ethernet port. It also provides an overview of traffic on each port, MTU size, and error counts, as shown in Example 10-5.

    Example 10-5   Example log entry
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    ==== START: ec_ifdown_ioport at Wed Oct 7 13:53:35 IST 2015

    parms: -i -p 2 -a 192.168.51.20 -m 255.255.255.0 -g 192.168.51.1 -v 0 DO_NOT_FAILOVER_IP:

    killall -9 arping with arguments -c 8 -U -I eth1 192.168.51.20

    ip -4 route flush table eth1_2

    ip -4 rule del from 192.168.51.20 table eth1_2

    ip -4 rule del to 192.168.51.20 table eth1_2

    ip -4 addr del 192.168.51.20/32 dev eth1 label eth1:2 brd +

    status: ifconfig

    eth0      Link encap:Ethernet  HWaddr 6C:AE:8B:7E:5D:05  

              inet addr:192.168.51.19  Bcast:192.168.51.255  Mask:255.255.254.0

              inet6 addr: 2002:976:2c08:207:6eae:8bff:fe7e:5d05/64 Scope:Global

              inet6 addr: 2002:976:2c08:202:6eae:8bff:fe7e:5d05/64 Scope:Global

              inet6 addr: 2002:976:2c08:205:6eae:8bff:fe7e:5d05/64 Scope:Global

              inet6 addr: fe80::6eae:8bff:fe7e:5d05/64 Scope:Link

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              RX packets:19820741 errors:2 dropped:0 overruns:0 frame:2

              TX packets:91091 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:1443796538 (1.3 GiB)  TX bytes:12428798 (11.8 MiB)

              Interrupt:16 Memory:fba00000-fba20000 

     

    eth0:10   Link encap:Ethernet  HWaddr 6C:AE:8B:7E:5D:05  

              inet addr:9.113.57.74  Bcast:9.113.57.255  Mask:255.255.255.255

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              Interrupt:16 Memory:fba00000-fba20000 

     

    eth0:20   Link encap:Ethernet  HWaddr 6C:AE:8B:7E:5D:05  

              inet addr:9.113.57.228  Bcast:9.113.57.255  Mask:255.255.255.255

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              Interrupt:16 Memory:fba00000-fba20000 

     

    eth1      Link encap:Ethernet  HWaddr 6C:AE:8B:7E:5D:04  

              inet6 addr: 2002:976:2c08:202:6eae:8bff:fe7e:5d04/64 Scope:Global

              inet6 addr: 2002:976:2c08:207:6eae:8bff:fe7e:5d04/64 Scope:Global

              inet6 addr: 2002:976:2c08:205:6eae:8bff:fe7e:5d04/64 Scope:Global

              inet6 addr: fe80::6eae:8bff:fe7e:5d04/64 Scope:Link

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              RX packets:241147567 errors:253 dropped:0 overruns:0 frame:253

              TX packets:440390841 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:16117707881 (15.0 GiB)  TX bytes:655754179350 (610.7 GiB)

              Interrupt:16 Memory:fbb00000-fbb20000 

     

    eth1:1    Link encap:Ethernet  HWaddr 6C:AE:8B:7E:5D:04  

              inet addr:192.168.51.19  Bcast:0.0.0.0  Mask:255.255.255.255

              UP BROADCAST RUNNING MULTICAST  MTU:1500  Metric:1

              Interrupt:16 Memory:fbb00000-fbb20000 

     

    eth2      Link encap:Ethernet  HWaddr 00:90:FA:07:01:E6  

              UP BROADCAST MULTICAST  MTU:1500  Metric:1

              RX packets:0 errors:0 dropped:0 overruns:0 frame:0

              TX packets:0 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:0 (0.0 b)  TX bytes:0 (0.0 b)

     

    eth3      Link encap:Ethernet  HWaddr 00:90:FA:07:01:E8  

              UP BROADCAST MULTICAST  MTU:1500  Metric:1

              RX packets:0 errors:0 dropped:0 overruns:0 frame:0

              TX packets:0 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:1000 

              RX bytes:0 (0.0 b)  TX bytes:0 (0.0 b)

     

    lo        Link encap:Local Loopback  

              inet addr:127.0.0.1  Mask:255.0.0.0

              inet6 addr: ::1/128 Scope:Host

              UP LOOPBACK RUNNING  MTU:16436  Metric:1

              RX packets:71680 errors:0 dropped:0 overruns:0 frame:0

              TX packets:71680 errors:0 dropped:0 overruns:0 carrier:0

              collisions:0 txqueuelen:0 

              RX bytes:7195465 (6.8 MiB)  TX bytes:7195465 (6.8 MiB)
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    This example shows that on 7 October at 13:53, the Ethernet port 1 on node 2 had three IPv4 addresses assigned:

    •192.168.51.19 (iSCSI IP)

    •9.113.57.74 (service IP)

    •9.113.57.228 (cluster IP)

    On Ethernet port 2, there is only one IPv4 address assigned: 192.168.51.19 (iSCSI IP).

    10.2.5  iSCSI logs on IBM Storwize nodes

    If an iSNS server is included in the configuration, then it is possible to view and manage all iSCSI devices through the iSNS client interface. All initiator and target devices register with an iSNS database and exchange properties during a query.

    The list of active iSCSI sessions is also included in a file that is named proc_net_iet_session, which is present in the /dumps/syslog folder on each node. The file name includes a suffix of a serial number and node ID. For Node 2 on enclosure serial number 78G01RN, this name is /dumps/syslogs/proc_net_iet_session.78G01RN-2.

    Example 10-6 shows a sample proc_net_iet_session file. 

    Example 10-6   Sample proc_net_iet_session file
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    tid:1 name:iqn.1986-03.com.ibm:2145.v7kr51.node1

    login_id:2 sid:281475047817728 name:iqn.1994-05.com.redhat:rhel-r51u28 port:0

    cid:0 local_ip:192.168.51.20 remote_ip:192.168.51.28 state:active hd:none dd:none
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    These logs include iSCSI host and network configuration properties that are essential for host-side problem determination. They contain initiator and target IP addresses and IQNs for all iSCSI sessions.

    With current code releases at the time of writing, complete logs are not included in the Support Package bundle and they are not available for download as individual files from either the management GUI or Service Assistant GUI.

    Here is a workaround procedure for retrieving the proc_net_iet_session files from both nodes:

    1.	Obtain a list of nodes in the cluster and identify which node is the configuration node from the management GUI or CLI.

    2.	Enter the following command to copy all proc_net_iet_session files onto the configuration node. This command must be repeated for every non-configuration node in the cluster.

    satask cpfiles -prefix “/dumps/syslogs/proc_net*” -source <source_panel_name>

    3.	Use the management GUI to generate a basic Support Package (option 1). This compressed (.tgz) file contains a valid proc_net_iet_sessions file from each node.

    10.3  Different IP addresses on the IBM Storwize storage system

    Figure 10-19 shows the different IP addresses that may be set on a 2-node IBM Storwize cluster where both internal Ethernet ports are configured for iSCSI.

    The primary cluster IP address that is used for accessing the management GUI and CLI is available only on the configuration node. In any IBM Storwize cluster, there always is only one node that is assigned as the configuration node. Any node in the IBM Storwize cluster can take over the configuration node role when the current configuration node is either restarted or goes offline.

    Each IBM Storwize cluster has the primary cluster IP address on Ethernet port 1 of the configuration node. It is possible to assign a secondary cluster IP address that is available only through Ethernet port 2 of the configuration node. The example in Figure 10-19 shows two cluster IP addresses that are assigned, with the configuration node being Node 1.
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    Figure 10-19   IP addresses on a two-node IBM Storwize cluster with iSCSI

    Each node is also assigned a unique service IP address that is available only through Ethernet port 1. This address is used for accessing the Service Assistant GUI and service CLI.

    The example in Figure 10-19 on page 196 also shows both internal Ethernet ports on each node that is configured for iSCSI. It is also possible to assign another IP address for replication, although this should not use an Ethernet port that already is configured for iSCSI host access.

    10.3.1  Path failover mechanisms in iSCSI on an IBM Storwize storage system

    There are two mechanisms that are used in an IBM Storwize storage system for providing redundant paths if a link or component failure occurs:

    Multipath driver	The multipath driver on the host reroutes the I/Os across available paths where available.

    IP failover	Ethernet ports that are configured for iSCSI behave as a redundant pair on partner nodes within an IO group. This mechanism takes effect only when a node is offline, as is the case during a concurrent code update (CCU). A link failure does not trigger an iSCSI IP failover. This feature cannot be disabled or changed.

    10.3.2  iSCSI IP failover

    Figure 10-20 demonstrates the iSCSI IP address failover if an IBM Storwize node is taken offline. Node 2 inherited the iSCSI IP addresses from each corresponding partner node port in addition to its original iSCSI IP address. The IQN is also transferred across so that the identity of the iSCSI targets remains unchanged to any hosts that access this IBM Storwize unit.
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    Figure 10-20   iSCSI IP failover

    Node 1 was previously the configuration node, so now Node 2 also took over the configuration node role, together with the two cluster IP addresses. If this was a larger cluster with four, six, or eight nodes, then the configuration role does not necessarily switch to the partner in the I/O group.

    This example shows only two Ethernet ports per IBM Storwize node. The same IP failover applies to any additional configured Ethernet ports on host interface cards (HICs) in the IBM Storwize storage system.

    The iSCSI IP address failover takes place only when a node is offline or no longer a member of the IBM Storwize cluster. When Node 1 rejoins the cluster, the iSCSI IP addresses returns to their original configuration, which makes maintenance activities such as a machine code update almost transparent to the iSCSI connected host, even without a multipath driver.

    It is important to understand that this process might be going on in the background while checking for certain iSCSI problems, perhaps where multipathing did not behave as expected when a single IBM Storwize node restarted.

    10.4  Problem determination

    There are multiple ways of gathering evidence to help determine the underlying cause of failure. There are also various fault symptoms, different network topologies, and host or multipath configurations. This section covers some of the common issues that can be seen with typical iSCSI configurations on IBM Storwize storage systems.

    This section is divided into seven subsections that should cover many cases where troubleshooting is required. It is not intended to be a step-by-step guide. In situations where a problem develops, the user already should have a reasonable idea of which subsections might be relevant. For new installations where the iSCSI connectivity never worked, it might be worth reviewing all the subsections.

    This section assumes that the IBM Storwize storage system is in an optimal state, but iSCSI hosts do not detect the IBM Storwize storage targets. Directed maintenance procedures should first be run from the management GUI to identify and fix all unfixed errors before proceeding.

    If possible, ensure that all hosts, switches, and IBM Storwize storage systems have synchronized clocks, preferably by using NTP. It makes log analysis easier if adjustment for time differences is not required.

    Here are the subsections:

    •Section 10.4.1, “Problem determination: Obtaining a basic configuration overview” on page 199 

    Always maintain an up-to-date log of the system configuration. For iSCSI problem determination, it is important to understand the network topology together with IP addresses of all management, service, host, and IBM Storwize iSCSI Ethernet ports. In many cases where this is available, it is possible to spot quickly suspect areas based on where problems are detected and where problems are not seen.

    •Section 10.4.2, “Problem determination: Checking the network configuration” on page 201

    The iSCSI protocol depends on a reliable network transport layer. If there are any defects in the network, then there also are iSCSI problems.

    •Section 10.4.3, “Problem determination: Checking the IBM Storwize configuration” on page 204 

    In cases where a host loses access to iSCSI target or the target cannot be discovered, it is worth checking the volume status to ensure that they are online and mapped correctly.

    •Section 10.4.4, “Problem determination: Checking authentication” on page 204

    If CHAP authentication is enabled, then the target must authenticate the initiator with a predefined secret key before granting access.

    •Section 10.4.5, “Problem determination: Checking active sessions from the IBM Storwize storage system” on page 205

    This subsection covers the scenarios where iSCSI target LUNs are accessible to the hosts but not discovered on all expected paths. It is necessary to identify the problematic paths.

    •Section 10.4.6, “Problem determination: Checking a host configuration” on page 206

    In a redundant topology, the multi-path driver on the host reroutes I/Os if a path failure occurs. There are different host logs that are available to view on each operating system. It is worth confirming that configuration rules, dependencies, and prerequisites are met.

    •Section 10.4.7, “Problem determination: Checking for performance problems” on page 207

    There is a separate chapter on performance that provides various suggestions for optimizing or tuning the IBM Storwize storage system in an iSCSI environment. This subsection covers some of the known defects that might contribute to performance degradation.

    10.4.1  Problem determination: Obtaining a basic configuration overview

    It is normally necessary to have a clear understanding of the network topology together with host attachment details to interpret whether the iSCSI status is as expected. There are some CLI commands that can provide a general overview of the setup from the IBM Storwize storage system:

    •Check node IDs and identify the configuration node by running the following command on an IBM Storwize model:

    lsnodecanister

    Here is the equivalent command on the SAN Volume Controller storage system:

    lsnode

    These commands provide a view of the nodes in the cluster, together with the panel IDs that are required in the next command.

    •Check the configuration of each node by running the following command:

    sainfo lsservicestatus <panel_id>

    This command should be run for each node. The key configuration information to note includes the information that is shown in Example 10-7.

    Example 10-7   Key configuration information
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    panel_name

    node_id

    node_name

    cluster_port

    cluster_ip

    cluster_gw

    cluster_mask

    cluster_ip_6

    cluster_gw_6

    cluster_mask_6

    config_node

    service_IP_address

    service_gateway

    service_subnet_mask

    service_IP_address_6

    service_gateway_6

    service_subnet_mask_6

    node_code_version
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    The fields most relevant for network and iSCSI problem determination are:

    •ethernet_ports

    •ethernet_port_id

    •port_status

    •port_speed

    Section 10.2.5, “iSCSI logs on IBM Storwize nodes” on page 195 describes a procedure for obtaining more iSCSI host configuration and network properties from the proc_net_iet_sessions files. Example 10-8 shows a sample proc_net_iet_session file from node 1.

    Example 10-8   Sample proc_net_iet_session file 
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    tid:1 name:iqn.1986-03.com.ibm:2145.v7kr51.node1

    login_id:2 sid:281475047817728 name:iqn.1994-05.com.redhat:rhel-r51u28 port:0

    cid:0 local_ip:192.168.51.20 remote_ip:192.168.51.28 state:active hd:none dd:none
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    Example 10-9 shows the same information from the partner node in the I/O Group, node 2. 

    Example 10-9   Sample proc_net_iet_session file from the partner node
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    tid:1 name:iqn.1986-03.com.ibm:2145.v7kr51.node2

    login_id:1 sid:281475031040512 name:iqn.1994-05.com.redhat:rhel-r51u28 port:0

    cid:0 local_ip:192.168.51.19 remote_ip:192.168.51.28 state:active hd:none dd:none
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    These files provide a useful and detailed view of the current iSCSI topology as seen from the IBM Storwize storage system. The sample files show the following information:

    •There is a single Red Hat Enterprise Linux server that is attached with iSCSI connectivity.

    •It is using a single NIC for this iSCSI connection.

    •The IP address of the host NIC is 192.168.51.28.

    •The initiator IQN is iqn.1994-05.com.redhat:rhel-r51u28.

    •There is a single iSCSI session to node 1 through the interface IP address 192.168.51.20.

    •The target IQN for the node 1 session is 1986-03.com.ibm:2145.v7kr51.node1.

    •There is a single iSCSI session to node 2 through the interface IP address 192.168.51.19.

    •The target IQN for the node 2 session is 1986-03.com.ibm:2145.v7kr51.node2.

    •The initiator IQN shows that the host is using a software initiator.

    The lsportip output shows which IBM Storwize ports are used for these iSCSI sessions, as shown in Example 10-10.

    Example 10-10   Example lsportip output that shows ports for iSCSI sessions
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    IBM_IBM Storwize:v7k_r51:superuser>lsportip -filtervalue host=yes

    id node_id node_name IP_address    mask          gateway      IP_address_6 prefix_6 gateway_6 MAC               duplex state      speed failover link_state host remote_copy host_6 remote_copy_6 remote_copy_status remote_copy_status_6 vlan vlan_6 adapter_location adapter_port_id

    2  1       node1     192.168.51.20 255.255.255.0 192.168.51.1                                 6c:ae:8b:7e:73:28 Full   configured 1Gb/s no       active     yes  0                  0                                                                 0                2

    2  2       node2     192.168.51.19 255.255.255.0 192.168.51.1                                 6c:ae:8b:7e:5d:04 Full   configured 1Gb/s no       active     yes  0                  0 0                                                                 0                2
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    This information should be sufficient to produce an accurate topology diagram.

    Figure 10-21 shows the basic iSCSI topology diagram that can be compiled with just data that is extracted from the proc_net_uet_session files from each node and the lsportip output. 
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    Figure 10-21   Basic iSCSI topology diagram

    If there are problems attaching to the Ethernet hosts, the fault might be related to the network, the IBM Storwize storage system, or the host. There are logical steps that can be followed to determine the underlying cause of failure. It is often possible to narrow down the areas likely to be contributing to the problem by understanding the iSCSI network topology and clearly defining the problem symptoms.

    10.4.2  Problem determination: Checking the network configuration

    The iSCSI protocol allows SCSI commands to be transported over IP networks. Therefore, the first basic test in any fault scenario where hosts cannot access the storage should involve testing whether there is a fault in the TCP/IP link between the host and storage port.

    Checking the end-to-end network connection

    The following command can be used to check the IP addresses of IBM Storwize (iSCSI target) ports:

    lsportip

    The ping command can then be run either from the IBM Storwize storage system or the affected host. With IBM Storwize V7.5 or later, the IP addresses of both the iSCSI initiator and target are required as parameters, as shown in Example 10-11.

    Example 10-11   Example ping command
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    IBM_IBM Storwize:V3700_PFE1:superuser>ping -srcip4 206.30.15.40 206.30.15.1

    PING 206.30.15.1 (206.30.15.1) from 206.30.15.40 : 56(84) bytes of data.

    64 bytes from 206.30.15.1: icmp_seq=1 ttl=255 time=2.16 ms

    64 bytes from 206.30.15.1: icmp_seq=2 ttl=255 time=0.331 ms

    64 bytes from 206.30.15.1: icmp_seq=3 ttl=255 time=0.347 ms

    64 bytes from 206.30.15.1: icmp_seq=4 ttl=255 time=0.372 ms

    64 bytes from 206.30.15.1: icmp_seq=5 ttl=255 time=0.385 ms

     

    --- 206.30.15.1 ping statistics ---

    5 packets transmitted, 5 received, 0% packet loss, time 4004ms

    rtt min/avg/max/mdev = 0.331/0.719/2.163/0.722 ms
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    If the IBM Storwize iSCSI port IP address does not respond to ping either to or from the host through any of the configured paths, then it is necessary to take a closer look at the network. The network path consists of multiple components. In the minimum configuration, these components include a network interface card on the host, the Ethernet port on the IBM Storwize storage system, the Ethernet switches, and the cables that connect them. If the links are 10 Gbps, there also are small form-factor (SFF) transceivers and fiber cables to consider.

    Checking the status of the Ethernet port on the IBM Storwize storage system

    The lsportip output and Ethernet port LED status shows the Ethernet port link state, including the connection speed.

    If a 1-Gbps link is down, connecting at a lower speed, or generating errors then, complete the following tasks:

    •Check or replace the cable.

    •Confirm that correct grade CAT5 or CAT6 cable is used.

    •Check the switch logs for errors.

    •If available, try an alternative port on the IBM Storwize storage system.

    •If available, try connecting to an alternative switch port.

    If a 10-Gbps link is down, connecting at a lower speed, or generating errors, complete the following tasks:

    •Check or replace the fiber cable.

    •Confirm that OM2 or OM3 multimode fiber cable is used within maximum distance limits.

    •Check the switch logs for errors.

    •If available, try an alternative port on the IBM Storwize HIC.

    •If available, try a different 10-Gbps SFF in the same IBM Storwize HIC port.

    •If available, try connecting to an alternative switch port.

    •Replace the part. The replacement 10-Gbps SFF FRU part number is 31P1549.

    Checking the firewall and router settings

    TCP port 3260 must be unblocked in the firewall for iSCSI communication.

    Checking the network status from the host

    There are many tools that are available on the host to examine the status of the network and analyze traffic. Analyzing the output of these tools is outside the scope of this publication. However, sometimes an IBM Support representative might request a network trace capture while a problem is being re-created. The IBM Storwize storage system logs and dump files provide a good indication of what the cluster is doing, and these tools show what is being sent in the network.

    There are rare cases where a packet trace is required. The IBM Support representative advises you whether this is necessary to assist with an investigation on a particular case. They also provide specific instructions. There are similar packet trace utilities that are available on Windows, Linux, and VMware ESX and ESXi.

    Wireshark

    Wireshark is a packet capture and trace utility for Windows. You can download it from the Wireshark website.

    Wireshark is a GUI-based tool. The user selects the connection (source and target IP addresses) that requires analysis. By default, Wireshark captures all the traffic on the selected interface with data, and when the capture is stopped, the captured data can be saved in a trace file.

    Trace files are likely to be large. A 1-GB file that is split into manageable chunks of around 200 MB is usually sufficient to cover the period of failure if the trace is started immediately before you re-create the fault. 

    In the Wireshark capture options, the following settings might be required:

    1.	In the Capture section:

     –	Clear Limit each packet to X bytes (you want a full capture of packets).

     –	Change Buffer Size to 2 MB.

    2.	In the Capture File(s) section:

     –	Select Use multiple files.

     –	Select Next file every and set 200 MB.

     –	Select Ring buffer with and set five files.

    3.	In the Display Options section, clear all the options.

    4.	In the Name Resolution section, clear all the options.

    Stop the packet capture as soon as the issue is re-created. Upload the file to IBM with an Option 4 Support Package (with statesaves).

    The tcpdump and tcpdump-uw tools on ESX/ESXi

    For detailed documentation about this utility, see this VMware Knowledge base article.

    To list the VMkernel interfaces that are used for iSCSI, run the following command:

    # esxcfg-vmknic -l

    Then, to generate up to ten 100-MB trace files and keep on wrapping around until the problem can be re-created, run the following command:

    # tcpdump-uw -i vmk0 -s 1514 -C 100M -W 10 -w /var/tmp/test.pcap

    This command assumes an MTU size of 1500. Using parameters -s 9014 -B 9 enables the capture of Jumbo frames. The test.pcap file is in a PCAP format that can be analyzed with Wireshark.

    The tcpdump tool on Linux

    To capture packets without full data but enough data to recognize iSCSI Headers (smaller capture size), run the following command:

    tcpdump -i <ethX> -s 200 -w <capture file name>

    To capture packets along with data (you can select the large capture size), run the following command:

    tcpdump -i <ethX> -s 65536 -w <capture file name>

    To generate up to ten 100-MB trace files and keep on wrapping around until the problem can be re-created, run the following command:

    tcpdump -i eth0 -s 200 -w test.pcap -C 100 -W 10

    Checking the IP address, subnet mask, and gateway settings

    Make sure that there are no errors in the network definitions on the host and IBM Storwize network ports.

    Checking the VLAN settings

    If applicable, for virtual local area network (VLAN) configuration guidelines for an iSCSI environment, see IBM Knowledge Center.

    10.4.3  Problem determination: Checking the IBM Storwize configuration

    After you confirm that the IBM Storwize target responds to ping from the host, and the host still cannot discover the LUNs, complete the following tasks:

    •Verify that the volume is online by running the following command:

    lsvdisk

    •Verify that the host is defined correctly on the IBM Storwize storage system by running the following command:

    lshost

    •Verify that the volume is mapped correctly by running the following command:

    lsvdiskhostmap

    10.4.4  Problem determination: Checking authentication

    It is possible to use the CLI to configure the CHAP to authenticate the IBM Storwize cluster to the iSCSI-attached hosts. After the CHAP is set for the cluster, all attached hosts must be configured to authenticate this way.

    To help in problem determination, this step can be delayed until after the first one or two hosts are configured and their connectivity is tested without authentication.

    To set the authentication method for the iSCSI communications of the cluster, run the following command: 

    svctask chcluster -iscsiauthmethod chap -chapsecret chap_secret

    Where chap sets the authentication method for the iSCSI communications of the cluster and chap_secret sets the CHAP secret to be used to authenticate the cluster through iSCSI. This parameter is required if the iscsiauthmethod chap parameter is specified. The specified CHAP secret cannot begin or end with a space.

    To clear any previously set CHAP secret for iSCSI authentication, run the following command: 

    svctask chcluster -nochapsecret 

    The nochapsecret parameter is not allowed if the chapsecret parameter is specified.

    The lsiscsiauth command lists the CHAP secret that is configured for authenticating an entity to the IBM Storwize cluster. The command also displays the configured iSCSI authentication method. For example, run the following CLI command: 

    svcinfo lsiscsiauth

    10.4.5  Problem determination: Checking active sessions from the IBM Storwize storage system

    If LUNs are discovered successfully but are not visible through all the expected paths from the host, check the host status by running the IBM Storwize lshost command. Check the following things in the output:

    •The port_count field in the lshost output shows the number of IQNs that are associated with the iSCSI host. Each IQN is listed with a separate iscsi_name.

    •lshost shows a host_status value of one of the following values:

     –	online: The host has full connectivity. A host that uses iSCSI connectivity is online if it has an iSCSI session with each I/O group with which the host has volume mappings.

     –	offline: The host has no connectivity. There are no iSCSI sessions with any I/O group with which the host has volume mappings. This might be because the host is powered off. This also means that if an iSCSI host is logged in to only I/O groups for which it is not configured, the associated host object status is offline.

     –	degraded: An iSCSI host that has no mapped volumes is degraded if it is logged in to some, but not all, of the I/O groups to which it belongs. It is also degraded if the host has multiple initiators (shown in iscsi_name) and one of them is offline.

    •lshost displays the number of iSCSI sessions from the host IQN in the node_logged_in_count field.

    •lshost shows a state value for the iscsi_name, which can be one of the following values:

     –	active: Each I/O group with volume mappings has at least one associated iSCSI session for the specified iscsiname.

     –	inactive: The host has no volume mappings but at least one iSCSI session for the specified iscsiname is present.

     –	offline: One or more I/O Groups with volume mappings for the defined host do not have an associated iSCSI session.

     

     

     

    
      
        	
          The lshost output with IP failover: The lshost output remains unchanged when a node is offline because the Ethernet port on the partner node in the cluster pair automatically adopts the missing iSCSI IP addresses. Therefore, the iSCSI sessions that are previously associated with node 1 port 1 continue through node 2 port 1 while node 1 is not an online member of the IBM Storwize cluster.

          In FC or SAS configurations, the host_status value in lshost normally changes to degraded whenever paths to one node are unavailable.

        
      

    

    10.4.6  Problem determination: Checking a host configuration

    There are some known issues that cause a host or multiple hosts to be unable to discover the IBM Storwize target.

    Checking for a changed node name or cluster name

    The IQN for each node or node canister is generated by using the clustered system and node or node canister names. Therefore, changing either name also changes the IQN of all of the nodes or node canisters in the clustered system and might require reconfiguration of all iSCSI-attached hosts.

    This is an important consideration. Any IBM Storwize configuration with iSCSI-attached hosts should not have any action involving a change of cluster or node name that is performed on them, unless this is a planned activity. This is normally nondisruptive with FC- or SAS-attached hosts, but causes an impact with iSCSI.

     

    
      
        	
          Note: Replacing a node canister does not change the node name if the correct replacement procedure is followed. Only the node ID might change.

        
      

    

    Checking for incorrect characters in the IQN definition

    It is not uncommon to find the IQN definition in the host target list with incorrect characters that do not match the actual IQN. The numeral 1 and lowercase L character (l) are easy to mix up if they are entered manually. It is worth verifying that the IQN is defined correctly at this stage of problem determination.

    Checking for a supported host configuration

    IBM tests certain combinations of host OS, adapter, firmware levels, multi-path drivers, and SAN boot and clustering software. The approved list is published for each IBM Storwize code release through the IBM System Storage Interoperation Center (SSIC).

    Additional interoperability matrix documents are published at the following locations:

    •V7.8.x Supported Hardware List, Device Drive, Firmware, and Recommended Software Levels for SAN Volume Controller

    •V7.7.x Supported Hardware List, Device Driver, Firmware, and Recommended Software Levels for SAN Volume Controller

    •V7.6.x Supported Hardware List, Device Driver, Firmware, and Recommended Software Levels for SAN Volume Controller

    •V7.5.x Supported Hardware List, Device Driver, Firmware, and Recommended Software Levels for SAN Volume Controller

    An RPQ or SCORE request must be submitted for any configurations that are not included in these documents.

    Checking the session limits per host

    Consider the following session limit information:

    •An IBM Storwize storage system has a limit of four sessions per node from each initiator IQN.

    •There is a limit of one session per IBM Storwize node for any node in a host HA cluster configuration.

    Checking for failed paths from the host

    The next step is to identify failed paths from the host:

    •Use multi-path driver commands to determine the path status. These commands are described for different operating systems in Chapter 7, “Configuring the IBM Storwize storage system and hosts for iSCSI” on page 83.

    •To determine which paths are expected and which are missing, see the topology in 10.4.1, “Problem determination: Obtaining a basic configuration overview” on page 199.

    •To check whether path errors are detected by the multipath driver, see 10.4.2, “Problem determination: Checking the network configuration” on page 201.

    10.4.7  Problem determination: Checking for performance problems

    Some of the attributes and host parameters that might affect iSCSI performance include the following things:

    •Transmission Control Protocol (TCP) Delayed ACK

    •Ethernet Jumbo frame

    •Network bottleneck or over subscription

    •iSCSI session login balance

    •Priority Flow Control (PFC) 

    •Network errors

    TCP Delayed ACK

    TCP Delayed ACK is a technique that is used to improve network performance. It reduces protocol processing impact by combining several ACKs into a single response. The receiver usually returns only an ACK for every second segment.

    A similar technique for reducing protocol processing impact is also used by the sender. The Nagle algorithm improves network efficiency by buffering smaller segments until an ACK is received for the previously transmitted segments.

    There are certain workload patterns that can cause the combined effect of both these techniques to have a negative impact on iSCSI performance. Therefore, sometimes disabling the Delayed ACK on the host can improve iSCSI read I/O performance on the IBM Storwize storage system.

    If there is evidence of degraded iSCSI read performance, update to the latest machine code. There are many enhancements that are introduced in Version 7.1.

    If problems persist, consider disabling TCP Delayed ACK on the host if this option is available on the operating system. If the host has iSCSI offload network adapters with hardware initiators, the TCP Delayed ACK must be disabled from the adapter interface rather than OS. It might not be possible to disable this feature on some cards.

    To disable Delayed ACK when you use software initiators, see the following knowledge base articles:

    •For Windows hosts, see Slow performance occurs when you copy data to a TCP server by using a Windows Sockets API program.

    •For VMware hosts, see ESX/ESXi hosts might experience read or write performance issues with certain storage arrays.

    There is no option to disable TCP Delayed ACK in most standard Linux versions or in Emulex OCe10102 and OCe11102 adapters.

    Ethernet Jumbo frames

    The most commonly used size for Jumbo frames is 9000 bytes. You can enable Jumbo frames on the IBM Storwize storage system by running cfgportip with the -mtu parameter to specify the maximum transmission unit (MTU). To set an MTU of 9000 on port 1 in I/O group 0, use the following syntax:

    cfgportip -mtu 9000 -iogrp 0 1

    The setting can be changed back to the default value of 1500 bytes by running the following command:

    cfgportip -defaultmtu -iogrp 0 1

    Jumbo frames provide a performance benefit only if the network supports the larger MTU size from end to end. It is possible to test whether a ping packet can be delivered without fragmentation.

    On a Windows host, the command syntax is as follows:

    ping -t <iscsi target ip> -S <iscsi initiator ip> -f -l <new mtu size - packet overhead (usually 36)>

    The following command can be used to check whether a 9000-byte MTU is set correctly on a Windows system:

    ping -t -S 192.168.1.117 192.168.1.217 -f -l 8964

    If successful, the reply should a result that is similar to the following example:

    192.168.1.217: bytes=8964 time=1ms TTL=52

    If Jumbo frames are not enabled on the host running the ping, the reply shows the following information:

    ping: sendto: Message too long

    If Jumbo frames are not enabled at the destination or a switch in between, the reply shows the following information:

    Request timeout for icmp_seq 0

    On a Linux host, the equivalent command syntax is as follows:

    ping -l <source iscsi initatior ip> -s <new mtu size> -M do <iscsi target ip> 

    On VMware ESXi, the command syntax is as follows:

    ping <iscsi target ip> -I <source iscsi initiator ip> -s <new mtu size - 28> -d

    Network bottleneck or oversubscription

    The IBM Storwize iSCSI solution design should avoid any bottlenecks and oversubscription. The network must be balanced to avoid any packet drops, which can affect storage performance.

    It is also not unusual for a workload to change over time. Ideally, the solution planner factors in sufficient capacity and bandwidth to cater for future expansion. The system administrator should monitor activity patterns to identify new bottlenecks before they cause impact.

    A support package includes cluster performance statistics for a period of around 4 hours with a 15-minute sampling interval. In many cases, the sampling interval must be reduced to the minimum of 5 minutes for a more useful set of statistics. However, this configuration reduces the coverage period to just over an hour before starting the support package collection. To change the sampling interval of the system, use the following command:

    svctask startstats -interval interval_in_minutes

    The acceptable range of this command is 1 - 60 minutes with intervals of 1 minute.

    The IBM Storwize management GUI includes a basic performance monitoring function that can be selected from the Monitoring menu. This function can be combined with network data from the switches and server performance statistics from the hosts to provide a system-wide view. The Linux and AIX operating systems have the iostat tool, and Windows has perfmon.msc /s. In addition, tools such as IBM Spectrum Control can be used to provide more comprehensive performance management.

    Use dedicated NICs on servers for host traffic to reduce network congestion and latency.

    iSCSI session login balance

    For the best performance, set up a single iSCSI session between an initiator and the target iSCSI port. Therefore, if there are two ports that are configured on a host, each must set up a single iSCSI session per iSCSI port on any SAN Volume Controller node. It does not help to configure multiple iSCSI sessions from an initiator port to multiple iSCSI target ports on the same node on the SAN Volume Controller storage system.

    While you are configuring iSCSi ports on the SAN Volume Controller storage system, it is preferable to configure each iSCSI port on the same SAN Volume Controller node on a different subnet or VLAN.

    For maximum availability, identical Ethernet port IDs on each node of a 2-node cluster must be configured on the same subnet or VLAN. In case the same iSCSI host connects to more than one I/O group, it is preferable to extend the same logic to the additional I/O groups.

    The maximum number of sessions per node is limited to four per host. This limitation can result in the fifth session being closed. As a result, there is no control over which four sessions are used. They might not represent an even balance for optimal performance or redundancy. If there are more than four IP addresses that are configured on a SAN Volume Controller storage system and these addresses are configured on a mix of 1 Gb and 10-Gb ports, iSCSI sessions must be configured carefully to achieve the correct connectivity between the initiator and target ports.

    Priority Flow Control

    Use the lsportip command with a port ID number to show the detailed output. This command includes the following two fields in the output:

    •lossless_iscsi 

    •lossless_iscsi6 

    If PFC was enabled on the switch, one or both of these fields should display a value of on to indicate that PFC is also enabled on the IBM Storwize storage system. If both values remain off, it might be due to the following reasons:

    •The VLAN is not set for that IP. Check the following things:

     –	For IP address type IPv4, check the vlan field in the lsportip output. It should not be blank.

     –	For IP address type IPv6, check the vlan_6 field in the lsportip output. It should not be blank.

     –	If the vlan and vlan_6 fields are blank, see 7.1.2, “Setting optional iSCSI settings on IBM Storwize storage systems” on page 85 for more information about configuring VLAN for iSCSI.

    •The host flag is not set for that IP. Check the following things:

     –	For IP address type IPv4, check the host field in the lsportip output. It should be yes.

     –	For IP address type IPv6, check the host_6 field in the lsportip output. It should be yes.

     –	If the host and host_6 fields are both set to no, set the host flag for the IP type by running the cfgportip command.

    •PFC is not set correctly on the switch.

    If the VLAN is correctly set, and the host flag is also set, but the lossless_iscsi or lossless_iscsi6 field is still showing as off, some switch settings might be missing or incorrect. Do the following tasks to verify the switch configuration:

    •Verify that the priority tag is set for iSCSI traffic.

    •Verify that PFC is enabled for the priority tag that is assigned to iSCSI CoS.

    •Verify that DCBx is enabled on the switch.

    •Consult the documentation for enabling PFC on your specific switch.

    •Consult the documentation for enabling PFC on Red Hat Enterprise Linux (RHEL) and Windows hosts specific to your configuration.

    Network errors

    The packet retransmission count should be less than 0.2% to provide good performance. Even a relatively low level of dropped packets can have a significant impact on iSCSI I/O performance.

    Using IOmeter to simulate a workload

    Sometimes, it is necessary to generate a workload during initial installation, which allows multi-path failover to be tested, helps identify potential bottlenecks, simulates expected user workload patterns, and stress tests the entire solution to expose any marginal areas before commencing live operation.

    IOmeter is a stress tool that can be used with Windows and Linux hosts. For more information about IOmeter, see the IOmeter website.

     

    
      
        	
          Note: Select settings for IOmeter carefully. Ideally, the workload should simulate the expected user load and application activity. As described in “TCP Delayed ACK” on page 207, it is possible to induce degraded iSCSI performance with certain workload patterns.
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iSCSI virtualization

    This part describes Internet Small Computer System Interface (iSCSI) virtualization and how to plan, configure, secure, and troubleshoot connections.

    This part describes the following topics:

    •Chapter 11, “iSCSI virtualization overview” on page 213

    •Chapter 12, “External virtualization of IBM Storwize storage systems” on page 227

    •Chapter 13, “Virtualization of IBM Spectrum Accelerate storage systems” on page 239

    •Chapter 14, “External virtualization of Dell Equallogic PS Series” on page 265

    •Chapter 15, “Configuration and administration of iSCSI” on page 297

    •Chapter 16, “Troubleshooting iSCSi virtualization” on page 319
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iSCSI virtualization overview

    This chapter provides an overview of how to virtualize back-end storage controllers behind SAN Volume Controller or IBM Storwize systems that are connected over Internet Small Computer System Interface (iSCSI).

    This chapter uses the term iSCSI controllers to refer to back-end storage systems that are connected over iSCSI. The term Fibre Channel (FC) controller is used to refer to back-end storage systems that are connected over FC. 

    This chapter details the planning considerations that are needed when virtualizing an iSCSI controller. It starts with describing the fundamental aspects that differentiate FC controllers from iSCSI controllers, and how to model connectivity to iSCSI controllers. The connectivity options, security aspects, and configuration limits are described, and followed by detailed steps to virtualize iSCSI controllers.

    This chapter contains the following topics:

    •11.1, “Planning considerations for iSCSI virtualization” on page 214

    •11.2, “iSCSI external virtualization steps” on page 220

    11.1  Planning considerations for iSCSI virtualization

    The iSCSI protocol differs from FC in many ways, and virtualizing iSCSI controllers requires a different set of considerations. This chapter starts with recognizing these differences, presents a way to model connectivity to iSCSI controllers, and lays out various considerations when you plan to virtualize storage controllers over iSCSI. 

    11.1.1  Fibre Channel versus iSCSI virtualization

    There are some basic differences when using an FC fabric versus an Ethernet network, so the process of discovery and session establishment is different for iSCSI controllers.

    Discovery and session establishment in Fibre Channel

    Discovery in a switched FC fabric always happens through a name server. One of the switches in the fabric acts as a name server. When new entities (servers, storage, or virtualization appliances) are connected to the switch over FC, they automatically log in to the name server. When FC controllers join the fabric, they register the target capability. When an initiator logs in to the fabric, it queries the name server for targets on the fabric. It uses the discovery response to log in to the list of discovered targets. Therefore, discovery and session is an automated process in the case of FC controllers. The only prerequisite is to ensure that the initiators and targets are part of the same zone.

    Discovery and session establishment in iSCSI 

    Discovery process refers to several things:

    •Discovery controllers that are available in the network

    The usage of name servers is optional for iSCSI. iSCSI initiators can be configured to directly connect to a target iSCSI controller.

    Although name servers are used and supported by iSCSI, this function is not embedded in the Ethernet switches as with FC. The name servers must be configured as separate entities on the same Ethernet network as the iSCSI initiators and targets. An iSCSI target should explicitly register with an iSCSI Name Server (iSNS). The IP address of the name server must be explicitly configured on the target iSCSI controller. To do discovery of targets, the initiator must be explicitly configured with the name server address before you do discovery. Therefore, the discovery process in iSCSI is not automated as with FC. 

    After you connect, the initiator automatically sends a sendtarget request to the target controller to get a list of the IP addresses and IQN names. This action does not require any manual actions.

    •Getting a list of the capabilities of the target 

    The iSCSI initiator and target exchange capabilities are part of the operational negotiation phase of iSCSI Login process. This process does not require any manual actions.

    •Getting a list of available LUNs from the target

    This is a SCSI workflow, and independent of the transport protocol that is used. All LUNs that are mapped to the initiator by using the target-specific LUN mapping rules are reported to the initiator by using SCSI commands.

    Establishing sessions to iSCSI controllers from SAN Volume Controller or IBM Storwize storage systems

    With FC connectivity, after an initiator discovers the target through the fabric name server, it automatically attempts to log in and establish sessions to the target ports through all zoned ports that are connected to the fabric. 

    While using iSCSI connectivity for connecting to back-end iSCSI controllers, connections must be set up manually. 

    Figure 11-1 depicts the overall differences while discovering and establishing sessions to iSCSI controllers versus FC controllers.
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    Figure 11-1   Differences while discovering and establishing sessions to iSCSI controllers versus Fibre Channel controllers

    11.1.2  Storage port configuration model

    This section describes some of the basic concepts that you must know to virtualize iSCSI controllers behind SAN Volume Controller or IBM Storwize.

    Source Ethernet ports

    Whenever a storage controller is virtualized behind SAN Volume Controller or IBM Storwize for high availability, it is expected that every node in the initiator system has at least one path to the target controller. More paths between each initiator node and the target controller help increase the available bandwidth and enable more redundancy for the initiator node/target connectivity.

    The first step in the iSCSI controller configuration is to select the Ethernet port on the nodes of the initiator system. To ensure symmetric connectivity from every node, the configuration CLI for iSCSI virtualization refers to the source Ethernet port, which is the port number of the Ethernet port on every node in the system, as shown in Figure 11-2.

    [image: ]

    Figure 11-2   SAN Volume Controller and IBM Storwize family iSCSI initiator

    Storage ports

    A storage port is a target controller iSCSI endpoint. It is characterized as a target controller IQN, which is accessible through an IP address on an Ethernet port of the target controller. The concept is fundamental to the configuration interface for iSCSI virtualization. While discovering target controllers and establishing connectivity between initiator and target, the sessions are established between source Ethernet ports (as described in “Source Ethernet ports” on page 215) and target storage ports (as described in this section). 

    The total candidate storage ports on a controller can be calculated by using the following equation:

    Number of candidate storage ports = (number of target IQNs) x (number of configured Ethernet ports)

    Here are two examples:

    •Example 1

    An iSCSI controller has a single IQN per controller node and multiple Ethernet ports that are configured with IP addresses for iSCSI connectivity. All the LUNs from the controller are accessible through the same target IQN. If there are four IP addresses that are configured, then the target controller has four candidate storage ports.

    •Example 2

    A controller has four configured Ethernet ports for an iSCSI controller, but associates a single IQN per exported LUN. If there are four LUNs/ IQNs, and all IQNs are accessible through all Ethernet ports, then the number of candidate storage ports on the controller is 16. 

    To establish a connection from source Ethernet ports to target storage ports, the initiator must send a discovery request from the source Ethernet ports to a specific storage port. The discovery output is a subset of the overall storage port candidates for the target controller.

    Selecting the I/O group versus system-wide connectivity

    There are iSCSI controllers that associate a different target IQN with every LUN that is exported, which requires a separate session between the initiator nodes and target nodes for every LUN that is mapped to the initiator by the target. 

    Because there are limits on the total number of sessions that the initiators and targets support, you are not required to have connectivity to an iSCSI target controller from every node in the initiator system. You may, when working with controllers that associate an IQN per LUN, to configure connectivity to a target node from nodes of a single IO group only so that you can reduce the session sprawl for a target controller while ensuring redundant connectivity through nodes of a single IO group.

    Before you decide whether to use I/O group versus system-wide connectivity to a target controller, see the target controller documentation to understand how many IQNs are exported by the controller and how many LUNs can be accessed through the target. Also, you must consider the maximum number of sessions that are allowed by the initiator (SAN Volume Controller or IBM Storwize storage system) and target controller.

    By default, system-wide connectivity is assumed.

    11.1.3  Controller considerations

    All iSCSI controllers provide access to storage as SCSI LUNS. There are various different implementations of iSCSI controllers, which might require different configuration steps to virtualize the controller behind SAN Volume Controller or IBM Storwize storage systems. 

    Here are the primary external characteristics that differ across controllers:

    •Number of target IQNs that are reported to initiators

    An iSCSI initiator sends a discovery request to an iSCSI target by sending a sendtarget request. The target responds with a list of IQN and IP addresses that are configured on the controller to which the initiator is granted access. 

    Some controllers export only a single target IQN through multiple Ethernet ports. All the mapped LUNs from the controller are accessible to the initiator if the initiator logs in to the target IQN.

    There are other controllers that export multiple target IQNs. Each IQN maps to a different LUN. 

    •Number of IP addresses that are visible to initiators

    All iSCSI controllers enable connectivity through multiple Ethernet ports to enable redundant connections and to increase the throughput of the data transfer. When an initiator must connect to a target, it must specify a target IP address. Although most controllers enable setting up connections from initiator ports to target ports through the different target IP addresses, some controllers recommend establishing connections to a virtual IP address to enable the controller to load balance connections across the different Ethernet ports. 

    Depending on how many IQNs are available from a target and how many target IP addresses initiators can establish connections to, the configuration model from initiator to target can be chosen to provide sufficient redundancy and maximum throughput. 

    Having an IQN per LUN leads to many sessions being established, especially if there are many LUNs that are available from the storage controller. There are limits on the number of sessions that can be established from every node and the number of controllers that can be virtualized behind SAN Volume Controller or IBM Storwize storage systems. 

    Traditionally, every back-end controller (independent of the type of connectivity that is used) must have at least one session from every initiator node. To avoid session sprawl, for iSCSI controllers that map a target IQN for every LUN that is exported, there is an option that is available to establish sessions from a single IO group only. Also, if the target controller recommends connecting through only a single virtual IP of the target, the session creation process should consider distributing the sessions across the available initiator ports for maximum throughput.

    Some controllers map a single target IQN for a group of clustered iSCSI controllers. In such a case, it is not possible to distinguish individual target controllers within the clustered system. Based on the number of Ethernet ports that are available on initiator nodes, the number of sessions can be configured to connect across Ethernet ports of multiple target controllers in the clustered system. 

    11.1.4  Stretched cluster and HyperSwap topology

    iSCSI back-end controllers are supported in both stretched cluster and HyperSwap system topologies. 

    In a stretched system configuration, each node on the system can be on a different site. If one site experiences a failure, the other site can continue to operate without disruption. You can create an IBM HyperSwap topology system configuration where each I/O group in the system is physically on a different site. When used with active-active relationships to create HyperSwap volumes, these configurations can be used to maintain access to data on the system when power failures or site-wide outages occur.

    In both HyperSwap and stretched configurations, each site is defined as an independent failure domain. If one site experiences a failure, then the other site can continue to operate without disruption. You must also configure a third site to host a quorum device or IP quorum application that automatic breaks a tie in case of a link failure between the two main sites.

    Controllers that are connected through iSCSI can be placed in a system in stretched topology. When a controller is placed in a system with a stretched or HyperSwap topology, it should be visible and have connectivity to nodes only at a particular site, regardless of whether I/O Group or clusterwide connectivity was set while establishing sessions by using the addiscsistorageport CLI. 

    To enable connectivity only to nodes of a particular site, you can use an option site parameter of addiscsistorageport. When you run addiscsistorageport, you can specify site_name or site_id from the lssite CLI. The lsiscsistorage command also shows which site (if any) was used to establish connectivity.

    Use a third site to house a quorum disk or IP quorum application. Quorum disks cannot be on iSCSI-attached storage systems; therefore, iSCSI storage cannot be configured on a third site.

    11.1.5  Security

    The security features for connectivity to back-end controllers can be categorized in to two areas:

    •Authorization

    A target controller might require that any initiator node or nodes must present authentication credentials with every discovery or normal iSCSI session. To enable this function, one-way CHAP authentication is supported by most iSCSI controllers. The CLIs for discovery and session establishment can specify the user name and CHAP secret. These credentials, if specified, are stored persistently and used every time that a session is reestablished from initiator source ports to target ports. 

    •Access control

    Access control is enabled at each target controller. A target controller creates host objects and maps volumes to hosts. Some controllers present multiple volumes that are mapped to a host through a single target IQN, and other controllers might present a unique IQN for each LUN. In the latter case, a discovery request from the initiator system to the target lists multiple target IQNs, and a separate session that is initiated by addiscsistorgeport must be established for every discovered target IQN. In the former, a single invocation of addiscsistorageport is sufficient to provide the initiator nodes access to all volumes that are exported by the target controller to the host.

    11.1.6  Limits and considerations

    Quorum disks cannot be placed on iSCSI-attached storage systems. As a result, the following limits should be considered:

    •iSCSI storage cannot be configured on a third site when using stretched or HyperSwap topology. Using IP quorum is preferred as a tie breaker in a stretched or HyperSwap topology. 

    •An iSCSI MDisk should not be selected when choosing a quorum disk.

    SAN Volume Controller iSCSI initiators show only the first 64 discovered IQNs that are sent by the target controller in response to a discovery request from the initiator. 

    Connections can be established only from an initiator source to the first 64 IQNs for any back-end iSCSI controller.

    A maximum of 256 sessions can be established from each initiator node to one or more target storage ports.

    When a discovery request is sent from initiator source ports to target storage ports, the target sends a list of IQNs. In controllers that export a unique IQN per LUN, the list might depend on the number of configured LUNs in the target controller. Because each target IQN requires one or more redundant sessions to be established from all nodes in an initiator IO group / cluster, this situation can lead to session sprawl both at the initiator and target. A SAN Volume Controller connectivity limit of 64 target IQNs per controller helps manage this sprawl.

    11.2  iSCSI external virtualization steps

    This section describes the steps that are required to configure an IBM Storwize storage system as an iSCSI initiator to connect to an IBM Storwize or non IBM Storwize iSCSI back-end controller.

    11.2.1  Port selection

    List the Ethernet ports on the initiator Storwize nodes, which act as the initiator, and the Ethernet ports on the iSCSI controller, which serve as the back end or target. Ports with the same capability or speed should be chosen to avoid bottlenecks on the I/O path during data migration and virtualization. The ports listing can be seen on the initiator nodes by using the svctaks lsportip command. See the documentation for different target controllers to see how to view the Ethernet ports and speeds.

     

    
      
        	
          Note: The port speed for IBM Storwize ports is visible only when the port is cabled and the link is active.

        
      

    

    11.2.2  Source port configuration

    The Ethernet ports on the initiator SAN Volume Controller system can be configured for host attachment, back-end storage attachment, or IP replication. Back-end storage connectivity is turned off by default for SAN Volume Controller Ethernet ports. Configure the initiator ports by using the GUI or CLI (svctask cfgportip) and set the storage/storage_6 flag to yes to enable the ports to be used for back-end storage connectivity.

    Example 11-1 shows an example for enabling a source port on the initiator system for back-end storage controller connectivity by using the IPv4 address that is configured on the port.

    Example 11-1   Source port configuration
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    IBM_2145:Redbooks_cluster1:superuser>cfgportip -node node1 -ip 192.168.104.109 -mask 255.255.0.0 -gw 192.168.100.1 -storage yes 3
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    11.2.3  Target port configuration

    Configure the selected ports on the target controller for host connectivity. For specific steps to configure ports on different back-end controllers that can be virtualized by the IBM Storwize initiator system, see the following chapters. 

    11.2.4  Host mapping and authentication settings on target controllers

    You must create host mappings on the target system so that the target system recognizes the initiator system and presents volumes to it to be virtualized. For a target IBM Storwize controller, this process involves creating a host object, associating the IQN for initiator system’s nodes with that host object, and mapping volumes to that host object (these are the volumes that the initiator system virtualizes). See specific target controller documentation for host attachment guides. The IQN of a node in an initiator Storwize system can be found by using the svcinfo lsnodecanister command. 

    Optionally, if the target controller requires authentication during discovery or login from the initiator, the user name and CHAP secret must be configured on the target system. For more information about how to accomplish this task on different controllers, see the following chapters. 

    11.2.5  Understanding the storage port model for a back-end controller

    Different controllers expose a different number of IQNs and target port IP addresses. As a result, there might be a different number of storage ports, as described in “Storage ports” on page 216. The number of storage ports depends on the controller type. To identify which storage port model suits the back-end controller that is being virtualized, see 11.1.3, “Controller considerations” on page 217. This section also enables you to understand the discovery output and how sessions can be set up between the initiator source ports and target storage ports by running multiple iterations of discovery and configuration.

    You should decide which iSCSI sessions to establish during the planning phase because this decision constrains physical aspects of your configuration, such as the number of Ethernet switches and physical ports that are required.

    11.2.6  Discovering storage ports from the initiator

    After all the initiator source ports or target storage ports are configured, you must discover the target storage ports by using the initiator source ports. This discovery can be achieved either by using the system management GUI or by using the svctask discoveriscsistorageportcandidate command. The command specifies the source ports’ number and the target port IP to be discovered. 

    Optional parameters that can be specified include the user name and password for controllers that require CHAP authentication during discovery. If the user name is not specified and CHAP is specified, the initiator node IQN is used as the default user name.

    Discovery can be done in two modes:

    •Cluster wide: Discovery is done from the numbers source port on all nodes in the initiator system to a target port IP. This is the default mode for discovery, unless specified otherwise.

    •I/O Group wide: A discovery request to target controller storage ports can be sent only from a selected source port of a specified I/O group in the initiator system. 

    The SAN Volume Controller iSCSI initiator sends an iSCSI sendtargets discovery request to the back-end controller target port IP that is specified. If sessions must be established to multiple target ports, discovery request must be sent to every target port after discovery, and then you must do session establishment from one port. A new discovery request purges the old discovery output.

    Example 11-2 shows an example of triggering a cluster-wide discovery from source port 3 of the initiator system. The discovery request is sent to the controller with target port 192.168.104.190. The target controller requires authentication, so chapsecret is specified. Because the user name (which is optional) is not specified, the node IQN is used to set the user name while sending the discovery request.

    Example 11-2   Triggering a cluster-wide discovery

    [image: ]

    IBM_2145:Redbooks_cluster1:superuser>detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.190 -chapsecret secret1
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    Example 11-3 shows an example of triggering I/O group-specific discovery from source port 3 of the initiator system. The example is similar to Example 11-2 except that the discovery request is initiated only though the nodes of I/O group 2, assuming that the initiator system has an I/O group with I/O group ID 2. Also, in this example, the target controller does not require any authentication for discovery, so the user name and CHAP secret are not required.

    Example 11-3   Triggering an I/O group discovery

    [image: ]

    IBM_2145:Redbooks_cluster1:superuser>detectiscsistorageportcandidate -iogrp 2 -srcportid 3 -targetip 192.168.104.198 
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    11.2.7  Viewing the discovery results

    The output of the successful discovery can be seen in the management GUI or by running svcinfo lsiscsistorageportcandidate. For each target storage port to which the discovery request is sent, the discovery output shows multiple rows of output, one per discovered target IQN. 

    Example 11-4 shows the result of the successful discovery. The discovered controller has only a single target IQN.

    Example 11-4   Discovery results
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageportcandidate

    id src_port_id target_ipv4     target_ipv6 target_iscsiname iogroup_list configured status site_id site_name

    0  3           192.168.104.190 iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1 1:1:-:-      no         full
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    The first column in the discovery output shows the discovery row ID. This row ID is used in the next step while setting up sessions to the discovered target controller. The source port ID and target IP that are specified in the discovery request are shown next. The IQN of the discovered controller is shown under the target_iscsiname column. 

    The iogroup_list shows a colon-separated list of I/O groups with target ports.

    The configured column indicates whether the discovered target IQN has any established sessions with source ports or target ports. The values are yes and no (no by default). This is the result of a previous discovery and session establishment. 

    The status column indicates whether the discovery was successful. 

    The results from a discovery request are valid only until the following actions occur:

    •A new discovery is issued, which purges the previous discovery results before sending a new discovery request.

    •T2/T3/T4 cluster recovery is done, which purges the previous discovery results.

    In general, it is preferable to run discovery immediately before adding a session.

    11.2.8  Adding sessions to discovered storage ports

    The next step after viewing discovery results is to establish sessions between initiator source ports and the target storage ports, which are described in 11.2.7, “Viewing the discovery results” on page 222. This task can be done from the management GUI by selecting the discovered storage ports, or by running the svctask addiscsistorageport command and referencing the row number that is discovered by the svcinfo lsiscsistorageportcandidate command. 

    If the discovery output shows multiple IQNs corresponding to multiple LUNS on the target controller, run addiscsistorageport once for every discovered storage port, referencing the row number of the discovered storage port from the output of the svcinfo lsiscsistorageportcandidate command. 

    There are several optional parameters that can be specified while adding sessions to target storage ports. A user name and CHAP secret can be specified if the back-end controller being virtualized requires CHAP authentication for session establishment. If a user name is not specified and CHAP is specified, the initiator node IQN is used by default. 

    Sessions can be configured in two modes: 

    •Cluster-wide: Sessions can be configured from the numbers source port on all nodes in the initiator system to the specified target storage port (referencing the discovery output row number). This is the default mode for session establishment, unless specified otherwise.

    •IO Group-wide: Sessions to a target controller storage port can be established only from the selected source port of a specified I/O group in the initiator system. This mode is the recommended mode when virtualizing controllers that expose every LUN as a unique IQN. Specifying a single I/O group for target controller connectivity helps ensure that a single target controller does not consume many of the overall, allowed back-end session count.

    Another option that can be specified when establishing sessions from initiator source ports to target storage ports is the site. This option is useful when an initiator system is configured in a stretched cluster or HyperSwap configuration. In such configurations, a controller should be visible only to nodes in a particular site. The allowed options for storage controller connectivity are site1 and site 2. iSCSI controllers are not supported in site3, and are used for tie-breaking in split-brain scenarios.

    Example 11-5 shows how to establish connectivity to the target controller that was discovered in Example 11-4 on page 222.

    Example 11-5   Establishing connectivity to the target controller
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    IBM_2145:Redbooks_cluster1:superuser>addiscsistorageport -chapsecret secret1 0
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    The addiscsistorageport command can specify a site name or site ID in case the system is configured with multiple sites, as in the case of a stretched cluster or HyperSwap topology.

    Example 11-6 shows how to establish connectivity to the target controller that was discovered in Example 11-4 on page 222 through nodes only in site 1.

    Example 11-6   Establishing connectivity to the target controller
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    IBM_2145:Redbooks_cluster1:superuser>addiscsistorageport -site 1 -chapsecret secret1 0
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    11.2.9  Viewing established sessions to storage ports

    After sessions are established to the storage ports of a back-end controller, sessions to one or more storage ports can be viewed either in the management GUI or by using the lsiscsistorageport command. When you use the command, there are two views: a concise view and a detailed view. 

    The concise view provides a consolidated listing of all sessions from the initiator system to all back-end target iSCSI controllers. Each row of output refers to connectivity from initiator system nodes to a single target storage port. You can view this output by running the svctask addiscsistorageport command. Each invocation of the command results in a separate row of output, as shown by the output of the lsiscsistorageport command. 

    The detailed view can be used to see the connectivity status from every initiator node port to the target storage ports for a selected row of the output of lsiscsistorageport. 

    Example 11-7 shows the concise lsiscsistorageport view on the initiator system in the example that is illustrated by Example 11-1 on page 220 through Example 11-4 on page 222. The steps in the preceding examples are repeated to add connectivity to node2 of the target controller through source ports 3 and 4. 

    Example 11-7   Output of the lsiscsistorageport command
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                                                         controller_id iogroup_list status site_id site_name

    1  3           192.168.104.190             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1                    4             1:1:-:-      full

    2  3           192.168.104.192             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node2                    4             1:1:-:-      full

    3  4           192.168.104.191             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1                    4             1:1:-:-      full

    4  4           192.168.104.193             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node2                    4             1:1:-:-      full
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    The first column specifies the row ID view and denotes the sessions that are established from the specified initiator node ports to a back-end controller target iSCSI qualified name (IQN) through a target Internet Protocol (IP) address. The value is 0 - 1024.

    The column src_port_id is the source port identifier for the node Ethernet port number that is displayed in the lsportip output.

    The columns target_ipv4 / target_ipv6 indicate the IPv4/ IPv6 address of the iSCSI back-end controller target port to which connectivity is established.

    The target_iscsiname indicates the IQN of the iSCSI back-end controller to which the connectivity is established. 

    The controller_id indicates the controller ID that is displayed in the lscontroller output.

    The iogroup_list indicates the colon-separated list of I/O groups through which connectivity is established to the target port. The values are 0 and 1:

    •0 indicates that the I/O group is available in the system, but discovery is either not triggered through the I/O group or discovery through the I/O group fails.

    •1 indicates that the I/O group is present and discovery is successful through the I/O group.

    •- indicates that the I/O group is not valid or is not present in the system.

    Status indicates the connectivity status from all nodes in the system to the target port. Here are the values:

    •Full: If you specify a single I/O group by using the addiscsistorageport command and you establish the session from all nodes in the specified I/O group, the status is full.

    •Partial: If you specify a single I/O group by using the addiscsistorageport command and you establish the session from a single node in the specified I/O group, the status is partial.

    •None: If you specify a single I/O group by using the addiscsistorageport command and you do not establish the session from any node in the specified I/O group, the status is none.

    The site_id and site_name parameters indicate the site ID / site name (if the nodes being discovered belong to a site). These parameters apply to stretched and HyperSwap systems.

    Example 11-8 provides a sample output of the detailed view of the lsiscsistorageport command. The example shows an example for connectivity that is established to a back-end IBM Storwize controller. However, the output is similar to connectivity to other target controllers. 

    Example 11-8   Output of the lsiscsistorageport command
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport 1

    id 1

    src_port_id 3

    target_ipv4 192.168.104.190

    target_ipv6

    target_iscsiname iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1

    controller_id 4

    iogroup_list 1:1:-:-

    status full

    site_id

    site_name

    node_id 1

    node_name node1

    src_ipv4 192.168.104.199

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1

    connected yes

    node_id 2

    node_name node2

    src_ipv4 192.168.104.197

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node2

    connected yes

    node_id 3

    node_name node3

    src_ipv4 192.168.104.198

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node3

    connected yes

    node_id 4

    node_name node4

    src_ipv4 192.168.104.196

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node4

    connected yes
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    The detailed view enumerates all the fields that are visible in the concise view. While each row in the detailed view sums up the connectivity status across all nodes in an I/O group or all I/O groups of the initiator system, the detailed view provides a connectivity view from each initiator node part of the site/iogroup/cluster that is indicated in the concise view output. It helps to view and isolate connectivity issues to an initiator node and source port.

    The node_name / node_id indicates the node name and node ID of the initiator node through which a session is established to a storage port that is identified by target_ipv4 / target-ipv6 and target_iscsi_name. The node_name and node_id are as referenced in other clustered system CLIs.

    src_ipv4 / src_ipv4 refers to the IPv4/ IPv6 address of the source port that is referred to by src_port_id on the initiator node that is referenced by node_name/ node_id.

    src_iscsiname refer to the IQN of the source node that is referenced by node_name/ node_id.

    connected indicates whether the connection is successfully established from a specified source port (src_port_i) of an initiator node that is referenced by node_name/ node_ip, which has an IP address src_ipv4/ src_ipv6 to a target storage port with target_iscsiname IQN and IP address target_ipv4 / target_ipv6. The values are yes and no. 
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External virtualization of IBM Storwize storage systems

    This chapter contains a detailed description about using an IBM Storwize system as a back-end storage controller connected through Internet Small Computer System Interface (iSCSI).

    In such a configuration, there are two Storwize systems: One that is acting as a back-end storage controller, and another that is virtualizing it. The system that is acting as the back end is an iSCSI target, and the system that is virtualizing it is an iSCSI initiator.

    To avoid confusion, this chapter uses the term target system to refer to the system that is acting as the back end, and the term initiator system to refer to the system that is virtualizing it.

    This chapter describes the following topics:

    •12.1, “Planning considerations” on page 228

    •12.2, “Target configuration” on page 229

    •12.3, “Initiator configuration” on page 232

    •12.4, “Configuration validation” on page 235

    12.1  Planning considerations

    This section describes the things that you should consider before using an IBM Storwize system as an iSCSI-connected back end.

    You should decide which iSCSI sessions to establish during the planning phase because this decision constrains physical aspects of your configuration, such as the number of Ethernet switches and physical ports that are required.

    Because each node has a unique IQN in SAN Volume Controller and IBM Storwize systems, it is possible to have sessions from each node of the initiator system to each node of the target system. To achieve maximum availability, each node in the initiator system should establish at least one session with each node in the target system. This is also known as cluster-wide connectivity. 

    Furthermore, for redundancy, each pair of nodes should have two sessions, with each session using a link across a different Ethernet switch. Each SAN Volume Controller or 
IBM Storwize system has a limit to the maximum number of external virtualization iSCSI sessions. In addition, there is no performance benefit from having more than two sessions between a pair of nodes. Therefore, do not establish more than two sessions between each pair.

    To avoid bottlenecks in the paths between the initiator system and the target system, ensure that all of the ports that are involved in a connection are at the same speed. For example, when using a 10 Gbps source port on the initiator system, ensure that the target port is also 10 Gbps, and that the connection goes through a 10 Gbps switch. When establishing cluster-wide connectivity, the initiator system uses the same source port from each initiator-system node to connect to a given target port. Therefore, you should also ensure that each source port with a given index on the initiator system has the same speed.

    This chapter uses the configuration that is shown in Figure 12-1 as an example, showing the steps that are required to set up a simple configuration that includes a Storwize target system.
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    Figure 12-1   An example configuration with an iSCSI-connected Storwize target system

    In Figure 12-1 on page 228, each node of the initiator system has two redundant paths to each node of the target system, with one using Ethernet Switch 1 (in orange) and one using Ethernet Switch 2 (in blue). The initiator system has cluster-wide connectivity to each node of the target system for maximum availability. Each source port of the initiator system can have at most one connection to each port of the target system.

    12.1.1  Limits and considerations

    From the perspective of the target system, the initiator system is an iSCSI-attached host. Therefore, the limits and considerations that apply to the use of a Storwize system as the target system include the iSCSI host-attachment limits and considerations for IBM Storwize systems. Section 4.5, “IBM Storwize family and iSCSI limits” on page 53 gives references to the detailed lists of limits and considerations for SAN Volume Controller and IBM Storwize products. Also, the limits and considerations for iSCSI external virtualization in general still apply. Section 11.1.6, “Limits and considerations” on page 219 gives references to detailed lists of these limits and restrictions.

    12.1.2  Performance considerations

    To maximize the performance benefit from using jumbo frames, use the largest possible MTU size in any given network configuration. There is no performance benefit from increasing the MTU size unless all the components in the path use the increased MTU size, so the optimal MTU size setting depends on the MTU size settings of the whole network. The largest MTU size that is supported by IBM Storwize systems is 9000. You can change the MTU size that is configured on a port on either the initiator system or the target system by using the cfgportip command. For more information, see “Ethernet Jumbo frames” on page 208.

    12.2  Target configuration

    This section describes steps that must be carried out on the target system to enable it to be used as a back-end storage controller that is connected by iSCSI. This section assumes that the back-end system already has volumes set up to be virtualized by the initiator system. For more information, see Implementing the IBM Storwize V5000 Gen2 (including the Storwize V5010, V5020, and V5030), SG24-8162. 

    From the perspective of the target system, the initiator system is a host that is attached by iSCSI. For this reason, configuring the target system in this case is the same as configuring an IBM Storwize system for iSCSI-connected host attachment, but using the initiator system as the “host”. For more information, see Chapter 7, “Configuring the IBM Storwize storage system and hosts for iSCSI” on page 83.

    12.2.1  System layer

    If the initiator system is a SAN Volume Controller or is in the replication layer, the Storwize target system must be in the storage layer. You can change the system layer by using the chsystem command. For more information about system layers, see IBM Knowledge Center.

    12.2.2  Host mappings

    You must create host mappings so that the target system recognizes the initiator system and presents volumes to it to be virtualized. This task involves creating a host object, associating the initiator system’s IQN with that host object, and mapping volumes to that host object (these are the volumes that the initiator system virtualizes). 

    In Figure 12-1 on page 228, the initiator system has four IBM Storwize node canisters. Because in SAN Volume Controller and IBM Storwize systems each node has its own IQN, the system has four IQNs. The target system should represent the initiator system with one host object, and associate all four IQNs with that host object. 

    Example 12-1 shows how to set up the host mappings in this example by using the CLI:

    1.	Create a host object and associate the initiator system’s four IQNs with that host object by using mkhost.

    2.	Map a volume to that host object by using mkvdiskhostmap.

    Example 12-1   Steps that are required to set up host mappings on the target system by using the CLI
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    IBM_Storwize:Redbooks_Backend_cluster:superuser>mkhost -name Redbooks_initiator_system -iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1,iqn.1986-03.com.ibm:2145.redbookscluster1.node2,iqn.1986-03.com.ibm:2145.redbookscluster1.node3,iqn.1986-03.com.ibm:2145.redbookscluster1.node4  -iogrp 0

    Host, id [0], successfully created

    IBM_Storwize:Redbooks_Backend_cluster:superuser>mkvdiskhostmap -host Redbooks_initiator_system Vdisk_0

    Virtual Disk to Host map, id [0], successfully created
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    The -iogrp 0 option configures the target system to present volumes only from I/O group 0 to the host. In this case, this is the only I/O group in the target system. You can find the initiator system’s IQNs by using the lsnode command on the initiator system. It is also possible to add IQNs to an existing host object by using addhostport.

    12.2.3  Authentication

    SAN Volume Controller and IBM Storwize systems support only one-way (the target authenticates the initiator) CHAP authentication for external virtualization by using iSCSI. Therefore, you should configure only one-way CHAP authentication on the target system, although it is possible to configure two-way CHAP authentication on it (because SAN Volume Controller and IBM Storwize systems support two-way CHAP authentication for host attachment).

    To configure one-way CHAP authentication on the target system, set a CHAP secret for the host object that represents the initiator system. This can be done either by using the chhost command or by using the iSCSI configuration pane in the GUI. For more information, see 5.2, “Configuring CHAP for an IBM Storwize storage system” on page 57.

    Example 12-2 on page 231 demonstrates how to set a CHAP secret for the host object that represents the initiator system in the example that is illustrated by Figure 12-1 on page 228. Set a CHAP secret for the host object that represents the initiator system by using chhost. There is no feedback from a successful invocation.

    Example 12-2   Configuring a CHAP secret on the target system for one-way (target authenticates initiator) CHAP authentication
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    IBM_Storwize:Redbooks_Backend_cluster:superuser>chhost -chapsecret secret1 Redbooks_initiator_system
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    After a CHAP secret is set, the target system automatically uses it to authenticate the initiator system. Therefore, you must specify the target system’s CHAP secret both when you discover its ports and when you establish sessions with it from the initiator system. These procedures are described in 12.3, “Initiator configuration” on page 232.

    12.2.4  Port configuration

    For the initiator system to establish iSCSI sessions with the target system, the target system’s iSCSI ports must have IP addresses. For more information about how to set the target system’s iSCSI ports’ IP addresses, see 7.1.1, “Setting the IBM Storwize iSCSI IP address” on page 84. While following these instructions, ensure that you note the IP addresses being set and to which ports they belong. You need this information when discovering the ports from the initiator and establishing sessions in 12.3, “Initiator configuration” on page 232.

    In the example that is illustrated by Figure 12-1 on page 228, each node in the target system has four Ethernet ports: Two 1 Gbps ports and two 10 Gbps ports. Each connection should be between ports with the same speed to maximize the link performance. 

    In Figure 12-1 on page 228, the connections are from 10 Gbps ports on the initiator system to the 10 Gbps ports on the target system. These are ports 3 and 4 on each node of the target system. Therefore, you must assign IP addresses to these four 10 Gbps ports. Example 12-3 shows how to do this with the CLI. Use the cfgportip command to configure IP addresses for the iSCSI ports.

     

    
      
        	
          Remember: There is no feedback from a successful invocation.

          Tip: In this example, the ports do not use VLAN tagging. If you require VLAN tagging, for example, to use Priority Flow Control (PFC), you also must use the -vlan or -vlan6 options.

        
      

    

    Example 12-3   Configuring IP addresses for the target system’s iSCSI ports
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    IBM_Storwize:Redbooks_Backend_cluster:superuser>cfgportip -node node1 -ip 192.168.104.190 -mask 255.255.0.0 -gw 192.168.100.1 3

    IBM_Storwize:Redbooks_Backend_cluster:superuser>cfgportip -node node1 -ip 192.168.104.191 -mask 255.255.0.0 -gw 192.168.100.1 4

    IBM_Storwize:Redbooks_Backend_cluster:superuser>cfgportip -node node2 -ip 192.168.104.192 -mask 255.255.0.0 -gw 192.168.100.1 3

    IBM_Storwize:Redbooks_Backend_cluster:superuser>cfgportip -node node2 -ip 192.168.104.193 -mask 255.255.0.0 -gw 192.168.100.1 4
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    12.3  Initiator configuration

    This section describes steps that must be carried out on the initiator system to virtualize LUNs that are presented by an IBM Storwize target system that is connected with iSCSI. Part 3, “iSCSI virtualization” on page 211 contains instructions for configuring a SAN Volume Controller or IBM Storwize initiator system for external virtualization of a storage controller that is connected by using iSCSI. Those instructions are generic regarding the back-end controller that is used as the target system. These instructions are specific for external virtualization of an IBM Storwize target system, making specific reference to the example that is illustrated by Figure 12-1 on page 228.

    12.3.1  Establishing connections and sessions

    The initiator system can establish sessions with the target system by using either the CLI or the GUI. You should already know which connections you want to establish during the planning phase of an installation to plan the network architecture, which depends on the planned iSCSI connections. Section 12.1, “Planning considerations” on page 228 describes the connections that should be established between a SAN Volume Controller or 
IBM Storwize initiator system and an IBM Storwize target system.

    In the example that is shown in Figure 12-1 on page 228, there are 16 iSCSI sessions to establish (two sessions from each of four nodes in the initiator system to each of two nodes in the target system). These 16 sessions are treated by the target system as four groups of four sessions; each group of four sessions is encapsulated in an iSCSI storage port object. 

    For an IBM Storwize target system, you should configure cluster-wide connectivity to achieve maximum availability. Therefore, each iSCSI storage port object in the example includes a session from each node of the initiator system, of which there are four. Table 12-1 shows the details of the four iSCSI storage port objects in this example.

    Table 12-1   The iSCSI storage port objects in the example that is illustrated by Figure 12-1 on page 228 

    
      
        	
          Initiator port ID

        
        	
          Initiator I/O group

        
        	
          Target node name

        
        	
          Target port ID

        
        	
          Target port IP address

        
      

      
        	
          3

        
        	
          All

        
        	
          node1

        
        	
          3

        
        	
          192.168.104.190

        
      

      
        	
          4

        
        	
          All

        
        	
          node1

        
        	
          4

        
        	
          192.168.104.191

        
      

      
        	
          3

        
        	
          All

        
        	
          node2

        
        	
          3

        
        	
          192.168.104.192

        
      

      
        	
          4

        
        	
          All

        
        	
          node2

        
        	
          4

        
        	
          192.168.104.193

        
      

    

    You can configure these iSCSI sessions by using either the CLI or the GUI on the initiator system. Example 12-4 on page 233 shows how to configure one of the iSCSI storage port objects from Table 12-1, in particular the one that is described in the first row of the table.

    With both the detectiscsistorageportcandidate and the addiscsistorageportcandidate commands, the -chapsecret option specifies the CHAP secret that is used for one-way (the target authenticates the initiator) CHAP authentication. Include this option to use the CHAP secret that is set on the target system in 12.2.3, “Authentication” on page 230. Alternatively, do not include this option if the target system has no CHAP secret. To configure cluster-wide connectivity, do not use the -iogrp option with either CLI because doing so configures connectivity to only one I/O group.

    Example 12-4   Creating an iSCSI storage port with the CLI
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    IBM_2145:Redbooks_cluster1:superuser>detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.190 -chapsecret secret1

    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageportcandidate

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                                      iogroup_list configured status site_id site_name

    0  3           192.168.104.190             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1 1:1:-:-      no         full

    IBM_2145:Redbooks_cluster1:superuser>addiscsistorageport -chapsecret secret1 0
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    Figure 12-2 and Figure 12-3 on page 234 show the steps that are required on the initiator system’s GUI to configure all of the iSCSI storage port objects that are described in Table 12-1 on page 232. Figure 12-2 shows the Add External iSCSI Storage wizard. Access this wizard by clicking Add External iSCSI Storage in the upper left of the Pools → External Storage pane.
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    Figure 12-2   The first stage of the Add External iSCSI Storage wizard

    In Figure 12-2, click IBM Storwize and then Next to configure the iSCSI storage port objects to virtualize an IBM Storwize target system.

    Figure 12-3 shows the second step of the Add External iSCSI Storage wizard. The details that are entered into the wizard in Figure 12-3 result in the initiator system creating all of the iSCSI storage port objects that are described in Table 12-1 on page 232, which configures all of the iSCSI sessions in the example that is illustrated by Figure 12-1 on page 228.

    [image: ]

    Figure 12-3   The second step of the Add External iSCSI Storage wizard

    The CHAP secret field sets the CHAP secret that is used for one-way (the target authenticates the initiator) CHAP authentication, both when discovering and when establishing sessions with the target system. Enter the CHAP secret that was set on the target system in 12.2.3, “Authentication” on page 230, or leave the field blank if the target system has no CHAP secret configured. 

    Each Target port on remote storage field corresponds to an iSCSI storage port object that the wizard creates. Each such object has cluster-wide connectivity to maximize availability. The source port on the initiator system for each iSCSI storage port object will be the port that is selected in the Select source port list. The target IP address for each iSCSI storage port object will be the IP address that is entered into the Target port on remote storage field. 

    To maximize availability and have redundancy in case of a path failure, you should configure two redundant connections to each node of the target system. To enforce this setting, the wizard does not allow you to continue unless all four Target port on remote storage fields are complete.

    12.4  Configuration validation

    When you complete the necessary steps to configure both the target system and the initiator system, you can verify the configuration by using the CLI on both systems.

    You can use the lsiscsistorageport command to view information about the configured iSCSI storage port objects on the initiator system. Example 12-5 shows the concise lsiscsistorageport view on the initiator system in the example that is illustrated by Figure 12-1 on page 228.

    Example 12-5   The lsiscsistorageport concise view
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                                                         controller_id iogroup_list status site_id site_name

    1  3           192.168.104.190             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1                    4             1:1:-:-      full

    2  3           192.168.104.192             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node2                    4             1:1:-:-      full

    3  4           192.168.104.191             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1                    4             1:1:-:-      full

    4  4           192.168.104.193             iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node2                    4             1:1:-:-      full
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    The view in Example 12-5 shows all of the configured iSCSI storage port objects, each of which is characterized by a source port ID, target IP address, and target IQN. The view shows some basic connectivity and configuration information for each object. Each object in this view corresponds to a row in Table 12-1 on page 232. In this example, the entry in the I/O group list field for each object is 1:1:-:- and the entry in the status field for each object is full, which indicates that the initiator system has good connectivity to the target system. 

    The entries in the I/O group list fields are colon-separated lists of keys. Each place in the list describes the connectivity status of an I/O group. The 1 key in the first two places indicates that the first two I/O groups are both meant to have connectivity, and actually do have connectivity. The minus (-) key in the final two places indicates that the final two I/O groups are not meant to have connectivity. In this case, this is because the iSCSI storage port object is configured to have cluster-wide connectivity, but the initiator system has only two I/O groups. 

    A 0 key in any place indicates that some nodes from the associated I/O group are meant to have connectivity but do not. The first place in the list always refers to I/O group 0, the second place to I/O group 1, and so on; this is regardless of which I/O groups are actually present in the system. 

    The full entries in the status fields indicate that every node that should have connectivity does have connectivity. An entry of partial indicates that only some nodes that are meant to have connectivity do have connectivity. An entry of none indicates that no nodes that are meant to have connectivity do have connectivity.

    The lsiscsistorageport command also allows a detailed view that gives more detailed information about a specific iSCSI storage port object. If the concise view shows that the initiator system does not have full connectivity to the target system, you can use the detailed view to see which nodes do not have connectivity. 

    Example 12-6 shows the lsiscsistorageport detailed view for the first iSCSI storage port object on the initiator system in the example that is illustrated by Figure 12-1 on page 228.

    Example 12-6   The lsiscsistorageport detailed view
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport 1

    id 1

    src_port_id 3

    target_ipv4 192.168.104.190

    target_ipv6

    target_iscsiname iqn.1986-03.com.ibm:2145.redbooksbackendcluster.node1

    controller_id 4

    iogroup_list 1:1:-:-

    status full

    site_id

    site_name

    node_id 1

    node_name node1

    src_ipv4 192.168.104.199

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1

    connected yes

    node_id 2

    node_name node2

    src_ipv4 192.168.104.197

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node2

    connected yes

    node_id 3

    node_name node3

    src_ipv4 192.168.104.198

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node3

    connected yes

    node_id 4

    node_name node4

    src_ipv4 192.168.104.196

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node4

    connected yes
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    Example 12-6 shows the detailed view for the iSCSI storage port object with ID 1, which is the object that is described in the first row of Table 12-1 on page 232. In addition to the fields in the concise view, the detailed view also gives per-node connectivity information. In this case, the entry in the connected field in each block of the output is yes, indicating that every node in the initiator system has connectivity to the target port.

    For a full description of the lsiscsistorageport command, see IBM Knowledge Center.

    From the target system, you can use the lshost command to view information about the host object corresponding to the initiator system. Example 12-7 shows the detailed lshost view on the target system for the host corresponding to the initiator system in the example that is shown in Figure 12-1 on page 228.

    Example 12-7   The lshost detailed view
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    IBM_Storwize:Redbooks_Backend_cluster:superuser>lshost 0

    id 0

    name Redbooks_initiator_system

    port_count 4

    type generic

    mask 1111111111111111111111111111111111111111111111111111111111111111

    iogrp_count 1

    status online

    site_id

    site_name

    host_cluster_id

    host_cluster_name

    iscsi_name iqn.1986-03.com.ibm:2145.redbookscluster1.node4

    node_logged_in_count 4

    state active

    iscsi_name iqn.1986-03.com.ibm:2145.redbookscluster1.node3

    node_logged_in_count 4

    state active

    iscsi_name iqn.1986-03.com.ibm:2145.redbookscluster1.node2

    node_logged_in_count 4

    state active

    iscsi_name iqn.1986-03.com.ibm:2145.redbookscluster1.node1

    node_logged_in_count 4

    state active
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    The view on the target system that is shown in Example 12-7 provides detailed information about the host object corresponding to the initiator system. The value in the port count field is 4, which is the number of IQNs that are associated with this host object. This value is correct because there are four nodes in the initiator system. The value in the I/O group count field is 1 because only one I/O group from the target system is configured to present volumes to the initiator system.

    
      
        	
          Note: Although the target system has only one I/O group, it is possible to configure a host object with associated I/O groups that are not yet present in the target system, which results in a value other than 1 in the I/O group count field.

        
      

    

    For each block of the output relating to a specific IQN of the host system, the value in the nodes_logged_in field is 4, and the value in the state field is active. This value indicates that there is good connectivity to each node of the initiator system. The state fields give the number of logins that nodes from the target system have with that IQN from the initiator system. 

    Because there are two nodes in the target system and all the connections are dual-redundant, the value of 4 indicates full connectivity. The value active in the state field indicates that the only I/O group in the target system (which, in this example, has volume mappings to the host) has at least one iSCSI session with that node of the initiator system.

    For a full description of the lshost command, see IBM Knowledge Center.

    In addition to the information in the lsiscsistorageport and lshost views, there is further relevant information in the lscontroller and lsportip views. The lscontroller view on the initiator system contains information about the controller object that represents the target system. It is documented in IBM Knowledge Center.

    The lsportip view on either the initiator system or the target system contains information about the IP ports on that system. It is documented in IBM Knowledge Center.
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Virtualization of IBM Spectrum Accelerate storage systems

    This chapter describes how to virtualize external storage systems from the IBM Spectrum Accelerate™ family as Internet Small Computer System Interface (iSCSI) targets, including IBM XIV® systems, IBM FlashSystem® A9000 systems, and IBM Spectrum Accelerate software-defined storage (SDS) solutions.

    The chapter contains the following sections:

    •13.1, “Planning considerations” on page 240

    •13.2, “Target configuration” on page 243

    •13.3, “Initiator configuration” on page 254

    For comprehensive descriptions of concepts, architecture, and implementation of these storage systems see the following IBM Redbooks publications:

    •IBM XIV Storage System Architecture and Implementation, SG24-7659

    •IBM FlashSystem A9000 and IBM FlashSystem A9000R Architecture and Implementation, SG24-8345

    •IBM Spectrum Accelerate Deployment, Usage, and Maintenance, SG24-8267

    13.1  Planning considerations

    IBM Spectrum Accelerate storage systems support horizontal scale-out capability, which means a single system can have 3 - 15 nodes (or modules). The connectivity paradigm for virtualization by a SAN Volume Controller or IBM Storwize system is determined by the characteristics of the XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate iSCSI targets:

    •Each target port has its own IP address.

    •The system has a single system-wide IQN that handles all connections.

    •All iSCSI LUNs are visible through every iSCSI session.

    For redundancy, you must connect at least two target nodes to two or more SAN Volume Controller or IBM Storwize initiator ports through different Ethernet switches. More connections can be configured between a source system and a target, depending on the availability of source ports with storage connectivity enabled. Figure 13-1 shows the connection schema.
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    Figure 13-1   Connecting a virtualized XIV, IBM FlashSystem A9000, IBM FlashSystem A9000R, or IBM Spectrum Accelerate iSCSI storage system

    In this example, the IBM Storwize system consists of two control enclosures (I/O groups) with two initiator nodes per enclosure. Each node has four Ethernet ports, labeled as IPA (first port of the first node) to IPP (fourth port of the fourth node). Two ports per node are configured as initiator ports through two switches to target ports of the IBM Spectrum Accelerate system. The other two Ethernet ports on each node are not configured.

    The first ports (orange) on each initiator and target node are connected through Ethernet switch 1. The second ports (blue) on each initiator and target node are connected through Ethernet switch 2. Because of the system-wide IQN, each Storwize initiator node can access all IBM Spectrum Accelerate LUNs.

    When you define initiator port connections, the configuration applies to all the ports on the system. That means in this example, the following items are true:

    •Port IP1 on IBM Spectrum Accelerate node 1 is the target port for IBM Storwize source ports IPA, IPE, IPI, and IPM.

    •Port IP5 on IBM Spectrum Accelerate node 2 is the target port for IBM Storwize source ports IPB, IPF, IPJ, and IPN.

    Figure 13-1 on page 240 shows the minimum configuration with redundancy. In this configuration, extra Ethernet ports remain unconfigured but can be connected to increase the throughput. You can connect to as many XIV target ports across nodes equal to SAN Volume Controller or IBM Storwize initiator ports.

     

    
      
        	
          Important: The current implementation of iSCSI virtualization supports only one XIV target port per SAN Volume Controller or IBM Storwize initiator port. You must connect different target ports to different initiator ports.

        
      

    

    In Figure 13-1 on page 240, the initiator ports IPC, IPD, IPG, IPH, IPK, IPL, IPO, and IPP remain unconfigured. On the target nodes, ports IP2, IP3, IP4, IP6, IP7, and IP8 are also unconfigured. Initiator ports IPC, IPG, IPK, and IPO can be connected through Ethernet switch 1 to any unused target port across the target nodes. When these connections are configured, another path between the source and target nodes is created. Similarly, the initiator ports IPD, IPH, IPL, and IPP can be connected through Ethernet switch 2 to any unused target port across the target nodes.

    13.1.1  Limits and considerations for IBM XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate

    For XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate systems, the number of iSCSI ports per node or module varies by model. For more information, see the following publications:

    •IBM XIV Storage System Architecture and Implementation, SG24-7659

    •IBM FlashSystem A9000 and IBM FlashSystem A9000R Architecture and Implementation, SG24-8345

    •IBM Spectrum Accelerate Deployment, Usage, and Maintenance, SG24-8267

    Here are the minimum code versions for iSCSI virtualization:

    •XIV Gen3 firmware 11.2.0.c

    •IBM FlashSystem A9000 firmware 12.0.0

    •IBM Spectrum Accelerate software 11.5.x

    XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate systems do not support IP link aggregation. Ethernet ports cannot be bonded.

    The SAN Volume Controller and IBM Storwize Family iSCSI Storage Attachment Support Matrix provides up-to-date information.

    13.1.2  Performance considerations

    The default maximum transmission unit (MTU) of these storage systems is 4500 bytes. To match the SAN Volume Controller or IBM Storwize initiators, you should set the MTU to 9000 bytes. That is the upper limit for the MTU on XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate systems. As a prerequisite, you must configure the whole network to this MTU value if it is supported by your switches and routers. If you want an MTU other than the default, then it must be configured for each target port of the XIV, IBM FlashSystem A9000, or IBM Spectrum Accelerate system.

     

    
      
        	
          Tip: If the MTU that is being used by the XIV system is higher than the network can transmit, the frames are discarded. The frames are discarded because the do-not-fragment bit is normally set to on. Use the ping -l command to test the specification of the packet payload size from a Windows workstation in the same subnet. A ping command normally contains 28 bytes of IP and ICMP headers plus payload. Add the -f parameter to prevent packet fragmentation.

          For example, the ping -f -l 8972 10.1.1.1 command sends a 9000-byte frame to the 10.1.1.1 IP address (8972 bytes of payload and 28 bytes of headers). If this command succeeds, then you can configure an MTU of 9000 in the XIV GUI or XCLI.

        
      

    

    13.1.3  Migration considerations

    If iSCSI hosts are already attached to the XIV system, then their target ports are often configured with a smaller MTU size. Typical values are 1500 or 4500 bytes. Setting the MTU size to 9000 for virtualization and attaching these hosts to the SAN Volume Controller or IBM Storwize system can cause performance and stability issues during the migration because the XIV ports send large frames to the SAN Volume Controller or IBM Storwize nodes and to the hosts.

    Therefore, you must consider this issue in your migration plan. Here are two options:

    •You use different XIV target ports for SAN Volume Controller or IBM Storwize nodes and for the hosts. The target ports for the SAN Volume Controller or IBM Storwize initiators are reconfigured with an MTU of 9000 bytes (or the best value that the switches and routers support). The target ports for the hosts remain unchanged until hosts do not need these ports anymore.

    When all migration tasks are complete, the target ports for the hosts can be reconfigured for usage as extra virtualization ports.

    •Alternatively, you can configure the SAN Volume Controller or IBM Storwize nodes to use the smaller MTU size for migration. Therefore, these initiator nodes and the hosts can share target ports.

    When all migration tasks are complete, and SAN Volume Controller or IBM Storwize nodes are the only initiators for the XIV ports, you change the MTU size to the optimal value.

    13.2  Target configuration

    To configure your XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate system, you must install the Hyper-Scale Manager graphical user interface (GUI) and the XIV command-line interface (XCLI) on your workstation. You log in to the GUI or XCLI and add the iSCSI target system to the inventory. (For more information about how to configure the GUI and XCLI, see the IBM Redbooks publications for your system.)

     

    
      
        	
          Note: The examples show an XIV Storage System (machine type 2810), but apply also to IBM FlashSystem A9000 and IBM Spectrum Accelerate systems.

        
      

    

    Every XIV system has a unique IQN. The format of the IQN is simple, and includes a fixed text string followed by the last digits of the system’s serial number.

     

    
      
        	
          Important: Do not attempt to change the IQN. If you need to change the IQN, you must engage IBM Support.

        
      

    

    To display the IQN of the XIV Storage System, complete the following steps:

    1.	From the XIV GUI, click Systems → System Settings → System.

    2.	The Settings dialog box opens. Select the Parameters tab, as shown in Figure 13-2.

    If you are displaying multiple XIV systems from the All Systems view, you can right-click an XIV system, and select Properties → Parameters to get the same information.
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    Figure 13-2   XIV system settings with iSCSI IQN

    To show the same information in the XCLI, run the XCLI config_get command, as shown in Example 13-1.

    Example 13-1   XIV system settings in XCLI
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    XIV IBM-SVC-XIV>>config_get

    Name                                    Value

    dns_primary

    dns_secondary

    system_name                             XIV IBM-SVC-XIV

    snmp_location                           Unknown

    snmp_contact                            Unknown

    snmp_community                          XIV

    snmp_trap_community                     XIV

    snmp_type                               V2C

    snmpv3_user

    snmpv3_encryption_type                  AES

    snmpv3_encryption_passphrase            ****

    snmpv3_authentication_type              SHA

    snmpv3_authentication_passphrase        ****

    system_id                               41529

    machine_type                            2810

    machine_model                           999

    machine_serial_number                   9041529

    machine_unique_id                       a9d61f84264c42a8895b3ccaae95fb2e

    email_sender_address

    email_reply_to_address

    email_subject_format                    {severity}: {description}

    iscsi_name                              iqn.2005-10.com.xivstorage:041529

    ntp_server

    support_center_port_type                Management

    isns_server

    ipv6_state                              enabled

    ipsec_state                             disabled

    ipsec_track_tunnels                     no

    impending_power_loss_detection_method   UPS
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    After installing the XIV management tools and collecting the necessary information, you configure the XIV system in three steps:

    1.	Configure the iSCSI target ports (13.2.1, “Port configuration” on page 245).

    2.	Define the SAN Volume Controller or IBM Storwize initiator nodes as hosts (13.2.2, “Host mappings and authentication” on page 247).

    3.	Map XIV LUNs to these nodes (13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253).

    13.2.1  Port configuration

    To set up the iSCSI ports, complete these steps:

    1.	From the XIV GUI, select View → Host and Clusters → iSCSI Connectivity, and then click Define IP Interface - iSCSI.

    2.	In the window that opens (Figure 13-3), enter the parameters for one iSCSI target port:

     –	If you are managing multiple XIV systems from the GUI, select the iSCSI target system from the Systems drop-down menu.

     –	In the Name field, enter a text string to identify this port in other GUI panes and XCLI output. In the example, the string describes the port as Module 1, iSCSI port 1.

     –	Specify the IP address, the netmask, and the default gateway in the next fields.

     –	Set the MTU to 9000, if it is supported by your network.

     –	From the drop-down menu Node and the Port Number switch, select the module and its port to which these settings apply. (The Port Number switch varies, depending on the ports that are available in this module.)

    3.	Click Define to complete the IP interface and iSCSI setup.
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    Figure 13-3   Defining an IP interface for iSCSI

    To configure iSCSI ports by using the XCLI, enter the ipinterface_create command, as shown in Example 13-2.

    Example 13-2   Defining an IP interface for iSCSI by using XCLI
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    XIV IBM-SVC-XIV>>ipinterface_create ipinterface="mod1-iscsi-p1" address=192.168.100.121 netmask=255.255.0.0 module=1:Module:1 ports="1" gateway=192.168.100.1 mtu=9000
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    As explained in 13.1, “Planning considerations” on page 240, you must configure at least two iSCSI target ports in different XIV modules. Therefore, the minimum configuration of iSCSI ports in the XIV GUI looks like Figure 13-4.
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    Figure 13-4   Minimum iSCSI port configuration in the XIV GUI

    To show the same information in the XCLI, run the XCLI ipinterface_list command, as shown in Example 13-3.

    Example 13-3   Minimum iSCSI port configuration in XCLI
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    XIV IBM-SVC-XIV>>ipinterface_list

    Name            Type           IP Address        Network Mask    Default Gateway   IPv6 Address   IPv6 Gateway   MTU    Module       Ports   IP access group name

    management      Management     9.113.57.64       255.255.254.0   9.113.56.1                                      1500   1:Module:1

    interconnect    Interconnect   192.168.64.161    255.255.255.0                                                   9000   1:Module:1

    management      Management     9.113.57.65       255.255.254.0   9.113.56.1                                      1500   1:Module:2

    interconnect    Interconnect   192.168.64.162    255.255.255.0                                                   9000   1:Module:2

    management      Management     9.113.57.78       255.255.254.0   9.113.56.1                                      1500   1:Module:3

    interconnect    Interconnect   192.168.64.163    255.255.255.0                                                   9000   1:Module:3

    mod1-iscsi-p1   iSCSI          192.168.100.121   255.255.0.0     192.168.100.1                                   9000   1:Module:1   1

    mod2-iscsi-p1   iSCSI          192.168.100.123   255.255.0.0     192.168.100.1                                   9000   1:Module:2   1
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    The ipinterface_list command displays configured network ports only. The output lines that are highlighted in blue correspond to the same two iSCSI ports that are shown in Figure 13-4 on page 246. The other output lines display XIV management and interconnect ports. The rows might be in a different order each time you run this command. To see a complete list of IP interfaces, use the ipinterface_list_ports command.

    13.2.2  Host mappings and authentication

    The XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate systems support unidirectional iSCSI Challenge Handshake Authentication Protocol (CHAP).

     

    
      
        	
          Note: The CHAP configuration is defined on a per-initiator basis. There are no global configurations for CHAP that affect all the initiators that are connected to the system.

        
      

    

    For the iSCSI initiator to log in with CHAP, both the iscsi_chap_name and the iscsi_chap_secret parameters must be set. After both of these parameters are set, the initiator can run an iSCSI login to the IBM XIV Storage System only if the login information is correct.

    CHAP name and secret parameter guidelines

    The following guidelines apply to the CHAP name and secret parameters:

    •Both the iscsi_chap_name and iscsi_chap_secret parameters must either be specified or not specified. You cannot specify just one of them.

    •The iscsi_chap_name and iscsi_chap_secret parameters must be unique. If they are not unique, an error message is displayed. However, the command does not fail.

    •The secret must be 96 - 128 bits. You can use one of the following methods to enter the secret:

     –	Base64 requires that 0b is used as a prefix for the entry. Each subsequent character that is entered is treated as a 6-bit equivalent length.

     –	Hex requires that 0x is used as a prefix for the entry. Each subsequent character that is entered is treated as a 4-bit equivalent length.

     –	String requires that a prefix is not used (it cannot be prefixed with 0b or 0x). Each character that is entered is treated as an 8-bit equivalent length.

    •If the iscsi_chap_secret parameter does not conform to the required secret length (96 - 128 bits), the command fails.

    •If you change the iscsi_chap_name or iscsi_chap_secret parameters, a warning message is displayed. The message says that the changes will be applied the next time that the host is connected.

    CHAP can be configured either through the XIV GUI or through XCLI when you add the iSCSI initiators as XIV hosts. The SAN Volume Controller or IBM Storwize nodes that act as iSCSI initiators must be configured as iSCSI hosts in the XIV, IBM FlashSystem A9000, or IBM Spectrum Accelerate system.

     

    
      
        	
          Tip: Because all initiator nodes share the XIV LUNs to be virtualized, you configure these nodes as a cluster of hosts.

        
      

    

    The section “Configuring SAN Volume Controller or IBM Storwize nodes as XIV hosts with the GUI” describes how to configure the initiator nodes as a host cluster with the XIV GUI. The section “Configuring SAN Volume Controller or IBM Storwize nodes as XIV hosts with the XCLI” on page 252 explains the same procedure with the XCLI. When the initiators are configured as hosts, you can map XIV LUNs to them, as shown in 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253.

    Configuring SAN Volume Controller or IBM Storwize nodes as XIV hosts with the GUI

    To configure the SAN Volume Controller or Storwize nodes as XIV hosts with the GUI, complete these steps:

    1.	In the XIV Storage System main GUI window, hover your cursor over the Hosts and Clusters icon and select Hosts and Clusters. Alternatively, you can select View → Hosts and Clusters → Hosts and Clusters from the top menu bar.

    2.	The Hosts window opens, and shows a list of hosts (if any) that are already defined. To add a cluster, click Add Cluster.

    3.	The Add Cluster dialog box opens, as shown in Figure 13-5. Enter a name for the cluster. For the Type, the default option is correct.
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    Figure 13-5   Add Cluster dialog box

    4.	To add a node to the cluster, select the cluster in the Hosts and Clusters pane, right-click, and select Add Host (Figure 13-6).
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    Figure 13-6   Adding a host to the cluster

    5.	The Add Host dialog box opens, as shown in Figure 13-7. Enter a name that identifies your SAN Volume Controller or IBM Storwize node. For the Type, the default option is correct. Enter the CHAP name and the CHAP secret.

     

    
      
        	
          Important: You must use the same CHAP name and CHAP secret for each initiator node because the target discovery runs on all connected SAN Volume Controller or IBM Storwize nodes for the single system-wide target IQN.
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    Figure 13-7   Host parameters

    6.	After adding all SAN Volume Controller or IBM Storwize nodes as hosts to the cluster, the Hosts and Clusters pane looks similar to Figure 13-8.

    Host access to XIV LUNs is granted depending on the host adapter ID. For an iSCSI connection, the host adapter ID is the initiator IQN. To add an IQN to a host definition, right-click the host and select Add Port from the menu.
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    Figure 13-8   Adding a port to a node of the SAN Volume Controller or IBM Storwize cluster

    7.	The Add Port window opens, as shown in Figure 13-9. Select iSCSI as the Port Type and enter the IQN of the node as the iSCSI Name.

    Because all Ethernet ports of a SAN Volume Controller or IBM Storwize node use the same IQN, a single iSCSI port definition per host is sufficient, independent of the number of Ethernet ports.

    [image: ]

    Figure 13-9   iSCSI initiator port parameters

    8.	Repeat steps 4 on page 249 to 7 for all initiator nodes in your SAN Volume Controller or IBM Storwize cluster.

    Now, map your XIV LUNs to your SAN Volume Controller or IBM Storwize system (see 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253). The XIV Host Connectivity GUI pane does not show any connections to the newly configured ISCSI hosts. You see the connections after the iSCSI discovery during the initiator configuration (see 13.3, “Initiator configuration” on page 254).

    Configuring SAN Volume Controller or IBM Storwize nodes as XIV hosts with the XCLI

    To configure the SAN Volume Controller or IBM Storwize nodes as XIV hosts with the XCLI, complete these steps:

    1.	Define a cluster by using the cluster_create command:

    cluster_create cluster=[SVCClusterName]

    2.	Define a host as a member of this cluster by using the host_define command:

    host_define host=[SVCNodeName] cluster=[SVCClusterName] iscsi_chap_name=[SVCChapName] iscsi_chap_secret=[SVCChapSecret]

     

    
      
        	
          Important: You must use the same CHAP name and CHAP secret for each initiator node because the target discovery runs on all connected SAN Volume Controller or IBM Storwize nodes for the single system-wide target IQN.

        
      

    

    3.	Add an iSCSI port by using the host_add_port command:

    host_add_port host=[SVCNodeName] iscsi_name=[SVCNodeIQN]

    Because all Ethernet ports of a SAN Volume Controller or IBM Storwize node use the same IQN, a single port definition per host name is sufficient, independent of the number of Ethernet ports.

    4.	Repeat steps 2 and 3 for all initiator nodes of your SAN Volume Controller or IBM Storwize cluster.

    Now, map XIV LUNs to your SAN Volume Controller or IBM Storwize system (see 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253). The output of the XCLI host_list command does not show any connections to the newly configured ISCSI hosts. You see the connections after the iSCSI discovery during the initiator configuration (see 13.3, “Initiator configuration” on page 254).

    13.2.3  Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system

    The final configuration step is to map XIV LUNs (that becomes MDisks) to the initiator nodes. Using the GUI, complete the following steps:

    1.	In the Hosts and Clusters configuration window, right-click the cluster of your initiator nodes to which the LUN is to be mapped and select Modify LUN Mappings (Figure 13-10).
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    Figure 13-10   Modifying the LUN mapping in the XIV GUI

    2.	The Volume to LUN Mapping window opens, as shown in Figure 13-11. Select the volume that will become an MDisk from the left pane. The GUI suggests a LUN ID to which to map the volume; there is no need to change it. Click Map and the volume is assigned immediately.
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    Figure 13-11   Selecting a LUN for mapping in the XIV GUI

    Alternatively, you can use the map_vol command to map a LUN to the cluster of initiator nodes, as shown in Example 13-4. The LUN ID is a mandatory parameter.

    Example 13-4   Mapping an XIV LUN to the cluster iSCSI initiator nodes
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    XIV IBM-SVC-XIV>>map_vol cluster=Redbooks_SVC vol=Volume_Redbooks lun=1
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    13.3  Initiator configuration

    After mapping the XIV LUNs (which become MDisks) to the SAN Volume Controller or Storwize cluster, you configure these cluster nodes as initiators. The following sections describe how to accomplish this task:

    •Section 13.3.1, “Overview” on page 255 gives an overview of the whole procedure.

    •Section 13.3.2, “Workflow that uses the CLI” on page 255 shows the detailed configuration steps by using the CLI.

    •Section 13.3.3, “Workflow with GUI” on page 257 shows the configuration by using the GUI.

    •Section 13.3.4, “Configuration validation” on page 261 explains how to validate the configuration before you create SAN Volume Controller or IBM Storwize volumes.

    13.3.1  Overview

    As a prerequisite, the SAN Volume Controller or IBM Storwize initiator ports must be configured with IPv4 or IPv6 addresses. For more information, see Chapter 11, “iSCSI virtualization overview” on page 213.

    The configuration procedure for the SAN Volume Controller or IBM Storwize initiators consists of two phases:

    •Discovery of the targets

    •Session establishment to these targets

    You must repeat these two phases for each initiator port. Section 13.3.2, “Workflow that uses the CLI” on page 255 explains these steps by using the CLI. Section 13.3.2, “Workflow that uses the CLI” on page 255 shows the steps by using the GUI.

    13.3.2  Workflow that uses the CLI

    To configure the XIV, IBM FlashSystem A9000, or IBM Spectrum Accelerate storage system as an external iSCSI controller, complete the following steps:

    1.	to discover manually the XIV iSCSI target with the provided IP and CHAP secret, run the following command:

    detectiscsistorageportcandidate -targetip [XIVIP1] -srcportid [SVCSourcePortID] -username [SVCChapName] -chapsecret [SVCChapSecret]

    The [SVCChapName] and [SVCChapSecret] values must match the [SVCChapName] and [SVCChapSecret] values that are specified for authentication for the XIV system’s host mappings (see 13.2.2, “Host mappings and authentication” on page 247). Otherwise, the SAN Volume Controller or IBM Storwize system cannot detect the XIV target ports.

    2.	List the status of the most recently discovered target by running the following command:

    lsiscsistorageportcandidate

    3.	After the discovery was successful, you can establish sessions from the initiator port to the most recently discovered target by running the following command:

    addiscsistorageport -username [SVCChapName] -chapsecret [SVCChapSecret] [ID]

    In this command, [ID] is the row ID of the lsiscsistorageportcandidate command in step 2. Again, the [SVCChapName] and [SVCChapSecret] values are the same as specified for authentication for the XIV system’s host mappings.

    4.	Verify that new sessions are established by running the following command:

    lsiscsistorageport

    The command lists the status of the initiator and target for each session in separate rows.

    Additionally, you can verify the detailed status of initiator node connectivity through the ports to the target by running the following command:

    lsiscistorageport [ID]

    In this command, [ID] is the row ID of the lsiscsistorageport command in step 4.

    5.	Repeat steps  1 on page 255 to  4 on page 255 for each initiator port. Choose a different target IP each time, as described in 13.1, “Planning considerations” on page 240.

    Example 13-5 shows steps 1 on page 255 to 4 on page 255 for one initiator port with comments.

    Example 13-5   Initiator port configuration
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    # Step 1 on page 255: Discover the XIV iSCSI target 192.168.100.121 from initiator port 3.

    IBM_2145:Redbooks_cluster1:superuser>detectiscsistorageportcandidate -targetip 192.168.100.121 -srcportid 3 -username XIVchap -chapsecret Redbooks12345

    # 

    # Step 2 on page 255: List the status of the most recently discovered target.

    #         The single output row (with ID 0) shows the target from source port 3 in IO group 1.

    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageportcandidate

    id src_port_id target_ipv4     target_ipv6 target_iscsiname      iogroup_list configured status site_id site_name

    0  3           192.168.100.121 iqn.2005-10.com.xivstorage:041529 1:-:-:-      no         full

    # 

    # Step 3 on page 255: Establish sessions from the initiator port to the most recently discovered target.

    #         Use the row ID 0 from the previous output as parameter in this command.

    IBM_2145:Redbooks_cluster1:superuser>addiscsistorageport -username XIVchap -chapsecret Redbooks12345 0

    # 

    # Step 4 on page 255: Verify that new sessions had been established.

    #         (Extra output rows for other iSCSI controllers omitted.)

    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                  controller_id

    iogroup_list status site_id site_name

    4  3           192.168.100.121             iqn.2005-10.com.xivstorage:041529 3

    1:-:-:-      full
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    Now, you can configure the XIV LUNs that are mapped to the cluster of initiator nodes (see 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253) as managed disks in the SAN Volume Controller or IBM Storwize system. The steps are the same as for external LUNs that are attached through Fibre Channel (FC):

    1.	Verify the controller by using the lscontroller command.

    2.	Discover the managed disks by using the detectmdisk command.

    3.	Verify the managed disks with the lsmdisk command.

    4.	Create a pool by running the mkmdiskgrp command if necessary and add the managed disks to the pool by running the addmdisk command.

    Example 13-6 shows that the XIV LUNs that are mapped in the examples of 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253. (Extra output rows for other external controllers are omitted.)

    Example 13-6   Configuration of the XIV LUNs as managed disks
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    # Step 1: Verify the controller.

    #         The XIV system is shown as controller4.

    IBM_2145:Redbooks_cluster1:superuser>lscontroller

    id controller_name ctrl_s/n vendor_id product_id_low product_id_high site_id site_name

    0  controller4     A2390000 IBM       2810XIV-       LUN-0

    # 

    # Step 2: Discover the new LUNs.

    #         The command completes asynchronously and can take some minutes to complete.

    IBM_2145:Redbooks_cluster1:superuser>detectmdisk

    # 

    # Step 3 on page 256: Verify the LUNs.

    #         The MDisk with ID 7 is presented by controller4 in status unmanaged.

    IBM_2145:Redbooks_cluster1:superuser>lsmdisk

    id name   status mode      mdisk_grp_id mdisk_grp_name capacity ctrl_LUN_#       controller_name UID                                                              tier            encrypt site_id site_name distributed dedupe

    7  mdisk7 online unmanaged                             96.2GB   0000000000000001 controller4     00173800a2390009000000000000000000000000000000000000000000000000 tier_enterprise no                                  no          no

    # 

    # Step 4 on page 256: Create a pool and add the MDisk with ID 7 to this pool.

    IBM_2145:Redbooks_cluster1:superuser>mkmdiskgrp -name XIVpool -mdisk 7 -ext 1024

    MDisk Group, id [0], successfully created
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    13.3.3  Workflow with GUI

    To configure the XIV, IBM FlashSystem A9000, or IBM Spectrum Accelerate storage system as an external iSCSI controller by using the SAN Volume Controller or Storwize GUI, complete the following steps:

    1.	Click Pools → External Storage, and then click Add External iSCSI Storage (Figure 13-12).
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    Figure 13-12   External Storage window to add external iSCSI storage

    2.	The dialog box to select the type of the iSCSI controller opens (Figure 13-13). Select IBM Spectrum Accelerate for XIV, IBM FlashSystem A9000, and IBM Spectrum Accelerate systems.
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    Figure 13-13   Selecting the type of the iSCSI storage controller

    3.	Click Next. The window for the iSCSI controller parameters opens (Figure 13-14). Enter the CHAP name (as User name), the CHAP secret, and at least two initiator port names with their XIV target port addresses.
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    Figure 13-14   iSCSI controller parameters

    4.	Click Next. The summary window opens (Figure 13-15). Verify the parameters and click Finish.
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    Figure 13-15   iSCSI controller summary

    5.	The External Storage window shows the new controller with its LUNs as MDisks (Figure 13-16).
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    Figure 13-16   New external iSCSI controller with LUN

    Now, you can configure the XIV LUNs that are mapped to the cluster of initiator nodes (see 13.2.3, “Mapping XIV LUNs to the SAN Volume Controller or IBM Storwize system” on page 253) as managed disks in the SAN Volume Controller or IBM Storwize system. The steps are the same as for external LUNs that are attached through FC, that is, click Pools → MDisks by Pools, create a pool if necessary, and add the managed disks to the pool (Figure 13-17).
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    Figure 13-17   MDisks from the XIV that is configured in the new pool

    13.3.4  Configuration validation

    To validate the configuration from the initiator side, you can use the lsiscsistorageport command. Without parameters, the command lists all the established iSCSI sessions. Then, you see the row IDs of this output in lsiscsiport [ID] commands to display the details of the XIV sessions. Example 13-7 shows an output for the iSCSI session that is configured in 13.3.2, “Workflow that uses the CLI” on page 255.

    Example 13-7   Detailed output of lsiscsiport
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport 1

    id 1

    src_port_id 3

    target_ipv4 192.168.100.121

    target_ipv6

    target_iscsiname iqn.2005-10.com.xivstorage:041529

    controller_id 3

    iogroup_list 1:-:-:-

    status full

    site_id

    site_name

    node_id 1

    node_name node1

    src_ipv4 192.168.104.199

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1

    connected yes

    node_id 2

    node_name node2

    src_ipv4 192.168.104.197

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node2

    connected yes
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    The iogroup_list field shows a colon-separated list of discovery result codes per I/O group:

    •Value 0 indicates that the I/O group is available in the system, but discovery is either not triggered through the I/O group or discovery through the I/O group failed.

    •Value 1 indicates that the I/O group is present and discovery is successful through the I/O group.

    •Value - (dash) indicates that the I/O group is not valid or is not present in the system.

    In this example, the first I/O group discovered successfully the iSCSI target (value 1 in field iogroup_list and value full in field status), and the fields connected show yes for both nodes of the I/O group.

    For configuration validation from the target side, you can use XIV GUI window and select Hosts and Clusters → Host Connectivity (Figure 13-18).
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    Figure 13-18   XIV host connectivity from two initiator nodes to two target nodes (modules)

    The green check marks show that two iSCSI initiators (from the host cluster Redbooks_SVC) successfully established sessions to port 1 in two different target nodes (modules 1:1 and 1:2). You can detect failed connections easily as missing check marks.

    Using the XCLI, you can get the same output from the host_connectivity_list command, as shown in Example 13-8.

    Example 13-8   XCLI output of host_connectivity_list with sessions from two initiator nodes to two target nodes
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    XIV IBM-SVC-XIV>>host_connectivity_list

    Host                 Host Port                                         Module       Local FC port   Local iSCSI port   Type    

    Redbooks_SVC_node2   iqn.1986-03.com.ibm:2145.redbookscluster1.node2   1:Module:1                   mod1-iscsi-p1      iSCSI   

    Redbooks_SVC_node1   iqn.1986-03.com.ibm:2145.redbookscluster1.node1   1:Module:1                   mod1-iscsi-p1      iSCSI   

    Redbooks_SVC_node2   iqn.1986-03.com.ibm:2145.redbookscluster1.node2   1:Module:2                   mod2-iscsi-p1      iSCSI   

    Redbooks_SVC_node1   iqn.1986-03.com.ibm:2145.redbookscluster1.node1   1:Module:2                   mod2-iscsi-p1      iSCSI 

    [image: ]

    For further analysis of connectivity from the XIV side, Table 13-1 lists some useful built-in tools. See the full XCLI command descriptions in the IBM XIV Storage System documentation.

    Table 13-1   XIV built-in tools

    
      
        	
          Tool

        
        	
          Description

        
      

      
        	
          host_connectivity_list

        
        	
          Lists FC and iSCSI connectivity to hosts.

        
      

      
        	
          ipinterface_list_ports

        
        	
          Lists all Ethernet ports, their configuration, and their status.

        
      

      
        	
          ipinterface_run_arp

        
        	
          Prints the ARP database of a specified IP address.

        
      

      
        	
          ipinterface_run_traceroute

        
        	
          Tests connectivity to a remote IP address.
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External virtualization of Dell Equallogic PS Series

    This chapter describes the IBM SAN Volume Controller cluster with support for the Internet Small Computer System Interface (iSCSI)-based external storage, and guidelines to virtualize a Dell Equallogic PS Series storage controller over iSCSI. This chapter also describes the command-line interface (CLI) and graphical user interface (GUI) configuration guidelines for initiator and target controllers, along with migration considerations.

    This chapter describes the following topics:

    •14.1, “Planning considerations” on page 266

    •14.2, “Target configuration” on page 268

    •14.3, “Initiator configuration” on page 284

    14.1  Planning considerations

    One of the first prerequisites to consider is the interconnect for the IP network. Figure 14-1 shows a suggested configuration for the Dell Equallogic PS Series connections in this chapter.
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    Figure 14-1   Connecting a Dell Equallogic PS Series iSCSI storage 

    Figure 14-1 provides a detailed description of the fundamentals of how to configure Dell Equallogic PS Series controllers with SAN Volume Controller. The front-end system consists of two SAN Volume Controller I/O groups, with each I/O group possessing two nodes. Each node has a maximum of four initiator ports. The target side that is shown in the figure reflects a Dell Equallogic PS Series controller with a group IP configured, which possess the access to the iSCSI qualified name (IQN) of each node. Ethernet switches are used for the networking that is required for the communication between the initiator and the target. 

    The ports that are colored in orange and blue signify the logic behind the establishment of the iSCSI sessions between the initiator and the target. IPA (initiator port-node1) on the initiator is connected to the group IP and eventually to IQN-1 through Ethernet switch 1. Similarly, IPB (initiator port-node1) is connected to the group IP and eventually to IQN-2 through the Ethernet switch 2. The same logic is implemented while connecting the initiator ports IPE and IPF to the IQN-1and IQN-2 by using the respective switches.

    Also, while establishing sessions, defining the source ports implies that connections to the target ports will be established by all of the initiator ports on the system. The target IQN, IQN-1, will have sessions with IPA and IPE, which are the initiator ports on the system. The same is true for the target IQN, IQN-2, because they maintain sessions with IPB and IPF.

    The ports that stand idle, both on the initiator and the target, can be used for further connections by using the same logic, which helps to increase throughput and the level of session redundancy.

    14.1.1  Dell Equallogic PS Series connection considerations

    This section describes the considerations when you connect a Dell Equallogic PS Series controller to a SAN Volume Controller or IBM Storwize system. You should consider these points while planning for the Dell Equallogic PS Series external storage for migration or virtualization. 

    No redundant paths per node

    	Connecting to the target IQN by using two ports of the same initiator nodes is not allowed. This is a limitation in the current code-line, which results in reduced session redundancy per node. There is I/O group-wide redundancy present because each node has one connection to back-end storage.

    Session limits

    	Although it is possible to establish sessions by using both cluster-wide and I/O group-wide connectivity, it is preferable to have I/O group-wide connectivity because Dell has a limitation on the number of sessions between the initiator and the target system. Currently, 128 sessions to one back-end controller are allowed. Therefore, the recommendation is to exhaust the number of sessions to gain maximum storage access, and not to access the same storage through multiple I/O groups. 

    LUN mapping limits

    	Every LUN in the Dell controller has a unique IQN, and the session must be established with each LUN separately, which consumes many sessions from the initiator to the Dell controller. With the current available code version, only 64 LUNs can be virtualized from an external Dell controller. Therefore, it is preferable to have fewer larger LUNs to reduce the iSCSI sessions for the Dell controller if you are planning to connect the Dell controller for virtualization.

    14.1.2  Migration considerations

    	In the Dell Equallogic PS Series implementation design, every volume is associated with one IQN and you must establish the session to the back-end LUN, which creates multiple iSCSI sessions and might reach the limit if not managed properly. The initiator system has a limit of 64 LUNs per external Dell Equallogic PS Series controller to be virtualized behind SAN Volume Controller or an IBM Storwize system. If there are more than 64 LUNs that are mapped to the initiator system from Dell Equallogic PS Series, discovery output is truncated, and only the first 64 LUNs are listed in the lsiscsistorageportcandidate output. 

    At the time of data migration from the internal Dell Equallogic PS Series controller to a SAN Volume Controller or IBM Storwize system, if there are more than 64 LUNs on Dell, consider migrating the LUNs in chunks of 64: 

    1.	Connect the first 64 LUNs to the initiator system and migrate them to the SAN Volume Controller or IBM Storwize system. 

    2.	Remove the target sessions when the migration is complete.

    3.	Change the access policy on the target Dell controller for those LUNs. 

    4.	Remove the LUN access to the initiator system. 

    5.	Now, redo the discovery and login process to connect another chunk of 64 LUNs to initiator system and perform migration activity. 

    14.2  Target configuration

    To configure your Dell Equallogic PS Series system as a target controller for a SAN Volume Controller or IBM Storwize cluster, you must perform the initial setup activities that are described in the Dell documentation center to start the Dell system. (For more information about how to configure the Dell controller, see the product documentation for your system.) This initial setup includes using the setup utility to configure an array, and creating a PS Series group with the array as the initial group member. 

    For hardware installation information, see the PS Series QuickStart guide in your Dell documentation. The following subsections provide information about setting up Group IP and iSCSI IPs, volume creation, and access policy settings on the Dell Equallogic PS Series storage array:

    •14.2.1, “Port configuration” on page 268

    •14.2.2, “Setting up access policies” on page 271

    •14.2.3, “Creating volumes and applying access policies” on page 276

    •14.2.4, “Modifying the settings of existing volumes” on page 281

    14.2.1  Port configuration

    This section provides information about Group IP configuration and iSCSI port configuration for the Dell Equallogic PS Series controller. 

    Setting up the Group IP

    The Group IP address is the network address for the Dell controller group. You should use the Group IP address as the iSCSI discovery address when you connect initiators to iSCSI targets in the group. You also must use the Group IP address to access the group for management purposes, unless you configure a dedicated management network.

     

    
      
        	
          Prerequisite: Before changing the Group IP address or the Group name for a system that is already configured, check your Dell documentation for information about the effects of these changes.

          Also, for more information, see Group Network Configuration.

        
      

    

    While assigning IP addresses to Dell Equallogic PS Series Arrays or Members, you must assign a single Group IP address. Ethernet ports are assigned IP addresses on the active controller in the group, and an optional management IP address. 

    To configure or change the Group IP, complete the following steps:

    1.	Open the Dell Equallogic PS Series Group manager by using the management IP address in a supported browser.

    2.	Select Group Configuration → General. Specify the IP address and the netmask, as shown in Figure 14-2.

    [image: ]

    Figure 14-2   Dell Equallogic PS Series Group IP configuration

    3.	Click Save all changes.

    4.	Refresh the window to view the changed Group IP address of the system.

    	Network interface configuration 

    Dell Equallogic PS Series Controllers run in active-standby mode. The active controller is running, and all Ethernet traffic and I/O processing is done by the active controller. The standby controller is running, and replicates cache from the active controller. 

    If the active controller fails, the standby controller becomes active and serves all Ethernet traffic. The IP addresses that are assigned to the active controller’s Ethernet ports are failovers to the standby controller when a failure of the active controller occurs. Because of this mechanism of IP failover, the IP assignment is done for the active controller only, and settings are overridden to the failover controller upon failure of the active controller. 

    To set up the iSCSI ports, complete the following steps:

    1.	From the Dell Equallogic PS Series Group Manager console in the browser, click Member → Network. This window that opens shows the IP configuration of the member, and displays a list of network interfaces, as shown in Figure 14-3.
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    Figure 14-3   Network interface view of Dell Equallogic PS Series

    2.	Right-click the Ethernet interface and select Modify IP settings, as shown in Figure 14-4.
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    Figure 14-4   Modifying the IP settings of the Dell controller 

    3.	In the dialog box that is shown in Figure 14-5, enter the parameters for one iSCSI target port. Specify the IP address, the Subnet mask, and the Default gateway. Select the Enable interface check box.
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    Figure 14-5   Window to assign the IP address of the network interface

    4.	Click OK. 

    5.	Click the interface name and validate the changed settings in the detailed view, as shown in Figure 14-6. 

    [image: ]

    Figure 14-6   Window to view the changed IP addresses of the Dell system

    6.	Repeat the steps to configure other planned network interfaces.

    14.2.2  Setting up access policies

    Access control policies are the centralized mechanism for managing access controls for volume access. This access policy mechanism is implemented to ensure that only wanted hosts can access the volumes. For iSCSI connectivity, this access control can be achieved by using either one or a combination of the following methods:

    •The host iSCSI initiator IQN

    •The IP address that the server is using for iSCSI access

    •Challenge Handshake Authentication Protocol (CHAP)

    Dell Equallogic PS Series enables you to create the access policies and apply them on the volume that allows access to the defined hosts to the volume. One access policy can be applied to multiple volumes in the system. If you are planning to virtualize LUNs from SAN Volume Controller or IBM Storwize systems, then it is advisable that you use the same access policy for all the LUNs that are mapped to the SAN Volume Controller or IBM Storwize system. 

    To create access policies on Dell Equallogic PS Series, complete the following steps:

    1.	Open the Dell Equallogic PS Series Group manager by using the management IP address in a supported browser.

    2.	Open the Group Configuration window and click the Access Polices tab, as shown in Figure 14-7.
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    Figure 14-7   Adding an access policy

    3.	Click the New Access Policy dialog box.

    4.	Provide a policy Name with an optional Description, as shown in Figure 14-8.
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    Figure 14-8   Providing an access policy name 

    5.	Select New to create an extended access point. Figure 14-9 shows the New Extended Access Point dialog box.
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    Figure 14-9   Dialog box to add the access policy details

    6.	Click Add to provide the IP addresses of the initiator ports that are intended to access the volume. CHAP authentication is optional and can be used, if required. For connecting a SAN Volume Controller or IBM Storwize controller, it is advised to use an IP address while creating the access policies. Therefore, you must add multiple IP addresses to one extended access point. Repeating this step for all of the initiator IP addresses creates a single extended access policy for all of the initiator IP addresses.

    Figure 14-10 shows the added IP addresses of the IBM Storwize initiator. 
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    Figure 14-10   Added IP addresses in the access policy

    7.	Click OK. You see the list of IP addresses that are added in the extended access point, as shown in Figure 14-11.
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    Figure 14-11   Window to review the new access policy details

    8.	Click OK. You see the newly created access policy in the Access Policies tab of the Group Configuration window, as shown in Figure 14-12.
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    Figure 14-12   Access policy creation completed

    14.2.3  Creating volumes and applying access policies

    To create the volume of Dell Equallogic PS Series Group, you might need to create a storage pool. You must use Dell product guidelines to plan the storage pools for better performance. The volumes can be created by using a default pool. 

    To create a volume, complete the following steps:

    1.	Open the Dell Equallogic PS Series Group Manager and go to the management IP address in a supported browser.

    2.	Click Volumes. In the Activities window, click Create volume, as shown in Figure 14-13.
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    Figure 14-13   Creation of the volume on the Dell system

    3.	Provide the volume Name and an optional Description. You can optionally select the folder, select the needed storage pool, and click Next, as shown in Figure 14-14.
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    Figure 14-14   Providing Name, optional Description, and storage pool for volume

    4.	Specify the volume size. Select the check box if you want to create a thin-provisioned volume. Select a suitable snapshot reserve that is based on the requirement and Dell configuration guidelines, and click Next. Figure 14-15 shows a sample volume creation with the default pool and no thin provisioning.
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    Figure 14-15   Window to provide volume size and capacity saving details

    5.	Select the access policy for the volume. If you are planning to connect a Dell Equallogic PS Series system behind a SAN Volume Controller or Storwize cluster, it is advised that you should use the same access policies for all of the LUNs that are virtualized behind the SAN Volume Controller or IBM Storwize cluster. To create access policies, see 14.2.2, “Setting up access policies” on page 271. Select the Select or define access control policies radio button. Select the access policy that you want to apply on the volume and click Add, as shown in Figure 14-16.

    [image: ]

    Figure 14-16   Applying the access policy to volume

    6.	When you add the access policy, it is moved to the Selected box. Because each SAN Volume Controller node has an IQN, for one SAN Volume Controller or IBM Storwize cluster there are multiple iSCSI initiators. Therefore, you must enable simultaneous access to the volume from more than one iSCSI initiator by selecting Yes. 

    7.	If you need default Dell controller settings, click Skip to end, as shown in Figure 14-17. Otherwise, select Next to change the sector size and specify the size that is recommended by Dell configuration guidelines for controller virtualization.
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    Figure 14-17   Allowing simultaneous access to more than one iSCSI initiator

    8.	Validate the summary and click Finish, as specified in Figure 14-18 to create the volume in the Dell controller.
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    Figure 14-18   Volume summary to validate before creation

    Your volume is now created, and it can be viewed in the list of volumes. Figure 14-19 shows the created volume in the volume list. You can validate volume information in this window.
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    Figure 14-19   Dell volume details after volume creation

    14.2.4  Modifying the settings of existing volumes

    This section explains how to change the access policy mapping to the existing pre-created volume, and how to allow multiple iSCSI initiator access simultaneously. These steps are needed if you have a volume that is created on Dell Equallogic PS Series and you are planning online data migration to an 	SAN Volume Controller or IBM Storwize system. These settings also must be applied if you plan to use existing volumes for iSCSI-based virtualization with SAN Volume Controller or IBM Storwize systems. 

    Applying access policies on an existing volume 

    If you have a volume that is created on a Dell Equallogic PS Series system, and you are planning to change the access policies due to the reasons mentioned previously, complete the following steps to apply a new access policy on an existing volume. It is advised that you should remove older access policy mappings to prevent unwanted initiators from accessing the volume.

    To apply the access policy on the volume, complete the following steps: 

    1.	Open the Dell Equallogic PS Series Group manager by using the management IP address in a supported browser. 

    2.	Select Volumes and click the volume name in the list. You see general volume information and volume space information in the window. 

    3.	In the Activities window, click Add access policy, as shown in Figure 14-20.
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    Figure 14-20   Window to add an access policy

    4.	Select the access policy that you want to apply on the volume. You can optionally create a new access policy by clicking New, which takes you to the access policy creation wizard that is described in 14.2.2, “Setting up access policies” on page 271. Click OK. The access policy is now applied to the volume. Figure 14-21 shows the access policy that is applied to the volume.
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    Figure 14-21   Selection of the access policy 

    5.	To validate the access policy application, you must view the Access tab of the volume, as shown in Figure 14-22. This tab gives you information about the access policies for the selected volume. Other access policies can be added by clicking Add for access policies. 
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    Figure 14-22   Window to validate access policy application

    Allowing simultaneous access from multiple initiators 

    If you are planning to connect the Dell Equallogic PS Series volume to a SAN Volume Controller or IBM Storwize system, a SAN Volume Controller system has multiple iSCSI initiators. Due to this, the volume is accessed by multiple iSCSI initiators at the same time. You must perform the following steps for all the volumes that are supposed to be connected to a SAN Volume Controller or IBM Storwize system for migration or virtualization purposes. 

    If you must provide simultaneous access through multiple iSCSI initiators, complete the following steps:

    1.	Open the Dell Equallogic PS Series Group manager by using the management IP address in a supported browser.

    2.	Select Volumes and click the volume name in the list. You see general volume information and volume space information in the window. 

    3.	In the Activities window, click Set access type, as shown in Figure 14-23.
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    Figure 14-23   Selection of the access type for the volume

    4.	Select the Allow simultaneous connections from initiators with different IQNs check box and click OK, as shown in Figure 14-24.
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    Figure 14-24   Enabling simultaneous access 

    14.3  Initiator configuration 

    This section deals with SAN Volume Controller system configuration and setting up iSCSI-attached storage with SAN Volume Controller or IBM Storwize Version 7.7.0 and later to virtualize Dell Equallogic PS Series. To virtualize Dell Equallogic PS Series, refer to 14.1, “Planning considerations” on page 266 before connecting Dell to the SAN Volume Controller or IBM Storwize systems. Before this step, users are expected to configure back-end storage by using the guidelines that are described in the previous sections of this chapter. In addition, it is assumed that the IQNs of the SAN Volume Controller or IBM Storwize initiators are added to the back-end system. 

    This section describes the initiator configuration while connecting a Dell Equallogic PS Series controller for migration or virtualization purpose through the iSCSI protocol. After you ensure that the target configuration is complete, the steps in this section must be followed to complete SAN Volume Controller or IBM Storwize initiators. This section is bifurcated into two subsections elaborating GUI and CLI configurations, respectively.

    14.3.1  GUI workflow 

    	When your target is configured and ready to connect, complete the following steps to connect Dell Equallogic PS Series to a SAN Volume Controller or IBM Storwize initiator system by using the GUI:

    1.	Log in to the SAN Volume Controller cluster user interface in a supported browser.

    2.	Check that the storage flags are enabled for all of the ports that you are planning for the Dell controller attachments. This information can be viewed in the Ethernet Ports window. Click Settings → Network → Ethernet ports and check for the Storage Port IPv4 or Storage Port IPv6, as shown in Figure 14-25. If ports are not enabled, follow the procedure that is described in 11.2.2, “Source port configuration” on page 220 to enable the storage ports. 
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    Figure 14-25   Storage flag settings GUI window

    3.	Click Pools → External Storage and click Add External iSCSI Storage. A dialog box displays prompts you to input the external storage controller type. 

    4.	Select Dell and click Next, as shown in Figure 14-26. This action routes you to the Dell storage configuration wizard. 
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    Figure 14-26   GUI dialog box for the selection of the controller type

    5.	Select the required I/O group from the drop-down menu options and provide the target IP address. Optionally, you can also specify a user name and CHAP secret. Specify the source ports from the drop-down list and click Next. Figure 14-27 provides an example of a completed form with all of the mentioned details. 
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    Figure 14-27   Completed form for Dell Equallogic PS Series connection wizard

    6.	The list of discovered targets is displayed in a window with their respective IQNs and source ports. Figure 14-28 shows the sample window showing all of the discovered Dell LUNs. 
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    Figure 14-28   Discovered LUNs from the Dell controller

    7.	Right-click the LUNs that you want to connect to and click Include, as shown in Figure 14-29. 	
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    Figure 14-29   Including LUNs for connection

    8.	After you click Include, click the drop-down list to select the source port from which you want to connect the target LUN and click OK. Figure 14-30 shows the selected port to connect the back-end LUN from where the back end is discovered. 
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    Figure 14-30   Port selection window for back-end LUN connectivity

    9.	The LUN discovery window shows the included status and the appropriate port from where the LUN is included. In Figure 14-31, port 7 is selected to connect the back-end LUN. Perform this task for all of the LUNs that you are planning to include. Click Next to proceed. 
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    Figure 14-31   Included LUN to connect from the initiator system

    10.	The summary of the included LUN is displayed in the summary window for validation, as shown in Figure 14-32. Click Finish after you review the summary. This action creates sessions to the specified LUNs of Dell controller.
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    Figure 14-32   Summary for back-end connection establishment

    11.	A set of commands run, and you see the task completion window indicting that the sessions are established from the initiator system to the target Dell controller. 

    12.	To validate the added external storage controller, click Pools → External Storage. The newly added Dell Controller window opens, as shown in Figure 14-33. Click the plus sign (+) to see the MDisks that are associated with the controller and validate the correct status of the MDisks.
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    Figure 14-33   Added external Dell controller to the SAN Volume Controller system

    After these steps are complete, you can use the added external Dell Equallogic PS Series controller for migration or virtualization purposes. The steps are the same as for external LUNs attached through Fibre Channel (FC): In the Pools → MDisks by Pools window, create a pool if necessary and add the managed disks to the pool (Figure 14-34).
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    Figure 14-34   MDisks from a Dell controller that is configured in a new pool

    14.3.2  CLI workflows

    This section provides information about configuring a Dell Equallogic PS Series storage system as an external iSCSI controller by using SAN Volume Controller or IBM Storwize CLI commands:

    1.	Log in to the SAN Volume Controller cluster command-line interface (CLI) by performing an SSH connection to the cluster IP address. 

    2.	Check that the storage flags are enabled for all of the ports that you are planning for the Dell controller attachments, as shown in the lsportip CLI view in Example 14-1.

    Example 14-1   The lspportip command output
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    IBM_2145:Redbooks_cluster1:superuser> svcinfo lsportip -delim ,

    id,node_id,node_name,IP_address,mask,gateway,IP_address_6,prefix_6,gateway_6,MAC,duplex,state,speed,failover,link_state,host,remote_copy,host_6,remote_copy_6,remote_copy_status,remote_copy_status_6,vlan,vlan_6,adapter_location,adapter_port_id,lossless_iscsi,lossless_iscsi6,storage,storage_6

    1,1,node1,,,,,,,08:94:ef:1b:bc:71,Full,unconfigured,1Gb/s,no,active,,0,,0,,,,,0,1,,,,

    1,1,node1,,,,,,,08:94:ef:1b:bc:71,Full,unconfigured,1Gb/s,yes,active,,0,,0,,,,,0,1,,,,

    2,1,node1,,,,,,,08:94:ef:1b:bc:72,Full,unconfigured,1Gb/s,no,active,,0,,0,,,,,0,2,,,,

    2,1,node1,,,,,,,08:94:ef:1b:bc:72,Full,unconfigured,1Gb/s,yes,active,,0,,0,,,,,0,2,,,,

    3,1,node1,,,,,,,08:94:ef:1b:bc:73,,unconfigured,,no,inactive,,0,,0,,,,,0,3,,,,

    3,1,node1,,,,,,,08:94:ef:1b:bc:73,,unconfigured,,yes,inactive,,0,,0,,,,,0,3,,,,

    4,1,node1,192.168.104.50,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:de:f4,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,1,off,,yes,

    4,1,node1,,,,,,,40:f2:e9:e0:de:f4,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,1,,,,

    5,1,node1,192.168.104.51,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:de:f5,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,2,off,,yes,

    5,1,node1,,,,,,,40:f2:e9:e0:de:f5,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,2,,,,

    6,1,node1,192.168.104.52,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:de:f6,,configured,,no,inactive,yes,0,,0,,,,,1,3,off,,yes,

    6,1,node1,,,,,,,40:f2:e9:e0:de:f6,,configured,,yes,inactive,,0,,0,,,,,1,3,,,,

    7,1,node1,192.168.104.53,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:de:f7,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,4,off,,yes,

    7,1,node1,,,,,,,40:f2:e9:e0:de:f7,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,4,,,,

    1,3,node2,,,,,,,08:94:ef:1b:b6:29,Full,unconfigured,1Gb/s,no,active,,0,,0,,,,,0,1,,,,

    1,3,node2,,,,,,,08:94:ef:1b:b6:29,Full,unconfigured,1Gb/s,yes,active,,0,,0,,,,,0,1,,,,

    2,3,node2,,,,,,,08:94:ef:1b:b6:2a,Full,unconfigured,1Gb/s,no,active,,0,,0,,,,,0,2,,,,

    2,3,node2,,,,,,,08:94:ef:1b:b6:2a,Full,unconfigured,1Gb/s,yes,active,,0,,0,,,,,0,2,,,,

    3,3,node2,,,,,,,08:94:ef:1b:b6:2b,Full,unconfigured,1Gb/s,no,active,,0,,0,,,,,0,3,,,,

    3,3,node2,,,,,,,08:94:ef:1b:b6:2b,Full,unconfigured,1Gb/s,yes,active,,0,,0,,,,,0,3,,,,

    4,3,node2,192.168.104.54,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:03:c8,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,1,off,,yes,

    4,3,node2,,,,,,,40:f2:e9:e0:03:c8,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,1,,,,

    5,3,node2,192.168.104.55,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:03:c9,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,2,off,,yes,

    5,3,node2,,,,,,,40:f2:e9:e0:03:c9,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,2,,,,

    6,3,node2,192.168.104.56,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:03:ca,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,3,off,,yes,

    6,3,node2,,,,,,,40:f2:e9:e0:03:ca,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,3,,,,

    7,3,node2,192.168.104.57,255.255.0.0,192.168.104.1,,,,40:f2:e9:e0:03:cb,Full,configured,10Gb/s,no,active,yes,0,,0,,,,,1,4,off,,yes,

    7,3,node2,,,,,,,40:f2:e9:e0:03:cb,Full,configured,10Gb/s,yes,active,,0,,0,,,,,1,4,,,,

    IBM_2145:Redbooks_cluster1:superuser>
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    If ports are not enabled for storage virtualization, you can use the cfgportip command to enable the ports for storage, as shown in Example 14-2. 

    Example 14-2   Using the cfgportip command to change the storage flag
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    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser>svctask cfgportip -node node1 -storage yes 7

    IBM_2145:Redbooks_cluster1:superuser>
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    3.	Discover the remote iSCSI targets by using the svctask detectiscsistorageportcandidate command, as shown in Example 14-3. Using this command, you can discover all of the iSCSI targets to which you are authorized to connect. 

    Example 14-3   The detectiscsistorageportcandidate CLI example
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    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser>svctask detectiscsistorageportcandidate -srcportid 7 -iogrp 0 -username Redbooks -chapsecret Redbooks12345 -targetip 192.168.104.100

    IBM_2145:Redbooks_cluster1:superuser>
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    4.	Confirm the discovered remote targets by using the svcinfo lsiscsistorageportcandidate command. This command shows all of the discovered Dell LUNs and their respective IQNs. Example 14-4 shows the Dell LUN that is discovered from I/O group 0 and its configured status as no, indicating that the connection to this LUN is not established. 

    Example 14-4   The lsiscsistorageportcandidate command example
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageportcandidate

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                                                              iogroup_list configured status site_id site_name

    0  7           192.168.104.100             iqn.2001-05.com.equallogic:4-42a846-f1c8d8531-2170000303858d0f-volumerb 1:-:-:-      no         full

    IBM_2145:Redbooks_cluster1:superuser>
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    5.	After you decide to establish sessions with the targets, you can use the svctask addiscsistorageport command to add the targets to the SAN Volume Controller or 
IBM Storwize system and make them appear as managed disks (MDisks). Example 14-5 shows the sample addiscsistorageport storage command. Because every Dell LUN has a different IQN, this command needs to be run for all of the LUN IDs listed in the addiscsistorageportcandidate output to which you want to connect.

    Example 14-5   The addiscsistorageport command example
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    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser>svctask addiscsistorageport -iogrp 0 -username Redbooks -chapsecret Redbooks12345 0

    IBM_2145:Redbooks_cluster1:superuser>
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    6.	View the iSCSI connection status by using the svcinfo lsiscsistorageport command, which provides the details of the iSCSI initiator connections. Example 14-6 shows how to verify the status of the established sessions by using the CLI. 

    Example 14-6   Status verification by using the lsiscsistorageport command
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport

    id src_port_id target_ipv4     target_ipv6 target_iscsiname                                                              controller_id iogroup_list status site_id site_name

    0  7           192.168.104.100             iqn.2001-05.com.equallogic:4-42a846-f1c8d8531-2170000303858d0f-volumerb 1             1:-:-:-      full

    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageport 0

    id 0

    src_port_id 7

    target_ipv4 192.168.104.100

    target_ipv6

    target_iscsiname iqn.2001-05.com.equallogic:4-42a846-f1c8d8531-2170000303858d0f-volumerb

    controller_id 1

    iogroup_list 1:-:-:-

    status full

    site_id

    site_name

    node_id 1

    node_name node1

    src_ipv4 192.168.104.53

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1

    connected yes

    node_id 3

    node_name node2

    src_ipv4 192.168.104.57

    src_ipv6

    src_iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node2

    connected yes

    IBM_2145:Redbooks_cluster1:superuser>
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    7.	Optionally, you can run the svctask detectmdisk command on the SAN Volume Controller or IBM Storwize system that you are trying to virtualize from to detect any LUNs that are exported to the system from the external controller, as shown in Example 14-7.

    Example 14-7   Discovering the storage at the initiator
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    IBM_2145:Redbooks_cluster1:superuser>svctask detectmdisk
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    8.	You can then run the svcinfo lsmdisk command to list discovered storage. Example 14-8 shows the iSCSI attached MDisk upon a successful Dell external controller addition.

    Example 14-8   Concise and detailed view of MDisks listing the iSCSI-related fields

    [image: ]

    IBM_2145:Redbooks_cluster1:superuser>lsmdisk

    id name   status mode      mdisk_grp_id mdisk_grp_name capacity ctrl_LUN_#       controller_name UID                                                              tier            encrypt site_id site_name distributed dedupe

    0  mdisk0 online managed   0            mdiskgrp0      200.0GB  0000000000000000 controller0     600a0b800068b0ca0000128f559c826100000000000000000000000000000000 tier_enterprise no                        no          no

    1  mdisk1 online managed   0            mdiskgrp0      200.0GB  0000000000000001 controller0     600a0b800068b0ca00001292559c827f00000000000000000000000000000000 tier_enterprise no                        no          no

    3  mdisk3 online unmanaged                             100.0GB  0000000000000000 controller1     64842a1453d8c8f10f8d85030300702100000000000000000000000000000000 tier_enterprise no                        no          no

    IBM_2145:Redbooks_cluster1:superuser>

    IBM_2145:Redbooks_cluster1:superuser>lsmdisk 3

    id 3

    name mdisk3

    status online

    mode unmanaged

    mdisk_grp_id

    mdisk_grp_name

    capacity 100.0GB

    quorum_index

    block_size 512

    controller_name controller1

    ctrl_type 4

    ctrl_WWNN

    controller_id 1

    path_count 2

    max_path_count 2

    ctrl_LUN_# 0000000000000000

    UID 64842a1453d8c8f10f8d85030300702100000000000000000000000000000000

    preferred_WWPN

    active_WWPN

    fast_write_state empty

    raid_status

    raid_level

    redundancy

    strip_size

    spare_goal

    spare_protection_min

    balanced

    tier tier_enterprise

    slow_write_priority

    fabric_type iscsi

    site_id

    site_name

    easy_tier_load medium

    encrypt no

    distributed no

    drive_class_id

    drive_count 0

    stripe_width 0

    rebuild_areas_total

    rebuild_areas_available

    rebuild_areas_goal

    dedupe no

    preferred_iscsi_port_id 0

    active_iscsi_port_id 0

    replacement_date

    IBM_2145:Redbooks_cluster1:superuser>
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    9.	View the discovered external iSCSI-attached controllers by using the svctask lscontroller command. A detailed view shows the protocol by which the controller is attached to the system, as shown in Example 14-9.

    Example 14-9   Listing the discovered external Dell controller
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    IBM_2145:Redbooks_cluster1:superuser>lscontroller  1

    id 1

    controller_name controller1

    WWNN

    mdisk_link_count 1

    max_mdisk_link_count 1

    degraded no

    vendor_id EQLOGIC

    product_id_low 100E-00

    product_id_high

    product_revision 9.0

    ctrl_s/n f3fba8e3

    allow_quorum no

    fabric_type iscsi

    site_id

    site_name

    WWPN

    path_count 2

    max_path_count 2

    iscsi_port_id 0

    ip 192.168.104.100

    IBM_2145:Redbooks_cluster1:superuser>
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    Now, you can configure the Dell LUNs that are mapped to the cluster of initiator nodes as managed disks in the SAN Volume Controller or IBM Storwize system. The steps are the same as for external LUNs attached through FC. Using the mkmdiskgrp CLI command, you can create a pool, if necessary, and add the managed disks to the pool (Example 14-10).

    Example 14-10   The mkmdiskgrp command
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    IBM_2145:Redbooks_cluster1:superuser> svctask mkmdiskgrp -ext 1024 -mdisk mdisk3 -name Pool_Dell

    MDisk Group, id [0], successfully created

    IBM_2145:Redbooks_cluster1:superuser>
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Configuration and administration of iSCSI

    This chapter contains special considerations for when you are administering or changing the configuration of an Internet Small Computer System Interface (iSCSI) SAN.

    This chapter describes the following topics:

    •15.1, “Changing the iSCSI port configuration” on page 298

    •15.2, “Adding or removing nodes or I/O groups” on page 300

    •15.3, “Changing the system name or node name” on page 304

    •15.4, “Changing the CHAP configuration” on page 312

    •15.5, “Changing the number of LUNs, ports, and IQNs in an IBM Storwize system” on page 315

    15.1  Changing the iSCSI port configuration

    This section describes how to make configuration changes to a SAN Volume Controller or IBM Storwize system’s iSCSI ports. In particular, it describes changing the iSCSI ports’ IP addresses and enabling or disabling iSCSI capabilities from IP ports. The impact of changing an iSCSI port’s IP address depends on whether that port is an initiator port or a target port Section 15.1.1, “Changing the iSCSI initiator ports’ IP addresses” on page 298 describes changing the initiator ports’ IP addresses. Section 15.1.2, “Changing the iSCSI target ports’ IP addresses” on page 298 describes changing the target ports’ IP addresses. If a port is both an initiator port and a target port, the considerations in both sections apply.

     

    
      
        	
          Attention: A SAN Volume Controller or IBM Storwize system’s IP ports can be used both for iSCSI and IP replication. This section considers only IP ports that are being used for iSCSI. If the system is also using these ports for IP replication, you must also consider the effects of reconfiguring the port on the system’s IP replication partnerships.

        
      

    

    15.1.1  Changing the iSCSI initiator ports’ IP addresses

    You can change the IP address of an iSCSI initiator port by using the cfgportip command. If that port is the source port for any iSCSI storage port objects, this command fails unless the -force flag is used. For more information about this command, see IBM Knowledge Center.

    Changing the IP address of an iSCSI initiator port is nondisruptive if the new IP is accessible to all of the target ports with which the initiator port in question has a session. You can check which IP addresses these are by using the lsiscsistorageport view; look in the target IP fields of the lines of the view for which the source port ID field contains the index of the iSCSI port object of interest.

    You typically do not need to make configuration changes to any storage controllers that are connected to the initiator port because the storage controller identifies an initiator by its IQN.

    15.1.2  Changing the iSCSI target ports’ IP addresses

    You can change the IP address of an iSCSI target port by using the cfgportip command. For more information about this command, see IBM Knowledge Center.

    If you change the IP address of a target port, you also must change the configurations of any hosts that are connected to that port. They must be reconfigured to establish iSCSI sessions that use that port’s new IP address.

    Changing the IP address of an iSCSI target port is disruptive because it brings down any iSCSI sessions with hosts that are using that port. However, if the host has dual-redundant connections to the SAN Volume Controller or IBM Storwize system that use different target ports, it might still be possible to change the IP addresses without loss of access to data.

    Because changing the IP address of a target port involves reconfiguring the host, the procedure to change the IP address without loss of access to data depends on the type of hosts that are connected to the target ports.

    The following example describes how to do this task when the hosts that are connected to those target ports are other SAN Volume Controller or IBM Storwize systems. To change target port IP addresses to which other types of hosts are connected, you must adapt these instructions for the types of hosts in question. These instructions describe how to use the CLI both on the system whose target ports you want to reconfigure and on the SAN Volume Controller and IBM Storwize systems that are acting as hosts that are attached to these ports. You can use either the CLI or the GUI to change the target system configuration, but you must use the CLI to make the changes on the SAN Volume Controller or IBM Storwize host systems without loss of access to data.

     

    
      
        	
          Attention: 

          •Failure to follow these instructions correctly can result in loss of access to data. Do not attempt to proceed past step 1 without resolving any connectivity problems that are uncovered in that step. Do not attempt to repeat step 2 for a new target port until the previous target port is successfully reconfigured and all hosts have good connectivity to it.

          •When you are doing this task, the system has a single point of failure. While one of the target ports is being reconfigured in step 2, each host has a connection to only one target port of the system.

        
      

    

    Complete the following steps:

    1.	Ensure that all the hosts that are connected to the system that is using the target ports in question have a dual-redundant connection to the system by using at least two target ports. Also, ensure that all of those connections have good connectivity. To do this task when the hosts are other SAN Volume Controller or IBM Storwize systems, complete the following steps on each of the hosts in question:

    a.	Check that the controller object that represents the target system is not degraded. The degraded field of the detailed lscontroller view for the controller object that represents it should contain no.

    b.	Check that each iSCSI storage port object that represents a set of connections to the target system has full connectivity. The status field of the lsiscsistorageport view should contain full.

    If any host does not have full and dual-redundant connectivity to the target system, diagnose and fix the problem before you continue.

    2.	Change the IP address of each of the target ports in question and reconfigure the hosts to use the new IP address by completing the following steps. To prevent loss of access to data, do not start reconfiguring a target port until you are finished reconfiguring the previous target port and the hosts all have good connectivity to it.

    a.	Change the IP address of the target port in question with the cfgportip command on the target SAN Volume Controller or IBM Storwize system.

    b.	Reconfigure any hosts’ connections with this port to connect to it by using the new IP address. When the hosts in question are other SAN Volume Controller or IBM Storwize systems, do this task by carrying out the following steps on the hosts in question:

    i.	Identify the connections that must be reconfigured by using lsiscsistorageport; look for the iSCSI storage port object for which the target IP field contains the old IP address of the target port in question. Note the details of that iSCSI storage port object.

    ii.	Remove the iSCSI storage port object that represents those connections by using the rmiscsistorageport command.

    iii.	Re-create the iSCSI storage port object with the same details as before, but with the new IP target port IP address by using the detectiscsistorageportcandidate and addiscsistorageport commands.

    iv.	Check that the new connections have good connectivity to the target port by using the lsiscsistorageport command. The status field for the corresponding iSCSI storage port object should contain full.

    If you discover during step iv that any host does not have good connectivity to the target port, diagnose and fix the problem before you continue.

    For full instructions about using the CLI commands in this step, see the IBM Knowledge Center IBM Knowledge Center.

    3.	When you have reconfigured the IP addresses of all the target ports in question and reconfigured all the hosts that are connected to those ports, repeat the checks in step 1 on page 299 to ensure that the procedure has restored full and dual-redundant connectivity.

    15.1.3  Enabling or disabling iSCSI on IP ports

    In certain circumstances, you might want to enable or disable iSCSI capability on IP ports, for example, to dedicate a port to IP replication or to use a port that was previously dedicated to IP replication for I/O. To enable or disable iSCSI host attachment or iSCSI external virtualization on a port, use the cfgportip command. For the full documentation of this command, see IBM Knowledge Center.

    To use a port for iSCSI host attachment, in addition to enabling iSCSI host attachment on that port, you must also reconfigure your hosts to establish iSCSI sessions that use that port as the target port. Before you remove host attachment capabilities from a port, you should first ensure that any hosts that are connected to that port still have a dual-redundant connection after it is reconfigured, and then reconfigure these hosts to stop using that port before reconfiguring it. This process depends on the type of hosts in use.

    To use a port for iSCSI external virtualization, in addition to enabling iSCSI external virtualization on it, you must also create iSCSI storage port objects to use that port to connect to storage controllers. Typically, you do not need to reconfigure the storage controllers to do this task. If you want to remove external virtualization capabilities from a port, you should first ensure that the system still has a dual-redundant connection to any storage controllers that are connected to that port after it is reconfigured. Typically, you do not need to reconfigure those storage controllers.

    15.2  Adding or removing nodes or I/O groups

    MDisks that are visible though iSCSI connections to storage controllers can be connected in three different ways, as described in 15.2.1, “Adding nodes” on page 300. Adding nodes to a SAN Volume Controller initiator cluster can have different impacts on MDisks that are connected differently.

    15.2.1  Adding nodes

    This section describes how to add nodes.

    MDisks that are connected through all nodes in the SAN Volume Controller cluster

    For the MDisks that are connected through cluster-wide connectivity, adding a node causes the new iSCSI sessions to be automatically established from the newly added nodes to the configured LUNs or target iSCSI ports on the storage controller. You must ensure that the new nodes are correctly configured with the correct IP addresses and flags such that the initiator iSCSI ports on those nodes can access the configured LUNs and iSCSI targets on the storage controllers. For key considerations while you are configuring a new node, see “Key considerations for adding a node” on page 301.

    MDisks that are connected through an I/O group of the SAN Volume Controller cluster

    For the MDisks that are connected through I/O group-wide connectivity, adding a node does not have any impact. No action is necessary from users in such cases because connectivity to each iSCSI target port (or LUN) on the storage controller must be available from two nodes of a single SAN Volume Controller initiator IO group for the corresponding MDisk to be in the online state.

    MDisks that are connected through a site of the SAN Volume Controller cluster

    For the MDisks that are connected through site-wide connectivity, adding a node has an impact only if some (or all) of the new nodes are added to that site. The new nodes that are part of that site automatically initiate an iSCSI session with the storage controllers, if connectivity is cluster-wide. You must ensure that the new nodes are correctly configured with the correct IP addresses and flags such that the initiator iSCSI ports on those nodes can access the existing LUNs and iSCSI targets on the existing storage controllers. For more information, see “Key considerations for adding a node” on page 301.

    Key considerations for adding a node

    Consider the following things when you add a node:

    1.	Modify the LUN mapping policy on the storage controller.

    The LUN mapping policy must be enhanced such that all the new SAN Volume Controller nodes can access the existing LUNs and storage controllers. If the storage controller is IBM Storwize or XIV, the IQNs of the new nodes must be added to the host object. If the storage controller is Dell, the IP addresses, IQNs, or user name and CHAP secret (depending upon the type of access policy that is used) of the new nodes must be added to the access list of the existing LUNs. 

    2.	Configure ports on the SAN Volume Controller initiator. 

    All the new nodes must be configured such that they can access all existing iSCSI storage controllers that expose MDisks. This requirement means that all iSCSI initiator ports on the new nodes must be configured with IP addresses that are accessible to the storage controller ports. In addition, the storage flag must be set to yes for those ports that are used to access the storage controllers. For more information, see 15.2.3, “Adding ports to the SAN Volume Controller initiator” on page 302. 

    3.	Check the connectivity status on the SAN Volume Controller initiator.

    If steps 1 and 2 are done correctly, adding a node causes an increase in the number of iSCSI sessions to the storage controller because node addition automatically triggers an iSCSI session from the new nodes. However, it can take up to 1 minute to establish a session with storage controller after the IP addresses are configured on the new nodes. 

    Check the connectivity status by using the lsiscsistorageport CLI command. If the status for a target IQN shows full, it means that the new nodes can access the storage controller. If the status is partial, wait for 1 minute for the session to become established. If the status continues to be partial, then new nodes cannot establish an iSCSI session with the storage controller, which means that step to debug the issue. For more information, see 11.2.7, “Viewing the discovery results” on page 222.

    4.	Troubleshoot degraded MDisks.

    If any MDisk goes to a degraded state while you are adding a node, it means that either an iSCSI session is not established to the storage controller from the new nodes or LUN mapping is not done on the storage controller. You can check the connectivity status by doing step 3 on page 301. If the field status shows FULL but the MDisk state is degraded, LUN mapping is not configured for the new nodes correctly. For more information, see the corresponding storage controller’s documentation. 

    15.2.2  Removing nodes from a SAN Volume Controller initiator cluster

    Removing I/O groups or nodes from the SAN Volume Controller initiator cluster does not have any impact on MDisks while there is at least one path to the storage controller. The MDisks continue to be in the same state. No action is required from the user. However, if removing nodes removes all the iSCSI sessions to a storage controller, then the MDisk from that storage controller goes offline. Ensure that the last path to an MDisk is available before you remove a node.

    15.2.3  Adding ports to the SAN Volume Controller initiator 

    If a user wants to add iSCSI ports to the SAN Volume Controller, new ports must be configured with the storage flag set to true.

    When an IP is already configured on the ports and you want to enable storage functions on that port by using the GUI, connect to the SAN Volume Controller initiator GUI and click Settings → Network. Go to the Ethernet Ports tab, right-click the required IP, and select Modify Storage Ports, as shown in Figure 15-1.

    [image: ]

    Figure 15-1   Modifying the storage attribute of an IP

    Select Enabled from the drop-down menu for the corresponding IP type and click Modify, as shown in Figure 15-2.
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    Figure 15-2   Enabling the storage attribute of an IP

    Alternatively, you can use the cfgportip CLI command:

    svctask cfgportip -node <node id> -storage yes <port id>

    svctask cfgportip -node <node id> -storage_6 yes <port id>

    When iSCSI ports are enabled for storage use, you can use them for connecting to the iSCSI storage controller.

    If a new hardware adapter is being added, follow the instructions that are given in IBM Knowledge Center.

    15.2.4  Removing ports

    iSCSI ports can be removed only if the ports are not actively used for iSCSI virtualization sessions. You can check whether a port is being using in iSCSI virtualization or not by using the lsiscsistorageport command, as shown in Figure 15-3.
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    Figure 15-3   Checking whether a port is being used in iSCSI virtualization

    The second column, src_port_id, shows the port ID. In this example, ports 3 and 4 are being used for iSCSI virtualization, so they cannot be removed. All other ports can be removed. 

    If any port is already in use for connecting to iSCSI-connected MDisks, the storage flag for that port cannot be turned off, and the IP address for that port cannot be removed. Before removing and disabling a hardware adapter, you must ensure that there are no active sessions from those ports to the iSCSI storage controller.

    15.3  Changing the system name or node name

    This section explains how to change the system name or the node name.

    15.3.1  Changing the system name or node name of the initiator (SAN Volume Controller system)

    Changing the initiator’s system name or node name causes the initiator’s IQN or IQNs to change. For example, consider a scenario where you want the old system’s name is “redbookscluster1” and you want to change it to “redbookscluster2”.

    Each node’s present IQNs are iqn.1986-03.com.ibm:2145.redbookscluster1.nodeX. where X is the node index. After you change the system name, new IQNs for each node will be iqn.1986-03.com.ibm:2145.redbookscluster2.nodeX, where X is the node index. When the initiator’s IQN changes, SAN Volume Controller does not log out all the existing sessions that are established with the old IQN, so all the logged in session remain logged in and I/O continues until the iSCSI session is reestablished. After the session is reestablished, all the LUNs that were visible through sessions that were established with old IQNs are no longer accessible. 

    Therefore, before changing the system name/node name, you must perform some administrative steps to ensure that the LUNs remain accessible after sessions are reestablished with the new IQNs and everything continues to work correctly. These administrative steps depend on which iSCSI controllers to which the SAN Volume Controller is connected.

    Steps for changing the initiator’s system or node name when it is connected to SAN Volume Controller or IBM Storwize controllers

    If you are using SAN Volume Controller or IBM Storwize controllers, complete the following steps to change the initiator’s name:

    1.	On the SAN Volume Controller or IBM Storwize controller, add the IQN or IQNs to the host object so that all existing MDisks can be accessed through these IQNs. Complete the following steps:

    a.	Connect to the SAN Volume Controller GUI.

    b.	Select Hosts → Hosts and select the host object that represents the SAN Volume Controller initiators.

    c.	Right-click the host object and click Properties, as shown in Figure 15-4.
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    Figure 15-4   Changing the properties of the host object

    A window opens.

    d.	Go to the Port Definitions tab, as shown in Figure 15-5.
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    Figure 15-5   IQN list of a host object

    e.	Click Add → iSCSI Port. Provide the new IQN of the iSCSI initiator, and then click Add Port to List. Similarly, add all the IQNs to the port list. After adding all the IQNs, click Add ports to Host, as shown in Figure 15-6.
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    Figure 15-6   Adding the IQNs to the host object

    Now, the host object has both the old IQNs and the new IQNs, as shown in Figure 15-7.
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    Figure 15-7   IQN list of the host object

     

    
      
        	
          Attention: Do not remove the old IQNs yet because there are active iSCSI sessions from those IQNs. These IQNs can be removed after you change the system or node name on the initiator.

        
      

    

    Alternatively, you can add these new IQNs by using the addhostport command:

    addhostport -iscsiname iqn.1986-03.com.ibm:2145.redbookscluster2.node1 0

    addhostport -iscsiname iqn.1986-03.com.ibm:2145.redbookscluster2.node2 0

    After this step, the new node IQNs can access all the MDisks that the old IQNs were accessing.

     

    
      
        	
          Note: The new IQNs that must be added are not set on the initiator yet. They must be deduced from the IQN naming format. If the node name is changed, the last part of the IQN of that initiator node is replaced by the new node name. If the system name is changed, the portion of the IQN between the last two dots is replaced by the new system name.

        
      

    

    2.	On the SAN Volume Controller or IBM Storwize initiator, change the system name. To do this task, complete the following steps:

    a.	Connect to the SAN Volume Controller initiator system and click Monitoring → System.

    b.	Click Actions.

    c.	Click Rename system, as shown in Figure 15-8.
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    Figure 15-8   Changing the system name

    d.	Enter a name for the system in the window that opens and click Rename, as shown in Figure 15-9.
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    Figure 15-9   Renaming the system

    3.	On the SAN Volume Controller or IBM Storwize initiator, after you change the system name, remove the iSCSI sessions from the SAN Volume Controller or IBM Storwize target controllers and add them back again one by one. That is, remove sessions from one port, add them back, remove sessions from the second port, add them back, and so on. It is important to do this task one port at a time so that access to a LUN is not lost.

     

    
      
        	
          Note: For a cluster-wide or I/O Group-wide discovery, a warning appears in the SAN Volume Controller or IBM Storwize initiator’s GUI window. This warning is automatically corrected when the session is added back.

        
      

    

    Figure 15-10 shows the controller connectivity list. Ports 3 and 4 of both nodes are connected to both the controllers.
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    Figure 15-10   Controller connectivity list

    Complete the following steps:

    a.	Remove sessions from port 3 to SAN Volume Controller or IBM Storwize controller iqn.1986-03.com.ibm:2145.redbooksbackendcluster2.node1 and add it back:

    rmiscsistorageport 2

    svctask detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.190

    addiscsistorageport 0

    b.	Repeat the same task for sessions from port4:

    rmiscsistorageport 3

    svctask detectiscsistorageportcandidate -srcportid 4 -targetip 192.168.104.191

    addiscsistorageport 0

    c.	Repeat it for sessions to controller iqn.1986-03.com.ibm:2145.redbooksbackendcluster2.node2:

    rmiscsistorageport 4

    svctask detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.192

    addiscsistorageport 0

     

    rmiscsistorageport 5

    svctask detectiscsistorageportcandidate -srcportid 4 -targetip 192.168.104.193

    addiscsistorageport 0

    4.	On the SAN Volume Controller or IBM Storwize Controller, remove the old iSCSI IQNs from the host object:

    a.	Connect to the controller GUI and click Hosts → Hosts.

    b.	Select the host object and click Properties.

    c.	Go to the Port Definitions tab. It displays all the IQNs. The new IQNs are active and old IQNs are offline, as shown in Figure 15-11.
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    Figure 15-11   IQN list of the host object

    d.	Select the old IQNs and click Delete Port. A window opens, as shown in Figure 15-12. In the Verify the number of ports to delete field, enter the number of old IQNs that you want to delete.
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    Figure 15-12   Deleting old IQNs from the host object list

    When this task is complete, the host object contains only the new IQNs with an active status, as shown in Figure 15-13.
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    Figure 15-13   IQN list of the host object

    You can also use the rmhostport command to do this task:

    rmhostport -iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node1 0

    rmhostport -iscsiname iqn.1986-03.com.ibm:2145.redbookscluster1.node2 0

    Changing the initiator’s system or node name when it is connected to Dell controllers

    Each LUN on the Dell EqualLogic controller has an independent IQN and each LUN can have different access methods. Here are the access methods: 

    IP list access 	Provide a list of initiator IPs that can access a LUN.

    IQN list access	Provide a list of initiator IQNs that can access a LUN.

    CHAP access 	All initiators that authenticate themselves with a specified user name and CHAP secret combination can access the LUN.

    Mixed access	Mix of IP and IQN access, CHAP access, or both.

    If accessibility of LUNs is configured by initiator IP or CHAP access, nothing must be done. Any change in the initiator’s IQN has no impact when the IP or CHAP on the initiator is unchanged because when the iSCSI session is reestablished, the initiator retries the login with the new IQN but with the same IP and CHAP secret, and it access to the LUNs is enabled. 

    If accessibility of LUNs is configured by using the initiator IQN, you must add the IQNs of the initiators to the access list before you change the initiator system name.

    When this step is complete, follow the same steps to change the system name as specified for IBM Storwize, and then reestablish iSCSI sessions with the Dell controller one at a time. Now, you can remove the old IQNs from the LUNs access list on the Dell controller.

    Changing the initiator’s system or node name when connected to an XIV controller

    The process to change the SAN Volume Controller or IBM Storwize initiator’s system or node name when connected to an XIV controller is similar to the process for when it is connected to the IBM Storwize controller. To add access to new IQNs for the LUNs, see IBM Knowledge Center, especially Chapter 2, “Adding a port to a host.

    Changing the target controller IQN

    You can change the IQN of a target SAN Volume Controller or IBM Storwize controller without any downtime. However, changing the IQNs on a Dell EqualLogic controller without losing access to LUNs is not feasible. XIV does not allow its target iSCSI name (IQN) to be changed. IBM Knowledge Center explains how to define a target object in XIV 10.2.4 by using target_define. In the CLI, you can change only the local target name, not its iSCSI name (IQN).

    If you must change the IQN of a target SAN Volume Controller or IBM Storwize controller, you must remove iSCSI sessions to the affected target ports and add them back one at a time. This task must be done for all target ports with new IQNs.

    Figure 15-14 displays source ports 3 and 4 of all the initiator nodes that are connected to two target IBM Storwize controller nodes. 
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    Figure 15-14   Source ports 3 and 4 connected to IBM Storwize server redbookbackendcluster

    Complete the following steps:

    1.	Remove the sessions from port 3 to controller node1 and add it back:

    rmiscsistorageport 2

    svctask detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.190 -chapsecret secret1

    addiscsistorageport -chapsecret secret1 0

    2.	Repeat the process for port 4, and then for controller node 2:

    rmiscsistorageport 3

    svctask detectiscsistorageportcandidate -srcportid 4 -targetip 192.168.104.191 -chapsecret secret1

    addiscsistorageport -chapsecret secret1 0

    rmiscsistorageport 4

    svctask detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.192 -chapsecret secret1

    addiscsistorageport -chapsecret secret1 0

    rmiscsistorageport 5

    svctask detectiscsistorageportcandidate -srcportid 3 -targetip 192.168.104.193 -chapsecret secret1

    addiscsistorageport -chapsecret secret1 0

    Figure 15-15 shows the results of these steps.
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    Figure 15-15   Source ports 3 and 4 connected to Storwize server redbookbackendcluster2

    15.4  Changing the CHAP configuration

    In certain circumstances, you can change the CHAP configuration for a SAN Volume Controller or IBM Storwize system’s iSCSI sessions without a loss of access to data. This configuration change can be introducing CHAP authentication, removing CHAP authentication, or changing the CHAP secret for a connection that already uses CHAP authentication.

    A CHAP configuration applies to a connection between an initiator system and a target system, so to change the CHAP configuration you must make configuration changes to both the target system and initiator system. Therefore, whether the CHAP configuration of a SAN Volume Controller or IBM Storwize system’s iSCSI connections can be changed without disruption depends on the properties of the host or storage controller to which it is connected.

    Section 15.4.1, “General considerations” on page 312 describes the general principles of changing the CHAP configuration without reference to any particular host or storage controller. Section 15.4.2, “Instructions for a SAN Volume Controller or IBM Storwize initiator system with an IBM Storwize target system” on page 313 gives specific instructions for changing the CHAP configuration for the connection between a SAN Volume Controller or IBM Storwize initiator system and an IBM Storwize target system; this is a case in which the configuration can be changed without loss of access to data.

    15.4.1  General considerations

    The process for changing the CHAP configuration of a SAN Volume Controller or IBM Storwize system’s iSCSI sessions is different for external virtualization and host-attached sessions. The considerations that are involved in making the change nondisruptively are also different.

    External virtualization iSCSI sessions

    SAN Volume Controller and IBM Storwize systems support only one-way (target authenticates initiator) CHAP authentication for iSCSI connections for external virtualization. The CHAP configuration that is used for the connection with a back-end storage controller is set when the corresponding iSCSI storage port object is created.

    After an iSCSI storage port object is created, its CHAP configuration cannot be changed. So, to reconfigure CHAP, you must delete the object and re-create it. This is a disruptive process because it involves dropping the iSCSI sessions.

    However, if the system has dual-redundant connections to the storage controller, it might be possible to change the CHAP configuration without loss of access to data. By reconfiguring the iSCSI storage port objects one at a time, the system can maintain access to data by using one of the objects while the other is being re-created. This situation works only if the storage controller either allows its CHAP configuration to be changed without dropping its iSCSI sessions or allows the CHAP configuration of those of its iSCSI sessions corresponding to a single iSCSI storage port object on the initiator system without disrupting the others. With an IBM Storwize system as the target storage controller, the CHAP configuration can be changed nondisruptively because the Storwize target system does not drop its host-attached iSCSI session when those connections’ CHAP configurations are changed.

    Host-attached iSCSI sessions

    Changing the CHAP configuration on a SAN Volume Controller or IBM Storwize target system does not disrupt its host-attached iSCSI sessions, even if the host’s CHAP configuration is not changed. This is because CHAP authentication occurs only when an iSCSI session is established and a SAN Volume Controller or IBM Storwize system does not drop its host-attached iSCSI sessions when their CHAP configurations are changed. If the host’s CHAP configuration does not match the SAN Volume Controller or IBM Storwize system configuration, the host cannot re-establish iSCSI sessions if they drop, for example, because of network disruption.

    Whether it is possible to change the host’s CHAP configuration without disruption depends on the properties of the host. When the host is another SAN Volume Controller or IBM Storwize system with dual-redundant connections to the target IBM Storwize system, its CHAP configuration can be changed without loss of access to data by reconfiguring one iSCSI storage port at a time.

    15.4.2  Instructions for a SAN Volume Controller or IBM Storwize initiator system with an IBM Storwize target system

    It is possible to change the CHAP configuration between a SAN Volume Controller or IBM Storwize initiator system and an IBM Storwize target system without loss of access to data if each node of the initiator system has two redundant connections to the target system. This is possible because SAN Volume Controller or IBM Storwize systems do not drop their iSCSI sessions with hosts when the CHAP configuration for the connection with those hosts is changed. So, where there are dual-redundant connections between the target system and the initiator system, the initiator system’s CHAP settings can be changed one connection at a time while always retaining access to data by using the other connections.

    This task can be completed only with the CLI. The following instructions describe how to change the CHAP settings in such a setup without losing access to data.

     

    
      
        	
          Attention: 

          •Failure to follow these instructions correctly can result in loss of access to data. Do not attempt to proceed past step 1 without resolving any connectivity problems that are uncovered in that step. Do not attempt to repeat step 3 for a new iSCSI storage port object until the previous iSCSI storage object is successfully reconfigured and has good connectivity. 

          •While you are following these instructions, the system has a single point of failure. While one of the iSCSI storage port objects is being reconfigured in step 3, each node of the initiator system has only one iSCSI session with the target system.

          •During this procedure, the initiator cannot automatically reestablish iSCSI sessions if they drop. This situation increases the impact of network stability problems.

        
      

    

    Complete the following steps:

    1.	Ensure that the initiator system has full and dual-redundant connectivity to the target system. Complete the following steps:

    a.	Check that the controller object that represents the target system is not degraded (the degraded field of the detailed lscontroller view for that controller should contain no).

    b.	Check that each iSCSI storage port object representing a set of connections to the target system has full connectivity (the status field of the lsiscsistorageport view should contain full).

    If the initiator system does not have full and redundant connectivity to the target system, diagnose and fix the problem before continuing.

    2.	On the target system, change the one-way (the target authenticates the initiator) CHAP configuration as needed by using the chhost command. Section 5.2, “Configuring CHAP for an IBM Storwize storage system” on page 57 contains full instructions for configuring and authenticating CHAP for host attachment.

    3.	On the initiator system, re-create each iSCSI storage port object with the new CHAP configuration. To do this task, complete the following steps a - d for each iSCSI storage port object that represents a set of iSCSI sessions with the target system. Do not start re-creating an iSCSI storage port until the previous one is successfully re-created. For full instructions about using the CLI commands in this step, see IBM Knowledge Center.

    a.	Note the settings for the iSCSI storage port object in question, which are shown in the lsiscsistorageport view.

    b.	Remove the iSCSI storage port object by using the rmiscsistorageport command.

    c.	Create a iSCSI storage port object by using the detectiscsistorageportcandidate and addiscsistorageport commands. Use the same settings as the old object that noted in step a, but use the new CHAP configuration set in step 2.

    d.	Check that the new iSCSI storage port object has the correct settings and full connectivity by using the lsiscsistorageport view.

    4.	Check that the controller object representing the target system is not in a degraded state by using the detailed lscontroller view.

    15.5  Changing the number of LUNs, ports, and IQNs in an IBM Storwize system

    This section describes how to add and remove LUNs.

    15.5.1  Adding and removing LUNs exposed from IBM Storwize or XIV controllers

    To add/remove LUNs that are exposed from IBM Storwize or XIV controllers, complete the following steps:

    1.	On the storage controller, to add/remove LUNs from pre-configured IBM Storwize or XIV controllers to SAN Volume Controller storage pools, map (for adding new LUNs) or unmap (for removing LUNs) those LUNs to or from the host object. In this case, the host object is one or more SAN Volume Controller nodes. SAN Volume Controller nodes are identified by their IQNs. To modify the LUN mappings, see IBM Knowledge Center for IBM Storwize IBM Storwize and XIV.

    2.	On the SAN Volume Controller initiator, after the mapping is updated, refresh the LUN list on the SAN Volume Controller initiator side. To refresh the LUN list by using GUI, connect to the initiator GUI and click Pools → External Storage. Right-click the iSCSI controller (IBM Storwize or XIV controller) and click Discover Storage, as shown in Figure 15-16.
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    Figure 15-16   Refreshing the LUN list from a pre-configured controller

    After new LUNs are available for use, they are displayed under that controller. For example, Figure 15-17 shows that a new LUN (mdisk8) is added for controller2. This LUN is configured on an IBM Storwize controller.
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    Figure 15-17   The mdisk8 LUN is added to the LUNs list

    Alternatively, you can use the detectmdisk command to refresh the LUN list. Figure 15-18 shows that mdisk8 was added for controller2.
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    Figure 15-18   Example detectmdisk CLI command output

    15.5.2  Adding LUNs from a Dell EqualLogic controller

    Each LUN on Dell EqualLogic controller has an independent IQN. To add a LUN, complete the following steps:

    1.	On the Dell controller, modify the access policy of the newly created LUNs so that the required nodes of SAN Volume Controller initiator can access that LUN.

    2.	On the SAN Volume Controller initiator, run the detectiscsistorageportcandidate command to discover the newly created LUNs. The IQNs of the newly created LUNs are displayed by the lsiscsistorageportcandidate command.

    3.	On the SAN Volume Controller initiator, run the addiscsistorageportcandidate CLI command to establish an iSCSI session with those new IQNs. The isiscsistorageport command shows the status of the iSCSI session. 

    4.	On the SAN Volume Controller initiator, newly added LUNs are displayed by the lsmdisk command. 

    15.5.3  Removing LUNs from a Dell EqualLogic controller

    To remove LUNs from the Dell controller, complete the following steps:

    1.	On the SAN Volume Controller initiator, each LUN in the Dell EqualLogic controller has an independent IQN. To remove LUNs, remove the iSCSI session to those IQNs. The lsiscsistorageport command displays the list of iSCSI sessions; from that list, find the entries of the Dell EqualLogic controller LUNs by searching for the IQNs of those LUNs. Use the row indexes of those entries to remove the sessions by using the rmiscsistorageport command.

    2.	On the Dell controller, modify the access policy of the LUNs so that the SAN Volume Controller nodes cannot access (discover and log in to) those LUNs. 
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Troubleshooting iSCSi virtualization

    This chapter is focused on troubleshooting problems with Internet Small Computer System (iSCSI) targets. For an introduction to troubleshooting and the applicable data collection procedures for the SAN Volume Controller and IBM Storwize products, see Chapter 10, “Troubleshooting” on page 175.

    This chapter describes the following topics:

    •16.1, “Troubleshooting iSCSI target discovery” on page 320

    •16.2, “Troubleshooting a degraded or offline status” on page 321

    •16.3, “Performance issues” on page 322

    16.1  Troubleshooting iSCSI target discovery

    This section describes the basic troubleshooting methodology for iSCSI target discovery issues.

    16.1.1  Problems with initial discovery

    This section details the troubleshooting process for iSCSI target discovery. 

    A failed discovery for iSCSI storage indicates that using the detectiscsistorageport resulted in a failure to communicate with the specified IP address on the interfaces that are specified in the command. Therefore, the first item to investigate is why the Storwize initiator cannot access the target.

    The lsiscsistorageportcadidate command displays the result of the last run detectiscsistorageportcandidate command. This information can be useful in troubleshooting discovery issues. 

    Assume that you have a two-I/O group cluster in a standard topology. Initiate a cluster-level discovery operation on port 1 for each node in this cluster to target IP address 192.168.70.121. After running this command, the lsiscsstorageportcandidate command output for iogroup_list is 1:0:-:-, as shown in Example 16-1.

    Example 16-1   The lsiscsstorageportcandidate command output
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    IBM_2145:Redbooks_cluster1:superuser>lsiscsistorageportcandidate

     

    id src_port_id target_ipv4   target_ipv6 target_iscsiname                   iogroup_list configured status 

    0  1           192.168.70.121             iqn.2005-10.com.xivstorage:041529   1:0:-:-      no         partial
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    By viewing this output, you know that I/O group 0 successfully discovered the storage port on both nodes in that group. However, I/O group 1 failed to discover either one or both of the nodes in this I/O group. To ensure a successful discovery, you must discover why port 1 on the node or nodes in I/O group 1 cannot contact the IP address 192.168.70.121. To troubleshoot this type of issue, complete the following steps:

    1.	Ensure that the required interfaces are all online and are connected.

    2.	Validate the connectivity between the SAN Volume Controller or IBM Storwize system and the target storage controller. Connectivity can be validated by using the ping command. 

    3.	Validate that the CHAP authentication parameters are correct.

    4.	Ensure that firewall port 3260 is enabled between the devices.

    5.	Validate that the target storage controller is supported for iSCSI virtualization.

    16.1.2  Problems adding a storage port

    If you run detectiscsistorageportcandidate and wait for an extended period, there might have been changes that were made to the back-end storage controller. If changes were made since the last time that you ran detectiscsstorageportcandidate, you have stale data that is no longer valid in the output of lsiscsistorageportcandidate. If you run addiscsistorageport against this stale data, then the specified storage port candidate is added to the persistent storage port table, and the SAN Volume Controller or IBM Storwize system attempts to connect to that storage port, and might fail to create an iSCSI session. 

    To rediscover targets immediately before attempting to add a storage port and to validate that the connections are as expected, run lsiscsistorageport.

    16.2  Troubleshooting a degraded or offline status

    This section focuses on troubleshooting post-configuration issues with target storage controllers, including degraded and offline conditions.

    16.2.1  Restoring an offline MDisk or storage controller

    A storage port is marked offline by the IBM Storwize cluster if the target controller fails to respond to a heartbeat that is sent by the SAN Volume Controller or IBM Storwize system within 5 seconds. This is typically caused by a connectivity issue between the back-end storage controller and the SAN Volume Controller or IBM Storwize system. To troubleshoot this situation, complete the following steps:

    1.	Validate that all the required ports are connected.

    2.	Validate that the SAN Volume Controller or IBM Storwize system can communicate with the target storage controller.

    3.	Validate that port 3260 is open between the SAN Volume Controller or IBM Storwize device and the target storage controller.

    4.	Validate that no changes to the target controller were made that affect its availability to be virtualized.

    The SAN Volume Controller or IBM Storwize software automatically retries the paths every few seconds to recover the storage port after it is available again. However, you can also force a rediscovery with the detectmdisk command.

    16.2.2  Restoring degraded MDisks or storage controllers

    This section describes how to restore degraded MDisks or storage controllers.

    Remote port that is excluded (error code 1230)

    If the system detects an excessive number of I/O errors when accessing an MDisk from a particular storage port, the system might exclude this path and generate error code 1230, which indicates that there is an issue in the communication between the SAN Volume Controller or IBM Storwize system and the back-end storage controller. To troubleshoot this type of issue, complete the following steps:

    1.	Ensure that no changes were made to the back-end storage controller that affect the SAN Volume Controller or IBM Storwize system’s ability to use the managed resources.

    2.	Check the health of the SAN Volume Controller or IBM Storwize interfaces. Because a port is excluded and not offline, all the ports are probably connected, so you must rely on interface statistics to assist you with your troubleshooting. To learn how to review the interface statistics on the SAN Volume Controller or IBM Storwize device, see 10.2.4, “Ethernet logs and statistics on IBM Storwize nodes” on page 193.

    3.	If the SAN Volume Controller or IBM Storwize device’s interfaces do not appear to be the problem, then you should open an investigation into your networking devices and back-end storage controller.

    After the communication issue is resolved, force a retry of the path or paths by either running the directed maintenance procedure (DMP) or by using the following command:

    includemdisk <mdisk name/id>

    For more information about this command, see IBM Knowledge Center.

    Single path failure of a redundant controller

    If a path or storage port to a target controller goes offline but other paths or storage ports remain online, then the controller and associated MDisks are likely degraded. Resolve this condition by completing the following steps:

    1.	Validate that all the required ports are connected.

    2.	Validate that the SAN Volume Controller or IBM Storwize system can communicate with the target storage controller.

    3.	Validate that port 3260 is open between the SAN Volume Controller or IBM Storwize device and the target storage controller.

    4.	Validate that no changes to the target controller were made that affects its ability to be virtualized.

    16.3  Performance issues

    If the SAN Volume Controller or Storwize initiator system is reporting performance problems from the back-end storage system, follow a similar troubleshooting method for any other performance problem, except that in this case the SAN Volume Controller or IBM Storwize device is the host system. Section 10.4.7, “Problem determination: Checking for performance problems” on page 207 might be useful in determining the source of a performance issue. When the performance problem appears to be coming from a controller that is virtualized over iSCSI, complete the following steps:

    1.	Ensure that the MTU size is set correctly on all devices.

    2.	Ensure that the port speeds match on every device in the path and on the end points, including the storage controllers, switches, and routers.

    3.	Review the SAN Volume Controller or IBM Storwize system performance data to try and identify the bottleneck:

    a.	Use IBM Spectrum Control if possible to review data over long periods.

    b.	If IBM Spectrum Control is not available, review the data, as shown in 8.2.2, “Real-time performance monitoring with the GUI” on page 163.

    4.	Review the interface counters in the Ethernet trace files that are found in the snap file of the SAN Volume Controller or Storwize system, as shown in 10.2.5, “iSCSI logs on IBM Storwize nodes” on page 195.

    5.	Review the switch statistics to see whether the network is causing the delay. 

    6.	Review the back-end storage controller to see whether this device is having performance problems. If the back-end storage controller is having performance problems, then this situation is noticed by the SAN Volume Controller or IBM Storwize device.

  
    Related publications

    The publications that are listed in this section are considered suitable for a more detailed description of the topics that are covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Some publications that are referenced in this list might be available in softcopy only. 

    •IBM Private, Public, and Hybrid Cloud Storage Solutions, REDP-4873

    •IBM SAN Volume Controller 2145-DH8 Introduction and Implementation, SG24-8229

    •Implementing the IBM Storwize V3500, SG24-8125

    •Implementing the IBM Storwize V3700, SG24-8107

    •Implementing the IBM Storwize V5000 Gen2 (including the Storwize V5010, V5020, and V5030), SG24-8162

    •Implementing the IBM Storwize V7000 Gen2, SG24-8244

    •Implementing the IBM Storwize V7000 and IBM Spectrum Virtualize V7.8, SG24-7938

    •Implementing the IBM Storwize V7000 Unified Disk System, SG24-8010

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, web docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Online resources

    These websites are also relevant as further information sources:

    •IBM Knowledge Center

    https://www.ibm.com/support/knowledgecenter

    •IBM Support

    https://www.ibm.com/support

    •IBM System Storage Interoperability Center

    https://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    •IETF RFC 3720, MPLS Support of Differentiated Services, found at:

    http://www.ietf.org/rfc/rfc3720.txt

    •Securing Block Storage Protocols over IP

    http://www.ietf.org/rfc/rfc3723.txt

    •OpenStack

    https://www.openstack.org/

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

  
    iSCSI Implementation and Best Practices on IBM Storwize Storage Systems

     

     

     

     

     

  
    Back cover

    Acrobat bookmark 

    ISBN 0738442755

    SG24-8327-01

    ®

  OPS/images/Dell_new_policy.png
roup Configuration ®0dDE©0O A

| “General | Administration | Wotifications | iscsl e R ) SNMP | VDSVSS | Defaults | Updaf

Access Policies 2

Ho access policy groups © New





OPS/images/Dell_ip_view.png
IP Configuration

Defaut gateway: 152.168.104.1

interface  Padaress | Subnet mask
Bem0 12161062 2552552550
Bem 12161064 2552552550
Bemz  ormasti 2552552540
Network nterface eth0
Currentstatus ... @ up

Changed 1052016 215:42 A
Requested siatus.._enabled

‘Speed 10 Gbps.

WU size 3000 bytes
Pacieterrors. ... 64,595 errors
Roke sCSlonly

003 cony

o

Status | Speed
@®uwp 10Gops,
©®uwp 10Gops,
©up 100Mps

T size
9000 bytes
9000 bytes
1500 bytes.

Network configuration
P address 1621681042
Subnet mask ..... 255.255.255.0
Defaut gateway. . 152.168.104.1
MAC address

44AB4231TFET

MAC address
PortD
Portdescripton

00:00:00:00:00:00





OPS/images/IP_add.png
Modify IP settings of network ine... B

Enter the I address and subnet mask for interface eth.
“ P address: 1921681042
* Subnet mask: 255255 255.0

Defaut gateway: 152.168.104.1
Enable interface.

(ot et e






OPS/images/port_IP_config.png
[ sistus | Enciosure | Contrters - oisks RN Connections | Versions | Waintenance

Activities
= Member DellE.. A

Member
Modity member seffngs.
Modity RAID confiuration
Move member
Deete member
View alarms

B interfaceetho
Administration
Modiy descrigtion
Modity P seftings
Disabe interface
Network Switch
DCB Detalls:
Statistics.
Byles transferred
Received packels
Qutbound pactets
Outbound packet aueue

1P Configuration

Defaut gateway: 192168.1041 tog
nterface P adiress. ‘Subnet mask. Sius  speed
@ eto ®uw  10Gus
B 2550 @uw  10Gus
@ 2 2540 @uw  100Mbes
Network Network configuration
Current Paddress

Changed Subnet mask.

Requested Defaut gateway. .. 192.168.104.1
Speed Statistes » | MACaddress . 44AB42317FST
WUsze | ——vuwyE———

Packetcrrors. 64595 erors.

Roke scsiony

) copy

T size DeB  PotD Portd
S000bytes  off

000bytes  off

1s00bytes  off  g18  gts
Switch information

LLDP state. o peer
System name

‘System descripton.

Chassis .

MAC address 00:00:00:00:00:00
PortD

Portdescripton





OPS/images/Dell_view_network_ports.png
Member Dell-Eq-01 00D OC0O0 0

Activities
= Member DellE.. A

Member
Modity member seffngs.
Modity RAID confiuration
Move member
Deete member
View alarms

B interfaceetho
Administration
Modiy descrigtion
Modity P seftings
Disabe interface
Network Switch
DCB Detalls:
Statistics.
Byles transferred
Received packels
Qutbound pactets
Qutbound pactet aueve:

1P Configuration

Defaut gateway: 192.168.104.1
nterface P adiress. ‘Subnet mask.
Beno  1o21681042 2552852550
Bt to21681044 2552852550
Bere  otasi00 2552852540
Network interface ethd
Currentstatus ... @ up

Changed 1052016 2:15:42 Al
Requested status.._enabled

Speed 10Gops

WTUsize 9000 bytes.
Packetertors. ... 64,595 errors
Roke scsiony

73 cony

[ eroonrsConrters i IS Corroiers | oo iarionrca |

o
Status Speed  MTUsize
@up 10Gops 8000 bytes
@up 10Gops G000 bytes
©up 100Mbps 1500 bytes

Network configuration

P address 1621681042

Subnet mask ..... 255.255.255.0

Defaut gateway. . 152.168.104.1

MAC address ... 44:AB4231.TFET

DCB  Port D Port descripton

off  g18 gi8

Switch information
LLDP state.

System name
‘System descripton.

0 peer

MAC address
PortD
Portdescripton

00:00:00:00:00:00





OPS/images/Dell_grp_ip_change.png
Group Configuration e . e @ 0 . 0

General Settings.

1621681043
* Group name: deleqlab

.
o ———
M ||
e e
e oo =
. o
Email Notifications Description:
s
T
ot
g
Date and Time
*  RaDus disabled Time zone NTP servers (in order of preference)

Local CHAP .......enabled

. e

SNHP access ....disabled






OPS/images/Dell_planning.png
Storwize Family System

iSCSl initator
1/0 Group 1 1/0 Group 2
Initiator Node 1 Initiator Node 2 Initiator Node 3 Initiator Node 4
IPC||IPD IPG|[IPH| [IPI |[IPJ |[IPK]|[IPL| [IPM|[IPN|[IPO||IPP
Ethernet Ethernet
Switch 1 Switch 2

qua\Loglc GrouplPAddress T

| Dell EqualLogic System |

el

iSCSI target






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.02.jpg
14





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.01.jpg





OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.09.jpg





OPS/images/Modify_Chap_Configuration_5.1.png
Modify CHAP Configuration x

System.wide CHAP secret:






OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.08.jpg





OPS/images/8327ch02_Intro_iSCSI.08.1.10.jpg





OPS/images/Host_Details_Show_Details_Properties.png
Host Details: host0

Overview | Mapped Volumes | Port Definitions
HostName hosto
HostiD 1

Status V' Onine
Host Type Generic
#ofFCPorts

#oriscsi Ports

#of sAS Ports

10 Group. io_grp0, o_grp1, io_grp2, o_grp3

1SCSI CHAP Secret






OPS/images/8327ch02_Intro_iSCSI.08.1.11.jpg
l s

e

Ehernet
Header






OPS/images/stowize_iSCSI_configuration_panel.png
Network

Management IP

B Fibre Channel
w Connecti

=3

" Fibre Channel Ports

3

o

iSCSI Configura
Configure system properties to connictto ISCSi-atached hosts.

@ wiscsl

System Hlame

[maxsessionstands

1SCS Aliases (optional)

Node Canister Name

[nodet

[node2

ISHS (optional)

S Address.

Modify CHAP Confiauration

iSCS! Name (1QH)

iqn.1986-03.con. ibm:2145 maxsessionstandd nodel

iqn.1986-03 com. ibm:2145 maxsessionstandd node2





OPS/images/AddingHostObject.png
Host connections: () Fibre Channel
@ iscsi

Nams: iSCSI_Host 2 ]
isCsl port: iqn.1986-03.com.ibm:2145.redhat J

» Advanced






OPS/images/ModifyingHostProperties.png





OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.01.jpg





OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.02.jpg






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.09.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.08.jpg





OPS/images/8327ch03_Intro_Storwize.09.1.11.jpg
Single 1/0 group cluster with 20 expansion enclosures

1/0 groupl

Expansion enclosures in SAS CHAINT Expansion enclosures in SAS CHAIN2






OPS/images/XIV-Define-IP-Interface-m1p1.PNG
e

Define IP Interface - ISCS| x
System * [xv Bu-svexv -
Name: * [modt-scsip1
Address: *[192168.100.121
Netmask: * (25525500 -
Default Gateway: 192.168.100.1
MU 2000
Node: * [t:tocule:1 -

Port Number: 20

(o Jcaee






OPS/images/8327ch03_Intro_Storwize.09.1.12.jpg
No SAS Interconnection needed
between Control enclosures as they
communicate VIA FC

! With 210 groups
|VOgroup1 10 group2

Expansion enclosures in  Expansion enclosures in

SAS CHAINL SAS CHAIN2 ST CASCHAD






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.06.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.05.jpg





OPS/images/8327ch03_Intro_Storwize.09.1.10.jpg
1/0 group

Control enclosure Front view

Control enclosure Rear view






OPS/images/XIV-System-Parameters.PNG
XIV IBM-SVC-XIV Settings.

General iSCSI Name ian 2005-10.com xivstorage 041529
Time Zone ot
Parameters
NTP Server
Multitenancy DNS Primary
DNS Secondary
SNMP
Use IPv6 Yes
Misc Volume Default SSD Caching
Application Administrator Capal Basic
Interconnect MTU 2000






OPS/images/8327ch07_Configuring_Storwize.14.1.010.jpg
Change / Show Characteristics of an

lzype or select values in entry fields
press Encer AFTER making all desired changes

sscsz protocol Device
Description

£5CSI Initiator Name

Maximun nunber of commands to queue to driver

Maximun Targets Alloved
Apply change to DATABASE only

1SCST Protocol Device

(enery Fielas)
sacsi0

i5csz protacal pevice
Available

[iqn. localhost.hostid.0>






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.03.jpg
Storwie Family system

Tt
e Y
[=1l=] o [=1l=]

One-to.one Custeride
inteor o trget dulbredundant
por connectity conneciity
R
amuatle Snge s

o e lon






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.02.jpg
13





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.01.jpg





OPS/images/8327ch04_Planning.10.1.08.jpg





OPS/images/8327ch04_Planning.10.1.09.jpg





OPS/images/8327ch04_Planning.10.1.06.jpg





OPS/images/8327ch04_Planning.10.1.07.jpg





OPS/images/8327ch04_Planning.10.1.04.jpg
Node1

S s 2552552550

J

Node2

3

1010130






OPS/images/8327ch04_Planning.10.1.05.jpg





OPS/images/8327ch04_Planning.10.1.02.jpg





OPS/images/8327ch04_Planning.10.1.03.jpg
Node1 =

Stk 265.255.255.0

Node2 =






OPS/images/8327ch04_Planning.10.1.01.jpg





OPS/images/8327ch18_iSCSI_External_Virt_Troubleshooting.24.1.4.jpg





OPS/images/8327ch18_iSCSI_External_Virt_Troubleshooting.24.1.3.jpg





OPS/images/8327ch18_iSCSI_External_Virt_Troubleshooting.24.1.2.jpg
16





OPS/images/8327ch18_iSCSI_External_Virt_Troubleshooting.24.1.1.jpg





OPS/images/Configuring_Linux3.png
YasST2 - iscsi-client @ slesllsp2-vml

iSCSI Initiator Discovery

[Help]

F1 F8 Fo [T

IP Address Port
192.168.41.150 32604

[ 1 No Authentication———
| Incoming Authentication

|Username Password

|outgoing Authentication
|Username Password

[Back] [Cancel]

[Next]

10






OPS/images/8327ch07_Configuring_Storwize.14.1.023.jpg
iscsi-client @ sl

Discovery] [Log In] [Delete]

(He1p] [cance1] rox)

g s s F10






OPS/images/Configuring_Linux5.png
YasST2 - iscsi-client @ slesllsp2-vml

iSCSI Initiator Discovery

r[ 1 No Authentication—————
|Incoming Authentication
|Username Password

Username Password

|
|
|
|outgoing Authentication
|
|
L

[Help] [Back] [Cancel] [Next]

1 STy rs DT ro TIYISE rio






OPS/images/8327ch07_Configuring_Storwize.14.1.025.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.026.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.027.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.028.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.029.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.030.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.031.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.032.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.019.jpg





OPS/images/8327p02_iSCSI_Host_Attachment.13.1.1.jpg





OPS/images/8327p02_iSCSI_Host_Attachment.13.1.2.jpg
Part 2





OPS/images/8327ch07_Configuring_Storwize.14.1.011.jpg
—]

stdout:

COMMAND STATUS

ves staers: no

efore comand completion, additional instructions may appear below.

fiscsio changed






OPS/images/8327ch07_Configuring_Storwize.14.1.012.jpg
ove cursor to desired item and press Enter

iSCST Adapter
iscsT protocol Device

S5 Discovery Configuration






OPS/images/8327ch07_Configuring_Storwize.14.1.013.jpg
1SCSI Target Device Parameters in ODM

Move cursor to desired item and press Enter

Delete an 15CSI Target Device from ODM
Change existing iSCSI Target Device in ODM






OPS/images/Configuring_aix9.png
Add an iSCSI Target Device in ODM

Move cursor to desired item and press Enter.

2dd iSCSI Target Device(s) into ODM from a File
2dd Ruthentication Data for an Automatically Discovered iSCSI Target Device





OPS/images/8327ch07_Configuring_Storwize.14.1.015.jpg
Change / Show Characte: an i5CST Adapter

values in entry fields
R making all desired changes

lPress Enter

iscst adapr
£5CST Target Name
Ip Address of iSCSI Target

Password






OPS/images/8327ch07_Configuring_Storwize.14.1.016.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.017.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.018.jpg





OPS/images/8327ch03_Intro_Storwize.09.1.09.jpg





OPS/images/8327ch03_Intro_Storwize.09.1.08.jpg
File-based access,

Block-level
access withiCS!

1BM Storwize V7000 Unified storage:

controller nodes

Black-level
accesswith FC






OPS/images/8327ch03_Intro_Storwize.09.1.07.jpg
Gbps SAS ports used for
$AS chainsto

expansion enclosures

Compression card slot HIC card slot with 10 Gbps
Ethernet card for ISCSI / FCOE
or 8Gbps/16 Gbps FC card

Technician ports

Either of the two slots can be
used for 10 G FCOE/ISCSI HIC.






OPS/images/Configuring_Linux1.png
YasST2 - iscsi-client © slesllsp2-vml

iSCST Initiator Overview
rService—Connected Targets—Discovered Targets—

[Service Start——————
| (x) When Booting |

|{ ) Manually |
1 i

Initiator Name Offload Card
i BT e fault (Softwaredt’ ™

iSNS Address iSNS Port

[Belp]

[cancel]

j3lelp BElcancel REUROR

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I
1






OPS/images/Configuring_Linux2.png
iSCST Initiator Overview
Service—Connected Targets—Discovered Targets———M






OPS/images/8327ch03_Intro_Storwize.09.1.05.jpg
Management Battery LEDs
and 10 ports \

(107{& \ Optional HIC

/ Dedicated

/ technician

USBport  port (always
on)

Onboard SAS (expansion) \
Canister LEDs






OPS/images/8327ch03_Intro_Storwize.09.1.04.jpg
Battery LEDs.

Management
Onboard 12 Gb
e \(\ T GbE) SR pamsn) \ Optional HIC

\ \
/ Technician port  Onboard 12 Gb SAS (host) \
(can be used for Canister LEDs
USB port 1 GbE /0 after

setup)






OPS/images/Figure3-1.png
Battery LEDs
Management port (1 GbE

nboard 12 Gb SAS (expansion)
Optional HIC

Technician port (can be used for 1 GbE /O after setup)
Canister LEDs

USB port





OPS/images/8327ch03_Intro_Storwize.09.1.02.jpg





OPS/images/8327ch03_Intro_Storwize.09.1.01.jpg





OPS/images/image007-IQNListHost.png
Overview | Mapped Volumes | Port Definitions

] = Showing 4 host ports |
Type Status #Nodes Logged In

iqn.1986.03.com.ibm:2145.redbookscluster!.node1

v Active 2
iqn.1986-03.com.ibm:2145.redbooksclustert.node2 @iscsi v Active 2
iqn.1986.03.com.ibm:2145.redbookscluster2.node1 giscsi @ Offline 0
iqn.1986.03.com.ibm:2145.redbookscluster2.node2 giscst © Offline 0





OPS/images/image005-AddingIQNs.png
Add iSCS Ports

Host Name: host0

iSCSI Ports

[ |

Port Defi

ions.
iqn.1986-03.com.ibm:2145.redbookscluster2.node1
iqn.1986-03.com.ibm:2145.redbookscluster2.node2

[naarors ot ncer |





OPS/images/image003-IQNListHostObject.png
ian.1995.0%.com ibm2i4sre... ISCSI
ian 199502 com ibm2M4Sre... GISCSI






OPS/images/image001-ChangingProperties.png
d-ZE=dh

[ # Add Host | = Actions | O Filter
Name Status HostType | #of Ports || Host Mappings
hosto 2 Yes

Rename...

Modify Volume Mappings...
Duplicate Volume Mappings...

Wodify Type...
Unmap All Volumes

Remove

Properties






OPS/images/lsiscsistorageport.png
Lo AN MBI RESI Sttt 5 S e






OPS/images/EnablingStorageAttribute.png





OPS/images/ModifyStorageAttribute.png





OPS/images/8327ch17_iSCSI_External_Virt_Conf_Changes.23.1.02.jpg
15





OPS/images/8327ch07_Configuring_Storwize.14.1.044.jpg





OPS/images/Detailed_Resource_Use2.png
MDisks

0

MBps

72 mBps

168 MBps (Read)
| 155 seconds ago

[ reastatency
23ms

] wite atency
58ms






OPS/images/8327ch07_Configuring_Storwize.14.1.045.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.046.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.047.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.048.jpg
1SCS Initator Properties

Torges [ Dscovery | Favorte Targets [ Vokames and Deies [ RADILS | Confiasoton

‘Coniaraton etings hre aregobal il affectany fre connecons made it
e ratr

iy g caonectans may contne 9 ek, but can ol e syt resarts o
e st o s 10 reconect 10 8 et

Vien comecing 03 e, ahanced crnecon e sl e o ofa
oo opecton e

Intotor e
o 199105 com messowin 255t s appekstr o

To madfy th tstoe e, ik hange






OPS/images/8327ch07_Configuring_Storwize.14.1.049.jpg
TR SN LSRN n e s S PRGN

indows TP Configurat fon

Gthernet sdapter Ethernet

Gannect ion-apecific DNE Suffix -
06 Addresss o o v o e el
P06 Mddresa: DD DD I1010
TPoE Rddresss © T T 1110

BES

Link-local 1vé fadeses 0 1110

T A W ot 1)

Subnot Mask - 011110 M e )

DeFault Gateway - - o 1. .1 £oB0:: 2342005 F 2 Fe9:3800:18
ERtEN-#1

Ethornot adapter Ethernct

Gannect ion-specific DNS Suffix
TBug

1PV
1Pug
1206
IPvg
TR0
106
Link-Tocal Thui fddrses s
TPod Address. - & oo 11100
Subnet Maok - . . .1 l. ...
Thut advess. 0101110 2
Subnet Mask - o 011111 s
TPod Madmesa. S0 11001010 H
Subnet Mask - - 11111010
IPod Address. & . D11 oLl
Subnet Hagk

befault Gateday - 1011111010

192168041 116
2952550255 8
192 168141, 208
2557255 205w
192168141 201
3552852580

Fchernot adapter Echernuts

Gannect ion-specific DNS Suffix .
TPUG RAARBSE. o+« 4 s ae e L
IP06 Rddress :
IPVG Addrecs.
Link docal 1hoé fddvses
TPod Address. < & o oo L D0 19246041111
Eubnot Mask - . 1l ooll0 2552857255 .8
Bofaule Gatovay - - 1 1ol © FoBB:23 4350 E 1 foS
192168411






OPS/images/8327ch07_Configuring_Storwize.14.1.050.jpg
Targets | Dacovery | Favorite Tergets | Vokames and Devices | RADIUS | Configuration |
Quck Corpect

To dscover andiogon . argeteing a basc comecton,type he 1P aves o
NS e of e trget and hen cck ik Camect

e —
Refresh

o comect g dhenced optons, sec  trgetad then
trsy

Toconpitely deconnect s trge,sct e trget and
ek Dmmect|

Fortarget propertes, g confuraton o essions,
Slct e trget and ok Propertes.

For confiuraton ofdevces assocted with a et sdect
he arget and e ik Devies.






OPS/images/8327ch07_Configuring_Storwize.14.1.051.jpg
[ ————

e e s et

[ ooy






OPS/images/8327ch07_Configuring_Storwize.14.1.052.jpg
Targets | Dacovery | Favorite Tergets | Vokumes end Devices | RADIUS | Configuration |

Quek Comect
To dscover andiogon . argetusng a basc comecton,type he 1 adves o
DS name o th gt and hn ek Quk Comnect.

ot [ ] [okome

Dscovered rgets

Tone. Sous
0195603 com b 2145 ster, 113.57. 226 rode1.  nachve
1. 1986.03com. 62195 e 13, 57.26000e2  Inactve.

Tocornect sing aance aptons, et trget nd e
ey

To conpltely decomnect  trge,sect e trget and
kDot

Fortarget proprtes, ndudng confurton o sessiors,
st e Grgetand cck roperes.

For coniuratin fdevces assocated wih a et sdect
the arget and e ik Devis.

o ot s S connssions and s






OPS/images/8327ch07_Configuring_Storwize.14.1.053.jpg
140 the conecon o the ot of P Trges

T il ke the st utomatcaly aterpt o restore the
Cornecion eve e s orputer esars.

Clensle it

[ - S | |






OPS/images/8327ch07_Configuring_Storwize.14.1.054.jpg
o
Tagetporal

e [chedem
[lossagest

[Clensie cupbgon
O Logen et
AP olscnst caectin sty by proving asberiaon btween 3 et and

To e, sty the s nme s P st it s confrdon e et o the
i o el 1208 3 5 Ve N of e YA 1 S e
=X

. 155105 o s sk ookt o
seaet | |

[lpertom o athencoton

sl A, ethr sty an o st cnheCafipaaionpoge s

] RADILS b gt e asthentcaion credertis
(S ———






OPS/images/8327ch17_iSCSI_External_Virt_Conf_Changes.23.1.01.jpg





OPS/images/Multiple_subnet_configuration.png
Multiple subnets

10 GbE links

No Inter Switch Link

Storwize V7000






OPS/images/8327ch06_-_IBM_Storwize_performance.12.1.4.jpg
Storwize v7000






OPS/images/8327ch06_-_IBM_Storwize_performance.12.1.5.jpg
EsX
vSwitch !

-

vnic2

single switch no VLAN

u
i
. |

L]
S
I8
i

L 10GbENnk

1

Storwize V7000)






OPS/images/8327ch06_-_IBM_Storwize_performance.12.1.2.jpg





OPS/images/8327ch06_-_IBM_Storwize_performance.12.1.3.jpg
10GbE link






OPS/images/8327ch07_Configuring_Storwize.14.1.033.jpg
=he2 tsaar.1s0 S0t

Node1

=n 192 16841.121

‘St ek 265,255 2550 Bensird [

post
=he2 a4t

Node2
L ==






OPS/images/8327ch07_Configuring_Storwize.14.1.034.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.035.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.036.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.037.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.038.jpg
[ Shmsas
Node1

=hw e ez 16841.121
‘St Mask: 2582852550 x|
ot

sz esarsst oy

Node2
s






OPS/images/8327ch07_Configuring_Storwize.14.1.039.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.040.jpg





OPS/images/8327ch02_Intro_iSCSI.08.1.09.jpg
10GbE Link

Management

Management

FCoE.

FCoE (Paused)

iSCSI

—
fault LAN

2 3 45 6 7

Transmit queues

T

Traffic lane priorities






OPS/images/8327ch07_Configuring_Storwize.14.1.041.jpg





OPS/images/8327ch02_Intro_iSCSI.08.1.08.jpg
10GbE Link

~
©

S w

3

3

g -

= Paused lane

T [ L I -

@

2

S|«

=
°

-

Traffic lane priorities.

Receive buffers






OPS/images/8327ch07_Configuring_Storwize.14.1.042.jpg





OPS/images/System_Statistics_IOPS_and_MBps.png
rformand






OPS/images/8327ch02_Intro_iSCSI.08.1.07.jpg
ISCStinitiator

ISCSI Gateway

FCTarget

LUN






OPS/images/8327ch07_Configuring_Storwize.14.1.043.jpg





OPS/images/Detailed_Resource_Use.png
MDisks
0
168 MBps (Read)
| 155 seconds ago

"
& w
=
o tatency
. — [ reasiateney Lo
T2meps 23ms 8ms





OPS/images/8327ch02_Intro_iSCSI.08.1.06.jpg
ISCS Offload Engine
dovice driver

[— — ardure
e, | sesion.
s o
=






OPS/images/8327ch02_Intro_iSCSI.08.1.05.jpg
1SCS1 Offfoad Engine.

Hardware






OPS/images/8327ch06_-_IBM_Storwize_performance.12.1.1.jpg





OPS/images/8327ch02_Intro_iSCSI.08.1.04.jpg
=
==

e |

Software

Network Interface. Hardware






OPS/images/8327ch02_Intro_iSCSI.08.1.03.jpg
"»
9
Etemet
¥

Hhemet | p | 1cp
Header

Ehemet
waler (CRC)






OPS/images/8327ch02_Intro_iSCSI.08.1.02.jpg





OPS/images/8327ch02_Intro_iSCSI.08.1.01.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.34.jpg
oy | Actors | Ve | Toon | | ©) iy Attt Adachter (5] pert

P R ——— ot 8 Prt 1

3 e s
o ——)

3 s et i
[ E—— )






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.33.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.36.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.35.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.30.jpg
Bl

LX)

W oo
[ o

+ onie EGLOGIC 100800 Sera Number: 77crt41
W comoters  oniine 180 1726.4xx FASIT






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.32.jpg





OPS/images/SVC-MDisksByPool.PNG
MDisks by Pools

[ # create Pool | i= Actions
Name State Storage System
¥ xivpool 0 bytes / 96.00 GiB (0%)
& mdisks v Online 96.16 GiB controller2 - 0000000000000001





OPS/images/8327ch04_Planning.10.1.13.jpg





OPS/images/8327ch09-_IBM_Storwize_performance.15.1.05.jpg





OPS/images/8327ch04_Planning.10.1.14.jpg





OPS/images/8327ch09-_IBM_Storwize_performance.15.1.06.jpg





OPS/images/8327ch04_Planning.10.1.11.jpg
=hosrm.

Node1
=hesze

Sboat Mook 2552552550

=hos012.

Node2
=husozm






OPS/images/8327ch09-_IBM_Storwize_performance.15.1.03.jpg





OPS/images/8327ch04_Planning.10.1.12.jpg





OPS/images/8327ch09-_IBM_Storwize_performance.15.1.04.jpg





OPS/images/8327ch09-_IBM_Storwize_performance.15.1.01.jpg





OPS/images/8327ch04_Planning.10.1.10.jpg
=hioso120

1010110

=02,

1010210






OPS/images/8327ch09-_IBM_Storwize_performance.15.1.02.jpg





OPS/images/8327ch04_Planning.10.1.19.jpg





OPS/images/8327ch04_Planning.10.1.17.jpg





OPS/images/System_Canister_Statistics.png
erformance

{Systemsm ics. J 10PS






OPS/images/8327ch04_Planning.10.1.18.jpg





OPS/images/8327ch04_Planning.10.1.15.jpg





OPS/images/8327ch09-_IBM_Storwize_performance.15.1.07.jpg





OPS/images/8327ch04_Planning.10.1.16.jpg





OPS/images/Real_time_performance_graph.png
System Statistics ~ Graphs represent 5 minutes of data.

CPU Utilization Volumes
0






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.23.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.22.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.25.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.24.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.21.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.20.jpg





OPS/images/SVC-AddExternaliSCSI.PNG
Select the type of external storage that uses iSCSI connections.
() 1BM Storwize

(@ 1BM Spectrum Accelerate

© Dell






OPS/images/8327ch01_Use_cases.07.1.2.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.26.jpg
2 Dogradea

+ onine

T2s-c AT

EaLocic 100800

Soral Number:seg0s2tt






OPS/images/8327ch01_Use_cases.07.1.1.jpg





OPS/images/SVC-AddExternaliSCSI-Summary.PNG
Addxemalisosiserge X

Summary

Target IQNs:
iqn.2005-10.com.xivstorage:041529

‘Source port Target IP
3 192.168.100.121
4 192.168.100.123

R —— /1000007






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.28.jpg
s e optonat [xivehap
CHAP secret: [Redbookstaus
 Source port 1 connections )
Selectsource port 1 [pors -
Target porton remate storage : s
Souwoe port2 comestons 0o
Seloct source port 2 3 -)
Targe port o ricte shorage = (102168100123 )






OPS/images/iSCSI_Initiator_Mutual_CHAP_secret.png
The ISCST rfatar mutual CHAP secret is used to authenticate the target. The secret entered
here wil have to be configured on each target that you wish to use mutusl CHAP.

Mutual CHAP requires the use of nfitar authenticatian when cannecting to the target, ths can
be done by using the advanced options when making connections to the target.

To clear the secret from the intiato, cick Clear and then Cancel

Inkiator CHAP sece:






OPS/images/iSCSI_initiator_Configuration_tab.png
Togets [ Dsovery | Fovrks Trgets [ Vot andDevies | RADILS | Confuratien

Configuration settings here are global and wil ffect any future cannections made with
the inliator

Ay existing connictions may cantinue to wrk, but can Fal I the system restarts or
the inlitor ctherwse tries t2 reconnect to a targe.

When connecting to a target, advanced connection Features allow speciic contral o &
particuar connection;

Intiator Name:

i 1991-05.com.microsoft-win-tel2g9on0l iscs appchster.com

To madfy the intiator name, click Change.

Tosek the intiator CHAP secret for use with mutual CHAP,
cick CHiAP,

Toset up the IPsec tunnel mode adresses forthe intiator,
cick Psec.

To generate a repart of all connected targets and devices on
the system, clck Report

More about Confiauration






OPS/images/iSCSI_Initiator_CHAP_configuration.png
General | Tpsec

Connect using

ocal sdpter ot

J— oot

Target portal P

CRCJ Checksum
[Joata digest [Header digest

nable CHAP log on
CHAP Log on nformation

(CHAP helps ensure connection security by providing authentication between  arget and

anntiator,

To use, specy the same name and CHAP secret that was configured on the target for this
infatar. The name will deFaulk o the Intiator Name of the system Urless anather name s
specfied.

Name: o 1991-05.com.microsaftwin-tel2gSandl sl appclster.com

Target secret:

[JPerform mutusl authentication

To use mutusl CHAP, sther specify an inliator secret on the Configuration pags or use.
RADIL.

[JUse RADILS to generate user authentication credentials
[Juse RADIUS to authenticate target credentisls






OPS/images/iSCSI_Initiator_Advance_Settings.png
General | Tpsec

Connect using

ocal sdpter ot

J— oot

Target portal P

CRCJ Checksum
[Joata digest [Header digest

nable CHAP log on
CHAP Log on nformation

(CHAP helps ensure connection security by providing authentication between  arget and

anntiator,

To use, specy the same name and CHAP secret that was configured on the target for this
infatar. The name will deFaulk o the Intiator Name of the system Urless anather name s
specfied.

e [ 9108 o e e st o

T |

[JPerform mutusl authentication

To use mutusl CHAP, sther specify an inliator secret on the Configuration pags or use.
RADIL.

[JUse RADILS to generate user authentication credentials
[Juse RADIUS to authenticate target credentisls






OPS/images/iSCSI_Initiator_Discovery_Add_Target.png
iSCSl Initiator Properties

Targets | scovery | Favorke Targets | Volames andDevices | RADIUS | Confgration |

Taretporas
The systm il lock or Tergets onflloing ot
acvess o adepter 1P address
wszisoie s Mool SCSLIn.. 1921661101
izisoie s Miosoft SCSL I, . 192.165.61.101
iszisnois s Miosoft SCSL I, . 19216861101
< 0

>
To add a terget porta, clck Discover Porta. Discaver Partal

Enter the IP address or DNS name and port number of the portal you
want to add,

To change the default settings of the discovery of the target portal, click
the Advanced button

1P address or DNS name: Port: (Default s 3260.)

1 ] [s20

(s o

Toremove an SNS server, select the server above and

then clck Remave, Remove

More about Discovery and S5






OPS/images/iSCSI_Initiator_Propertires.png
Tarets [Dicovery | Favorke Targes | Vlames and bevices | RADIUS | Corfgaration
Quik Comect

Todiscover and log on o a target using a basic connection, type the IP address or
DHS name of the target and then clck Quik Connect,

Name Status
i 1986-03.com.ibm:2145.cluster 192, 168.41.50.node1  Connected
i 1986-03.com.ibm:2145.cluster 192, 168.41.50.node2  Connected
. 1986-03.com.ibm:2145.cluster 192, 168.41.50.n0dk3  Connected
. 1986-03.com.ibm:2145.cluster 192, 168.41.50.node#. Connected

To connect using advanced options, select a target and then
cick Connect,

To completely disconnect a target, slect the target and
then click Discannec.

For target properties, including configuration of sessions,
seloctthe target and clck Propertis.

Comnect

Propertis,

For configuration of devices assaciated with a target, slect

the target and then cick Devices. Devices,

More about basic 5CS] connections and targets






OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.19.jpg





OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.18.jpg
it Vi Ity Ariin Py e
o@ s
—
]
ot
® 1
= e —
T e






OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.17.jpg





OPS/images/8327ch05_-_General_Security_for_iSCSI.11.1.16.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.113.jpg





OPS/images/view_access_policy_after_add.png
Activities O B rVEUE VSFRNUEVER SN NSNS WS——

© Volume Volum... 4

Access Control List

Volume

oy sefins 1SCSlaceess. .. resincted

e Access type ... read-wrie

todass Multiple access._not shared

Setoffine

Set access type Ho access policy groups © Adg

Delete voume

Convertt tempiate Access policies (1)

Move volume: poicy. CHAP account & SCSiintior Paddresses | Appis fo
Folder AVouimeg o sispsliot

ove to folder =] Redbooks12345 192.168.104.199,

Access.
‘Add access poliy aroup
200 access poliey
‘2dd basic access point
Mansoe sccess polices

Snapshots
Modity snapshot policy.
Create snapshot
Restore volume
Dekete snapshots

Schedules
Create schedule

Replication
Confioure repieation

SyncRep.

Configure SvncRep

Mo basic access points @ lew





OPS/images/Hyperswap_convert.png
Add Volume Copy

site1 site2
—
Total 100.00 GiB Total 599.69 GiB
- o -
Capacity savings:  None - Capacity savings:
10 group: io_grpo - 10 group: Automatic -
Summary
1 volume

1 copy in site2
1 active-active relationships
2 change volumes






OPS/images/select_access_policy_for_volume.png
Dell EqualLogic Group Manager

Add Access Policies - Volume "Volume-Redbooks"

‘Access policis: (1074
Name.

© new [ woaty 3X pekte
= Description
“This i access polcy created fo connect






OPS/images/8327ch07_Configuring_Storwize.14.1.111.jpg





OPS/images/sym_access_allow.png
‘Set access type - volume Volume-Redbooks.

Read-write permission

© setrea-wite O et reag-only

Shared access

) ow simtaneous connestons from nttors wih dferent s
Alow ony i your environment can safely hands il nttors accessig the target

(ot et el






OPS/images/8327ch07_Configuring_Storwize.14.1.110.jpg





OPS/images/sym_access_2.png
Volume Volume-Redbooks

Activities
© Volume Volum... 4

e
Clone.
Eerem]
o
Pl
s ann
e
e
v

Replication
Confioure repieation
SyncRep.
Confoure SyncRep

EEll Access | Snapshots | Replicat Collections | Schedules | Connect
General Volume Information

Statu @ oniine  General settings Tags Replication...disabled
ISCSlaccess ......restricted  Volume name .. Volume-Redbooks  Vilualzation...Yes  SyncRep ......disabled
Access type. read-wre  Reported size....50 GB

SCSl connections. .0 Sectorsize . 512 bytes.

Description: This s a volume created for SVC cluster

Volume and Snapshot Space

Storage pool

Volume space.
Reported size

Thin provisioning
Volume reserve

Snapshot space
‘Snapshot reserve
‘Space recovery.
Number of snapshos.
Members.

Volume distribution
RAD preference
Load balancing.

500168
disabled
500168 (100%)

500168 (100%)
dekte oldest snapshot
0

Dek£q02

Dek£q01

automatic
enabled

default





OPS/images/volume_finish.png
1-General 4
2- Space 4
3-iSCSlaccess. 4

General settings
Volume name.
Storage pool.

size.

Sector size.
Descripton

Snapshot settings.
‘Snapshot reserve

In-use space warning it
‘Space recovery.
iscslaccess
iSCSlaccess.

Access type

Hultle access.

Access controls

Tags

Volume-Redbooks.
defaut
socs

St2bytes
“This & a volume created for SVC clster

100% of volume reserve.

dekte oldest snapshot

read-write

ves






OPS/images/Add_access_2.png
Volume Volume-Redbooks

Activities
© Volume Volum... 4

Volume.
Modiy seftinos
Modiy tacs
Clone
Setoffine
Setaccess tvoe
Dekete vouume
Convertto template
Move volume

Folder
Move to foder

Ploves
oy g
-
e i

Create snapshot
Restore volume

Dekete snapshots
Schedules

Create schedule
Replication

Confioure repieation
SyncRep.

Confoure SyncRep

EEll Access | Snapshots | Replicat Collections | Schedules | Connections
General Volume Information

Status. @ oniine  General settings Tags Replication...disabled
ISCSlaccess ......1oaccess  Volume name . Volme-Redbooks  Vilualzation...Yes  SyncRep ......disabled
Access type. read-wre  Reported size. .50 GB

SCSl connections. .0

Sector size

St2bytes.

Description: This s a volume created for SVC cluster

Volume and Snapshot Space

Storage pool

Volume space.
Reported size

Thin provisioning
Volume reserve

Snapshot space
‘Snapshot reserve
‘Space recovery.
Number of snapshos.
Members.

Volume distribution
RAD preference
Load balancing.

500168
disabled
500168 (100%)

500168 (100%)
dekte oldest snapshot
0

Dek£q02

Dek£q01

automatic
enabled

default





OPS/images/8327ch07_Configuring_Storwize.14.1.114.jpg





OPS/images/volume_created.png
Volume Volume-Redbooks
EE0ll Access | Snapshots | Replication | Collections | Schedules | Connections

Activities
© Volume Volum... 4

Volume.
Modiy seftinos
Modiy tacs
Clone
Setoffine
Setaccess tvoe
Dekete vouume
Convertto template
Move volume
Folder
Move to foder
Access
‘Add access poliy aroup
200 access poliey
‘2dd basic access point
Mansoe sccess polices
Snapshots
Modity snapshot policy.
Create snapshot
Restore volume
Dekete snapshots
Schedules
Create schedule

Replication
Confioure repieation
SyncRep.
Confoure SyncRep

eneral Volume Informatior

Statu @ oniine
ISCSlaccess .......restricted
Access type. read-wrte

SCSl connections. .0 Sector size

General settings
Volume name ... Volume-Redbooks  Virtuslzation. .. Yes
Reported size. . 50 GB.

Replication...disabled
SyncRep ......disabled

Tags

St2bytes.

Description: This s a volume created for SVC cluster

Volume and Snapshot Space

Storage pool
Volume space.

Reported size 500168

Thin provisioning ... disabled

Volume reserve 500168 (100%)
Snapshot space

‘Snapshot reserve .......50.01 GB (100%)
‘Space recovery. dekte oldest snapshot

Number of snapshots. .0

Members. Dek£q02
Dek£q01

Volume distribution

RAD preference ... automatic

Load balancing. enabled

default





OPS/images/Dell_radio_button.png
o
g
s
3
H
£
3
3
2
v
@
g
£
@
g
]
i
g
2
8
s
g
E
£
H
s
&

© I1BM Storwize
() 1BM Spectrum Accelerate






OPS/images/Storage_flag.png
Network Ethernet Ports

Management IP The Ethernet ports can be used for iSCSI connections, host attachment, and remote copy.

Service IPs
fo_grpo
io_grm3
@Eﬂnmﬂ%m node2 Configured  192.168.81.116  1Gbis Enabled
node2

Port & [Sete HostAttach | Storage Port |

: v s
2 v Configured 192.168.81.118 1Gbis Yes Enabled
£ Nees! node2 3 v Configured 192.168.81.120 1Gbis Yes Enabled
i
al: O e TMTD T s
node2 5 v Configured 192.168.81.102 10Gbis Yes Enabled
Fibre Channel
an wote2 6 Comfgured 19216851104 106 Yes Enatied
aconnmww o
node2 7 v Configured 192.168.81.106 10Gbis Yes Enabled
§ node2 8 V Configured  192168.81.108  10Gbis  Yes Enabled
Fibre Channel Ports =
note2 9 AT 06 Mo Disabied
wote2 10 ¥ Contqured 1924688112 Yes Enatied
node2 11 v Configured 192.168.81.114 10Gbis Yes Enabled






OPS/images/provide_dell_IP.png
10 group: io_grpo -

Target port on remote storage: 192.168.104.100
user name (cptonay:
CHAP secret: Redbooks12345

— Ca—TT






OPS/images/8327ch07_Configuring_Storwize.14.1.006.jpg
i5CST Protocol Device
lMove cursor to desired item and press Enter.

List ALl iscsT protocol Devices

Generate Erzor Report

Trace iSCsI Protocol Device
Remove 1SCSI Protocol Device






OPS/images/8327ch07_Configuring_Storwize.14.1.007.jpg
1SCST Protocol Device
tove cursor to desired item and press Enter.

List A1 iscsT protocol Devices
Generate Error Report

Trace iscsI Protocol Device

Remove iscst Protocol pevice

55051 Protacol Device

Move cursor to desired item and press Enter

F2=Refresh
Fl0-Bxit
neFind Next






OPS/images/8327ch07_Configuring_Storwize.14.1.004.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.005.jpg
ove cursor to desired item and press Enter.

iscs1 adsprer

15CST Target Device param
58S Discovery Configuration






OPS/images/8327ch07_Configuring_Storwize.14.1.002.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.003.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.001.jpg





OPS/images/Configuring_aix4.png
Change / Show Characteristics of an iSCSI Protocol Device

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

1i8CSI Protocol Device

Description

Status

iS8CSI Initiator Name

Maximum number of commands to queue to driver

Maximum Targets Allowed
2pply change to DATABASE only

F2=Refresh F3=Cancel
Fé=Command F7=Edit
F10=Exit Enter=Do

[Entry Fields]
iscsi0
1i8CSI Protocol Device
Available
[iqn.localhost.hostid.0>
e
[161
no

F4=List






OPS/images/8327ch07_Configuring_Storwize.14.1.009.jpg
COMMAND STATUS
fcommana: @ stdout: yes scderrs no
Jsefore comand completion, additional instructions may appear below.

[scsio changed






OPS/images/8327ch07_Configuring_Storwize.14.1.102.jpg





OPS/images/view_the_access_ips.png
Group Configuration [}

60 0
R R R ccess poiies Mw&imw

Access Policies

"o el EqualLogic Group Manager [
* Name:

SVC-Access-Polcy
Descripton
Thi i access polcy created fo connect SVC cluster

Access points: (107 18)
CHAP account SCslnfiator

P addresses © ew
Redbooke12345 192.160.104.199 2 woars
152,165,104 158
192.168.104.197 % pekte
152165104 156

[ e e






OPS/images/8327ch07_Configuring_Storwize.14.1.101.jpg





OPS/images/provided_ip_addreseses_to_accesspt.png
oup Configuration 00000
General | Administration | Motications | 1551 R0ttt SWMP | VOSVSS | Defautts | Updal

Access Policies =
Dell EqualLogic Group Manager ==
ol <
Dell Equall
S| New Extended Access Point
These s are SV niator Ps used o connect el controler
o must supp teast on ofhe folowing:
AP Account ame:
Epgmy | LN
581 ntiator Nae:
CHAP account I © new
P Addresses: (o1 15) F
4| ©aw %
TATHEND & woue
152,168,108 196 % pokte

162.165.104.187

tloa 162165104186






OPS/images/8327ch07_Configuring_Storwize.14.1.100.jpg





OPS/images/Create_volume.png
8 Group deleaian

8 vounss

 Volume Coectons

{5 Custom Snapano Coectons

Activities
Horowdlegab 4
Getiing Strted
Gt voume
Gt sccout
Cratesorase sl
Replcation
Contiureooter
Adminitration
Group cntiurston
Group montorng
Strasesools
Hereers
Vounes

Repleation
Colections:

Discover NAS devices





OPS/images/view_access_pocicy_completed.png
Access policies (1): © new [ moay
Poliy A cHap account sCsiintitor Paddresses
&% SVC-Access-Polcy

= 182.168.104.189, 192.168.104.198.





OPS/images/8327ch07_Configuring_Storwize.14.1.106.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.105.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.104.jpg





OPS/images/provide_access_point_desc.png
oup Configuration 00000
PSSR s osse: e Ul

Access Policies = 2
Dell EqualLogic Group Manager ==
ol <
RMALetl | New Extended Access Point
These s are SV niator Ps used o connect el controler
e
VG Access | You must suppy ateastane of the folowing:
o AP Account ame:
Epgmy | LN
581 ntiator Nae:
CHAP account I © new
P Addresses: (1 07 15) F
4| ©aw %
& woue
3¢ Delete
Hoa|






OPS/images/8327ch07_Configuring_Storwize.14.1.103.jpg





OPS/images/prvide_policy_name.png
nfiguration

[

@60

o

i il il il #cessPocies me

Access Policies

"o el EqualLogic Group Manager

“ame:
SVC-Access-Polcy
Descripton
Thi i access polcy created fo connect SVC cluster
Access points: (0 01 16)

CHAP account iscsl nfiator

New Access Policy

P agdresses © new

X

[ e e






OPS/images/8327ch07_Configuring_Storwize.14.1.109.jpg
s £

Q. caps: Capacy savngs:  tame:
o — e | (Fypersvap votmet Jo
Tamobgn
root poor
o graup: ummsee w0 o
sommary

e neompite






OPS/images/8327ch07_Configuring_Storwize.14.1.108.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.107.jpg





OPS/images/volume_size.png
1-General /' Volume space

*Volume size: (max 747368)

N ) Tinprovisioned voume (use siders below o st setings)

‘Snapshot space

‘Snapshot eserve (% of volure reserve): 100

6 Reported volume size 5001 G8

® estimated changes in storage pool default

Storage pool default

Hext

B






OPS/images/volume_name.png
Senen propertes

2 *Name: Volume-Redbooks
Description: This is a volume created for SVC cluster
3
Folder
B
[T create volume in foder:
5
. Storage pool assignment
Storage poo! Capacty Free
© detautt

Drves
149.47GB SAS HDD

Pool encryption
3¢ None






OPS/images/8327p01_iSCSI_Overview.06.1.2.jpg
Part 1





OPS/images/select_sym_access.png
Create volur

3 - Define iSCS! access poi

ints

1-General 4
2- Space 4
4

What kind of access type do you want for this volume?

© copy access controls from another volume

© select or gefine access control poices.

© Defie one or more basic access pois

© Nong (do not allow access)

Pick one or more access policies or policy groups.

© access poicies () Access Policy Groups

Ayalable: e Selectec:

B sVCace.. Poicy  Voumes and snapshots +

Do you want to allow simultaneous access to this volume from more than one ISCS initator?

©fved

One

] [ gon ] [stoners] | [ o |






OPS/images/8327p01_iSCSI_Overview.06.1.1.jpg





OPS/images/Select_access_policy.png
3 - Define iSCSI access points

1-General /| What kind of access type do you want for this volume?

Fa— | O cony acoess contros from another volume

© select or gefine access control poices.
> 3.iSCSlaccess © Define one or more basic access points

© Nong (do not allow access)

4
Pick one or more access policies o policy groups
: © Agcess poicies (O Access Paicy Groups.
6 Ausiable: New Edt Selected:

% SVC-Access Polcy policy Type Appiesto

Do you want to allow simultaneous access to this volume from more than one ISCS initator?
O ves I
One






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.51.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.50.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.46.jpg





OPS/images/image018-IQNListHost3.png
Overview | Mapped Volumes | Port Definitions.

W Ada | X Delete port | O Fiter | B
Type Statue ¥Nodee Loggedin

iqn.1986.03.com.ibm:2145.redbookscluster2.node1
iqn.1986.03.com.ibm:2145.redbookscluster2.node2






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.45.jpg





OPS/images/fig_15-14.JPG
[11:17:55] nodelCG8:~ # lsiscsistorageport

id src_port_id target_ipv4 target_ipvé target_iscsiname controller_id iogroup_list status sit
0 3 192.168.104.3 iqn.2001-05.com.equallogic:4-42a846-91b677£31-2788£59261458340-redbook? 2 0 none
1y 3 192.168.100.121 iqn.2005-10.com.xivstorage:041529 3 0: none
2: i3 192.168.104.190 iqn.1986-03.com.ibm:2145. redbooksbackendcluster.nodel 4 1 full
3 4 192.168.104.191 iqn.1986-03.com.ibm:2145. redbooksbackendcluster.nodel 4 1 full
4 3 192.168.104.192 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.node2 4 1 full
5 4 192.168.104.193 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.node2 4 1 full






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.48.jpg





OPS/images/image014-IQNListHostObject2.png
Overview | Mapped Volumes | Port Definitions.
4 ada | R pelete Port | O Filter

giscst
iqn.1986.03.com.ibm:2145.redbookscluster!.node2 giscst
iqn.1986.03.com.ibm:2145.redbookscluster2.node1 giscst

iqn.1986.03.com.ibm:2145.redbookscluster2.node2 giscsi

Type Status #Nodes Logged In

© Offline
@ Offline
v Active
v Active





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.47.jpg





OPS/images/image016-DeletingOldIQNs.png
Delete Ports

You selected 2 ports to delete. Verify the following lst of ports to delete

iqn.1986-03. com. ibm: 2145. redbooksclusterl . nodel,
19n.1986-03. com. ibm: 2145 redbookscluster] . node2

Verfy the number of port to delete
(2

Delete Cancel





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.42.jpg





OPS/images/image011-RenamingSystemName.png
Rename System Redbooks_cluster! x

Enter new name:

Redbooks_cluster2]






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.41.jpg





OPS/images/image012-ControllerConList.png
[11:21:45] nodelCGB:~ # lsiscsistorageport

id src_port_id target_ipvé4 target_ipvé target_iscsiname controller_id iogroup_list status
0 3 192.168.104.3 iqn.2001-05.com.equallogic:4-42a846-91b677£31-2788£59261458340-redbook? 2 none
13 192.168.100.121 iqn.2005-10.com.xivstorage:041529 3 none
2 3 192.168.104.190 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.nodel 4 full
3 4 192.168.104.191 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.nodel 4 full
4 3 192.168.104.192 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.node2 4 full
5 4 192.168.104.193 iqn.1986-03.com. ibm:2145. redbooksbackendcluster.node2 4 full






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.44.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.43.jpg





OPS/images/image009-ChangingSystemsName.png
Actions | 5]

Add Nodes

Rename System

Wodify System Topology
Turn OFf All Identify LEDs
Power Off System
Hardware

Properties

[
P
o0






OPS/images/MDisk8_is_added.png
owe s
- Come s o

- 7 v,
g e woman imnies
- ‘e i i
H P ep——

P 3

o





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.49.jpg





OPS/images/fig15-15.JPG
[11:17:55] nodelCG8:~ # lsiscsistorageport

id src_port_id target_ipv4 target_ipvé target_iscsiname controller_id iogroup_list status si
)i 3 192.168.104.3 iqn.2001-05.com.equallogic:4-42a846-91b677£31-2788£59261458340-redbookd 2 0:- none
1 3 192.168.100.121 iqn.2005-10.com.xivstorage:041529 3 none
= 192.168.104.190 iqn.1986-03.com. ibm:2145. redbooksbackendcluster2.nodel 4 full
3 4 192.168.104.191 iqn.1986-03.com. ibm:2145. redbooksbackendcluster2.nodel 4 full
=i 192.168.104.192 iqn.1986-03.com. ibm:2145. redbooksbackendcluster2.node2 4 full
5 192.168.104.193 iqn.1986-03.com. ibm:2145. redbooksbackendcluster2.node2 4 full






OPS/images/Refreshing_LunList.png
d-Zewda






OPS/images/gui_node_properties.png
— e ST —

D 2 (Bottom)
State: v Oniine

Configuration Node: ~ Yes
VW

200.00 GiB
Allocated

5.44TiB
Physical





OPS/images/gui_login_pane.png
Storwize V7000

Storage Management (v7k_r51)

D E—

Login (5]

Lcensed Vst - Propery of B Crp. © 8 Coporation nc the(=) 2010, 2014, M and St
ar e rademares ofthe T8V Coporationin e Unfe Sttes cshr ot or bt






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.02.jpg
10





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.01.jpg





OPS/images/Vmware_CHAP_Credentials.png
cotsste QR e X

Genral | NetworkConfuratin | Dynamc Dscovery | satcDicovery |

o -
G ow o
=
2 ]| M et s s
e
eorment] | The i sesetond Mool s secet mustbe dfrent.
Status: [~ CHAP (target authenticates host)
" -

V' Use initiator name

i Name: fan-1596-01.com.vmmare-locahost-35c25a13
— i R—

[~ Mutual CHAP (host authenticates target)
‘Selectoption:  [Do not use CHAP -

™ Use initistor name

Name: [
Secret: [






OPS/images/vmware_iSCSI_Initiator_Properties.png
RS s =)

Genera | NetworkConfuration | DynamicDiscovery | Satc Dscovery |
5cStropertes
== . 1998.01.commeresocahost 35catat3

Torget dscovery methods:  Send Targets, Stati Target






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.40.jpg





OPS/images/snap_options.PNG
Download Support Package

Select the type of support package to download. This package can be
several hundred megabytes.

(© Standard logs
() Standard logs plus one existing statesave
() Standard logs plus most recent statesave from each node

() Standard logs plus new statesaves






OPS/images/gui_audit_log.png
b-TEedE

11616 6:30:24 AM
616 6:30:03 AM

11516 8:36:57 PM

11516 8:36:48 PM
11516 8:30:21 PM

‘satask cpliles -prefix /dumps/svc.config.cron.”_170159 =sour...
‘svctask detectmdisk

‘svetask addiscsistorageport -logrp 0 0

‘svetask detectisclstorageportcandidate -targetip 192.168.1
‘svetask addiscsistorageport -logrp 0 0

‘svctask detectiscsistorageportcandidate -targetip 192.168.10...
‘svctask detectiscistorageportcandidate -fargetip 192.168.10...
‘svctask detectiscistorageportcandidate -fargetip 192.168.10...
‘svetask addiscsistorageport -ogrp 0 0

‘svctask detectiscistorageportcandidate -fargetip 192.168.10...
‘svetask addiscsistorageport -ogrp 0 1

svctask detactiscsistorageportcandidate -targatip 192.168.10...
svctask chaystem -sasysetup no

‘svctask addlscslstorageport -ogrp 0 0

svctask detactiscslstorageportcandidate -targetip 192.168.1
‘svctask addlscslstorageport -ogrp 0 0

Object ID





OPS/images/Gui_status.png
Status Description

'@' Alert This even

service ac

This even

Expired | This even

requires attention. Follow the fix procedure or
tion to resolve.

has already been fixed.

no longer represents a concern.

Monitoring | This even

is not yet of concern.

Message | This even

provides useful information about system activity.






OPS/images/gui_eventlog.png
Recommended Action: W
€3 Error 1625 : Incorrect controller configuration

[_@R,ﬁ.esh = Actions | Show All | - Filter | [

Showing 34 events | Selecting 0 events

Error Code Last Time Stamp Description Object Type Object Name

11/16/16 6:30:02 AM Message FC discovery occurred cluster Redbooks_cluster1
W:OZ AM Message iSCSI discovery occurred cluster Redbooks_cluster1
2AM @ Alert Incorrect controller configuration controller 1 controller1

3 PM Message iSCSI discovery occurred cluster Redbooks_cluster1
3 PM Message iSCSI discovery occurred cluster Redbooks_cluster1
3 PM Message iSCSI discovery occurred cluster Redbooks_cluster1
PM Message iSCSI discovery occurred cluster Redbooks_cluster1

[ PG T

Y

-An.n0 M emer i






OPS/images/gui_Health_Status_Alerts.png





OPS/images/added_controller.png
superuser (Security Admin

Actions | O Fiter

\a controller1 v Online EQLOGIC 100E-00 Serial Number: f3fbage3 site: U

mdisk6 v Online 100.00 GiB  Unmanaged





OPS/images/summary.png
Connected II0 group:  io_grp0
Target IP: 192.168.104.100

LUNs:

1aN Source port

iqn.2001-05.com.equallogic:4-42a846-fics... Port?

e ———————————’//7222227777727777






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.37.jpg





OPS/images/MDG_Dell.png
MDisks by Pools superuser

("% Create Pool | i= Actions | O Fiter

S&¥  Pool Dell GOnlinemy > 0bytes/100.00 GiB (0%)

& mdisks v Online 100.00 GiB controllert - 0000000000000000






OPS/images/Include_LUN.png
Select the IQNs to include. They will appear as MDisks to the system.






OPS/images/Discovered_LUNs.png
Add IQNs x

Select the IQNs to include. They will appear as MDisks to the system.

Include Name Sour |






OPS/images/LUN_included.png
Add IQNs x

Select the IQNs to include. They will appear as MDisks to the system.

Actions | O Fiter |
Include Name Source port I
v iqn.2001-05.com.equallogic:4-42a846... Port?






OPS/images/select_port.png
Include IQNs

Select the source port to associate with the selected IQNs.

Source port:






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.39.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.38.jpg





OPS/images/Anuj4.png





OPS/images/8327ch10-OpenStack.16.1.05.jpg





OPS/images/8327pref.04.1.1.jpg





OPS/images/8327ch10-OpenStack.16.1.04.jpg





OPS/images/8327ch10-OpenStack.16.1.03.jpg
<—»  Controlpath

<——» Dawpath

Resource
management
requests
Virtual
Instance

Hypenisor

Cinder:

Nova: (<>

orage [+———»f  Storage Controller
Compute 1BM Storage

driver for
Openstack






OPS/images/8327ch10-OpenStack.16.1.02.jpg





OPS/images/8327ch10-OpenStack.16.1.01.jpg





OPS/images/8327ch10-OpenStack.16.1.09.jpg





OPS/images/8327ch10-OpenStack.16.1.08.jpg





OPS/images/8327ch10-OpenStack.16.1.07.jpg





OPS/images/8327ch10-OpenStack.16.1.06.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.56.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.53.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.52.jpg





OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.55.jpg





OPS/images/detectmdisk.png
[15:09:04] nodelCGg:~ ¢ lsmdisk

id name  status mode mdisk grp_id mdisk grp_nane capacity corl Low ¢ controltex name
0 mdiskn online unmanaged 136.265' 0000300000000000 concrollerd
1 maizks online unmanaged 5001063 0000000000000001 concroller2
2 maisks online unmanaged 500063 0000000000000000 concroller2
3 maisir online unmanaged 500068 0000000000000002 concroller2
i maisks online unmanaged 500068 0000000000000003 controller2

[15:09:54] nodel5s:~ # detectadisk
[15:05:56] nodelcos:~ # Lsmdisk

id name  status mode  mdisk grp id naisk_grp_name capacity ctrl LUN ¢ contxollex_name
o mdisko online unmanaged 136.268' 0000300000000000 controllerd

1 mdisks online unmanaged 5001063 0000000000000001 concroller2

2 mdisks online unmanaged 5001068 0000000000000000 controllex2

3 mdisk? online unmanaged 5001068 0000000000000002 controllex2

¢ mdisks online unmanaged 500.0680000000000000003 conteoller2

s mdisks online unmanaged 5001068 0000000000000003 controller2
(15:10:00 node1cs






OPS/images/8327ch15_iSCSI_External_Virt_Dell.22.1.54.jpg





OPS/images/8327pref.04.1.9.jpg





OPS/images/SHALAKA-A-VERMA-FINAL-HEADSHOT.png





OPS/images/8327pref.04.1.7.jpg





OPS/images/Subhojit.jpg





OPS/images/Rothenwaldt,_Torsten_(w3_2015).jpg





OPS/images/8327pref.04.1.4.jpg





OPS/images/8327pref.04.1.3.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.02.jpg
11





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.01.jpg





OPS/images/8327spec.03.1.1.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.09.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.08.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.07.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.06.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.05.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.04.jpg
L






OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.03.jpg
PO RC———

P —

R A—

2 o

==

8=

[P ApR———

3 &

=g~

[ O ———

‘St ety e s gt s

Y2






OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.18.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.19.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.16.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.17.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.20.jpg





OPS/images/8327p03.18.1.2.jpg
Part 3





OPS/images/8327p03.18.1.1.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.10.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.11.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.14.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.15.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.12.jpg





OPS/images/8327ch12_iSCSI_Virt_Overview.19.1.13.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.10.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.11.jpg





OPS/images/Add_ext_iSCSI_storarage_wizard_Storwize_1_cropped.png
Select the type of external storage that uses ISCSI connections.
@ 1BM Stomize
© 1BM Spectrum Accelerate

© pent






OPS/images/Add_ext_iSCSI_storarage_wizard_Storwize_2_cropped.png
CHAP secret:

Source port 1 connections

Select source port 1.

Target port onremote storage 1.

Target port onremote storage 2.

192.168.104.190

192.168.104.192

Source port 2 connections.

Select source port 2:

Target port onremote storage 1.

Target port onremote storage 2.

192.168.104.191

192.168.104.103

Cancel






OPS/images/8327ch13_iSCSI_External_Virt.20.1.18.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.19.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.14.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.15.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.16.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.17.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.12.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.11.jpg





OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.14.jpg
s | Actos | Vew | Too | | G | O Ao  Adacumer 5 gert & e
Eer— E S Lttt &






OPS/images/XIV-AddCluster.PNG
Add Cluster

System: XV B-SVeXV
Name: * [Redoooks_SvC
Type: aefout

[ e






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.10.jpg
srems | Actors | Ve | Toon | oo B | © o osew wertce-tcs ] e & v
[ e ) [E






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.19.jpg
Spma | Actrs | vew | Toon | Wow | B O

7 Dtk Voames 4 ShomUnmapped Voimen Ony S, v,

[ T —————— [UE

i PSS

e w8






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.16.jpg
ki o

s | Actos | Vew | Too | e | G | O Ao  Adacumr 5 get
Eer— ot (0. o 3, ot 1

Lot vty e pr oo

[ —
jros—






OPS/images/XIV-AddHost.png
Add Host

System:
Cluster:

Name:
Type:

CHAP Name:
CHAP Secret:

*

XV BH-SVEXV
Redbooks_SVC
Redbooks_SVC_nodet
default

Xvchap

Redbooks 12345

Cancel






OPS/images/8327ch14_iSCSI_External_Virt_XIV.21.1.18.jpg
54 0V Storge Maragement. ) )

By poaton 35 WUENEE (5] cwort i,






OPS/images/XIV-Host-AddPort-Parameters.png
Add Port

System: XV B-SVeXV

Host Name: Redbooks_SVC_node1
Port Type: iscsi S

SCSI Name. * [23.com ibm2145 redbooksclustert node1

e e






OPS/images/Configuring-VMware-ESX7.png
Use network labels to dentfy Mkernel connections while managing your hosts and datacenters.

Cornecton Tvpe S
& Connection Settings
P Settings Network Label: ==p
Summary VLANID (Options)s e =]

T Use this port group for vMotion
I~ Use this port group for Fault Tolerance logging
T Use this port group for management traffic

Network Type: [ st E
e

previen [Pand e
Waral P Eep—
VMkemel 2 Q. B vics
Warai P
VMuare-isCsT Q.
mk2 : 192.168.42.87

<Back Next > Cancel






OPS/images/Configuring-VMware-ESX8.png
‘Add Network Wizar

VMkernel - IP Connection Settings

Spedify VMkernel IP settings
_ G © Obtain P setings autamaticaly
el © Use the folowing  settngs:
Sunmary P Addres: R I
|
| Subretasc [ 3 0
'VMkernel Default Gateway: [152 88 a1 . 1 Edit...
=
e T
VMkerel 2 Q. B s
o2ttt






OPS/images/Configuring-VMware-ESX9.png
tic (=)

General Network Configuraton | Dynamic Discovery | Static Discovery |
kel PortBindings:

PorGraup T VMkerel Adapter | Port Group Policy | Path Status

Remove

‘WMikernel Port Bnding Detais:






OPS/images/Configuring-VMware-ESX10.png
Bind with VMkemel Network Adapter (=

5] Only VMkernel adapters compatile with the SCS! port binding requirements and availble:
physical adspters re isted.
1Fa torgeted Wkernel adapter s not sted, o to Host > Configuraton > Networking to pdate
s effectve teaming polcy.
‘Select WMkernel adapter tobind with the SCST adapter:
Port Groun [VMkemel Adspter | Physical Adapter z
& Management Network(vSwitcht) vk BB vmico (1000, Ful)
5. VMMkemel (vSvitch1) kL BB vmnict (1000, Ful)
& VMware-SCS1 (vSwitchs) iz BB vmnic3 (1000, Ful)
= - w vmics
- - i -
el i T
ikt
vSvitch1
ikl
192.168.41.175
255.255.255.0
feB0::250:6f et 68de /64
Physical Network Adapter
Name: mnict
Device: Intel Corporation 1350 Gigabit Netwiork Connection
Link Status: Comected
Configured Speed: 1000 Mbps (Full Duplex)
o« Gancel teb






OPS/images/Configuring-VMware-ESX11.png
Initiator

General Network Configuraton | Dynamic Discovery | Static Discovery |

kel PortBindings:
Port Groun TVMkemel Adapter | Port Group Paiey | Path Statis
« i ] v
‘WWkerelPortBincing Detais:
Vietual Network Adapter
ikemel: ikt
Such: vsuitch1
Port Group: Mkernel
Port Group Policy: © compliant
P Address: 19218841175
Subnet Mask: 2552552550
1Pys Address: fed0:1250:6fffesdisade/ot

Name:
Device:

Link Status:
Configured Speed:

Physical Network Adapter

mnict
Intel Corporation 350 Gigabit Network Connection
Connected

1000 Mbps (Full Duplex)

e | |






OPS/images/Configuring-VMware-ESX12.png
Genra | NetworkCanfguraton | Dynamic Discovry  SatcDiscovery |

Discovered or manualy entered iSCSI targets:

ST Servr Cocaton Targethams T

(3 Add Sotic Target Sever =)

Port:

ISCSI Target Name: [ an. 1986-03.com fbm:2145.duster node 1

Parent:

() Authentication may need to be configured before a session can
be estabished with the speced trget.

oup.. | pderces

Cancel Help.

gemove | settings.

L |






OPS/images/Configuring-VMware-ESX13.png
‘General | Network Configuration | Dynamic Discovery _ Static Discovery |

Discovered or manualy entered iSCSI targets:

[[Scstserver Location [ Target Name T






OPS/images/Configuring-VMware-ESX14.png
Genra | NetworkConfgraton Dynaic iscovry | satcDiscovery |
Send Targets
Discover iSCSI targets dynamically from the following locations (IPv4, IPv6, host name):

SCSTSemver Location T

(@ Add send Target semer =)

ISCST Server:

Authentication may need to be configured before a sesson can
[0 be estabished with any dscovered targets.

oup.. | pderces

Cancel Help.

gemove | settings.

L |






OPS/images/8327ch10-OpenStack.16.1.10.jpg





OPS/images/Configuring-VMware-ESX15.png
‘General | Network Configuration | Dynamic Discovery | Static Discovery |

el
g (TR —
aiss:
rerget | A1ISCS taroets are athentcated sing thse aedentisuriess
theruise peced n the targets CHAP etings.
Correrl | T e oo et and s 4o secret mist e aierent.
Status: - CHAP (target authenticates host)

[~ Mutual CHAP (host authenticates target)
Select option: [Use craP -
T~ Use initiator name






OPS/images/Configuring-VMware-ESX22.png
Deviee [Tpe ]
iSCSTSoftware Adapter
© b7 =y Tan 19960 comymwareilocalhost 35 el
Patsburg 6 Port SATA AHCI Controller
@ wmiba Blockscst
© bz Blockscst
© vmibaz Blockscst
© vmiban Blockscst
© vmibazs Blockscst
© vmibak Blockscst
I5P2532-based 8Gb Fibre Channelto PCI Express HBA
@ wmiba2 FbreChamel 20
© vmiba FbreChamel 201
"MegaRATD SAS Fusion Controller
Details
vmhba37
Model: SCSt Software Adapter
SCSTName: ian.1996-01.com ymiereiocabost 35ca5a13
SCS1 Alas:
Comnected Torgets: 2 Devices: 1 paths: 2
View:  Devices| Paths
Runtime Name | Target WN [ ss i
vmhba37:CO:TL:L0 _iqn.1986-03.com.ibm:2145.cluster9.113.57.226.1.._ 0 & Acve o) |
MRba7:COTOAD _ian.1986-03.com ibm:2145 clusters L 13.57.226... 0 o Adive






OPS/images/Configuring-VMware-ESX18.png
e sty | efic g N Tearig |
[~ Policy Exceptions

Tty s re o
oo [ C—

¥ Override switch faiover order:

‘Select actve and standby adapters for tis port group. In a falover situation, standby.
‘adapters activate n the order spedfied belon.

Name  [Seesd Thearks
Actve Adapters
W o 1000l 000.1:255255.255.254
Standby Adapters.
UnusedAdapters






OPS/images/8327ch10-OpenStack.16.1.11.jpg





OPS/images/Configuring-Windows8.png
Tarets [Dscovery | Favonte Targets | Voumes nd Devies | RADILS | Confgraton |
Qui Comnect

To discover andlog on to 3 target using 2 basic connecton, type the IP address or
DNNS name of the target and then dick Quick Conect.

Target: Quick Comnect.

ian. 1986-03.com.ibm:2145.clsterS. 113.57.226.node2.

To connect using advanced options, seect a target and then
dick Connect.

To completely disconmect a target, select the target and
then cick Disconnect.

For target propertes, induding configuration of sessions,
select the target and cick Proper .

For configuratin of devices associated with a target, select
the target and then dick Devices.

More about basic ISCSI connectons and targets






OPS/images/Configuring-Windows9.png
iSCS Initiator Properties

Targets| Dscovery | Favorte Targes | Volames nd Devies | RADIUS | Confgraton |

Tagetpors
T ystem ok forTargetsan folowing ot
Address Port Adapter 1P address.
Toodd s argetpors, ik Dicover Porl. Ducove ora.
Toremovea taretporaslct the ks sove and e
e Gk vamoe.
[E—
T ystem s egstred o th ooning S sevrs:
e
P ——— haasene.
;. ‘Add iSNS Server \_1
s the P aress o ONS e ofservrs
s ]






OPS/images/8327ch07_Configuring_Storwize.14.1.057.jpg
Fle Acion View Help

]

"+ ) SysemTools
b @ ToskScheduler
2 Eventviewer
b 5 Custom Views
% Windowz Logs
] Applcation
6 Securty
] seup
@ sytem

2 Subscrptions
) 5 ShareaFoders

» @ petomence
2 Devce Manager

4 5 Sorage

(& Computer Management (Loca

] Forvarded Even
12 Applkcatons and Se|

8 Loca Usrsand Groups

8 Windows Sever Esc

[ Loyout [ Type [ Fie System |
) Smple Basic NTFS e
o SystemReseved Simple Basic TS H

2 Dk ans
+ B Senvices anc Ay

e
P —
Create VHD.
o System Reserved
[MlischYHD 350 MB NTFS.
Py || o S S—
= 5

NoMedia






OPS/images/Configuring-Windows11.png
iSCS Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Devices x

Pathld  Stats  Type  Weght  SessionID
OTM5... Comne... Actve  nfa Fffa800ed41020-4000]
OTM5... Comne... Actve  nfa Fffa800ed41020-4000]






OPS/images/Configuring-Windows12.png
=

Load balance policy:

[Round b it sost

Desaription

“The round robin with subset polcy executes the round robin polcy.
oy on paths designated as active. The standby paths wil be tried
‘on a round-robin approach upon faiure of al actve paths.

This device has the folowing paths:

Pathld  Stats  Type  Weght  SessionID
OTM5... Comne... Actve  nfa Fffa800ed41020-4000]






OPS/images/Configuring-VMware-ESX1.png
(@) Add Storage Adapter B






OPS/8327cover.jpg
bmcomroc

iSCSI Implementation and Best
Practices on IBM Storwize
Storage Systems

Jonathan Burton
Anuj Chandra
Jordan Fincher
Kushal Patel

Torsten Rothenvaldt
Subhojt Roy

Bharti Soni

Shalaka Verma
Megan Gilge

@ Cloud

n partnership with
1BM Academy of Technology






OPS/images/Configuring-VMware-ESX2.png
Storage Adapters

Device. [ Type WWN
15CS1 Software Adapter
Q vmhbas7 S Tan 198-01.com vmviaretlocalhost 35t
Patsburg 6 Port SATA AHCI Controller
@ vmhba Blockscst
@ vmhbaz2 Blockscst
@ vmhbas Blockscst
@ vmhbase Blockscst
@ vmbass Blockscst
@ vmhbass Blockscst
15P2532-based 8Gb Fibre Channelto PCI Express HBA
@ vmhba2 FibreChamel  20:00¢
@ vmba3 FibreChamel  20:00
MegaRAID SAS Fusion Controller
Details
vmhba37
Model: 1CS1 Software Adapter
CSI Name: ian. 156801 com.ymuareocahost 35casa13
SCS1 Alas:
Connected Targets: 0 Deviess: 0 Paths: 0
View: [Devices Paths|

Name | tentier Runtime Name






OPS/images/Configuring-VMware-ESX3.png
‘Generl | etwork Confiratn | Dynamic Dscovery | taticDiscovery |

[~ISCSI Properties.
Neme: 1199801 comvmarcdocahost 35caSat3
s

Torget dscovery methods:  Send Targets, Stati Target

- Software Inititor Properties
Status:






OPS/images/Configuring-VMware-ESX4.png
e —I ————

Connection Type

Networking hardare can be par itoned to accommodate each service that requires connectity.

Connection Type
Network Access
Connection Settings
Summary

“The UMlkernel TCP/IP stack handles traffic for the foloing ESX services: vSphere vMotion, SCS, NFS,

‘and host management.

<Back






OPS/images/Configuring-VMware-ESX5.png
e e T
free—
Use network labels to identify migration compatible connections common to two or more hosts.

Connection Type. Port Group Properties
Network Access

Connection Settings NetworkLabe: E—
|| s AN D (optara: Er— |

=
T e
= e

<Back Next > Cancel






OPS/images/Configuring-VMware-ESX6.png
R e ————

Connection Type
Networking hardare can be par itoned to accommodate each service that requires connectity.

Connection Type
Connection Settings ‘Connection Types
Summary

“The UMlkernel TCP/IP stack handles traffic for the foloing ESX services: vSphere vMotion, SCS, NFS,
‘and host management.






OPS/images/iSCSI_Initiator_Discovery_Tab.png
ISCSlIntiator Properties % W W )

Tergets | Discovery [ Favorite Targets | Volumes and Devices.

RaDis | Canfuration]

Tagetpors
T ystem ok forTrgets o folowing ot
Address Port Adapter 1P address

[ ———

To remove a target portal, select the adcress above and e

e kv,
[E—
The ystenis regeredon e floing SS severs:
ame

|

i
[ ———— haaseners

Toremove an SN server, select the server above and

Toremors s Remove

More aboutDiscovery and SNS

| Ce






OPS/images/Add_iSNS_Server.png
iSCSl Initiator Properties

Targets| Dscovery | Favonte Targets | Voumes and Devies | RADILS | Confgraton|

Target portals

T ystem ok forTrgets o folowing ot

adapter

sy
The ystenis regeredon e floing SS severs:

Name

Toadd o NS server, ik AddServer.

Toremove an SNS server, select the server sbove and |

Toremoveanisis =

More aboutDiscovery and SNS






OPS/images/8327ch07_Configuring_Storwize.14.1.091.jpg





OPS/images/Configuring_pfc1.png
d-DmE®d

w Service IP Addresses

Ethernet Ports

| CEC—
CE—

C—

GUI Preferences





OPS/images/Configuring_pfc2.png
 Configured
 Configured

A\ Unconfigu...
A\ Unconfigu...

v Configured
v Configured
A\ Unconfigu..

Modify VLAN
Wodify IP Settings

Modify Remote Copy
Modify iSCS! Hosts.






OPS/images/Configuring_pfc3.png
Modify VLAN for port 4 on Node 1

Apply change to the failover port too






OPS/images/Configuring_pfc4.png
Speed ¥ | Priority Flow Control for IPv4

1Gbis
1Gbis. No
1Gbis. No
1Gbis

1Gbis No
1Gbis. No

10ebis | Yes (Lossless)
10Gbis Yes (Lossless)






OPS/images/8327ch07_Configuring_Storwize.14.1.096.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.097.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.098.jpg
Priorty

Bandvidth for

iSCS! Traffic
»

:0

0:30:30:4

Protty | Priorty | Prionty [Priorty
Grow 0 | Grow2 | Group 4[Group 6|

Py Pty Prory Pricrty
Gow1  Grow3 GrowpsGrup7






OPS/images/8327ch07_Configuring_Storwize.14.1.090.jpg





OPS/images/Configuring-VMware-ESX23.png
VM Network ti

Genera | seuity | Trafc haping NICTeaming |

[ Policy Exceptions.
Load Balanding: I [Route based on the orignating vrual port -]
Ol |
Noty Swiches: rfe
. FE—

Falover Order:

¥ Override switch faiover order:

‘Select actve and standby adapters for tis port group. In a falover situation, standby.
‘adapters activate i the order specfied below.

T TNetwors i | wovetn
Acte i

e o amsmissmiss _tovetom |
Standby Adapters

Srcantapn

S T
[~ Adapter Details

Intel Corporation 1350 Gigabit Network Connection

e =a

et =z

Driver: b






OPS/images/Configuring-VMware-ESX20.png
ind with VMkernel Network

(5] Orly Vikernel adapters compatile vith the ISCST portbinding requiements and avadable

physical adspters re isted.
1Fa torgeted Wkernel adapter s not sted, o to Host > Configuraton > Networking to pdate
its effectve teaming pocy.

‘select Vikernel adapter to bind with the ISCST adapter:

Port Graup [ Viikemel Adspter | Physical Adepter =

5 Management Network(vSwitcht) _vmko B vrnicd (1000, Ful)

| | & VMware-iscsl (vSwitchs) vmk2 B vmnic3 (1000, Full)

= - B vics

- - B 7

- - BB vmic2 (1000, Ful)

il ] >

VSvitcho
Management Network.

sa57222

255.255.254.0
FF-2002:976:2608:205:6eae b fffed1: 15aa/64

Physical Network Adapter

Name: vmnic)

Device: Intel Corporation 350 Gigabit Network Connection
Link Status: Connected

Configured Speed: 1000 Mbps (Full Duplex)

oK Cancel Help.






OPS/images/Configuring-VMware-ESX24.png
o = =

General Network Configuraton | yramic Discovery | static iscovery |
Wkernel Port Bindigs:
Fort Group. [ Viikemel Adupter | Port GroupPoliey | Pafhsatus |
& Vikermel2(vSwitcht) __ vmks © Complat T MotUsed
& VMwareisCSI(vSwitchs)  vmk2 @ Compliat o MNotUsed
« i ] v
dd Remove.
ikermel Prt Binding Detais:
Virtual Network Adapter
ikermel: i
Sutchs Vsuitcho
port Group: Wikemel 2
Port Group Policy: © compliant
T address: 15216841107
Subnet Mask: 2552552550
Tpus Address: fesouastisefifesdincedios
Physical Network Adapter
Name: wmmict
Device: Intel Corporation 1350 Gigabit Netvork Connection
Link ststus: Comected
Configured Speed: 1000 Mbps (Full Duplex)
o | |






OPS/images/Configuring-VMware-ESX25.png
e TTee o T
15CS1 Software Adapter

@ vohba7 iscst Tan 1998-01Lcom vmviareflocalhost S5l |
Patsburg 6 Port SATA AHCI Controller

@ vmhba Blockscst

@ vmhbaz2 Blockscst

@ vmhbass Blockscst

@ vmhbase Blockscst

@ vmbass Blockscst

@ vmhbass Blockscst
15P2532-based 8Gb Fibre Channelto PCI Express HBA

@ vmhba2 Fibre Channel

@ vmhbas Fibre Channel
"MegaRAID SAS Fusion Controller
Details

vmhba37

Model: 1CS1 Software Adapter

SCSIName: ian. 156801 com.ymuareocahost 35casa13

SCS1 Alas:

Comnected Targets: 2 Devices: 1 paths: 2
View: [Devices Paths|

Name [ tdentifier

TBM 1SCSIDisk (n22.6005076400b0.._n2a.600]

Detach
« | Copyidentifiertoclipboard






OPS/images/Configuring-VMware-ESX26.png
(5 1BM iSCS Disk (n3a.60050764005000013800000000000007) Manage Paths S

~Polcy

Pt sclcin: g ) = |
[MostRecently Used (inare

Storage Armay Type: o5t Recently Used (Winare)

-paths

Runtime Name | Target TN [ sans TPreferred |

mRba37:COTOAD _ian.1986-05.com.bm:2 45 dlusterd.1 1357 226 node L0 ® Acve ]

'vmhba37:C0:T1:L0  iqn.1986-03.com.ibm:2145.cluster9.113.57.226.n0de2:1.. 0 @ Adive(/0) =

_reresn_|

Name: ign. 1998-01.com.mwareJocahost-35casa13-000234000003,qn. 1986-03.com.ibm: 2145 clusterS. 113.57.226.node.

[Runtine Name:  vmhba37:COTOLO
iscst
Adepter: ign. 1998-01.com.vmwarelocalhost-35casa13
1SCST Al
Target: gn. 1986-03.combm:2145.lusters. 113.57.226.node 1.

192.168.41,150:3260






OPS/images/Insatll_iSNS_Server_Service.png
Select features

Before You Begin
Instalation Typ:
Server Selection
Server Roles

Confirmation

Select one or more features to install on the selected server.

Features

] Data Center Bridging
[ Enhanced Storage
Failover Clustering (nstal
[ Group Policy Management
] Ik and Handiuriting Services
[ nteret Printing Clent
] 1P Address Management IPAM) Server

[ LPR Port Monitor
] Management ODta S Extension
[ Media Foundation

b [ Message Quesing

[ Network Losd Bslancing

DESTINATION SERVER
WIN-TEL2OSONOL s ppclusercom

Description

Intemet Storage Name Server (SNS)
provides discovery services for
Intemet Small Computer System
Interface (SCSI) storage area
networks. iSNS processes
registration requests, deregistration
requests, and queries from ISNS
dlents,






OPS/images/iSCSI_Network_configuration.png
i5CSI Configuration

Management IP Configure system properties to connect to iSCSk-attached hosts.
Addresses

. Name
@ Service IP Addresses System Name
| Cluster_9.113.57.226
! @ Ethernet Ports

3 1SCS! Aliases (optional)

;
G e e

Fibre Channel { nodet J
%{ Connectivity

ISNS (optional)

&
g
=3
H [node2 ]
]
&

S Address

(Support _— Modify CHAP Confiquration






OPS/images/iSNS_Address.png
1SN (optional)

ISNS Address.

‘Modify CHAP Confiquration





OPS/images/Apply_changes_for_iSNS_Address.png
iSNS (optional)

S
sz
T

i Changes have ot yet been applied to the system for the iSNS information.

Apply Changes'






OPS/images/iSCSI_Initiator_Properties.png
ISCSl Initiator Properties % % W% =2

Teroe®s |Discovery | Favore Targes | Vokumes and Devices | RADIS | Configratin]
o
To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then diick Quick Connect.
B
il [ name Status.
Ul I
U i
I i
TS
o
S
o e |
For target propertie, nduding configuraton of sessions, e
T e
| | For configurationof devicesassosated with a target,seect F— |
e






OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/8327ch13_iSCSI_External_Virt.20.1.09.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.08.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.07.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.06.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.05.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.15.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.14.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.17.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.16.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.19.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.18.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.20.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.22.jpg
10 Gops Ethenet ports

B activity
B
[Rame.[calt o [Symbol Color [state_[wamning
actvity Tx [Groen |OFF|No actity
o [nctvity on ek
Link K Amber | OFF No link connection

FLASHING There is a connection to a remote device.






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.21.jpg
Bk spesd
Bacomy
[Name [catiour symbe olostate [ earing
Link speed None  Green OFF No link connection or link connectad at less than 1Gbps.
on | Thers 52 16bs ik comecton t 2 remote deves
actaty B None  Green OFF No activity.

FLASHING Activty on k.






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.24.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.23.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.04.jpg





OPS/images/8327ch13_iSCSI_External_Virt.20.1.03.jpg
el =
One-one

initiator—target
port
connectivity

‘Soghe 1o pe re

Clusterwide
Dual-
Redundant

Connectivity
SgelN pr roe

ecugh ey session

g every session






OPS/images/8327ch13_iSCSI_External_Virt.20.1.02.jpg
12





OPS/images/8327ch13_iSCSI_External_Virt.20.1.01.jpg





OPS/images/8327ch07_Configuring_Storwize.14.1.099.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.11.jpg
d-Tamda






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.10.jpg
d-Taeta






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.13.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.12.jpg
| mwme x| R X Do

DT T —

e« @R x|+
IR T

oflas

wanage sstem

U vamty

Crange serea
Contre s

Home.

T o e e i e T e s G e
e

;s o e it on e s drted by e e e oo,
ek SEvats Ehe et O S e 13 1t 0 e S e

i
b o P sy e

e e ora e varen

> ot e ot v

=]

ot trre

crorcote Erorows f——

Node e ot






OPS/images/8327ch03_Intro_Storwize.09.1.13.jpg
External Virtualzation

SIS

host mapping

SS

Iternal Virtuaization

SiSle

storage pools

SS

VDisks for
host
mapping

MDisks
groupedas
storage pools

Internal
RAIDarray -
MDisk

Internal Disks






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.37.jpg
Storwize

a0 199405 com redhat et 151428

Node 1 15 1521685120
Ac ecaen 7328 e
Subnet o
19216851 e
0Ll Soft initiator |

Node 2

1586.03 comtm: 21453751 node?






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.36.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.39.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.38.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.26.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.25.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.28.jpg
Node 1 (offine)

«1 IP Addresses

' IE Addresses )
el |
1€ Cluster:  30-1-10-13
1 E:Servi:e: 10-1-20-33 |
! CliscsT:  30-1-10-20

T e b

a1 IR Addresses
Vel

1 Cluster:  10-1.10-12
I g|sexvice: n/a

! CiscsI:  30-1-10-23
1!

Node 2 (new config node)
IP Addresses

10.1.10.11
10.1.10.14
10.1.10.22
10.1.10.20

Cluster:
Service:
iSCSI:
5SCSI:

IP Addresses

10.1.10.12
n/a
10.1.10.23

Cluster:

Service:
iSCSI:






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.27.jpg
Node 1 (config node)

Node 2

IP Addresses

Cluster: 10.1.10.
Service: 10.1.10.
iscsI: 10.1.10.

E/net Port 1

E/net Port 1

IP Addresses

Cluster: n/a
Service: 10.1.10.14
iSCSI: 10.1.10.22

IP Addresses

Cluster: 10.1.10.
Service: n/a
iscsI: 10.1.10.

E/net Port 2

E/net Port 2

IP Addresses

Cluster: n/a
Service: n/a
iSCSI: 10.1.10.23






OPS/images/8327ch11-Hosts-Troubleshooting.17.1.29.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.31.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.30.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.33.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.32.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.35.jpg





OPS/images/8327ch11-Hosts-Troubleshooting.17.1.34.jpg





