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          Note: Before using this information and the product it supports, read the information in “Notices” on page xi.
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    Preface

    IBM z/OS® Version 2 Release 1 helps you minimize downtime and achieve higher performance and availability. But are you exploiting z/OS to the maximum benefit for your enterprise? 

    This IBM® Redbooks® publication focuses on some of the key features of z/OS. The focus is mainly on z/OS Version 2 Release 1, but key features from earlier releases are also covered. This book concentrates on enhancements in the areas of hardware support, communications, security, data management, batch modernization, and other selected z/OS functions.

    Each chapter describes what a feature is and the value it can bring to your business. Use cases help illustrate how each feature can be used, and leading practices offer advice on how to best take advantage of each feature. 

    This publication is of interest to z/OS systems programmers, database administrators, network and security specialists, and anybody interested in learning how to better exploit the capabilities of z/OS.
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IBM zEnterprise Data Compression

    This chapter documents the IBM zEnterprise® Data Compression feature (zEDC) available in IBM z/OS® V2.1. It provides a brief description of the feature and offers some leading practice guidelines.

    1.1  Definition

    The zEDC feature is a new hardware compression acceleration capability that complements the existing IBM hardware and software compression features in z/OS. zEDC leverages the new zEDC Express card that compresses data in a highly efficient manner using the industry standard DEFLATE file format as defined by the RFC (Request for Comments) 1951 document. The zEDC Express card is exclusive to the zEC12 GA2 and zBC12 processors. 

    1.2  Value

    Before zEDC, every compression option in z/OS required some level of CPU consumption, including the IBM S/390® Data Compression facility. The S/390 Data Compression facility consists of the COMPRESSION CALL (CMPSC) instruction, and while CMPSC is less resource intensive than software based compression services by consuming approximately 1/5 the number of CPU cycles, it still consumes CPU cycles. Also, CMPSC uses an IBM proprietary compression algorithm using a dictionary-based approach and is optimized for row level compression in relational databases such as IBM DB2®.

    zEDC is a compression acceleration solution that has many advantages over its contemporaries. Unlike the S/390 Data Compression facility, zEDC is implemented to use the industry standard DEFLATE compression algorithm, which is defined by RFC 1951. This compression method is not dictionary based and is optimized for larger sequential data files. Using zEDC to compress data will also facilitate easier data exchanges with business partners and cross platform users because there is widespread usage of DEFLATE compression in other platforms. Usage of zEDC requires little additional overhead, which reduces the cost of CPU to compress and decompress data. The efficiency of the zEDC results in shorter elapsed processing time, thus allowing for a higher volume of compressed data. Economical benefits can be realized in the reduction in the cost of DASD infrastructure because compressed data requires less volumes of DASD to reside on.

     

    
      
        	
          Note: zEDC does not make the CMPSC instruction obsolete. Subsystems and components will continue to use CMPSC where it is appropriate and suited for their needs.

        
      

    

    There are many components and products that have exploited zEDC, such as these:

    •SMF

    •DFSMS

    •DFSMSdss

    •DFSMShsm

    •zlib

    •Java

    •IBM Sterling Connect:Direct® for z/OS

    •IBM WebSphere® MQ for z/OS V8

    1.3  Use cases for the feature

    All of the following use cases assume that the zEDC Express cards have been installed correctly and the zEDC software feature has been properly enabled.

    1.3.1  SMF LOGSTREAMS

    One of the early exploiters of zEDC is System Management Facilities (SMF), which can use zEDC to compress the data being written to an SMF logstream. A new option COMPRESS can be added to either the LSNAME, DEFAULTLSNAME, or globally in the SMFPRMxx PARMLIB member. There is also another option, PERMFIX, which allows the installation to dictate how much of the SMF buffer pool is permanently page fixed for zEDC Express support per logstream. The SMF logstream dump program (IFASMFDL) has two new parameters called SOFTINFLATE and NOSOFTINFLATE. When SOFTINFLATE is specified, the IFASMFDL utility uses software decompression to read the records when zEDC is unavailable.

    The following scenario illustrates the exploitation of zEDC by SMF.

    The fictitious Software Company K recently upgraded their mainframes to zEC12 processors, which included four zEDC Express cards in each processor for high availability and redundancy. The scenario proceeds as follows:

    1.	Configure the zEDC Express cards.

    Using HCD, Mac from the Hardware Services group at Software Company K defined each zEDC feature to the IODF. The zEDC card is a PCIe feature so Mac selects option 3 Processors. On the processor list, Mac uses the action code f (Work with PCIe functions) and enters the PCIe Function List as shown in Figure 1-1.
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    Figure 1-1   HCD PCIe function list

    To define the zEDC feature, Mac presses the PF11 key and fills out the fields shown in Figure 1-2.
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    Figure 1-2   HCD Add PCIe Function

    Because the PCHID is supplied by IBM, Mac assigns the FID (PCIe Function ID) and VF (Virtual ID) for all the zEDC features. After all the zEDC features are defined, Mac dynamically activates the new IODF to bring the zEDC features into her environment. To validate, she enters the command D PCIE and the results are shown in Example 1-1.

    Example 1-1   Output from D PCIE command.
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    D PCIE                                                          

    IQP022I 16.37.42 DISPLAY PCIE 890                               

    PCIE     0012 ACTIVE                                            

    PFID  DEVICE TYPE NAME         STATUS  ASID  JOBNAME  PCHID VFN 

    0032  Hardware Accelerator     ALLC    0013  FPGHWAM  05D0  0003

    0022  Hardware Accelerator     ALLC    0013  FPGHWAM  0578  0003
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    2.	Enable the zEDC priced software feature.

    After Mac activates the IODF, the priced zEDC software feature needs to be enabled. Veronica, a z/OS system programmer at Software Company K, creates the entry in her IFAPRDxx PARMLIB member as shown in Example x and IPL’s the system (Example 1-2).

     

    
      
        	
          Note: You cannot dynamically enable this feature using SET PROD because the zEDC device driver only checks IFAPRDxx at IPL time.

        
      

    

    Example 1-2   Entry in IFAPRDxx PARMLIB member to enable zEDC
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    PRODUCT OWNER('IBM CORP')

            NAME('Z/OS')     

            FEATURENAME('ZEDC’)

            ID(5650-ZOS)     

            VERSION(*)       

            RELEASE(*)       

            MOD(*)           

            STATE(ENABLED)
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    Veronica confirms that zEDC is enabled correctly by entering the command D PROD,STATE,FEATURENAME(ZEDC). The output can be found in Example 1-3.

    Example 1-3   Output from D PROD,STATE,FEATURENAME(ZEDC).
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    D PROD,STATE,FEATURENAME(ZEDC)                                        

    IFA111I 15.54.49 PROD DISPLAY 318                                     

    S OWNER            NAME             FEATURE          VERSION  ID      

    E IBM CORP         Z/OS             ZEDC             * .* .*  5650-ZOS
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    Veronica also enters the command D IQP and confirms that the “Feature Enablement” status is “Enabled” in the output as shown in Example 1-4.

    Example 1-4   Output from D IQP
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    D IQP                                  

    IQP066I 13.25.10 DISPLAY IQP 550       

    zEDC Information                       

     MAXSEGMENTS:                 4  (64M) 

     Previous MAXSEGMENTS:      N/A        

     Allocated segments:          1  (16M) 

     Used segments:               0  (0M)  

     DEFMINREQSIZE:               4K       

     INFMINREQSIZE:              16K       

     Feature Enablement:    Enabled        
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    3.	Define logstreams with IXCMIAPU.

    Veronica then creates the logstreams for SMF to use with the IXCMIAPU utility. The logstream definitions are shown in Example 1-5.

    Example 1-5   Logstream definitions for SMF
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    DEFINE LOGSTREAM NAME(IFASMF.RETAINED.RECORDS) STRUCTNAME(SMFREC) 

              LS_DATACLAS(DCLOGR)                                     

              HLQ(IXGLOGR) MODEL(NO) LS_SIZE(4000)                    

              STG_DATACLAS(DCSTG) STG_SIZE(0)                         

              LOWOFFLOAD(0) HIGHOFFLOAD(80) STG_DUPLEX(YES)           

              DUPLEXMODE(COND)   RETPD(30)                            

              AUTODELETE(YES) OFFLOADRECALL(YES) DASDONLY(NO) DIAG(NO)

              LOGGERDUPLEX(UNCOND) GROUP(PRODUCTION)                  

    DEFINE LOGSTREAM NAME(IFASMF.DEFAULT.RECORDS) STRUCTNAME(SMFREC)   

              LS_DATACLAS(DCLOGR)                                      

              HLQ(IXGLOGR) MODEL(NO) LS_SIZE(4000)                     

              STG_DATACLAS(DCSTG) STG_SIZE(0)                          

              LOWOFFLOAD(0) HIGHOFFLOAD(80) STG_DUPLEX(YES)            

              DUPLEXMODE(COND)   RETPD(2)                              

              AUTODELETE(YES) OFFLOADRECALL(YES) DASDONLY(NO) DIAG(NO) 

              LOGGERDUPLEX(UNCOND) GROUP(PRODUCTION) 
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    4.	Define structure in CFRM policy.

    Veronica modifies the CFRM policy to define the SMFREC structure as shown in Example 1-6 and activates the new policy.

    Example 1-6   Define structure in CFRM policy
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    STRUCTURE NAME(SMFREC) SIZE(16384)

       INITSIZE(14336)                

       FULLTHRESHOLD(90)              

       ALLOWAUTOALT(NO)               

       REBUILDPERCENT(1)              

       PREFLIST(CF1, CF2) 
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    5.	Define the logstreams into SMFPRMxx.

    Veronica updates her SMFPRMxx PARMLIB member for SMF to use the logstreams and the data is compressed by zEDC as shown in Example 1-7.

    Example 1-7   Define logstreams in SMFPRMxx
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    RECORDING(LOGSTREAM) 

    LSNAME(IFASMF.RETAINED.RECORDS,TYPE(60:69,240,241),COMPRESS)

    DEFAULTLSNAME(IFASMF.DEFAULT.RECORDS,COMPRESS(PERMFIX(10M)))
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          Note: The DSNAME statements for the MANx data sets should be left in the PARMLIB member. By doing this, the MANx data sets are still available if needed to dynamically switch back to SMF data set recording.

        
      

    

    Veronica enables her new SMFPRMxx PARMLIB member dynamically with the SET SMF command and confirms with the D SMF command. The output is shown in Example 1-8.

    Example 1-8   Output from D SMF
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    D SMF                                                           

    IFA714I 16.14.26 SMF STATUS 890                                 

              LOGSTREAM NAME               BUFFERS        STATUS    

            A-IFASMF.DEFAULT.RECORDS          64729       CONNECTED 

            A-IFASMF.RETAINED.RECORDS         16312       CONNECTED 
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    6.	Create IFASMFDL job to dump the logstream.

    Veronica creates a new SMF dump job using IFASMFDL as shown in Example 1-9.

    Example 1-9   JCL for IFASMFDL job
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    //DUMP1 EXEC PGM=IFASMFDL

    //OUT1 DD DSN=SJON.SMF.DUMP,DISP=(NEW,CATLG,DELETE),

    // SPACE=(CYL,(100,100),RLSE),UNIT=SYSDA

    //SYSPRINT DD SYSOUT=*

    //SYSIN DD *

    LSNAME(IFASMF.DEFAULT.RECORDS)

    OUTDD(OUT1,TYPE(0:255)),START(0000),END(2400)

    SOFTINFLATE

    //*
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    IFASMFDL will uncompress the data using the zEDC but, with SOFTINFLATE specified, it will decompress using software methods if the zEDC hardware is offline.

     

    
      
        	
          Note: SOFTINFLATE can be very slow to inflate the data and can be very CPU intensive.

        
      

    

    1.3.2  BSAM/QSAM

    DFSMS (BSAM/QSAM) has a new type of compression for its non-VSAM extended format data sets that uses zEDC. The zEDC compressed format data sets are created as Version 2 data sets. The new zEDC compression for data sets can be requested in a similar manner as to how the existing types of compression are requested. It can be selected at either or both the data set level or system level. 

    At a data set level, zEDC Required (ZR) and zEDC Preferred (ZP) values will be available on the COMPACTION option in the data class as shown in Figure 1-3. When ZP is selected, the system will not fail the allocation request, but rather, either create a tailored compressed data set if the zEDC function is not supported by the system or create a noncompressed extended format data set if the minimum allocation amount requirement (5 MB, or 8 MB Primary if no Secondary) is not met. For ZR, the system will fail the allocation request if the zEDC function is not supported by the system or the minimum allocation amount requirement (5 MB, or 8 MB Primary if no Secondary) is not met.
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    Figure 1-3    New options in Compaction field

    When COMPACTION=Y is specified in the data class, the system level is used. At a system level, new zEDC Preferred (ZEDC_P) and zEDC Required (ZEDC_R) values will be available on the COMPRESS parameter found in IGDSMSxx PARMLIB member. The default COMPRESS parameter setting is GENERIC, which specifies that the data set be compressed using generic Dictionary Building Block (DBB) compression.

    The behavior of the ZEDC_P and ZEDC_R values is the same as ZP and ZR. For ZEDC_P, the system will not fail the allocation request, but rather, either create a tailored compressed data set if the zEDC function is not supported by the system or create a non-compressed extended format data set if the minimum allocation amount requirement (5 MB, or 8 MB Primary if no Secondary) is not met. For ZEDC_R, the system will fail the allocation request if the zEDC function is not supported by the system or the minimum allocation amount requirement (5 MB, or 8 MB Primary if no Secondary) is not met. Be aware that when the default COMPRESS parameter is modified, all new allocations using a data class that specifies COMPACTION=Y will start using the new default.

    The zEDC compressed format data sets are created as Version 2 data sets, regardless of the user’s specification (explicit or default) for version in the data class, JCL, or SYS1.PARMLIB. The only minor incompatibility between extended format version 1 and version 2 data sets is that the FEOV is not supported on output for version 2 data sets and would result in abend 737-48.

    Both DFSMSdss and DFSMShsm support the new zEDC compressed sequential data sets in all of their functions. However, REBLOCK is not supported, so the DFSMSdss ADRREBLK installation exit is not called for all zEDC compressed data sets.

    When copying or restoring any type of compressed format data set, the type of compression associated with the target data set is carried along from the source. This is true whether the preallocated target was usable, or had to be scratched and reallocated. Also, DFSMSdss does not support copying a compressed format data set to a non-compressed format data set or vice versa.

    The same behavior applies to zEDC compressed format data sets. 

     

    
      
        	
          Note: For the full zEDC benefit, IBM advises that the zEDC Express feature be active on all systems that might access or share EDC compressed format data sets. When the system is not at the correct level or if the zEDC Express feature is unavailable or offline to an LPAR running z/OS 2.1 on a zEC12 or zBC12, any writes to a zEDC compressed data set will write user data non-compressed. Any reads of a zEDC compressed data set will decompress any existing compressed data using software methods. Software decompression is more costly than using the zEDC Express feature. 

        
      

    

    1.3.3  DFSMSdss

    To compress data in DFSMSdss using zEDC, specify the parameter ZCOMPRESS with the DUMP command. ZCOMPRESS is accepted for all FULL, TRACKS, physical, and logical DATASET backups to DASD and tape. ZCOMPRESS has three sub-parameters: REQUIRED, PREFERRED, and NONE. REQUIRED indicates that the backup must be created using zEDC. PREFERRED indicates that the backup should be created using zEDC but, if there are no zEDC Express card online, then the backup continues. NONE is the default, which indicates that the backup should not be created using zEDC. 

    ZCOMPRESS(PREFERRED) can be specified in conjunction with COMPRESS or HWCOMPRESS. DUMP will attempt to use the zEDC card and if none are available, it will revert to either COMPRESS or HWCOMPRESS. There are no new parameters for RESTORE, so all backups are automatically decompressed. The usage of zEDC can be controlled by the new FACILITY class profile STGADMIN.ADR.DUMP.ZCOMPRESS.

    1.3.4  DFSMShsm

    DFSMShsm will use the DFSMSdss zEDC support in the following functions:

    •Migrate/Recall

    •Backup/Recover

    •Full Volume DUMP

    •Recover and FRRECOV from DUMP

    DFSMShsm will call DFSMSdss with the ZCOMPRESS(PREFERRED) option but will not use zEDC Services during migration or backup functions when DFSMShsm is the data mover.

    Configure the use of zEDC with SETSYS:

    SETSYS ZCOMPRESS

    ALL | NONE

    DASDBACKUP (NO | YES)

    DASDMIGRATE (NO | YES)

    TAPEBACKUP (NO | YES)

    TAPEMIGRATE (NO | YES)

    For volume dumps, specify the ZCOMPRESS parameter:

    DEFINE DUMPCLASS(ZCOMPRESS(NO | YES))

    This is valid for BACKVOL and FRBACKUP when DUMP is specified.

    1.3.5  zlib

    The zlib data compression library provides in-memory compression and decompression functions. Starting with z/OS 2.1, the zlib library v1.2.7 supports the sending of compression and decompression to the zEDC Express card. The zlib compatible C library provides a set of wrapper functions that use zEDC compression when appropriate and use software-based compression services when it is not.

    In order to use zEDC for compression/decompression, observe these considerations:

    •Relink applications with new IBM provided zLIB.

    •Address spaces need READ access to the FPZ.ACCELERATORS.COMPRESSION SAF resource in the FACILITY class.

    •First Inflate() or Deflate() must be at least as large as INFMINREQSIZE and DEFMINREQSIZE respectively in IQPPRMxx

    The window size for deflate must be 32K.

     

    
      
        	
          Note: The _HZC_COMPRESSION_METHOD environmental variable can be used to force S/W compression.

        
      

    

     

    1.3.6  Java

    IBM 31-bit and 64-bit SDK for z/OS Java Technology Edition, Version 7.1 provides zEDC access via the java.util.zip Inflater and Deflater classes. The same conditions that apply to zlib also apply to Java.

    1.3.7  IBM Sterling Connect:Direct for z/OS

    IBM Sterling Connect:Direct for z/OS V5.2 can automatically leverage zEDC for file compression and decompression as files are transferred cross-platform through the use of the zlib v1.2.7 data compression library that supports the zEDC Express card. Initialize Connect:Direct with the new ZEDC parameter and it will automatically use the zEDC Express card if it is available. If it is not available, the compression and decompression will be done by software-based services.

    1.4  Leading practices

    There is one compression coprocessor per zEDC Express card. For a minimum configuration, IBM advises to have two zEDC Express cards installed on a processor. However. for high availability. IBM advises four zEDC Express cards per LPAR. 

    Also, use the IBM System z® Batch Network Analyzer (zBNA) to determine if you have any BSAM/QSAM files that are candidates for zEDC. The zBNA can be found at this website:

    http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS5132

    1.5  More information

    For more information, see the following references:

    •zEDC Frequently Asked Questions:

    https://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/FQ131484

    •Configuring zEnterprise Data Compression on z/OS (A Cheat Sheet):

    https://www.ibm.com/connections/blogs/systemz/entry/configuring_zedc_on_zos?lang=en_us

    •Knowledge Center for IBM Sterling Connect:Direct for z/OS V5.2.0:

    http://www.ibm.com/support/knowledgecenter/?lang=en#!/SSFGBN_5.2.0/kc_welcome-444.html
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Shared Memory Communication - Remote Direct Memory Access 
(SMC-R)

    Shared Memory Communication - Remote Direct Memory Access (SMC-R) is a new TCP/IP protocol where TCP application benefits from a direct memory-to-memory communication. It is transparent to applications.

    2.1  Definition

    Remote Direct Memory Access (RDMA) is a memory-to-remote-memory protocol providing low latency, high bandwidth, high throughput and low CPU consumption. 

    RDMA over Converged Ethernet (RoCE) is the RDMA protocol over Ethernet. So it is the physical transport layer along with a specialized 10Gb adapter card feature. This adapter card is a PCIe feature card and will be plugged in a PCIe I/O drawer. 

    The RoCE feature (FC 0411) is available on IBM zEnterprise EC12 and BC12 designed for communication between LPAR to LPAR within one CPC or between multiple CPCs. To use SMC-R, the RoCE feature is required. Up to 16 RoCE features are supported in a zEC12 and zBC12.

    Figure 2-1 shows a RoCE PCIe adapter card.
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    Figure 2-1   RoCE PCIe feature RC 0411

    The RDMA protocol is defined by the InfiniBand Trade Association, which allows you to read or write memory from a remote host without requiring involvement of the remote CPU or operating system. A specialized network adapter is required and, if in a TCP/IP network, the network switch needs to have the required support (IEEE Converged Enhanced Ethernet capability). The distance of a 10Gb RoCE Express is limited to 300 meters if direct connected and should not exceed 600 meters if connected to a network switch.

    Figure 2-2 shows the schema of RDMA.

    [image: ]

    Figure 2-2   RDMA Schema

    A standard TCP/IP connection (OSA-Express) between the hosts is also required to establish the RDMA path (blue arrow). If established, the data flow is going through the RoCE card bypassing some TCP/IP processing (red arrow). Further it is used as fallback in case of problems with the SMC-R link. A SMC-R link is a point-to-point connection between 2 z/OS systems. There is also an extra keepalive processing for both the traditional TCP/IP connection and the SMC-R link. Currently, SMC-R supports only TCP connections. This implies that SMC-R connect be used for Enterprise Extender. 

    SMC-R speeds up communication between systems and Sysplex Distributor (SD) processing. This function will be enabled by GLOBALCONFIG SMCR. 

    This feature is currently supported only between z/OS LPARs. The requirements are as follows:

    •z/OS V2.1 

    •IBM zEnterprise EC12 or BC12

    •One or more 10GbE RoCE in a PCIe I/O drawer per CEC

    •Traditional TCP/IP connectivity via OSA between the LPARs

    2.1.1  New address spaces

    There are 2 new system address spaces providing PCIe support to z/OS. These address spaces are named PCIE (PCI Express) and FPGHWAM (Hardware Accelerator Manager) and provide the infrastructure PCI Express I/O and hardware accelerator activities. They are persistent address spaces and started automatically. No further customization is required for address space PCIE and FPGHWAM.

    2.1.2  Restrictions

    There are some restrictions with prevents the usage of SMC-R. These restrictions apply only to singe connections and not the usage of SMC-R at all.

    SMC-R and IPSec 

    IPSec is not supported with SMC-R, so SMC-R will not be used if IPSec is enabled. This preserves the security model which is in place. 

    SMC-R and Fast Response Cache Accelerator (FRCA)

    SMC-R does not support FRCA, so TCP/IP automatically opts out of using SMC-R.

    2.2  Value

    SMC-R addresses installations where bandwidth and latency on TCP connection has a high priority between z/OS systems. In addition, a reduction of CPU cycles will be achieved for TCP data processing. The network bandwidth between 2 z/OS systems can be raised up to 20Gb (in a link group). Additionally the network latency and CPU consumption for TCP socket communication will be reduced. 2 RoCE features can be combined to a link group that will be formed automatically if they have the same PNetID, VLANID, and are assigned to the same systems and TCP/IP stacks. A link group is used for bandwidth increase, redundancy, and link level load balancing. SMC-R does not change your TCP/IP security model.

    2.3  Use cases for the feature

    The following example explains in a summarized manner how to set up this feature. FID 000 is the one to concentrate on. This feature needs to be defined in HCD and TCP/IP.

    2.3.1  Defining RoCE to HCD

    In HCD, on the Primary Task Selection panel, select Define, modify, or view data. HCD displays the defined processors. On an eligible processor, invoke action works with functions. Figure 2-3 shows the panel to select the PCIe function.
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    Figure 2-3   Action selection panel

    Next, all defined PCIe types and their Function ID (FID) are shown. Figure 2-4 is an abstraction of a PCIe function list. 
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    Figure 2-4   PCIe Function List

    PF11 adds function by FID or select “c” to change a defined one. Figure 2-5 shows the 1st panel of the path for the HCD change command.
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    Figure 2-5   Function ID an function type

    An important step is to define a Physical Network ID (PNetID). Later on, at least one OSA needs to be defined with the same PNetID. Figure 2-6 shows a PNetID definition.
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    Figure 2-6   PNetID definition of RoCE feature

    Finally, you have to define to which system the RoCE feature belongs to. Figure 2-7 shows that.
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    Figure 2-7   Assign function to LPAR

    As stated before, at least one OSA has to be defined to the same PNetID. In our example, CHPID 02 is the associated OSA, as shown in Figure 2-8.

    [image: ]

    Figure 2-8   select associated OSA 

    Define the same PNetID to the OSA as for the RoCE feature. An OSA can be associated up to 4 PNetIDs. Figure 2-9 shows that.
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    Figure 2-9   Define PNetID to OSA

    2.3.2  Defining SMC-R in TCP/IP

    When active in IOCDS, the next step is to define SMCR in the TCP/IP profile using the GLOBALCONFIG statement (Example 2-1).

    Example 2-1   Definition of SMCR in TCPIP PROFILE
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    GLOBALCONFIG 

        SMCR PFID 000
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    Each defined feature automatically creates an interface named EZARIUTxyyyy in TCP/IP and a TRLE named IUTxyyyy in IBM VTAM®. X = portnum and yyyy = PFID.

    2.3.3  How to display RoCE and SMC-R

    There are several commands in different components to get information about RoCE and SMC-R. This topic shows some commands but there are more.

    Command D PCIE

    There is a new z/OS command showing the status of all defined PCIe features, named D PCIE. Figure 2-10 shows the output of D PCIE.
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    Figure 2-10   Output of D PCIE

    Command D TRL

    Command D TRL displays the list of dynamically created TRLE, as shown in Figure 2-11.
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    Figure 2-11   Output of D TRL

    The TRLE itself can be shown by specifying the Transport Resource List Entry to the command, as shown in Figure 2-12.
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    Figure 2-12   Output of D TRL,TRLE=<entry>

    NETSTAT DEVLINKS

    NETSTAT DEVLINKS has a very long output and several sections where SMC-R information can be found.

    If an interface is associated to SMCR the INTERFACE section inserts the usage and the PNetID in the output. Figure 2-13 shows the additional information of SMCR and PNETID in the INTFNAME part.
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    Figure 2-13   Associated INTERFACE to SMCR

    NETSTAT DEVLINKS shows also the dynamically created TCP/IP interface for SMCR. Only the SMCR interfaces can be filtered with option SMC (as a new parameter) on that command. Figure 2-14 shows the output of the command NETSTAT DEVLINKS,SMC.
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    Figure 2-14   SMCR INTERFACE section

    NETSTAT CONFIG 

    NETSTAT CONFIG introduces a new section showing that SMCR is defined. Figure 2-15 shows an abstraction with the new SMCR information.
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    Figure 2-15   NETSTAT CONFIG section SMCR

    2.4  Leading practices

    RoCE and SMC-R can be taken into account as alternative for hipersockets, especially in cases where latency has a very high importance. Hipersockets are bounded to one single CEC. RoCE does not have this limitation.

    2.5  Value of combining this feature

    Consider the following two value propositions.

    2.5.1  SMC-R and Sysplex Distributor

    SMC-R can be used by SD without any additional configuration. If the sending and receiving z/OS host is enabled for SMC-R and meets SMC-R criteria, then SD automatically uses it. Application data now no longer runs through SD, which represents a performance increase. Sysplex Distributor with QDIO accelerator data is going through the DLC layer but bypasses SD processing. If SD is able to use SMC-R, data also bypasses the DLC layer of the distributor stack and is forwarded directly to the target system.

    2.5.2  SMC-R and TCP/IP security functions

    AT-TLS can use SMC-R. Negotiation takes place over the SMC-R link. There is no change in encryption/decryption, only the data flow runs across the SMC-R link. Intrusion Detection Service (IDS) functions have no special interaction with SMC-R for TCP connection establishment. Detection of attacks related to socket data through SMC-R is implemented. These are TCP stall events and constrained queue events. TCP connections are considered as constrained and reported if there is data that is stored in a remote buffer but is unacknowledged for 30 seconds.

    2.6  More information

    For more information, see the following references:

    •SC27-3650-00 z/OS Communication Server: IP Configuration Guide:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.V2r1.halz002/toc.htm

    •IBM zEnterprise EC12 Technical Guide, SG24-8049

    •IBM zEnterprise BC12 Technical Guide, SG24-8138

    •Techdoc zEnterprise z/OS Usage of SMC-R RoCE, PRS5190:

    https://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS5190
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Flash Express and pageable large pages

    Flash Express is a new optional feature (FC 0402) designed for IBM zEnterprise EC12 and BC12 processors. This feature introduces Flash Solid State Disks (SSD) in a new PCIe I/O card. A maximum of 1.4 TB and can be used for faster z/OS paging, faster SVC, and standalone dump processing and CF “offloading”. A single card can serve up 60 LPARs on a CEC.

    Flash Express is exploited by z/OS V1.13 (and later) and Coupling facility control code (CFCC) Level 19.

    Figure 3-1 shows a feature FC 0402 with 4 SSD cards of 400 GB each.
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    Figure 3-1   Flash Express PCIe adapter

    3.1  Definition

    Feature FC 0402 is a new PCIe I/O card that resides in a PCIe I/O drawer. Each card has a maximum of 1.4 TB and will be installed as a pair for availability and redundancy reasons. The pair operates as a RAID10 mirrored pair. A maximum of 4 pairs can be installed in a zEC12 and zBC12. No HCD/IOCP definition is required. All necessary configuration is available via a dialog on either HMC or SE.

    Flash can be defined on deactivated and activated LPARs and dynamically after IPL. z/OS now supports storage-class memory (SCM), which is an additional type of auxiliary storage. If SCM and DASD are available, statistics in I/O response time, critical paging requirements and data set characteristics are kept to select the best medium for paging. The usage of Flash is controlled by keyword PAGESCM in IEASYSxx member. This keyword defines the minimum amount for flash memory to be reserved for paging. PAGESCM=NONE prevents the usage of Flash for paging. 

    For z/OS V2.1 the support is shipped in base code. For z/OS V1.13, there is a web deliverable named RSM Enablement Offering for z/OS R13 (FMID JBB778H).

    http://www.ibm.com/systems/z/zos/downloads

    z/OS V2.1 on zEC12 or zBC12 service with CFLEVEL 19 allows keyed list structures to migrate to Flash memory. This is done by offloading data from the CF memory to Flash memory. For later processing of the offloaded data, they have to be migrated back to the CF memory. The intent of this function is capacity and not performance because this function is designed for unreferenced data. 

    The CF structure resides in the CF memory until a migration threshold is reached. Then the CF transparently moves objects from the CF memory to Flash to free up real memory. If the structure's memory decreases below a prefetch threshold, the CF retrieves objects from Flash. If an application references an object in Flash, a “flash fault” occurs. The CF never waits for object retrieval and the request is rejected to keep up CF speed. The CF now initiates retrieval of these objects from Flash and XES periodically redrives the request until completion. The CF needs to understand the access pattern to a structure to be successful in migration/prefetch of objects. New parameters SCMMAXSIZE and SCMALGORITHM in the CFRM policy control the Flash usage. Currently the only value for SCMALGORITHM is KEYPRIORITY1, which is designed for WebSphere MQ structures. So WebSphere MQ for z/OS Version 7 is the first exploiter of that feature.

    3.2  Value

    This function has to address a faster z/OS paging and SVC dump processing by using flash storage (SSD). Flash memory is faster than hard disk storage. With Flash Express, pageable 1 MB large pages are now supported. Prior to this, only fixed 1 MB large pages were supported in z/OS. 2GB large pages are still fixed in storage and not pageable.

    Data stored on Flash Express is encrypted by a symmetric key. The key is stored on the SE hard disk in a file. The firmware has the ability to generate an asymmetric transport key to transport the symmetric key between SE and Flash Express.

    With WebSphere MQ for z/OS Version 7 and CFLEVEL 19, very large amounts of data can be stored in shared queues. The value you receive for this is put more data in the CF without increasing the size of the CF.

    Flash Express helps you to get better availability of your services in storage constrained situations. It also enables a fast start to your online shift or batch shift workload.

    3.3  Use cases for the feature

    The following examples show the implementation of Flash Express and usage for paging.

    3.3.1  Implementing Flash Express

    Complete the following steps:

    1.	First, you need to log on to SE.

    2.	There is a new entry named Flash under the CPC name. Open the tree System Management / <Systemname> / Flash. Figure 3-2 shows that panel.
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    Figure 3-2    Flash PCHID list

    3.	To format Flash, go to the tree System Management / <Systemname> task CPC Configuration / Flash Status and Controls. Select a PCHID and select Create Pair from the Options menu. This step takes a while. Figure 3-3 shows the Options menu.
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    Figure 3-3    Options menu

    4.	After the pairs are created, you have to allocate Flash to LPARs. This can be done by using the Manage Flash Allocation Panel. This panel can be found on the tree System Management / <Systemname> task CPC Configuration / Manage Flash Allocation. 
Notice that the Flash increments are 16 GB in size. Figure 3-4 on page 28 displays a Flash assignment list.
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    Figure 3-4    Flash Allocation

    5.	Finally, select an action of adding/removing a Flash assignment. Figure 3-5 shows the panel for a new assignment of Flash.
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    Figure 3-5   New Flash assignment task

    3.3.2  Flash Express for paging

    Flash Express can reduce latency delays for paging. This raises system availability and improves service level. If the working data is in Flash instead of DASD, the start of a job or service will be accelerated. z/OS paging will work with a mix of Flash and external DASD and is self tuned.

    By introducing Flash Express to z/OS for paging, keep all your page Datasets initially until you are familiar with Flash memory. When you are comfortable with using Flash, then you can consider to reduce the number of LOCAL page Datasets. All paging should go to Flash. Keep in mind that page Datasets are required for VIO and PLPA. Further keep spare page Datasets prepared for emergency reasons.

    3.3.3  Flash Express for CF structures

    The CF has to know the algorithm of how the structure will be used by the application. Currently, this is defined only for WebSphere MQ shared queues. To use this function, assign Flash memory to your coupling facilities according the above procedure and update your structure definitions in your CFRM policy with the new parameter SCMMAXSIZE and SCMALGORITHM.

    All systems must have the appropriate z/OS support to exploit CF flash. Systems without this support cannot connect to or rebuild that structure.

    3.3.4  Flash Express for pageable 1M large pages

    When PAGESCM in IEASYSxx defines an amount of storage for Flash Memory, pageable 1M large pages are allocated to the pageable large area (PLAREA) memory pool. These pages can be paged out to SCM and back in as 1M units.

    3.4  Leading practices

    With one pair of Flash Express, you have at least 1. 4TB of Flash memory available for paging. A typical zEnterprise machine has 4-8 logical partitions. So Flash memory of an amount of 2-4 times the LPAR size can be assigned to each partition. 

    3.5  More information

    For more information, see the following references:

    •IBM zEnterprise EC12 Technical Guide, SG24-8049

    •IBM zEnterprise BC12 Technical Guide, SG24-8138

    •z/OS V2R1 Introduction and Release Guide, GA32-0887-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.e0za100/toc.htm
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Coupling thin interrupts for CFCC

    Coupling Facility Control Code (CFCC) Dispatcher provides good Coupling Facility (CF) request performance on dedicated engines assigned to the CF image. Dedicated engines can become an expensive way to run CF images, especially if they are low utilized. In such environments, shared CF engines become more important and “thin interrupts” are the solution to gain also a good request performance. 

    4.1  Definition

    CFCC uses a polling model that offers a very good request performance on dedicated engines but hurts on shared engines, especially on low utilized coupling facilities. IBM PR/SM™ dispatches a partition based on LPAR weights and assigns at least 1 default time slice. If the pending request is shorter the time slice, the remaining piece of the time slice is used for “polling for work,” which is nonproductive work. Dynamic CF Dispatch (DYNDISP=ON) avoids this situation by releasing the engine if there is no further work to dispatch and sets a timer to wake up itself up. If a new request comes in during “sleep”, it will be delayed because the timer has to expire first before the CF can check for new requests. 

    The new option DYNDISP=THIN changes the CF Dispatch behavior in that a thin interrupt is driven if a new request from z/OS or duplexing signal from a peer CF arrives. If the CF has completed all requests, it gives up the processor more aggressively so another CF can be served by the processor. Before this new option, PR/SM had to guess which CF will be the next to dispatch and hopefully it selects the right one. Now an interrupt will be driven for new work and PR/SM now knows which CF to dispatch first. The quicker release of the processor and the faster and accurate dispatch of the CF make this option more effective for sharing multiple CF. So, this reduces request latency and response time.

     

    
      
        	
          Note: If 2 or more CFs share 1 or more processors, make sure all of these CFs have the same DYNDISP setting.

        
      

    

    Thin interrupts bring an enormous increase in the request rate and an improvement in service time for system managed CF structure duplexing in a shared environment. In a performance critical environment, dedicated CF processors are still the option to prefer, but for all other situations, shared CF processors with thin interrupts can be taken into account.

    Enabling coupling thin interrupt event processing on z/OS

    Also, z/OS has to enable coupling thin interrupts in XCF to present thin interrupts to the CF. Coupling thin interrupt event processing for z/OS is enabled by default when the system IPLs. The use of coupling thin interrupts by z/OS images can reduce the back-end latencies associated with processing of asynchronous CF requests, thereby resulting in improved asynchronous coupling facility response times.

    Coupling thin interrupt event processing is enabled as a result of the COUPLINGTHININT optional function of XCF defaulted to ENABLED, whenever the firmware support for generating coupling thin interrupts is present (zEC12 or zBC12).

    Coupling thin interrupt event processing by z/OS can be controlled by the FUNCTIONS statement of the COUPLExx PARMLIB member and by the SETXCF FUNCTIONS operator command. The status of coupling thin interrupts for the z/OS system can be obtained by issuing the z/OS Display XCF,C operator command.

    After being enabled, the Channel Subsystem (CSS) will drive thin interrupts when an asynchronous operation completes. If this function is disabled, CSS will not generate thin interrupts in any case. 

    Table 4-1 describes the new COUPLINGTHININT function for COUPLExx PARMLIB member.

    Table 4-1   Description of function COUPLINGTHININT 

    
      
        	
          Name

        
        	
          Function

        
        	
          Default state

        
      

      
        	
          COUPLINGTHININT

        
        	
          When this function is enabled, coupling thin interrupts in the channel subsystem can be enabled for a z/OS system (when available in the hardware). Coupling thin interrupts provides for improved performance and throughput for coupling facility workloads through the use of timely coupling adapter interrupts to dispatch z/OS partition processing.

        
        	
          Enabled

        
      

    

     

    Table 4-2 describes the different behavior of the CF that each setting affects.

    Table 4-2   Comparison of DYNDISP settings

    
      
        	
          CF Polling

          DYNDISP=NO

        
        	
          Dynamic CF Dispatching

          DYNDISP=YES

        
        	
          Coupling Thin Interrupts

          DYNDISP=THININTERRUPT

        
      

      
        	
          LPAR time slicing

        
        	
          Time-based algorithm for CF processor sharing

        
        	
          CF releases engine immediately if no more work

        
      

      
        	
          •CF does not play nice to other shared CF 

          •CF controls processor for a long time, especially if all work done

        
        	
          •More effective sharing than polling

          •CF went to “sleep” for a while when all work is done

          •Blind for incoming work during “sleep”

        
        	
          • Event driven dispatching

          •CF relies on generation of thin interrupts, if new work arrives

          • Most effective use for shared CF engines

        
      

    

    Coupling thin interrupts are active if both the CF and z/OS have enabled this function. If one of them is not active, then the CF relies on the old modes of polling or dynamic dispatching. Thin interrupt mode is based on dynamic dispatching. If the function COUPLINGTHININT is disabled in z/OS, the CF falls back to dynamic dispatching mode.

    IBM highly advises to enable thin interrupts in any case, even in environments with dedicated CF processors. This option is enabled by default in z/OS.

    4.2  Value

    The immediate release of a CF engine and generation of an interrupt for new requests enables PR/SM to have a more accurate dispatch of CFs with shared processors. You receive a faster and more consistent CF service time and a more effective engine utilization, especially in smaller installations where dedicated processors are not an option.

    4.3  Use cases for the feature

    It is advised to enable thin interrupts in any case. Figure 4-1 shows the available commands in the CF to set and display this feature.
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    Figure 4-1   Coupling Facility thin interrupts

    Also, the command D CF shows you the activation of thin interrupts.

    z/OS has to enable this feature from the software side. Command D XCF,C can be used to check if that feature is enabled or not. This command creates a long output; the next two figures show these parts of the output, telling the status of thin interrupts. Figure 4-2 shows the level of CFCC and indicates if thin interrupts are enabled in the CF.
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    Figure 4-2   Status about thin interrupts in CF

    Figure 4-3 shows the status of the functions enabled from the COUPLExx PARMLIB member.
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    Figure 4-3   Status of functions from COUPLxx member

    4.4  Leading practices

    IBM advises to enable thin interrupts in any case. IBM offers a performance report (WP102400) to prove that:

    https://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102400

    4.5  More information

    For more information, see the following references:

    •Techdoc WP102400: Coupling Thin Interrupts and Coupling Facility Performance in Shared Processor Environments:

    https://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102400

    •SHARE presentation: The Skinny on Coupling Thin Interrupts:

    https://share.confex.com/share/123/webprogram/Session15602.html

    •z/OS V2R1 Information Center: z/OS IBM MVS™ Setting Up a Sysplex:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/index.jsp?topic=%2Fcom.ibm.zos.v2r1.ieaf100%2Fieaf10026.htm
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Coupling Facility cache write-around

    This chapter describes the CF cache write-around feature introduced in CFCC level 18. 
CF cache write-around is available in CFCC level 18 or 19, and is rolled back to CFCC level 17 service level 10.15.

     

    5.1  Definition

    CF cache write-around is a new feature introduced in CFCC level 18. It provides performance improvements for coupling facility cache structure users to avoid flooding the coupling facility cache with changed data and avoid excessive delays or backlogs for cast-out processing. The feature requires application exploitation by calling the IXLCACHE macro with new parameters.

    CF cache write-around is available in CFCC level 18 or 19, and is rolled back to CFCC level 17 service level 10.15.

    5.2  Value

    Data sharing applications require an additional high performance oriented data sharing function that will conditionally suppress the writing of application data to a cache structure when no other application connectors have registered interest in a data item. In the cases where data items are not required to be shared across multiple users, there is no need to write the data to the cache structure and incur the overhead of coupling facility storage usage and subsequent cast-out processing. The data can be written directly to permanent storage without ever residing in the cache structure (that is, “write-around”).

    This feature is exploited by DB2 11 during batch update/insert processing to conditionally write to the group buffer pool (GBP). Using this feature is intended to improve DB2 batch performance and provides the following advantages:

    •Avoids over running cache structures with directory entries and changed data that are not part of the normal working set

    •Avoids thrashing the cache through LRU processing

    •Avoids cast-out processing backlogs and delays

    In addition, online transactions may encounter less delay during large concurrent batch updates.

    5.3  Use cases for the feature

    Currently, DB2 11 is the only exploiter of the CF write-around feature.

    5.3.1  DB2 group buffer pool write-around

    DB2 11 provides a capability to bypass writing pages to the GBP in certain situations and write the pages directly to DASD instead, while using the GBP to send buffer invalidate signals. Two thresholds are used to determine whether GBP write-around is invoked for all objects in a GBP or for a page set/partition: the GBP cast-out threshold and the class cast-out threshold. When 50% of the GBP is occupied by changed pages, then write-around is invoked for writing pages for all objects. When 20% of a class cast-out queue is occupied by changed pages, then DB2 employs the write-around protocol for the page set/partition. 

    The write-around process at the GBP level continues until the GBP cast-out threshold drops to 40%. The write-around process at the page set/partition level continues until the class cast-out threshold drops to 10%. These threshold values are fixed; you cannot change them. A DISPLAY GROUPBUFFERPOOL command with the MDETAIL option shows the number of pages written through a write-around processing in the DSNB777I informational message that is displayed as part of the output, as shown in Example 5-1.

    Example 5-1   DISPLAY GROUPBUFFERPOOL output with write-around statistics
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    DB2 COMMANDS                    SSID: D1B1

    ===>

    Position cursor on the command line you want to execute and press ENTER

    Cmd 1 ===> -DISPLAY GROUPBUFFERPOOL(GBP0) MDETAIL

    DSNB750I -D1B1 DISPLAY FOR GROUP BUFFER POOL GBP0 FOLLOWS

    DSNB755I -D1B1 DB2 GROUP BUFFER POOL STATUS

                CONNECTED                                = YES

                CURRENT DIRECTORY TO DATA RATIO          = 5

                PENDING DIRECTORY TO DATA RATIO          = 5

                CURRENT GBPCACHE ATTRIBUTE               = YES

                PENDING GBPCACHE ATTRIBUTE               = YES

    DSNB777I -D1B1   ASYNCHRONOUS WRITES

                  CHANGED PAGES                = 0

                  CLEAN PAGES                  = 0

                FAILED DUE TO LACK OF STORAGE  = 0

                WRITE-AROUND PAGES             = 0
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    5.4  Leading practices

    The benefit of GBP write-around is that DB2 automatically detects the flooding of writes to the GBP, and automatically responds by dynamically switching to the GBP write-around protocol for those objects that are causing the heaviest write activity. Only the deferred writes are affected. Commits continue to write GBP-dependent page sets to the GBP. After the GBP storage shortage is relieved, DB2 resorts back to normal GBP write activity for all GBP-dependent objects.

    If a page is already in the GBP, the deferred writes will update the page in the GBP rather than writing the page to DASD (conditional write). GBP write-around does not solve the underlying I/O subsystem issues that contributed to the GBP being flooded. The I/O subsystem problem will remain, however, it does not matter that the batch updates slow down a little bit as long as the COMMITs perform better. But, it is possible that eventually the COMMITs themselves will flood the GBP if the batch updates continue to flood the I/O subsystem.

    5.5  Value of combining this feature

    The z/OS support for CF write-around also includes the following features:

    •Verification of local cache controls for a coupling facility cache structure connector is performed during registration of connection interest in a data item to protect against lost cross-invalidation signals. 

    •Support is provided for capturing and collecting extended diagnostic structure data from coupling facility structures that have encountered an error in a non-disruptive manner. The collection is performed in the background so system tasks are not hung and cache request completion is not delayed.

    5.6  More information

    For more information, see the following references:

    •DB2 11 for z/OS Technical Overview, SG24-8180

    •For a detailed description of the new support in the IXLCACHE macro interface, see z/OS MVS Programming: Sysplex Services Reference, SA22-7618
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HMC Integrated 3270 Console

    This chapter documents the HMC Integrated 3270 Console feature available at z/OS 2.1. 
It provides a brief description of the feature and some practical examples of its usage.

    6.1  Definition

    The Integrated 3270 Console is a new type of z/OS console accessible only from the Hardware Management Console (HMC). This new console type is known as an HMC Multiple Console Support (HMCS) console. The intent of the HMCS console is to supplement the existing console infrastructure at a data center with a console that requires no additional hardware or special connectivity and little to no setup to put into production. It can be used as both a Nucleus Initialization Program (NIP) console and a regular z/OS operator console.

    6.2  Value

    The HMCS console can be used as both an NIP console or a regular z/OS operator console. Without any setup, the HMCS console is available to be used as an NIP console. Activate the HMCS console associated with the z/OS system that will be Initial Program Loaded (IPLed) and during the NIP phase of the IPL, all the messages will be written to this console. In order for the HMCS console to be used as a regular z/OS operator console after NIP, it has to be defined in the CONSOLxx PARMLIB member with the DEVNUM keyword specified as HMCS. 

    The HMCS console is designed for first time users to become quickly productive on it. The console interface is identical to other existing consoles types such as the NIP, Multiple Console Support (MCS) and SNA Multiple Console Support (SMCS) consoles so operators and system programmers will intuitively know how to use it without having to read a manual. 

    One advantage that the HMCS console has over the System Console is that its access can be controlled through a security product such as IBM RACF®. The security product can be used to control logon to the HMCS console and the commands that an operator can enter from it.

    Finally, the HMCS console is ideal to be the emergency or back up console. There are times when the mainframe or network infrastructure has been changed and the regular z/OS consoles are offline for an unknown reason. This console will be available and online as long as the HMC is connected to the mainframe. If no HMCS console is defined, the system does not need to be IPLed to define one. A CONSOLxx PARMLIB member can be defined with the HMCS console definition and the SET CON=xx command can be used to dynamically add the definition of the HMCS console to the existing console definitions.

     

    
      
        	
          Note: The SET CON=xx command is only available if the sysplex is running in the Console's distributed mode.

        
      

    

    6.3  Use cases for the HMC Integrated 3270 Console

    Consider the following two use cases for the HMC Integrated 3270 Console.

    6.3.1  The HMCS console as an NIP console

    No setup is required to use the HMCS console as an NIP console. Just activate this console before an IPL of the z/OS system and all NIP messages will be written to it.

    To use the HMCS console as an NIP console, activate it before the IPL with the following procedure as seen in Figure 6-1:

    1.	Open Systems Management.

    2.	Open either Systems or Customer Groups.

    3.	Select the z/OS system that is about to be IPLed.

    4.	Select Recovery.

    5.	Select Integrated 3270 Console (same option used to launch the 3270 console for IBM z/VM®).
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    Figure 6-1    Selecting the Integrated 3270 Console option

    The HMCS console is displayed as an NIP console (Figure 6-2).
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    Figure 6-2    The HMCS console as an NIP console

    As of z/OS 2.1, this is the system selection order for an NIP console:

    1.	HMCS console as seen in Figure 6-2

    2.	Devices defined in the IODF via NIPCON specifications

    3.	System Console

    6.3.2  The HMCS console as a z/OS console

    No hardware or special connectivity is required for the HMCS console. To use this console as a regular z/OS operator console, it must be defined in the CONSOLxx PARMLIB member. See Example 6-1 for a sample of an HMCS console definition.

    Example 6-1   HMCS console definition for CONSOLxx PARMLIB member
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    /*********************************************************/ 

    /* HMCS CONSOLE                                          */ 

    /*********************************************************/ 

    CONSOLE DEVNUM(HMCS)                                        

            NAME(&SMFID.HMCS)                                   

            AUTH(MASTER)                                        

            USE(FC)                                             

            AREA(NONE)                                          

            MSCOPE(*)                                           

            CMDSYS(*)                                           

            DEL(RD)                                             

            LEVEL(ALL)                                          

            CON(N)                                              

            RNUM(20)                                            

            SEG(20)                                             

            RTME(1/4)                                           

            MFORM(T,S)                                          

            INTIDS(Y)                                           

            UNKNIDS(Y)                                          

            LOGON(REQUIRED) 
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    Activate this console from the HMC by using the following procedure:

    1.	Open Systems Management.

    2.	Open either Systems or Customer Groups.

    3.	Select the z/OS system for this console.

    4.	Select Recovery.

    5.	Select Integrated 3270 Console (same option used to launch the 3270 console for z/VM). See Figure 6-3 on page 46.
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    Figure 6-3    The HMCS console as a z/OS console

     

    
      
        	
          Note: When used as an NIP console, the HMCS console will automatically be activated for z/OS use, which is identical to the behavior of NIP (3270) consoles.

        
      

    

    When the HMCS console is active, an excerpt of the output from a D C,L command can be seen in Example 6-2.

    Example 6-2   Active HMCS console listed in a D C,L command
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    MSG:CURR=0    LIM=1500 RPLY:CURR=5    LIM=99    SYS=ZOS21    PFK=PS 

    HARDCOPY  LOG=(SYSLOG,OPERLOG)  CMDLEVEL=CMDS                       

          ROUT=(ALL)                                                    

    ZS21HMCS  TYPE=HMCS     STATUS=ACT-ZOS21                            

              DEFINED=(ZOS21)                                           

              MATCHED=(ZOS21)                                           

       ATTRIBUTES ON ZOS21                                              

          AUTH=(MASTER)    CMDSYS=*            NBUF=0        SUPSBY=Y   

          DEV=NONE         LOGON=REQUIRED      USERID=SJON              

          MFORM=(T,S)      AREA=(Z)            PFKTAB=*DEFAULT          

          USE=FC  DEL=RD   RTME=1/4  RNUM=20   SEG=20    CON=N          

          LEVEL=(ALL)                                                   

          MONITOR=(NONE)                       INTIDS=Y  UNKNIDS=Y      

          ROUT=(NONE)                                                   

          MSCOPE=(*) 
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    There are four ways to deactivate the HMCS console:

    1.	Close the HMCS console window and the console will go into STANDBY state.

    2.	Enter the command VARY CN(consolename),STANDBY and the console will go into STANDBY state.

    3.	Enter the command VARY CN(consolename),OFFLINE and the console will become inactive.

    4.	Enter the command RESET CN(consolename) and the console will become inactive.

     

    
      
        	
          Note: STANDBY is a new console state in z/OS 2.1. STANDBY is a state between Inactive and Active and is only applicable to MCS and HMCS consoles. For more information about STANDBY, see the z/OS 2.1 System Commands manual.

        
      

    

    When the HMCS console is in STANDBY, the console status listed in the D C,L command would look as shown in Example 6-3.

    Example 6-3   HMCS console in STANDBY from D C,L command
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    NAME     TYPE    STATUS         DEFINED             MATCHED

    CON0D00  MCS     INACT          A12                 A12    

    CON0D01  MCS     INACT          A12                 A12    

    ZS21HMCS HMCS    STDBY-ZOS21    ZOS21               ZOS21 
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    To reactivate the HMCS console after it is placed in Standby or made inactive, press the Enter key or any attention generating key (PA1, PA2, PA3, Enter, PFx). If the HMCS window is closed, the HMCS console has to be reactivated via the HMC.

     

    
      
        	
          Note: The following two commands will not work on HMCS consoles:

          VARY CN(consolename),OFFLINE,FORCE

          VARY CN(consolename),ONLINE[,SYSTEM] [,FORCE]

        
      

    

    6.4  Leading practices

    Any HMC ID that does not have the access to the Operating System Messages task should not have the Integrated 3270 Console task either.

    Define the HMCS console in your CONSOLxx PARMLIB member. This console can be used as your emergency or backup z/OS console. 

    Secure the HMCS console with a security product as you would for your other consoles.

    6.5  More information

    For more information, see the following references:

    •z/OS 2.1 MVS Planning: Operations (SA23-1390-00):

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieag300/toc.htm?lang=en

    •z/OS 2.1 MVS Initialization and Tuning Reference (SA23-1380-00):

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieae200/toc.htm?lang=en

    •IBM Redbooks System z hardware and software blog:

    https://www.ibm.com/developerworks/community/blogs/IBMRedbooksSystemz/entry/z_os_v2r1_technical_updates_hmc_integrated_3270_console_hmcs?lang=en
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Networking and communications functions
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QDIO Accelerator with IP Security

    The QDIO Accelerator function provides better performance by allowing accelerated forwarding of TCP/IP packets. This is done by directly routing the packets between IBM HiperSockets™ and OSA QDIO connections bypassing the TCP/IP stack. Previously, we could not use this function if IP Security is enabled. This restriction is relaxed in z/OS V2R1.

    7.1  Definition

    The QDIO Accelerator function provides accelerated forwarding of packets at the device driver layer bypassing the forwarding TCP/IP stack. In z/OS V2R1, you can now activate this function even if IP Security is enabled under certain conditions. This was not possible before.

    7.1.1  What QDIO is

    The QDIO stands for Queued Direct I/O. It is a protocol designed for high speed communication between System z and the Local Area Network. The I/O Queues are maintained in the Open Systems Adapter (OSA) and in the Communication Server, bypassing the traditional z/OS Channel Subsystem.

    7.1.2  What the QDIO Accelerator is

    Without the QDIO Accelerator, the TCP/IP packets are forwarded by the forwarding TCP/IP stack (see Figure 7-1).
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    Figure 7-1   Without QDIO Accelerator function

    With the QDIO Accelerator, the forwarding is done by the DLC layer, bypassing the TCP/IP stack (see Figure 7-2).
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    Figure 7-2   With QDIO Accelerator function

    The QDIO Accelerator function enhances QDIO further by routing directly the inbound TCP/IP packets that are to be forwarded between a HiperSockets device and an OSA-Express device in QDIO mode without touching the TCP/IP stack. This improves performance and reduces processor usage for such workloads.

    7.1.3  What IP security is

    With IPSECURITY, you can configure filter policies to IP packets flowing in and out of the TCP/IP stack. Based on your policy, the IP layer might permit packets, deny packets, or protect packets using IPSec. IP filters can be configured in the TCPIP profile data set as well as in policy files that are processed by the Policy Agent. Additionally, the IPSec command can be used to create defensive IP filters. When configured or created, all of these filters are enforced by the TCP/IP stack.

    7.1.4  Problems experienced when using IP Security with QDIO Accelerator

    The QDIO Accelerator processes some packets at the DLC layer, bypassing the IP layer. Because IPSECURITY filtering rules are applied at the IP layer of the TCP/IP stack, they cannot be applied down to the DLC layer for the packets processed by the QDIO Accelerator. Because of this, the QDIO Accelerator was disabled whenever the IPSECURITY keyword was specified in the TCPIP profile data set.

    7.1.5  What this new function provides

    In z/OS V2R1, you can now enable the QDIO Accelerator function even if IP Security is enabled as long as the aggregate of all the IP filter rules on your forwarding stack permit all routed traffic and do not perform logging of routed TCP/IP traffic.

    7.1.6  Restrictions

    Here are some restrictions to consider:

    •If QDIO Accelerator is configured, Sysplex Distributor traffic will always be accelerated, regardless of the IP filter rule configuration.

    •If any of your IP filter rules deny, protect (with IPSec), or log any routed traffic, QDIO Accelerator will be disabled for all routed traffic except for Sysplex Distributor traffic. 

    •If any of your filter rules require any routed traffic to be logged (even if your IP filter rules explicitly permit all routed traffic), QDIO Accelerator will be disabled for all routed traffic except for Sysplex Distributor traffic.

    7.2  Value

    The QDIO Accelerator enhances the performance by taking over some of the packet forwarding functions of the TCP/IP stack. It also reduces CPU usage.

    Now you can do it with IP Security enabled for the distributor’s local traffic.

    7.3  Use cases for the feature

    To implement the facility, make sure that your filtering policy does not deny any routed traffic, does not protect any routed traffic by IPsec, and does not log any routed traffic.

    Activate the QDIO Accelerator function by specifying the QDIOACCELERATOR parameter in the IPCONFIG statement in the TCP/IP Profile member.

    7.4  Leading practices

    The QDIO Accelerator function is advised, as it enhances performance and reduces the load on the CPU if traffic is forwarded directly between OSA adapters in QDIO mode or between such OSAs and Hipersockets.

    7.5  More information

    For more information, see the following references:

    •z/OS Communications Server: IP Configuration Guide SC27-3650-00

    •z/OS Communications Server: New Function Summary GC27-3664-00 
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CommServer Configuration Assistant: Improved integration with z/OSMF and other new features

    The Configuration Assistant for z/OS Communications Server has been redesigned and supports a new Web 2.0 design model that provides an integrated experience with other z/OSMF applications. The result is improved performance, and a better look and feel.

    8.1  Definition

    The Communications Server Configuration Assistant provides a web application with a browser-based user interface that helps z/OS users to configure the Communications Server policy-based networking technologies: 

    •Application Transparent TLS (AT-TLS)

    •IP Security (IPSec): IP Filter Rule and VPN Tunnel

    •Enterprise-specific extensions include the ability to define:

     –	Defensive filters (deny rules) dynamically with the Defense Manager Daemon (DMD)

     –	Network Security Services (NSS): Services for IP Security around certificate management and other security services; required for IKEv2

    •Intrusion Detection Services (IDS)

    •Policy-based Routing (PBR)

    •Qualities of Service (QoS) 

    The Configuration Assistant is a plug-in to the z/OS Management Facility (z/OSMF), which runs on z/OS and helps to simplify and modernize z/OS systems management functions. 

    The Configuration Assistant has been redesigned to use the user interface (UI) framework of z/OSMF, which provides the common look and feel with other z/OSMF plug-ins. It uses the Web 2.0 model based on an AJAX design as the foundation for its client/server model. This has resulted in improved performance in terms of CPU and response time because the UI logic can execute in the browser.

    As of z/OS V2R1, the Configuration Assistant for z/OS Communications Server on Windows is no longer provided as an unsupported download. Users must migrate to the Configuration Assistant with z/OSMF. There are many advantages to using the Configuration Assistant with z/OSMF, as discussed next.

    8.1.1  Enhancements supported by the Configuration Assistant in z/OS V1.12

    The following enhancements are supported:

    •Support for Internet Key Exchange (IKE) version 2

    •Support for FIPS-140 cryptographic mode for IPSec and IKE

    •Simpler AT-TLS rules

    •Support the configuration of certificate trust chains and certificate revocation lists.

    8.1.2  Enhancements supported by the Configuration Assistant in z/OS V1.13

    The following enhancements are supported:

    •Defining policies once and use for multiple stacks

    •Configuring networks for both z/OS R12 and R13 mixed environments

    •Importing existing stack settings

    •Improved Intrusion Detection function

    8.1.3  Enhancements in z/OSMF V2.1

    In addition to the improved integration with z/OSMF, the following enhancements are made to the Configuration Assistant:

    •Adds policy-based routing (PBR) support for IPv6.

    •Moves the Application Setup Tasks function, which provides an internal workflow for setting up the Policy Agent and other applications that are used in the policy-based networking environment, to the z/OSMF Workflow plug-in.

    •Adds a new Configuration Backing Store management feature to allow for the improved management of configuration backing stores. Backing stores hold the metadata that represents the defined configuration policies.

    •Adds AT-TLS support for the following RFCs:

     –	Renegotiation options (RFC 5746)

     –	Elliptic Curve Cryptography (RFC 4492 and RFC 5480)

     –	TLSv1.2 (RFC 5246)

     –	AES GCM Cipher Suites (RFC 5288)

     –	Suite B Profile (RFC 5430)

     –	ECC and AES GCM with SHA-256/384 (RFC 5289)

    8.2  Value

    The new Configuration Assistant provides improvements to performance and look and feel with a new design. This is important as the Windows version of the Configuration Assistant is no longer provided.   Users will experience several benefits when running the Configuration Assistant with z/OSMF:

    •Provides a fully supported IBM product

    •Runs on the platform it is configuring, allowing for the configuration data to be saved locally, removing requirements for FTP configuration

    •Provides a centralized server model that can be accessed from a browser 

    Using the Configuration Assistant can provide a significant savings by helping users configure the policy-based networking functions rather than reading pages of documentation and configuring “by hand”. It allows users to quickly configure policy rules using an intuitive and educational approach and generates policy that is syntactically correct.

    8.3  Use cases for the feature

    You can use Configuration Assistant to code policies to use the following technologies:

    •Application Transparent TLS (AT-TLS)

    •IP Security (IPSec) including filters and VPNs

    •Network Security Server (NSS)

    •Intrusion Detection Services (IDS)

    •Policy-based Routing (PBR)

    •Quality of Service (QoS)

    8.4  Leading practices

    If you are using the old IBM Configuration Assistant for z/OS Communications Server tool that runs on Microsoft Windows, you should migrate to z/OS Management Facility (z/OSMF) Configuration Assistant application, The IBM Configuration Assistant for z/OS Communications Server that runs within z/OSMF is part of a supported IBM product and contains all functions supported with the Windows tool.

    IBM Configuration Assistant for z/OS Communications Server tool that runs on Microsoft Windows is still is available as an as-is, nonwarranted web download. z/OS V1.13 is planned to be the final release for which this tool will be provided by IBM. You can download this tool from the IBM web site:

    http://www.ibm.com/support/docview.wss?uid=swg24013160

    With z/OS V2.1, users must migrate to z/OSMF.

    8.5  More information

    For more information, see the following reference:

    •White paper: Using the Configuration Assistant for z/OS Communications Server 
Makes Securing Your Data Center Much Easier, which is available at this website:

    http://www.ibm.com/support/docview.wss?uid=swg27040301&aid=1

  
[image: ]
[image: ]

CommServer Interface statement improvements

    The TCP/IP PROFILE statement INTERFACE was introduced in z/OS release V1R4 to define all the attributes for an IPv6 network interface in one place. There have been a number of enhancements across past z/OS releases to use the INTERFACE statement to configure IPv4 interfaces as well. 

    In release V2R1, you can use the INTERFACE statement to configure IPv4 interfaces for HiperSockets and static VIPAs. One advantage of using the INTERFACE is that you can have all definitions needed for a TCP/IP interface in a single statement.

    9.1  Definition

    The INTERFACE statement in the TCPIP PROFILE is used to define all the attributes of a TCP/IP network interface. Multiple DEVICE, LINK, HOME, and optionally BSDROUTINGPARMS statements have previously been used for this. The INTERFACE statement is the preferred and better way to define a TCP/IP network interface.

    9.2  Value

    The following benefits are provided:

    •A single INTERFACE statement in the TCP/IP profile now replaces DEVICE, LINK, and HOME statements to define the attributes of HiperSockets and static VIPA. This simplifies configuration definition for IPv4. 

    •Previously, defining the source VIPA for IPv4 HiperSockets interfaces was complex. The INTERFACE statement provides a more straightforward way of configuring this.

    •With the INTERFACE statement, you can now configure multiple VLANs from the same TCP/IP stack for a single HiperSockets CHPID for both IPv4 and IPv6.

    •All interface-related attributes for an IPv6 network interfaces can now be defined in a single INTERFACE statement.

    •Some new options are available only on the INTERFACE statement.

    •Deletion and change on INTERFACE statement is much easier than on DEVICE/LINK.

    9.3  Use cases for the feature

    This section describes how to use the INTERFACE statement in different scenarios:

    •Use the INTERFACE statement for an IPv4 HiperSockets interface.

    •Convert existing IPv4 HiperSockets to use the INTERFACE statement.

    •Define an IPv4 static VIPA interface.

    •Convert existing IPv4 static VIPA to use the INTERFACE statement.

    •Configure multiple VLANs for a HiperSockets CHPID.

    9.3.1  Using the INTERFACE statement for an IPv4 HiperSockets interface

    Example 9-1 shows the INTERFACE definition for an IPv4 HiperSockets interface. 

    Example 9-1   Define an IPv4 HiperSockets interface
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    INTERFACE HIPERLF0  

              DEFINE IPAQIDIO

              IPADDR 192.0.1.4/24

              CHPID F0

              SOURCEVIPAINT VIPA1 
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    The names in this statement have the following meanings:

    •IPAQIDIO stands for IP Assisted Queued Internal Direct IO

    •HIPERLF0 is the name of the interface. 

    •IPADDR is the IP address of the interface including subnet mask

    •CHPID is the z/OS CHPID defined in the HCD for HiperSockets

    •VIPA1 is the source VIPA to be used

    9.3.2  Converting existing IPv4 HiperSockets to use the INTERFACE statement

    You can replace the DEVICE and LINK statements for the IPAQIDIO interface with the new IPv4 INTERFACE statement. Also, you can remove the HOME entry and any BSDROUTINGPARMS entry for the interface. Optionally, you can specify the name of the appropriate static VIPA on the SOURCEVIPAINTERFACE parameter of the IPAQIDIO INTERFACE statement.

    If you are using GATEWAY statements to define static routes over this interface, convert them to use BEGINROUTES. z/OS V2R1 will be the last release that supports the GATEWAY statement, and you cannot use the GATEWAY statement to define routes over interfaces defined with the INTERFACE statement. 

    Example 9-2 shows the IPv4 HiperSockets definitions before converting to INTERFACE statements.

    Example 9-2   Defining an IPv4 interface using DEVICE/LINK statements
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    DEVICE    IUTIQDF0 MPCIPA

    LINK      HIPERLF0 IPAQIDIO IUTIQDF0

    HOME

    192.0.1.4 HIPERLF0

    BEGINROUTES

    ROUTE 192.0.1.0/24 = HIPERLF0 MTU 8192

    ENDROUTES

    START IUTIQDF0
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    Example 9-3 shows the same IPv4 HiperSockets definitions after converting to INTERFACE statements.

    Example 9-3   Defining an IPv4 interface to INTERFACE statements
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    INTERFACE HIPERLF0  

              DEFINE IPAQIDIO

              IPADDR 192.0.1.4/24

              CHPID F0

    BEGINROUTES

    ROUTE 192.0.1.0/24 = HIPERLF0 MTU 8192  

    ENDROUTES

    START HIPERLF0 
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    9.3.3  Defining an IPv4 static VIPA interface

    Use the VIRTUAL keyword in the INTERFACE statement to define an IPv4 static VIPA interface. (See Example 9-4).

    Example 9-4   Define an IPv4 static VIPA interface
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    INTERFACE VIPAV4 DEFINE

      VIRTUAL

      IPADDR 9.1.1.1
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          Note: Static routes cannot be coded over a VIRTUAL interface.

        
      

    

    9.3.4  Converting existing IPv4 static VIPA to use the INTERFACE statement

    Replace the DEVICE and LINK statements with the new IPv4 INTERFACE statement for VIRTUAL. Also, remove the HOME entry and any BSDROUTINGPARMS entry for the interface.

    Example 9-5 shows the profile before conversion and Example 9-6 shows the profile after conversion.

    Example 9-5   The profile before conversion
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    DEVICE VIPA    VIRTUAL   0 

                LINK      VIPA1  VIRTUAL   0   VIPA

     

                HOME

                 201.16.1.1     VIPA1
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    Example 9-6   The profile after conversion
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    INTERFACE VIPA1

                 DEFINE VIRTUAL

                 IPADDR 201.16.1.1

    [image: ]

    9.3.5  Configuring multiple VLANs for a HiperSockets CHPID

    The following considerations apply:

    •For IPv4, use the new IPv4 INTERFACE statement for IPAQIDIO.

    •For IPv6, use the existing IPv6 INTERFACE statement for IPAQIDIO6.

    •For each interface, specify the VLAN ID using the VLANID parameter.

    •For each IPv4 interface for this HiperSockets CHPID, configure a unique subnet using the subnet mask specification on the IPADDR parameter.

    9.3.6  Restrictions

    The following restrictions apply:

    •There is a maximum limit of eight VLANs per HiperSockets CHPID per z/OS image per IP version

    •If you have used DEVICE and LINK statements to configure an IPv4 interface, you must use the HOME list method to designate a static VIPA as the source VIPA. You cannot use the INTERFACE statement for this.

    •Non-QDIO IPv4 network interfaces still require the DEVICE and LINK statements

    9.4  Leading practices

    Observe the following considerations:

    •We strongly advise migrating to INTERFACE statements for all supported interfaces.

    •DEVICE/LINK statements should only be required for legacy DLCs such as LCS and CLAW.

    9.5  More information

    For more information, see the following references:

    •z/OS Communications Server: New Function Summary, GC27-3664-00

    •z/OS Communications Server: IP Configuration Reference, SC31-8776-21

    •z/OS Communications Server: IP Configuration Reference, SC27-3651-00
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TCP/IP profile SYNTAXCHECK command

    Use this new feature to validate the syntax of TCP/IP profile configuration statements to find any errors before making the actual configuration changes. It will help to proactively avoid undesirable results due to incorrect profile statements. 

    Though it is not possible to check the logic within your statements, when working with systems symbols, Syntax Check will also resolve them (with the symbols where you run the Syntax Check).

    10.1  Definition

    Prior to z/OS Version 2 Release 1, checking the TCP/IP profile before its activation was a manual task, and of course several changes are more prone to have inconsistencies when activated. Now, verifying TCP/IP profile syntax is easier and it does not require applying configuration or any other modification in the running TCP/IP address space.

    These are the most important things to remember about this feature:

    •It can be issued on development, test, or production systems.

    •You can control access to the command via SAF profiles.

    •Support System Symbols are provided.

    •It processes all INCLUDE files specified (even nested ones, just like OBEYFILE).

    •It will only flag syntax errors, not logical (configuration) errors.

    •It does not validate TCP/IP profile statements against the current active configuration (for example, using DELETE PORT for a port that is not currently defined will not be flagged).

     

    
      
        	
          Note: The VARY SYNTAXCHECK command requires an active TCP/IP stack at the same level as the intended target system.

        
      

    

    10.2  Value

    A TCP/IP profile can be extensive, often because the inclusion of statements declared in other data sets. Use this feature to avoid rework, minimize the impact of an incorrect profile and even unintended outages. Add it to your change procedure to improve the availability of TCP/IP and complement your quality work. You can use this command on any TCP/IP stack that is the same release as the profile statements in the profile data set, without regard to what is currently in use on that stack to which the command is directed. That stack does not necessarily have to be the one that will implement the profile being checked. But, if system symbols are used in the profile the check is required, it is highly advised to direct the command to the stack that you intend to use for consistent resolution.

    Observe these considerations:

    •Because no updates are performed, the command cannot detect or report conflicts with what is currently in use.

    •Duplicate interfaces or deleting a non-existent interface cannot be detected.

    •Keep running SYNTAXCHECK command until it has a clean result, as it may stop after the first syntax error.

    •Defining an IPv6 interface on an IPv4-only stack is not flagged as an error.

    10.3  Use cases for the feature

    Using this new z/OS feature is simple as its definition. There is no point trying to explain all the possibilities that can lead you to have an error in a TCP/IP Profile; whether a number is missing, a statement misspelled, erroneous characters, wrong symbol usage, and so on; just run the check as many times as you need after changing a TCP/IP profile and before its activation.

    10.3.1  Use case 1

    Figure 10-1 shows a common example, working with the profile and changing a letter of a statement by mistake. Line 31 shows a statement that instead of having ARPAGE, it is written as FARPAGE in the TCPIP.PARMS(PROF00).
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    Figure 10-1   Error in TCPIP profile

    Then issue V TPCIP,,SYNTAXCHECK,TCPIP.PARMS(PROF00). Figure 10-2 shows the results.
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    Figure 10-2   EZZ messages

    10.4  Leading practices

    If your profile statements use MVS system symbols, it is advised to issue the command on the MVS system where you plan to use the profile for consistent resolution of the MVS system symbols, especially if the inclusion of files is dependent on system symbols.

    If you attempt to edit the PROFILE.TCPIP data set while TCP/IP is active, and PROFILE.TCPIP is defined in the TCPIP PROC as a sequential data set (for example, //PROFILE DD DISP=SHR,DSNAME=TCPIP.PROFILE.TCPIP), the “Data set in use” message might be displayed. To avoid this situation, specify FREE=CLOSE in your procedure, as shown in Example 10-1.

    Example 10-1   Sequential dataset availability for edition
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    //PROFILE  DD DISP=SHR,DSNAME=TCPIP.PROFILE.TCPIP,FREE=CLOSE
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    Specifying FREE=CLOSE enables you to edit the profile while TCP/IP is active. Typically, when TCP/IP starts, it keeps the profile allocated and does not release the allocation until the end of the step (in this case, the end of the job). When you specify FREE=CLOSE, the release occurs after the data set is read, and MVS releases the enqueue for edit.

    If the profile is a member of a partitioned data set (PDS), such as SYS1.TCPPARMS(PROFILE), it is not required to specify FREE=CLOSE.

     

    
      
        	
          Note: Run Syntax Check until you get: EZZ0062I VARY SYNTAXCHECK FOUND NO ERRORS.

        
      

    

    10.5  Value of combining this feature

    To control the utilization of this command with RACF, use MVS.VARY.TCPIP.SYNTAXCHECK Resource Profile in class OPERCMDS.

    10.6  More information

    For more information, see the following references:

    •z/OS Communications Server: IP Messages Volume 4 (EZZ, SNM), SC27-3657-00

    •z/OS Communications Server: Quick Reference, SC27-3665-00

    •z/OS Communications Server: IP Configuration Guide, SC27-3650-00

    •z/OS Communications Server: IP System Administrator's Commands, SC27-3661-00

    •SYNTAXCHECK demo video:

    http://youtu.be/GnHmtms6mRQ

    •z/OS Through V2R1 CS Performance Functions Update video:

    http://youtu.be/pMdAe4oAZcs
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OSA-Express inbound workload queuing

    Previously, an OSA-Express feature had multiple write (outbound) queues for traffic separation but only one read (inbound) queue. In a TCP/IP network, we have two types of workload, streaming workload and interactive workload. Each of them requires a different behavior of OSA-Express. Inbound workload queuing (IWQ) separates these workloads in different queues with different modes of operation.

    11.1  Definition

    For an inbound streaming pattern (also with short gap between the packets), it is more efficient not to interrupt z/OS to gain a high throughput. On the other hand, an interactive traffic pattern needs to interrupt z/OS immediately to receive best response times. Option INBPERF on the INTERFACE or LINK statement in TCP/IP PROFILE influences this behavior (LAN-Idle timer). The original settings (MINCPU, MINLATENCY, BALANCED) for INBPERF did not always provide good results. Therefore, z/OS V1.9 introduced the option DYNAMIC for INBPERF, which tracks the inbound workload and adjusts the LAN-Idle timer according to the current inbound traffic conditions. This works great for either streaming or interactive traffic pattern. But what if both types occur concurrently?

    OSA-Express3 (or later) and z/OS V1.12 (or higher) now split bulk-mode fashioned traffic into separate inbound queues with a unique LAN-Idle timer for each queue. Interactive workload stays on the primary input queue. So, z/OS V 1.12 extends option INBPERF DYNAMIC with sub-option WORKLOADQ/NOWORKLOADQ. Sub-option WORKLOADQ enables IWQ but this is only available on the INTERFACE statement. In addition to WORKLOADQ option VMAC has also to be specified. This feature also creates two more inbound queues. There are separate unique queues for inbound Enterprise Extender and inbound Sysplex Distributor (SD) traffic (if VIPADISTRIBUTE definitions exists). 

    Such an inbound queue is named an ancillary input queue (AIQ). The TCP layer detects automatically a connection operating in a bulk-mode fashion (by data packet ration in either direction) and registers the new queue to the receiving OSA-Express card. OSA-Express then forwards the inbound packets to the appropriate AIQ. This works only for local IP addresses. If a packet is not directed to a specific ancillary input queue, the packet will be forwarded to the primary input queue.

    Each AIQ can be serviced by a separate process, which avoids a situation in which a single process (and single engine) becomes a bottleneck in a multiprocessor system.

    For z/OS V1.12, make sure that APAR PM20056 is applied.

    11.2  Value

    OSA-Express inbound queuing splits the inbound traffic into different queues. Currently there are four types of different inbound queues:

    •Queues for bulk-mode (streaming) with a long LAN-idle timer to raise the throughput 

    •An extra queue for Sysplex Distributor traffic

    •A separate queue for Enterprise Extender packets

    •And finally, the primary inbound queue for interactive and remaining traffic. The primary inbound queue now tends to a high interrupt frequency to get a low latency and a good response time behavior. 

    There is a benefit to separate SD workload in an extra AIQ. If a distributor node must also serve streaming workload for a local application, this workload is separated and does not influence interactive SD traffic. Further interactive Sysplex Distributor traffic and interactive non-SD traffic now operate on different inbound queues. So, they may operate on different LAN-timer values.

    11.3  Use cases for the feature

    Use case 1 describes a migration from DEVICE/LINK statement to INTERFACE statement to enable IWQ.

    Use case 2 offers some more detailed information about the usage of both IWQ and Optimized Latency Mode (OLM).

    11.3.1  Migrating DEVICE/LINK to INTERFACE with IWQ 

    We skip the TRL definition from VTAM because for both DEVICE/LINK and INTERFACE, it stays the same. Example 11-1 shows the required statements necessary to get an OSA-Express feature in QDIO mode running in the old DEVIVCE/LINK style. Inbound Workload Queuing is not supported in that style.

    Example 11-1   OSA-Express feature in QDIO mode
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    DEVICE  OSAGBA1P  MPCIPA  SECROUTER  AUTORESTART

    LINK    OSAGBA1  IPAQENET  OSAGBA1P  INBPERF DYNAMIC  NONSYSPLEX

    
HOME

      9.1.1.1 VIPA1 

      9.1.2.1 OSAGBA1

    
BEGINROUTE 

    ; ROUTE  Destination next hop    Interface MTU size

    ; ------ ----------- ----------- --------- ----------

      ROUTE  9.1.2.0      =          OSAGBA1   MTU 1492

    ENDROUTES 

    
START OSAGBA1P
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    Now the same required definitions in the modern INTERFACE style are shown in Example 11-2.

    Example 11-2   INTERFACE style definitions
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    INTERFACE  OSAGBA1  DEFINE

                        		     IPAQENET PORTNAME OSAGBA1P

    			     IPADDR 9.1.1.1/24

    			     MTU 1492

    			     INBPERF DYNAMIC WORKLOADQ

    			     VMAC 

    			     SOURCEVIPAINTERFACE VIPA1

    			     MONSYSPLEX

     

    START OSAGBA1P
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    As you can see, you have reduced from 5 required statements (DEVICE, LINK, HOME entry, ROUTE entry, START) to only 2 statements (INTERFACE, START) with enabled IWQ. Yes, the INTERFACE statement is a very long definition and has a lot more options than DEVICE/LINK, but you have all the options in one single place.

    11.3.2  Inbound Workload Queuing and Optimized Latency Mode 

    As stated previously, Optimized Latency Mode (OLM) has a measurable CPU increase on streaming workload. Now IWQ can make OLM again attractive because streaming workload is moved to a different AIQ which is not honored by OLM. However, there may still be a slight increase in CPU consumption if both features are enabled. The IWQ and OLM combination fits to environments where interactive traffic has the most priority and a more interactive throughput boost is needed than only IWQ can provide, but there must be some CPU white space available.

    11.4  Leading practices

    The boost that you gain from the IWQ feature depends very much on the traffic pattern and the speed (1 Gb or 10 Gb) of your network. In most environments, there is a measurable improvement in throughput and/or latency, so IBM advises to enable inbound queuing.

    This requires that you also migrate your TCP/IP interface definitions from DEVICE/LINK statement to INTERFACE, which further simplifies the TCP/IP PROFILE.

    11.5  Value of combining this feature

    Optimized Latency Mode (OLM) is designed for interactive traffic, but this mode uses a large amount of CPU power when processing streaming data. With IWQ and the separation of bulk-mode data, OLM becomes more attractive, because it will no longer apply to streaming data. But there is still a small CPU increase if both IWQ and OLM are enabled. So IBM advises not to use both features for everyone without prior measurements. 

    11.6  More information

    For more information, see the following references:

    •z/OS Communications Server: IP Configuration Guide, SC27-3650:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.halz002/toc.htm

    •Open Systems Adapter-Express Customer's Guide and Reference, SA22-7935-16:

    http://www-01.ibm.com/support/docview.wss?uid=isg2bc4ae2e43bfcf12c85256cee000d1130&aid=1
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Sysplex autonomics 

    This chapter provides an overview of two enhancements in TCP/IP sysplex autonomics, which is a component in TCP/IP that lets it proactively handle error conditions by self-monitoring TCP/IP and automating recovery actions.

    We include a brief description of the features and an example.

    12.1  Definition

    Sysplex autonomics is a component in TCP/IP that lets it proactively handle error conditions by self-monitoring TCP/IP and automating recovery actions. It monitors various functions that are related to sysplex distribution, and can take action to delay joining the sysplex group, leave the sysplex group, and rejoin the sysplex group when problems have cleared. In the past two releases of z/OS, there have been enhancements to sysplex autonomics. In z/OS 1.12, Communications Server improves sysplex problem detection and recovery so that the sysplex detects when the TCP/IP stack has ABENDed five times in less than a minute. In z/OS 1.13, Communications Server includes enhanced sysplex monitoring that detects whether CSM (communications storage manager) is constrained for multiple monitoring intervals.

    12.2  Value

    Multiple ABENDs occurring in a short period of time indicates that the address space is having trouble recovering from an error. It is difficult for operators to be aware that an address space is in trouble until it is too late. Beginning in z/OS 1.12, Communications Server will issue the message EZD1973E when TCP/IP ABENDs five times in less than one minute. 

    Automation can be used to highlight this message so it will be more visible to operators who can then notify the TCP/IP support team to assess the situation. Sysplex autonomics can automate the removal of the troubled TCP/IP stack. If RECOVERY was specified on the SYSPLEXMONITOR parameter of the GLOBALCONFIG statement, and this TCP/IP stack is not the only member of the TCP/IP sysplex group, it leaves the sysplex group, deactivates all DVIPAs, and saves all VIPADYNAMIC block definitions. This enhancement is automatically enabled by TCP/IP.

    Storage problems in address spaces are also difficult to detect until it is almost too late. In previous releases, Communications Server has externalized a CSM storage constraint condition by issuing the message EZZ9679E. In z/OS 1.13, Communications Server provides an additional warning of a CSM storage constraint problem with the EZD1974E message when CSM has been constrained for more than three times the TIMERSECS value. If CSM is constrained, especially for long durations, packets might be dropped, which can have an adverse effect on transactions that reach the system image. 

    Automation can be used to alert operators of this problem so they can notify the TCP/IP support team. Sysplex autonomics can automate the removal of the troubled TCP/IP stack. If RECOVERY was specified on the SYSPLEXMONITOR parameter of the GLOBALCONFIG statement, and this TCP/IP stack is not the only member of the TCP/IP sysplex group, it leaves the sysplex group, deactivates all DVIPAs, and saves all VIPADYNAMIC block definitions. If AUTOREJOIN was specified and the CSM storage constraint is relieved, the stack will rejoin the sysplex group and reprocess the saved VIPADYNAMIC configuration. 

    12.3  Use cases for the feature

    To automate the removal of any of TCP/IP stack that is experiencing problems, specify the keyword RECOVERY on the SYSPLEXMONITOR parameter of the GLOBALCONFIG statement in the TCP/IP profile. A sample statement is provided in Example 12-1.

    Example 12-1   SYSPLEXMONITOR statement with RECOVERY
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    LOBALCONFIG                         

      SYSPLEXMONITOR DELAYJOIN RECOVERY 
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    The command D TCPIP,,N,CONFIG will confirm that it is enabled as shown in Example 12-2.

    Example 12-2   Excerpt of output from D TCPIP,,N,CONFIG command
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    SYSPLEX MONITOR:                                                 

      TIMERSECS: 0060  RECOVERY: YES  DELAYJOIN: YES  AUTOREJOIN: NO 

      MONINTF:   YES   DYNROUTE: YES  JOIN:      YES 
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    12.4  Leading practices

    Even if your installation is uncomfortable with TCP/IP automatically removing a TCP/IP stack from the SYSPLEX using the RECOVERY option, there is value in enabling other checks not discussed in this chapter, such as POOLLIMIT and ECSALIMIT, and having automation flagging the resulting messages. These messages reveal a problem within TCP/IP and support teams need to be made aware as soon as possible.

    12.5  Value of combining this feature

    The z/OS Health Check CHECK(IBMCS,CSTCP_SYSPLEXMON_RECOV_TCPIP) will check if the GLOBALCONFIG SYSPLEXMONITOR RECOVERY is specified or not when IPCONFIG DYNAMICXCF or IPCONFIG6 DYNAMICXCF was configured. If RECOVERY is not set, a low SEVERITY check warning will be highlighted from z/OS health checker.

    12.6  More information

    For more information, see the following references:

    •Knowledge Center for the z/OS 2.1 Communications Server: IP Configuration Reference:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.halz001/toc.htm?lang=en

    •Knowledge Center for the z/OS 2.1 Communications Server: IP Configuration Guide 

    http://www.ibm.com/support/knowledgecenter/?lang=en#!/SSLTBW_2.1.0/com.ibm.zos.v2r1.halz002/toc.htm
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Communication Server Enterprise Extender connection health verification feature

    Enterprise Extender (EE) is the most common communication path in existing SNA networks, which means that SNA traffic is carried through a TCP/IP network. EE requires an operational UDP communication path. In case of cable problems, configuration errors, network congestion, and firewalls, this requirement cannot always be satisfied. EE connection health verification checks periodically that path and issues a message if a problem is detected. This is important on connections with very low traffic because it could take a long time until a problem is detected.

    13.1  Definition

    Health verification sends a Logical Data Link Control (LDLC) probe to the remote partner at connection activation and (optionally) periodically during lifetime of the EE connection. The interval of the probes can be set with option EEVERIFY at the GROUP/PU parameter in the switched major node for single connections and globally in member ATCSTRxx in your VTAMLST data set. Normally EE runs on UDP port 12000-12004, but these ports can be altered. All 5 UDP ports are probed. 

    At connection activation, VTAM probes the UDP ports, if one or more ports are unreachable, the connection will not be activated. If the remote partner does not support the LDLC probe, VTAM issues a message and brings up the connection. When EEVERIFY=ACTIVATE is specified and one or more EE ports are unreachable, then a message is issued and the EE connection is not activated. On established connections VTAM will issue a warning message if the remote partner is not reachable but will keep the connection active. This warning message is highlighted and stays on the console as long as the condition exists. 

    Option EEVERIFY controls this feature. You have the possibility to just probe at EE connection activation (EEVERIFY=ACTIVATE), probe periodically every 1-1440 minutes or to switch it off (EEVERIFY=NEVER).

    If VTAM indicates such a condition, there are additional commands available to get more information about the condition. At first, command D NET,EE,LIST=EEVERIFY shows some detailed information about EE and an extra line naming each failing LINE and PU. Later on in this chapter, there is an example showing the output of that command. Second, command DISPLAY EEDIAG,TEST=YES can be used for further diagnosis. To use the full power of the DISPLAY EEDIAG command, the firewall has to allow ICMP Echo Request/Reply (ping) and ICMP “Time Exceeded” response:

    •IPv4: ICMP Message – Type 11

    •IPv4: ICMP Echo Request – Type 8

    •IPv4: ICMP Echo Reply – Type 0

    •IPv6: ICMP Message Type 3

    •IPv6: ICMP Echo Request – Type 128

    •IPv6: ICMP Echo Reply – Type 129

    For DISPLAY EEDIAG, the remote EE node must have EE Test probe “responder” support, especially for non-z/OS remote nodes. z/OS nodes already have EE probe “responder” support.

    13.2  Value

    EE connection health verification helps you to detect problems in your EE network. This feature checks all 5 UDP ports of each single EE connection. This is useful especially for large EE networks and EE networks connecting business partners because problem determination in such a network can be quite difficult.

    13.3  Use cases for the feature

    EE connection health verification can be activated in different ways.

    13.3.1  Activation of EE connection health verification globally

    This example shows the activation of that feature globally and applies to all EE connections. We will probe every 15 minutes. Code EEVERIFY=15 to your ATCSTRxx member and/or activate it dynamically with following command:

    F NET,VTAMOPTS,EEVERIFY=15

    Now you have activated EE connection health verification for all EE connections.  Figure 13-1 shows connections probing every 15 minutes.
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    Figure 13-1    EEVERIFY Setting in VAMOPTS

    Figure 13-2 shows a summary of all EE connections, the UDP ports, number of EE connections, and how many connection problems exist.
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    Figure 13-2    Overview of EE connection health

    If a problem is detected, this display also shows message IST2325I naming each failing LINE and PU.

    13.3.2  Activation of EE connection health verification for a specific connection

    Now we will define EE connection health verification only for one EE connection by coding EEVERIFY on the PU statement in the switched major node. Again, we will probe every 15 minutes. Figure 13-3 shows the switch major node definition.
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    Figure 13-3   SW Major Node with EEVERIFY

    Figure 13-4 shows the health of this connection, especially the last successful probe, and how often the probe failed.
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    Figure 13-4    Health status of one single connection

    If a problem is detected, this display also shows message IST2328I informing you that health verification has failed.

    13.4  Leading practices

    It is highly useful to activate Enterprise Extender connection health verification for all EE connections independent of the size of your EE network. This will verify EE connection viability before connection activation, and can optionally periodically probe your EE network and inform you about problems.

    13.5  More information

    For more information, see the following references:

    •z/OS Communications Server: SNA Network Implementation Guide, SC27-3672:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.istimp0/toc.htm

    •z/OS Communications Server: SNA Resource Definition Reference, SC27-3675:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.istrdr0/toc.htm
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Security functions
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Sysplex-wide security associations and policy-based routing for IPv6

    z/OS V2R1 Communications Server provides two major improvements for IPv6, support for sysplex-wide security associations (SWSA) environment and policy-based routing.

    Communications Server provides support for IPv6 in a sysplex-wide security associations (SWSA) environment. Sysplex distribution provides better workload balancing. SWSA allows IPSec-protected traffic to be distributed through a Parallel Sysplex® while maintaining IPSec protection to all endpoints within the sysplex.

    Policy-based routing allows the TCP/IP stack to make routing decisions that take into account criteria other than just the destination IP address. Previous to V2R1, policy-based routing was only supported for IPv4 traffic.

    14.1  Definition

    Here we define two terms, sysplex-wide security associations and policy-based routing.

    14.1.1  Sysplex-wide security associations

    SWSA adds to the sysplex function, distributing the IPSec cryptographic processing for an IPSec security association (SA) among systems in a sysplex environment. SWSA allows workloads with IPSec-protected traffic to use the dynamic virtual IP address (DVIPA) takeover and distribution functions. You can associate IPSec-protected workloads with DVIPAs that can be recovered by other systems in the case of a failure or planned takeover. IPSec SAs are automatically reactivated on another system in the sysplex when a DVIPA takeover occurs. Similarly, TCP connections that are distributed to multiple target hosts within the sysplex can all share the same IPSec SAs that are established to protect those connections.

    SWSA forwards SA information to the target hosts using a coupling facility structure named EZBDVIPAvvtt, where vv is the 2-digit VTAM group ID suffix specified on the XCFGRPID start option, and tt is the TCP group ID suffix specified on the GLOBALCONFIG statement in the TCP/IP profile. The distributor stack keeps the master copy of the SAs associated with the DVIPA. Whenever a new SA is negotiated or refreshed and the SA is installed in the distributor stack, a copy (shadow) of the SA, which contains information necessary to perform IPSec cryptography, is sent within the sysplex to the target hosts. After being distributed to the target hosts, those hosts can use the shadow SAs to provide IPSec protection to the related IP traffic.

    Support for sysplex-wide security associations for IPv6 DVIPAs is provided in z/OS V2R1 Communications. IPSec encapsulated IPv6 traffic can be distributed to a target stack that is at the V2R1 or later release level. Likewise, when an IPv6 DVIPA is taken over, SAs for that DVIPA can be reestablished by a backup stack that is at the V2R1 or later release level. A stack that is at release level V1R13 or earlier does not retrieve SA data associated with the IPv6 DVIPA from the coupling facility; the SAs are not renegotiated and the SA data remains in the coupling facility. If the original owning stack (V2R1 or later) regains ownership of the IPv6 DVIPA, SA data remaining in the coupling facility is used to attempt to reestablish the SAs. Do not use a stack that is at the V1R13 or earlier release level as a backup for an IPv6 DVIPA when there are SAs for the DVIPA.

     

    
      
        	
          Restrictions: All target systems must be at V2R1 or later to distribute workload for IPv6 traffic that is protected by an SA. The backup TCP/IP stack must be on a system that is V2R1 or later to take over IPSec-protected workloads with IPv6 DVIPAs.

        
      

    

    If the access to structure EZBDVIPAvvtt is lost, any TCP connection using SWSA is stopped and new TCP connections that need IPSec cannot be established. This situation lasts until the access to the structure is reestablished. The following situations can lead to loss of access:

    •There is a disconnect from the coupling facility structure.

    •The structure is rebuilt.

    •The structure encounters a critical storage shortage.

    14.1.2  Policy-based routing

    With standard IP routing, the TCP/IP stack maintains a single routing table that contains routes for all destinations that are reachable. The TCP/IP stack can use any of the interfaces on the stack and any next hop routers available on these interfaces to route any outbound traffic. The destination address is the only criterion used to select the route. 

    With policy-based routing, the TCP/IP stack maintains multiple policy-based routing tables in addition to the normal routing table. Policy rules can be defined to decide which route table is to be used for each type of traffic. In addition to the destination address policy-based routing can use a number of other criteria such as name, source port, destination port, protocol type (TCP or UDP), source IP address, NetAccess security zone, and security label to decide on which routing table to use.

    With z/OS Communication server V2R1, policy-based routing is available for IPv6 traffic in addition to existing support for IPv4 traffic.

     

    
      
        	
          Restrictions: policy-based routing applies only to locally originated IPtraffic. It does not apply to traffic being routed through the z/OS stack. There are other restrictions while using policy-based routing if you run multiple z/OS Communications Server TCP/IP stacks concurrently.

        
      

    

    Policy-based routing is configured in a Policy Agent flat file that contains routing rules, routing actions, and routing tables. You can use the IBM Configuration Assistant for z/OS Communication Server to configure this file. 

    14.2  Value

    In this section, we consider the value of both sysplex-wide security associations and policy-based routing.

    14.2.1  Value for sysplex-wide security associations

    Sysplex distribution provides better workload balancing because it performs the following actions:

    •Optimally routes new work to the target system and the server application, based on WLM advice

    •Increases the availability of workloads by routing traffic around failed components

    •Increases flexibility by adding additional workload in a non-disruptive manner

    SWSA extends the sysplex function to distribute IPSec cryptographic processing for an IPSec security association (SA) among systems in a sysplex environment.

    14.2.2  Value for policy-based routing

    This facility allows you to set up policies to control routing of the TCP/IP traffic based on your business requirements such as forwarding sensitive information via secure networks, control use of high speed networks, and so on.

    This facility allows you to control the routing of your TCP/IP outgoing traffic with more criteria than just a destination IP address. Policy-based routing gives you the ability to address your business requirements more granularly, such as forwarding sensitive information only through secure networks or controlling the use of high speed networks.

    14.3   Use cases for the feature

    In this section, we consider use cases for both sysplex-wide security associations, and policy-based routing.

    14.3.1  Use cases for Sysplex-wide security associations 

    Before z/OS V2R1, the DVIPSEC parameter on the IPSEC statement in the TCP/IP profile enabled sysplex-wide security associations (SWSA) for IPv4 on a stack that had IPCONFIG IPSECURITY specified in the TCP/IP profile. Support for SWSA for IPv6 was not provided in these releases. Beginning with z/OS V2R1, SWSA for IPv6 is supported. The DVIPSEC parameter on the IPSEC statement in the TCP/IP profile enables SWSA for IPv6 on a stack that has IPCONFIG6 IPSECURITY specified in the TCP/IP profile.

    If you have both of the following parameters specified in your TCP/IP profile, be aware that SWSA for IPv6 will be enabled on your stack:

    •The IPSECURITY parameter on the IPCONFIG6 statement 

    •The DVIPSEC parameter on the IPSEC statement

    If you have IPv6 TCP traffic that is protected by an IPSec Security Association (SA) with an IPv6 DVIPA endpoint, you will see the following changes:

    •When an IPv6 DVIPA is moved during a planned or unplanned DVIPA takeover, new SAs are automatically reestablished with the same security service characteristics as the SAs that existed on the host that previously owned the DVIPA.

    •IPv6 TCP traffic that is protected by an IPSec SA with a sysplex-distributed DVIPA endpoint can be distributed to target hosts.

    Ensure that you configure the appropriate IP security policy on the backup and target hosts.

    14.3.2  Use cases for policy-based routing

    Here are some areas where you can use policy-based routing:

    •To route FTP traffic through specific interfaces that provide high bandwidth

    •To route Telnet traffic that does not need a high bandwidth over low-latency links

    •To route high security traffic through to a secured network

    •To control the links used by Enterprise Extender to keep that traffic from being impacted by other IP traffic loads

    •If you have multiple DVIPAs defined, you can route traffic through different interfaces dependent on the source IP address.

    •Also, a userid or name of a batch job can be a criteria for the selection of an outgoing interface.

    14.4   Leading practices

    In this section, we consider leading practices for both sysplex-wide security associations and policy-based routing. 

    14.4.1  Leading practices for sysplex-wide security associations 

    Sysplex-wide security associations provide the distribution of connections using IPSec cryptography within the sysplex using Sysplex Distributor. This includes the takeover/giveback functionality of a DVIPA. We advise enabling this in the sysplex distributor environment.

    14.4.2  Leading practices for policy-based routing

    Policy-based routing helps you to separate your TCP/IP traffic based on a number of criteria and select appropriate routes to forward them. Now that it is also available for IPV6 traffic.

    14.5  Value of combining this feature

    Consider IKEv2, which supports new cryptographic functions and new certificate support. IKEv2 can also save some CPU cycles for cryptography. SWSA supports IPSec SAs that are negotiated using either IKEv1 or IKEv2.

    14.6  More information

    For more information, see the following references:

    •z/OS Communications Server: IP Configuration Guide, SC27-3650-00

    •z/OS Communications Server: New Function Summary, GC27-3664-00
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TCP/IP-based RRSF

    RACF Remote Sharing Facility (RRSF) allows RACF to communicate with other z/OS systems located in different geographical locations via TCP/IP. This can be other SYSPLEXes or remote stand alone systems. By using this facility, the RACF administrator can remotely maintain and synchronize RACF databases located in different parts of the world. 

    15.1  Definition

    RRSF allows remote administration of RACF databases residing on different z/OS systems. It communicates with other z/OS system nodes to form an RRSF network. These nodes are connected by TCP/IP. 

    15.1.1  What RRSF can do

    RRSF allows you to easily manage RACF databases across the enterprise by propagating RACF TSO commands, application updates, and user password changes.

    RRSF does these tasks:

    •Administers RACF databases distributed throughout an enterprise from any location in the enterprise.

    •Synchronizes RACF databases. This is a proactive action to help during disaster recovery scenarios.

    •Allows users to synchronize their passwords. A user with more than one user ID on the same system, or different user IDs on different systems, can keep passwords synchronized between all user IDs. This feature benefits RACF users who work on several systems, or who use multiple user IDs on the same system.

    15.1.2  Components of RRSF

    Figure 15-1 shows the various system components that need to be set up before RRSF can be used.
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    Figure 15-1   Components of RRSF

    These are the components of RRSF:

    •RRSF: A component of RACF that uses RACF facilities

    •Unix System Services: RRSF makes socket API calls to TCP/IP

    •TCP/IP: The communication to exchange data between the RRSF nodes

    •System SSL: Establishes a secure connection with other RRSF nodes

    •AT-TLS Policy: Application Transparent Transport Layer Security protects traffic between the RRSF nodes

    •PAGENT: The Policy Agent to implement the security policy

    15.1.3  How RRSF is configured

    Here is a very brief high level overview of what needs to be done on every z/OS system node in the RRSF network:

    1.	Allow the RACF subsystem to make Unix System Services API calls to use TCP/IP. This is done by defining OMVS segment and UID to RACF subsystem user ID.

    2.	Define digital certificates and key rings for the TLS protocol to authenticate RRSF servers and clients to each other.

    3.	Use the IBM z/OSMF GUI Interface to define the AT-TLS policy. This defines how the RRSF nodes can identify and authenticate each other using SSL handshakes before establishing a connection. It also specifies the encryption algorithms to use to protect the RRSF data flows across the network.

    4.	Set up the Policy Agent (PAGENT) started task to enforce the security policies.

    5.	Enable AT-TLS in the TCP/IP profile by adding the TTLS parameter to the TCPCONFIG profile statement.

    6.	Update RACF parameter library member IRROPTxx in PARMLIB with TARGET and SET commands to start RRSF when the RACF address space is started. This defines the local and remote z/OS systems and their IP addresses. A sample IRROPTxx member is shown in Example 15-1.

    Example 15-1   Sample IRROPTxx member
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    TARGET NODE(PLEX76) LOCAL -

    PREFIX(SYS1.RACF) WORKSPACE(VOLUME(BH6ST1))

    TARGET NODE(PLEX76) PROTOCOL(TCP(ADDRESS(9.12.4.126)))

    TARGET NODE(PLEX76) OPERATIVE
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    7.	Define an INMSG and an OUTMSG workspace VSAM data set for each remote connection to temporarily hold data that is sent throughout the RRSF network.

    For a detailed explanation of each step, see the RACF Remote Sharing Facility over TCP/IP, SG24-8041.

    15.2  Value

    This feature came with z/OS V1R13.   Prior to z/OS V1R13, only Advanced Program-to-Program Communication (APPC) was available as the transport mechanism to connect these nodes. This used old SNA technology.

    From z/OS V2R1, the use of the IPv6 protocol for RRSF connections is available for communications between systems that are enabled for TCP/IP IPv6. This allows you to choose between IPv4 and IPv6 addressing when setting up the RRSF connections. 

    z/OS V2R1 also allows the use of stronger encryption algorithms such as the elliptic curve cryptography (ECC)-based certificates for RRSF data transfers between systems.

    15.3  Use cases for the feature

    This feature is particularly valuable for enterprises that have z/OS systems in different geographic locations to administer the remote RACF data bases from one location. These z/OS systems are connected into an RRSF network via TCP/IP.

    In the sample network shown in Figure 15-2, a RACF administrator located in Paris can make changes to the RACF database. These changes will be propagated to the RACF databases in New York, London, and Munich. Munich can be considered as a backup site for Paris, as all RACF settings in Paris are mirrored to Munich. Normally local users are connected to their local systems. All password changes are synchronized with other systems.
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    Figure 15-2    RRSF network

    For example, a RACF Systems Programmer is sitting in Paris. Changes are forwarded to other systems, and Munich is a backup site. All RACF settings automatically mirrored to local users connect normally to their local systems. Any password change is synchronized with the other systems.

    15.4  Leading practices

    Previously, you had to use APPC to maintain multiple RACF databases. We advise to switch RRSF via TCP/IP. Note that RRSF via APPC uses old SNA technology. The current trend is to replace the old SNA technology with TCP/IP for communication. If you are using Enterprise Extender to support SNA, by switching to TCP/IP, you can get rid of UDP connections used by the Enterprise Extender. 

    With RRSF over TCP/IP, this also allows you to use the latest TCP/IP security mechanisms such as TLS to better protect your data transmitted between systems.

    15.5  Value of combining this feature

    The IBM z/OSMF GUI Interface has been enhanced in z/OS V2R1 to define stronger encryption algorithms such as the elliptic curve cryptography (ECC)-based certificates for RRSF data transfers between systems.

    15.6  More information

    For more information, see the following references:

    •IBM z/OS V2R1 Communications Server TCP/IP Implementation Volume 4: Security and Policy-Based Networking, SG24-8099

    •RACF Remote Sharing Facility over TCP/IP, SG24-8041
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Communications Server IPSec and IKE improvements

    IP Security (IPSec) is an industry standard architecture, defined and maintained by the Internet Engineering Task Force (IETF), that provides authentication, integrity, and data privacy between IP end points. Using IPSec, you can create virtual private networks (VPNs) and connection-level security associations. Crypto keys and security associations can be managed manually or automated via Internet Key Exchange protocol (IKE). 

    z/OS Communications Server supports the IPSec and IKE protocols. IPSec and IKE policy is managed through the Communications Server policy agent (PAGENT). The TCP/IP stack implements the IPSec Authentication Header (AH) and Encapsulating Security Payload (ESP) protocols which protect data traffic. The Internet Key Exchange daemon (IKED) implements the IKE protocol and the Network Security Services daemon (NSSD) provides a set of digital certificate services that IKED can use to assist in negotiation IPSec security associations with its peers. NSSD also provides IPSec-related monitoring and management services.

    Two versions of the IKE protocol (known as IKEv1 and IKEv2) are defined by the IETF. IKEv1 was introduced in 1998 and was widely implemented. In 2005, IKEv2 was introduced with the goal of simplifying the protocol and correcting issues identified with the IKEv1. Over the past several years, IKEv2 has also been widely implemented. 

    16.1  Definition

    A number of significant enhancements were added to Communications Server’s IPSec and IKE protocol support in V1R12 and V1R13:

    •Support for IKEv2 (RFC4306) was added to IKED in V1R12. V1R13 upgraded this to support the successor RFC 5996.

    •A number of significant enhancements related to IKE digital certificate authentication processing were added to NSSD in V1R12

    •A large number of new cryptographic algorithms as well as support for FIPS 140-2 were added to the TCP/IP stack, IKED and NSSD in V1R12.

    •NAT traversal and Sysplex-Wide Security Association support for IKEv2 was added to IKED in V1R13

    •SWSA support for IPv6 was added to V2R1.

    •The superuser requirement for running IKED and PAGENT in V1R13 was removed.

    •The z/OSMF-based Configuration Assistant for all of these features was updated.

    The following subsections briefly describe each of the enhancements listed.

    16.1.1  IKEv2 support (z/OS V1R12)

    z/OS V1R12 Communications Server’s IKED is able to support both IKEv1 and IKEv2 concurrently. Both IKEv1 and IKEv2 policies can be put into one single IPSec policy file. The following list describes some advantages of IKEv2 compared to IKEv1:

    •IKEv2 requires fewer network flows in most cases

    •Rekeying without reauthentication

    •Built-in dead-peer detection

    •Addresses some problems that were inherent in the IKEv1 protocol

    TCP/IP commands are extended to show and manage both IKEv1 and IKEv2 tunnels and all of the relevant SMF records and NMI interfaces are updated to provide full reporting on IKEv2 activities.

    When using digital certificate authentication for IKEv2, IKED requires NSSD to perform certificate validation and digital signature operations (for IKEv1, NSSD is optional). As described in the next few subsections, NSSD was also enhanced to provide a variety of new digital certificate capabilities in order to adhere to the IKEv2 specifications (RFC4306 and later, RFC5996).

    16.1.2  Enhanced Digital Certificate Support (z/OS V1R12)

    IKEv2 requires some additional certificate support, which is added to z/OS. This support includes the following items:

    •Certificate Trust Chain support, which allows the z/OS IKE daemon to send or receive up 4 certificates in a certificate hierarchy.

    •Certificate revocation checking according RFCs 4945 and 4809.

    •Remote identity checking that provides additional requirements relative to how the ID in a certificate must be used.

    •Additional certificate content requirements according RFCs 4945 and 4809.

    •Certificate Request Payload Changes. The Certification Authority value is a concatenated list of SHA-1 hashes with no other formatting.

    •Certificate Payload Changes. Hash and URL of X.509 certificate and X.509 bundle, which is an alternative to sending full certificates in IKE messages.

    Table 16-1 summarizes the support for digital certificates in IKED (called “local certificate support”) and NSSD and identifies the supported configurations.

    Table 16-1   z/OS IPSec certificate support summary

    
      
        	
          Function

        
        	
          IKEv1 Local

        
        	
          IKEv1 with NSSD

        
        	
          IKEv2 with NSSD

        
      

      
        	
          Rivest-Shamir-Adleman (RSA) Digital Signature algorithm

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Elliptic Curve Digital Signature Algorithm (ECDSA) 

        
        	
           

        
        	
           

        
        	
          X

        
      

      
        	
          Enhanced ID validation

        
        	
          X

        
        	
          X

        
        	
          X

        
      

      
        	
          Certificate Trust Chain Support 

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Certificate Revocation Lists

        
        	
           

        
        	
          X

        
        	
          X

        
      

      
        	
          Hash and URL encoding for certificates

        
        	
           

        
        	
           

        
        	
          X

        
      

      
        	
          Hash and URL encoding for certificate bundles

        
        	
           

        
        	
           

        
        	
          X

        
      

    

    Let us take a closer look at some of these certificate-related features.

    IKED/NSSD support for certificate trust chains 

    The IKE protocol supports peer authentication through the exchange of digital certificates. For IKEv2 (and optionally for IKEv1), IKED calls NSSD to validate each peer certificate using the certificate of the Certificate Authority (CA) that has signed the peer certificate. Prior to V1R12, the signing CA’s certificate was required to reside in the NSSD keyring. With V1R12, NSSD can traverse the hierarchical chain of CA certificates, all the way up to the root CA, if necessary, using intermediate CA certificates sent by the IKE peer. This approach requires only that one of the CAs in the trust chain be stored in the NSSD keyring. 

    NSSD support for certificate revocation lists

    A certificate revocation list (CRL) is a time-stamped list of revoked certificates that is issued and signed by a Certificate Authority. In V1R12, NSSD is enhanced to retrieve CRLs and consult them as part of the digital certificate validation process. NSSD retrieves the CRLs from HTTP servers identified in the peer certificate’s CRL distribution point extension. NSSD also supports the creating and retrieval of certificate bundles which can include CRLs.

    Hash and URL certificate payloads

    One of the ways IKEv2 improves upon IKEv1 is by reducing the potential size of the protocol messages. This reduction is achieved in part through a new certificate encoding type known as “hash and URL encoding.”   When this encoding type is used, IKE messages include a hash of a certificate and a URL from which that certificate can be retrieved by the IKE peer instead of sending the actual certificate itself. In V1R12, IKED supports this new encoding type and NSSD is enhanced to retrieve the certificates over HTTP. IKED and NSSD are also enhanced support certificate bundles which use a similar encoding scheme.

    16.1.3  IPSec and IKE support for cryptographic algorithms

    IKEv2 (RFC4306 and later RFC5996) and its related standards require support for a large set of newer cryptographic algorithms. Likewise, RFC4301, which defines the latest standards for the IPSec Authentication Header (AH) and Encapsulating Security Payload (ESP) protocols, and its related standards require a similar set of cryptographic algorithms in AH and ESP.   Here is a summary of the new algorithms added to V1R2:

    •Advanced Encryption Standard (AES) algorithm with a 256-bit key length in Cipher Block Chaining (CBC) mode.

    •AES algorithm in Galois Counter Mode (GCM) in 128-bit and 256-bit key lengths that provides both data origin authentication and confidentiality and is an efficient algorithm for high-speed packet networks.

    •AES algorithm in Galois Message Authentication Code (GMAC) mode in 128-bit and 256-bit key lengths provides data origin authentication but does not provide confidentiality. This is also an efficient algorithm for high-speed packet networks.

    •Hashed Message Authentication Mode (HMAC) in conjunction with the SHA2-256, SHA2-384, and SHA2-512 algorithms. You can use these algorithms as the basis for data origin authentication and integrity verification. The new algorithms, HMAC-SHA2-256-128, HMAC-SHA2-384-192, and HMAC-SHA2-512-256, ensure that the data is authentic and has not been modified in transit. Versions of these algorithms that are not truncated are available as pseudorandom functions (PRFs). These algorithms are called PRF-HMAC-SHA2-256, PRF-HMAC-SHA2-384, and PRF-HMAC-SHA2-512.

    •AES128-XCBC-96, that ensures the data is authentic and not modified in transit.

    •Support for elliptic curve digital signature algorithm (ECDSA) authentication

    In addition, support is added for NIST Suite B cryptographic suites for IPSec.

     

    
      
        	
          Note: Support for ECDSA is limited to IKEv2 configurations that use NSS certificate services.

        
      

    

    16.1.4  IPSec and IKE support for FIPS 140-2 cryptographic mode (z/OS V1R12)

    Federal Information Processing Standards (FIPS) are standards published by the federal government of the United States and adopted by the IT community. Compliance with these standards is often required to do business with various government agencies.

    The FIPS 140-2 standard specifies the Security Requirements for Cryptographic Modules. These are the hardware or software modules that implement cryptographic algorithms or perform cryptographic key operations. A number of requirements must be satisfied to get FIPS 140 certified. See IBM z/OS V1R13 Communications Server TCP/IP Implementation: Volume 4 Security and Policy-Based Networking, SG24-7999 for the detailed list of these requirements. 

    On z/OS, System SSL and the Integrated Cryptographic Services Facility (ICSF) PKCS#11 components are designed to meet the FIPS 140-2 requirements.

    In V1R12, the TCP/IP stack’s IPSec support, IKED and NSSD can be independently configured to use System SSL and ICSF’s PKCS#11 interfaces in FIPS 140 mode. When so configured, these Communications Server components rely completely on the System SSL and ICSF to perform all cryptographic operations. 

    In V1R13, some minor enhancements were also added to enable the use of AES-GCM with SWSA in FIPS 140 mode.

     

    
      
        	
          Restriction: All target systems must be at V1R12 with APAR PM29788 applied or later to participate in workload distribution for traffic over a tunnel that is using AES-GCM or AES-GMAC in FIPS 140 mode.

        
      

    

    16.1.5  Network address translation traversal support for IKEv2 (z/OS V1R13)

    The Internet Key Exchange daemon (IKED) was enhanced in V1R13 to support network address translation traversal (NATT) for IPv4 traffic when IKEv2 is used to negotiate dynamic IPSec security associations. Prior to V1R13, NATT was only supported for IPv4 traffic when using IKEv1. NATT occurs when IPSec protects traffic that traverses a NAT device. The IKEv2 protocol defined in RFC 5996 allows IPSec in specific cases to traverse one or more NAT devices. 

    16.1.6  Sysplex-Wide Security Associations for IKEv2 (z/OS V1R13) and for IPv6 traffic (V2R1)

    Sysplex-Wide Security Associations (SWSA) provide workload balancing for IPSec-protected workloads because it performs the following actions:

    •Optimally routes new work to the target system and the server application, based on WLM advice

    •Increases the availability of workloads by routing traffic around failed components

    •Increases flexibility by adding additional workload in a nondisruptive manner

    SWSA distributes the IPSec processing, including cryptography, for a single IPSec Security Association among systems in a sysplex environment. SWSA also allows workloads with IPSec-protected traffic to use the dynamic virtual IP address (DVIPA) takeover function. You can associate IPSec-protected workloads with DVIPAs that can be recovered by other systems in the case of a failure or planned takeover. IPSec SAs are automatically restarted on another system in the sysplex when a DVIPA takeover occurs. 

    In V1R13, SAs protecting IPv4 traffic that is negotiated using the IKEv2 protocol can be distributed and taken over in a sysplex environment. 

    In V2R1, SWSA support was extended to SAs protecting IPv6 traffic. 

     

    
      
        	
          Restrictions: Note the following restrictions:

          •All target systems must be at V1R12 or later to participate in workload distribution for traffic over an IKEv2 tunnel.

          •If the backup stack is on a system that is V1R12 or earlier, the IKE daemon attempts to negotiate a new SA using the IKEv1 protocol. Any SA that has been converted from IKEv2 to IKEv1 will continue to be renegotiated using the IKEv1 protocol for the life of the SA.

        
      

    

    16.1.7  Removed the superuser requirement for Policy Agent and IKE daemon (z/OS V1R13)

    Starting in V1R13, the Policy Agent and IKE daemon can now run without UID(0) or BPX.SUPERUSER authority. You must specify appropriate z/OS UNIX System Services file access authority for all files that are to be used by a server.

    16.1.8  z/OSMF Configuration Assistant

    IPSec configuration can become quite complex. The z/OSMF Configuration Assistant is advised for configuring IPSec with all the necessary daemons. The Configuration Assistant has been enhanced to support all of the new features described above. Start with IKE default parameters provided by the Configuration Assistant. These values can be changed later through advanced connectivity rule settings panel.

    16.2  Value

    With the rise in IKEv2 adoption, the addition of IKEv2 and the related digital certificate and cryptographic enhancements ensure that z/OS will interoperate with other platforms using the most recent IP security technologies.

     

    
      
        	
          Note: z/OS V1.12 and z/OS V1.13 have been successfully tested and approved for US Government IPv6 interoperability. See the following website: 

          http://www.iol.unh.edu/services/testing/ipv6/usgv6tested.php

        
      

    

    16.3  Use cases for the feature

    Both Department of Defense (DoD) and National Institute of Standards and Technology (NIST) IPv6 standards require host systems to support IKEv2. US Government agencies, and vendors who do business with them, might be expected to use US Government IPv6 (USGv6) compliant systems and might be required to use IKEv2 to establish secure tunnels to US Government agency systems.

    In general, as more and more TCP/IP vendors support IKEv2, you may need to add IKEv2 policies to your existing IPSec policy in order to ensure maximum interoperability with other platforms. Even for z/OS to z/OS IPSec tunnels, IKEv2 is a better choice than IKEv1 due to the efficiency and features of the protocol.

    To exploit IKEv2, see IBM z/OS V1R13 Communications Server TCP/IP Implementation: Volume 4 Security and Policy-Based Networking, SG24-7999.

    16.4  Leading practices

    If you currently use IKEv1 with certificate-based authentication and you do not currently use NSS certificate services, consider migrating to NSS to take advantage of the new digital certificate features. Note that if you plan to use IKEv2 with digital certificate authentication, NSS certificate services are required. NSS also allows you to centralize the storage and management of your IPSec-related digital certificates and the related private keys to a centralized NSS server that supports some or all of your z/OS IKE daemons.

    For sysplex environments, consider using Sysplex-Wide Security Associations to provide IPSec protection to your sysplex distributed workloads and those that may use dynamic VIPA takeover functionality. The z/OSMF Configuration Assistant assists you in making the necessary policy changes. 

    In general, the fewer services you have running under superuser authority the better, so if you currently run IKED or PAGENT under superuser authority, consider changing over to a non-superuser userid.

    16.5  Value of combining this feature

    IPSec processing is eligible to run on zIIP specialty engines. This allows you to move a significant portion of the IPSec processing away from your general CPs, which can benefit your MSU calculation.

    16.6  More information

    For more information, see the following references:

    •z/OS Communications Server: IP Configuration Guide, SC27-3650-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.halz002/toc.htm

    •z/OS Communications Server: IP Configuration Reference, SC27-3651-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.halz001/toc.htm

    •IBM z/OS V1R13 Communications Server TCP/IP Implementation: Volume 4 Security and Policy-Based Networking, SG24-7999
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SAF-based authorization for job classes using JESJOBS profiles 

    This feature lets you restrain access to JES Job Classes in order to keep control and help prioritize the workload.

     

    
      
        	
          Note: Checkpoint in z11 mode is required for all members in the Multi-Access Spool (MAS).

        
      

    

    17.1  Definition

    Before z/OS V2R1, anyone could submit jobs in any JES Job Classes. Beginning with this new version, using the JESJOBS RACF class, you will find profiles to protect the access to Job Classes in both JES2 and JES3. When restricting a Job Class, only authorized users’ profiles will be able to use them (submitting and/or being owners).

    Job class privileges can be used in three ways.

    •By granting access based on submitter’s profile 

    •By granting access based on based on the owner’s profile

    •By granting access based on based on both the submitter’s profile and the owner’s profile

    To switch on this facility, you need to define new RACF profiles under the FACILITY class:

    •JES.JOBCLASS.OWNER; Job Class profiles for owners are enforced

    •JES.JOBCLASS.SUBMITTER; Job class profiles for submitters are enforced.

     

    
      
        	
          Note: If both the profiles are defined, RACF check occurs for both owner and submitter.

        
      

    

    For the authorization check, JES will verify if the owner/submitter of the job has READ access to the following profile in class JESJOBS:

    JOBCLASS.nodename.jobclass.jobname

    Where:

    •nodename is the local NJE node name

    •jobclass is the job class to be associated with the job and

    •jobname is the job name of the job being submitted

    The authorization check is made during input processing and also when a user changes the execution class of a job when the job is held prior to execution.

    17.2  Value

    This feature adds value to your company when talking about controlled environments processes and high sensitivity data, such as most companies have when using mainframes.

    In a typical installation, there is a need for different types of jobs. There will be long running jobs, some jobs need rapid turnaround time, and there will be jobs that can be run only at specified times for availability of resources, such as online databases. Different Job Classes are defined to JES to meet these specific requirements. You can define criteria such as maximum REGION size, Maximum CPU consumption, and other performance parameters to Job Classes.

    Prior to z/OS V2R1, there was no control on who can submit jobs to these classes. Now you can control this and streamline job processing more effectively.

    17.3  Use cases for the feature

    You may use this function in several cases, but mostly in your production environments where response time, security, and many other terms related to Reliability, Availability, and Serviceability (RAS) are the most important.

    Mixing environments such as Development and Production may lead to undesired outages, and sometimes dangerous practices happen because of restrictions that the users find in one LPAR or the other.

    17.3.1  Use case 1: Allowing only a certain group to use a job class 

    To allow only payroll jobs named PAYRxxxx running under user id PAYRLLID to use CLASS=P:

    •Define profile JOBCLASS.NODE1.P.PAYR* in resource class JESJOBS

    •Permit user id PAYRLLID to have READ access to that entity

    17.3.2  Use case 2: Reserving a job class or denying any user from using a certain node and/or class 

    Human Resources sends a note to Production Control asking for a variation in the Payroll jobs. By the time HR has completed the change in the jobs, Production Control finds that the Production LPAR job queue is full and HR needs to run the job in an urgent manner. At this point, a decision leads to submitting the job in another node of the MAS, which is a security threat (see Figure 17-1).
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    Figure 17-1   Without JESJOBS Profiles

    To avoid this situation, deny any PAYRxxxx jobs from using NODE2 regardless of user ID:

    •Define profile JOBCLASS.NODE2.*.PAYR* in resource class JESJOBS.

    •Permit all users access of NONE to that entity.

    In case you need to deny any job from using CLASS=P regardless of user ID:

    •Define profile JOBCLASS.NODE1.P.* in resource class JESJOBS.

    •Permit all users access of NONE to that entity.

    17.4  Leading practices

    To control the access to Job Classes, user exits were formerly used. This required you to examine and often recode the exits every time to migrate to a new release of JES. With SAF-based authorization for job classes using JESJOBS, profiles can be used in place of user exits.

    We advise to replace the user exits with this feature. Another point to make is that one less user exit in JES3 and JES2 also means easier migrations and upgrades.

    17.5  Value of combining this feature

    z/OS V2R1 now allows job classes with 8-character names. Previously we had only one-character job names, which allowed only 36 job classes. This allows for a very large number of job classes. All these job classes can now be protected using the JESJOBS RACF profiles.

    However, this protection does not apply to the special job classes STC and TSU. These classes need universal access. 

     

    
      
        	
          Note: Add this new feature to help your WLM control workloads in your systems.

        
      

    

    17.6  More information

    For more information, see the following references:

    •z/OS JES3 Initialization and Tuning Guide, SA32-1003-00

    •z/OS JES2 Initialization and Tuning Guide, SA32-0991-00

    •z/OS Security Server RACF Security Administrator's Guide, SA23-2289-00
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Converting to BPX.UNIQUE.USER from BPX.DEFAULT.USER  

    In this chapter, we define the BPX.UNIQUE.USER and BPX.DEFAULT.USER RACF facility class profiles, explain why are we using them, and discuss why we need to make the conversion. 

    Also, we cover Application Identity Mapping (AIM), explaining how we know which stage we are currently running and which stage is required.

    18.1  Definition

    The BPX.DEFAULT.USER RACF facility is withdrawn from z/OS Version 2 Release 1 as announced in previous versions. It allowed sharing the same Identification to users (UID) and groups (GID) to access the TCP/IP related services without having an OMVS segment defined in RACF. At first this was a relief for the SAF Administrators when more and more applications and resources were being ported and used from OMVS, but not so much when the auditor delivered the reports with findings regarding the identifier being shared by users and/or groups. Mostly because sharing the same identifier, means the same level of access to resources.

    The real question is whether to take care of UID and GID assignation manually, or automatically. And the reply is simple, if you have an LPAR with a small amount of profiles and you prefer to keep track and control of the assigned numbers, you can do it. However in a typical mainframe environment there are many profiles in a production environment. That is the reason to use BPX.UNIQUE.USER. This RACF facility was introduced in 2009 (z/OS Version 1, Release 11) and it allows users without OMVS Segment defined to invoke a z/OS USS Service.

     

    
      
        	
          Note: Even if the RACF Administrator did not assign a specific UID or GID, users are able to access some of the resources provided by OMVS before z/OS Version 2 Release 1. 

        
      

    

    Figure 18-1 shows BPX.UNIQUE.USER at work.
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    Figure 18-1   BPX.UNIQUE.USER at work

    The main difference between converting to BPX.UNIQUE.USER profile, or assign UID and GID manually, also differs in the Application Identity Mapping (AIM) Staging levels. If the decision is to do it hand-operated, then the RACF database should be only migrated to Stage 2; though if using the profile, the Staging must be 3. See Figure 18-2.
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    Figure 18-2    Application Identity Mapping stages

    These are the Application Identity Mapping stages:

    •Stage 0:

    Previous versions of IBM OS/390® Version 2 Release 10 were created in this Stage. RACF Database does not have an alias index; it uses the mapping profiles for location purposes. 

    •Stage 1:

    The RACF database contains the mapping profiles and it has an alias index. VLF (Virtual Lookaside Facility) is used to locate to map a profile with the UID or GID when required, and the Alias Index is not used for this search. 

    •Stage 2:

    RACF maintains both alias index entries and mapping profiles. The RACF database manager can use the alias index to locate user and group names.

    The identity mapping first tries to look up application IDs in the alias index to retrieve corresponding RACF user or group names. If not found in the index, RACF searches through VLF, mapping profiles, or base profiles, depending on the alias type and active classes. If the secondary search locates the alias index entry, the callable services:

     –	Returns the information to petitioner

     –	Writes a LOGREC entry indicating that the alias index does not match other mapping information

    •Stage 3:

    At this stage, mapping profiles are not used for UID and GID. This means that running commands such as ALTUSER will not have any effect on them. You can deactivate unused classes if they are being used (such as UNIXMAP, NOTELINK, and NDSLINK).

     

    
      
        	
          Note: Remember that in order to upgrade from Stage 0 to Stage 3, you must go through Stage 1 and Stage 2.

        
      

    

    Table 18-1 summarizes the stages.

    Table 18-1   AIM Stages

    
      
        	
          Stage

        
        	
          Manager

        
        	
          Commands

        
        	
          Search Order

        
      

      
        	
           

        
        	
          •Does not maintain alias index.

          •Purges VLF.

          •Does not allow alias index entry locates.

        
        	
          Maintains VLF and mapping profiles.

        
        	
          1.	VLF

          2.	Mapping profile or database search

        
      

      
        	
           

        
        	
          •Maintains alias index.

          •Purges VLF.

          •Does not allow alias index entry locates.

        
        	
          Maintains VLF and mapping profiles.

        
        	
          1.	VLF

          2.	Mapping profile or database search

        
      

      
        	
           

        
        	
          •Maintains alias index.

          •Purges VLF.

          •Allows alias index entry locates.

        
        	
          Maintains VLF and mapping profiles.

        
        	
          1.	Alias index entry locate

          2.	VLF

          3.	Mapping profile or database search

        
      

      
        	
           

        
        	
          •Maintains alias index.

          •Purges VLF.

          •Allows alias index entry locates.

        
        	
          Maintains VLF.

        
        	
          1.	VLF

          2.	Alias index entry locate

        
      

      
        	
          Mapping profiles are used if the appropriate class is active (for example, UNIXMAP, NOTELINK, NDSLINK). If UNIXMAP is not active, RACF searches through all the user and group profiles in the database with an OMVS segment until a match is found for the GID or UID.

          VLF is applicable only for an OMVS UID or GID. The IRRUMAP or IRRGMAP class must be active.

        
      

    

     

    
      
        	
          Note: A database created in OS/390 Version 2 Release 10 or later is automatically set to stage 3.

        
      

    

    18.2  Value

    When using the BPX.UNIQUE.USER, not only does this mean having less auditory findings, but also we gain performance because the RACF database converted to AIM Stage 3 creates indexes, which leads to an enhancement in the execution of searches. Also in Stage 3, the Virtual Look-aside Facility is used in first place for Users and Groups, which expedites the process even more.

    Having a different UID for each user allows you to keep the information safe from possible misuse. Keep in mind that having a shared UID allows you to have the same level of access to resources.

    Standardization is also an important issue. When dealing with users with different profiles and ways to use the same resources, it is quite significant when the RACF database is organized. There are at least four major groups (employees, customers, contractors, and the system itself), and each of these groups divides into other branches, leading to a very large hierarchy of users and groups, associated to resources that need to be kept safe.

    18.3  Use cases for the feature

    It is most likely to have to change your RACF database AIM stage when your configuration has passed several z/OS migrations and the change policy is conservative: “No change unless necessary”. To determine what stage you are at, run the following job: 

    //STEP01 	EXEC	PGM=IRRIRA00

    //SYSPRINT 	DD SYSOUT=*

    The output will let you know what stage you are currently at, and the same program is also used to change the stage level.

    IRR66017I The system is currently operating in stage X.

    Where the X represents your RACF Database Stage.

    Accessing resources in USS becomes more and more critical and many configurations still have to make the change in order to be compliant with security requests. Now, this mandatory measure will help move forward to a more regulated environment (see Figure 18-3).
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    Figure 18-3   Users sharing the same ID, have the same access to a resource

    18.4  Leading practices

    The most important practice is to address this situation as part of the z/OS Version 2 Release 1 migration project or before. Not doing so will lead to all users without OMVS segment or a UID not being able to use any Unix services. Consider performing the following tasks:

    •Convert RACF database to AIM Stage 3.

    •Define UNIXPRIV profile SHARED.IDS.

    •Activate and RACLIST the UNIXPRIV class.

    •Define FACILITY profile BPX.NEXT.USER.

    •Set APPLDATA to point to a model user.

    •Define FACILITY profile BPX.UNIQUE.USER.

    18.5  More information

    For more information, see the following references:

    •z/OS Security Server RACF Diagnosis Guide, GA32-0886-00 

    •z/OS Security Server RACF General User's Guide, SA23-2298-00 

    •z/OS Security Server RACF Macros and Interfaces, SA23-2288-00 

    •z/OS Security Server RACF Messages and Codes, SA23-2291-00 

    •z/OS Security Server RACF Security Administrator's Guide, SA23-2289-00 

    •z/OS Security Server RACF System Programmer's Guide, SA23-2287-00

    •z/OS Hot Topics Newsletter #24: “Nobody’s fault but Mine”:

    http://publibfp.dhe.ibm.com/epubs/pdf/eoz2n1e0.pdf
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Data management functions
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PDSE member generations

    Beginning with z/OS V2R1, z/OS supports two formats of PDSEs, version 1 and version 2. Version 2 PDSEs, introduced in z/OS V2R1, take advantage of a number of internal design changes to improve space utilization in the data set, reduce CPU processing and I/O, and provide better index searches. They also support generations for members, as described in this chapter. 

    19.1  Definition

    Version 2 PDSEs support multiple levels, or generations, of members. This allows you to reverse or access recent changes to a member. It also allows you to retain multiple generations of a member for archival reasons. Member generations are similar to generations for data sets (GDG data sets). Member generations are supported for both data members and program objects. The support for PDSE member generations is provided in z/OS V2R1 as a small programming enhancement (SPE) via APAR OA42358. The ISPF support is provided with APAR OA42248.

    The current level of a member is called the primary generation. Any prior copy of a member is referred to as a generation. Member generations follow two numbering schemes, absolute numbering and relative numbering. In both numbering schemes, the primary generation is generation number 0 (zero).

    In the absolute numbering scheme, the first created generation is generation number 1. The second created generation is generation number 2 and so forth. The current, primary generation, is always generation 0. For example, if a member has 3 generations:

    •The current generation is generation number 0.

    •The original member, which is 2 generations back, is generation number 1.

    •The second generation, which is 1 generation back, generation number 2.

    In the relative numbering scheme, the previous generation is generation number -1. The member two generations back is generation number -2 and so forth. The current, primary generation, is always generation 0. For example, if a member has 3 generations:

    •The current generation is generation number 0.

    •The original member, which is 2 generations back, is generation -2.

    •The second generation, which is 1 generation back, is generation -1.

    Controlling the number of generations

    Users can control member generation with these DD keywords in JCL:

    •When allocating a new version 2 PDSE, the MAXGENS keyword sets the number of generations for members in the data set. A MAXGENS value greater than 0 causes generations of a member to be created. A value of 0 indicates no member generations support for the PDSE. The maximum value is 2,000,000,000 (2 billion).

    •REFDD, which specifies attributes for a new data set by copying attributes of a data set defined on an earlier DD statement in the same job. If MAXGENS is specified on the referenced DD statement, it is copied to the new data set

    You can set the upper limit for MAXGENS with the MAXGENS_LIMIT statement in the IGDSMSxx member of PARMLIB.

    Programs can use macros to exploit member generations:

    •To read a generation, use the FIND macro with the G option to connect to an old generation of a member, then the READ and CHECK macros to read it.

    •To replace, delete, or recover a generation, use the STOW macro with the RG, DG, or RECOVERG option.

    •To retrieve directory information for a PDSE with member generations, use the GET_G and GET_ALL_G functions of the DESERV macro.

    The member rename function retains generations. Old generations are retained under the original names. Any new generations are retained under the new names. If you create a member which has the same name as a series of previously created generations, the new member is associated with the existing generations. Aliases are also retained for member generations. A generation is retained until enough newer generations have been created to cause it to be deleted, based on the number of generations defined with MAXGENS.

    When a specific generation, or the current generation, is deleted, the other generations remain. Deleting a specific generation can create a gap between two generation numbers. You can fill in this gap by replacing one or more generations.

    19.1.1  Version 2 PDSE data sets

    All PDSEs created before z/OS V2R1 are by definition version 1 PDSEs, and version 1 remains the default for newly allocated PDSEs. To create a version 2 PDSE, specify DSNTYPE=(LIBRARY,2) on the DD statement or the equivalent on the TSO/E ALLOCATE command or dynamic allocation. Alternatively, the system programmer can specify the PDSE_VERSION keyword in the IGDSMSxx member of SYS1.PARMLIB to set the default PDSE version for the system. Outwardly, version 1 and 2 PDSEs appear the same and present no structural changes to the user.

    Version 2 PDSEs can only be created on z/OS V2R1 and up. They can be read and written to on previous releases of z/OS, but cannot be allocated there.

    The goal of version 2 PDSEs is to provide improved PDSE performance overall. There is one situation where an application might perform better with a version 1 PDSE (this situation is not considered likely): 

    •The PDSE has a RECFM of V, VB, or U.

    •The PDSE members are large.

    •The application points to a record at the end of the member which it has not previously read.

    You can specify the version for new PDSE data set allocations, in the following ways:

    •Code a version number after the LIBRARY parameter on the DSNTYPE keyword in a DD statement or TSO ALLOCATE command. For example, the following statement specifies a PDSE version level of 2:

    DSNTYPE=(LIBRARY,2)

    Coding a DSNTYPE of (LIBRARY,1) specifies that the data set will be a version 1 PDSE. You can also specify a version number of 0 or omit the number to take the default version number.

    •Use the PDSE_VERSION keyword in IGDSMSxx to specify a default version number for data sets that are allocated with a DSNTYPE value of LIBRARY. For example, the following statement sets a default of version 2 for new PDSE allocations:

    PDSE_VERSION(2)

    The following rules apply to the PDSE_VERSION keyword:

    •PDSE_VERSION(2) sets the default to LIBRARY,2.

    •PDSE_VERSION(1) sets the default to LIBRARY,1.

    •The default value when not specified is 1.

    •The only valid values are 1 and 2.

    The version specified using DSNTYPE takes precedence over the PDSE_VERSION specified in IGDSMSxx, if both are specified and have different values. Note that PDS remains the default value for DSNTYPE even if PDSE_VERSION is specified in IGDSMSxx.

    19.2  Value

    The PDSE member generations function allows you to recover or access recent changes to a member. It also allows you to retain multiple generations of a member for archival reasons, without having to archive the entire data set. As an example, you may use member generations for simple version control of your application.

    19.3  Use cases for the feature

    The primary user interface for exploiting member generations is ISPF. ISPF is updated to support PDSE member generations in z/OS V2R1.

    19.3.1  Allocating a version 2 PDSE with member generations

    You can allocate a version 2 PDSE in several ways such as using JCL, the TSO/E ALLOCATE command or using ISPF option 3.2.

    Using JCL to allocate version 2 PDSE

    To allocate a version 2 PDSE with JCL, specify DSNTYPE=(LIBRARY,2). To set the maximum number of member generations, use the MAXGENS keyword. The maximum number of generations is 2,000,000,000, while 0 denotes no member generations at all. In Example 19-1, we allocate a version 2 PDSE with 5 member generations.

    Example 19-1   Using JCL to allocate version 2 PDSE
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    //ALLOC    EXEC PGM=IEFBR14

    //PDSEV2   DD DSN=MY.PDSEV2.SRC,

    // DSNTYPE=(LIBRARY,2),MAXGENS=5,

    // RECFM=FB,LRECL=80,

    // UNIT=SYSALLDA,SPACE=(CYL,(5,5,1)),

    // DISP=(NEW,CATLG,DELETE)
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    Using the ALLOCATE command to allocate version 2 PDSE

    Example 19-2 shows how to allocate a version 2 PDSE using the ALLOCATE command under TSO/E. The DSNTYPE keyword is updated to support the PDSE version number, either 1 or 2. The MAXGENS keyword is added to specify the number of generations.

    Example 19-2   Using the ALLOCATE command to allocate version 2 PDSE

    [image: ]

    tso alloc f(pdsev2) da('my.pdsev2.src') new dsntype(library 2)   

        maxgens(5) lrecl(80) recfm(f b) space(5 5) cyl dsorg(po)
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    Using ISPF to allocate version 2 PDSE

    The Allocate New Data Set panel in ISPF (option 3.2) is updated in z/OS V2R1 with two new fields to support version 2 PDSE. The first field, called “Data set version,” is used to select the PDSE version. It is currently supported only for PDSEs. The second field is called “Num of generations” and is used to specify the maximum number of member generations for a version 2 PDSE.

    Figure 19-1 shows an example of allocating a version 2 PDSE with 5 member generations.
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    Figure 19-1   Allocate version 2 PDSE using ISPF option 3.2

    The data set information panel is also updated to display the number of generations supported by a version 2 PDSE, as shown in Figure 19-2.
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    Figure 19-2   Data set information panel with support for member generations

    19.3.2  Updating a member and retaining the previous version

    In this example, we show how to update a member and then save the updates to a new generation. Use the ISPF to edit and save the member. Figure 19-3 shows the content of the first generation.
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    Figure 19-3   First generation of the member saved

    Then, we update the member. We want the updated member to be saved as a new generation of the member and leave the first generation as a backup. To save the member as a new generation, we use the SAVE NEWGEN command (Figure 19-4). The NEWGEN parameter indicates that the member is saved as a new generation, retaining the previous generations. When editing the primary generation, using the SAVE command also saves the updated member in a new generation. Use SAVE NOGEN when updating the primary generation to prevent a new generation from being created.
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    Figure 19-4   The SAVE NEWGEN primary EDIT command

    The short ISPF message on the top right of the panel indicates that the member is saved. Pressing PF1 for a more detailed message shows the long ISPF message on the bottom of the panel (Figure 19-5). The long message informs you that the member was saved as the new primary generation (generation 0) because the NEWGEN keyword was specified. 
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    Figure 19-5   SAVE NEWGEN detailed message

    19.3.3  Accessing a previous member version

    To access a previous generation of a member, you need to tell the ISPF editor which version number, either absolute or relative, you wish to edit. To do that, you use the Edit Entry panel. To be able to request that the Edit Entry panel is shown when editing a member, you must use the Enhanced member list. Use the ISPF Data set list settings panel to request that the Enhanced member list will be used for the edit, view, and browse actions against a data set, as shown in Figure 19-6. To access the Data set list settings panel, select Options and then DSLIST from the ISPF Data set list panel.
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    Figure 19-6   Data set list settings panel

    The Enhanced member list panel is displayed. To request that the EDIT entry panel will be shown, enter a '/' in the prompt field next to the member, as shown in Figure 19-7.
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    Figure 19-7   Requesting the EDIT entry panel from the Enhanced member list panel

    The new PDSE Generation field on the EDIT entry panel is used to specify which version of the member you want to edit. Leaving the field empty implies generation 0. You may specify an absolute or relative generation number. In Figure 19-8, we request to edit one generation back (the previous member generation).
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    Figure 19-8   Specify member generation number on the EDIT entry panel

    As shown in Figure 19-9, the editor is invoked for the first generation. A warning message is displayed to inform you that you are editing a member generation other than the primary generation.
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    Figure 19-9   Edit previous member generation

    19.3.4  Using ISPF services in REXX to access member generations

    ISPF services such as DSINFO, EDIT, BROWSE, and LM services have been updated to support member generations. Example 19-3 shows how to roll back each member in the data set one generation, provided that a prior generation exists. The example uses ISPF services in REXX. This example can also be used to access orphan member generations.

    Example 19-3   Using ISPF services in REXX to access member generations
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    /*********************************************************************/ 

    /* List the members in the data set */ 

    /*********************************************************************/ 

    call outtrap "LIST." 

    "listds "TargetDataSet" members" 

    call outtrap "OFF" 

    DO i = 7 to list.0 /* 1 to 6 contains info abt the DS*/ 

    member = strip(list.i) 

    SAY 'Member Name: 'member 

    /*********************************************************************/

    /* See what relative generations exist */

    /*********************************************************************/

    ADDRESS ISPEXEC 'LMINIT DATAID(DATAIDV) DATASET('TargetDataSet')'

    DO j=0 to ZDSNGEN

    ADDRESS ISPEXEC 'CONTROL ERRORS RETURN'

    ADDRESS ISPEXEC 'EDIT DATAID('DATAIDV') MEMBER('member') GEN('j * -1')MACRO(NOED)'

    IF RC<=4 Then

    SAY 'Generation 'j * -1' Exists.'

    End

    /*********************************************************************/ 

    /* Restore generation -1 */ 

    /*********************************************************************/ 

    ADDRESS ISPEXEC 'CONTROL ERRORS RETURN' 

    ADDRESS ISPEXEC 'EDIT DATAID('DATAIDV') MEMBER('member') GEN(-1) MACRO(SAVENEWG)'

    IF RC>0 Then 

    SAY 'No Generation to Restore' 

    ELSE 

    SAY 'Restored Latest Generation' 

    END

    [image: ]

    The foregoing example relies on the existence of two ISPF macros, NOED and SAVEGEN. Example 19-4 and Example 19-5 show their code.

    Example 19-4   Edit macro to verify a member exists
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    /*REXX MACRO PROGRAM*/ 

    "ISREDIT MACRO PROCESS"

    "ISREDIT CANCEL" 

    ADDRESS 'ISPEXEC' 

    RETURN
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    Example 19-5   Edit macro to save a member as a new generation
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    /*REXX MACRO PROGRAM*/ 

    "ISREDIT MACRO PROCESS"

    "ISREDIT SAVE NEWGEN" 

    "ISREDIT END" 

    ADDRESS 'ISPEXEC' 

    RETURN
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    19.4  Leading practices

    Only use version 2 PDSE data sets with member generations when you require this functionality. PDSE data sets with member generations require more space than PDSE data sets without member generations. When considering the additional space required, you need to allow extra space for each member generation, as if other members with the same size were to exist in the version 2 PDSE.

    Serialization

    The native PDSE APIs allow editing multiple member generations at the same time. However, the ISPF editor issues an exclusive SYSDSN ENQ with the PDSE data set name and member name as the RNAME, but without the member generation number. This currently inhibits editing different member generations at the same time under ISPF. You can still edit members from different version 2 PDSEs at the same time.

    Creating a generation

    New member generations are created by ISPF on replace or delete of a member. Update in place does not create a new member generation. Generation creation is an atomic process.

    Reading old generations

    Old member generations cannot be accessed via JCL or dynamic allocation. The FIND macro allows programs to connect to old generations. Conventional READ and CHECK macros still apply. ISPF utilizes system services to provide access to older member generations.

    Deleting old generations

    Each member generation must be deleted separately. Deleted generations can be replaced by using the STOW macro with the RG keyword. When deleting member from ISPF, ISPF deletes all generations.

    However, the TSO DELETE 'pdse(member)' command deletes only the primary member generation. Older member generations remain as orphans and cannot be accessed from ISPF.

    Recovering old generations

    To recover an old member generation, read or edit the old generation and then save it to either the same or a different member name. The old generation will become the primary generation. Note that this method does not restore member aliases if they exist.

    When using the RECOVERG option of the STOW macro the old member generation becomes the primary member generation. This method does recover the member aliases.

    Backup considerations

    IEBCOPY and IDCAMS REPRO can be used to make a copy of a version 2 PDSE with member generations. However, they only copy the current generation of each member and all older generations are lost. DFSMSdss physical or logical dump and restore do retain all old member generations, this includes HSM backups. With APAR OA43729 applied, DFSMSdss copy also retains old member generations.

    19.5  Value of combining this feature

    IBM Data Set Commander (DSC) for z/OS V8.1 (formerly known as IBM ISPF Productivity Tool for z/OS) provides extensive support for version 2 PDSE data sets with member generations. DSC provides additional support over ISPF. For example, using DSC, you can do these tasks:

    •Indicate that SAVE will always create a new generation

    •See relative and absolute generation numbers for each member

    •Copy data set members with their previous generations

    •Recover member generations

    •Access orphan member generations

    19.6  More information

    For more information, see the following references:

    •z/OS DFSMS Using Data Sets, SC23-6855:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.idad400/pdsegenerations.htm

    •APAR OA42247 ISPF PDSE Member Generation SPE overview:

    ftp://public.dhe.ibm.com/software/websphere/awdtools/ispf/OA42247.pdf

    •IBM Data Set Commander for z/OS library:

    http://www-01.ibm.com/software/awdtools/data-set-commander/library/
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Accessing catalogs for Record Level Sharing (RLS)

    Record-level sharing (RLS) is one of the access modes for handling VSAM data sets supported by DFSMS V1.3 and later releases. RLS enables VSAM data to be shared access at the record level across a sysplex by exploiting the Coupling Facility among many applications running concurrently. Because of z/OS V2.1, Integrated Catalog Facility (ICF) catalogs residing on SMS-managed volumes can use the Record-Level Sharing (RLS) mode as well. 

    This chapter explains why DFSMS introduces RLS for accessing catalogs, how to exploit this feature with different use scenarios, and what the business value is after adopting this new feature. 

    20.1  Definition

    A catalog is a data set that contains information about other data sets. It provides users and applications with the ability to locate a data set by name, without knowing which volume the data set resides on. One catalog consists of two separate kinds of data sets, a basic catalog structure (BCS) and a VSAM volume data set (VVDS). 

    BCS, referred to as a catalog itself generically, is a VSAM key sequence data set (KSDS). It uses the data set name as entries to store and retrieve data set information. For VSAM data sets, the BCS contains volume, security, ownership, and association information. For non-VSAM data sets, the BCS contains volume, ownership, and association information.

    The VSAM volume data set (VVDS) is a VSAM entry-sequenced data set (ESDS), which can be considered as an extension of the volume table of contents (VTOC). A VVDS resides on every volume that contains a catalog or an SMS-managed data set that is cataloged. It contains the data set characteristics, extent information, and the volume-related information of the VSAM data sets cataloged in the BCS.

    Every catalog consists of one BCS and one or more VVDSs. A BCS does not “own” a VVDS, while more than one BCS can have entries for a single VVDS. Every VVDS that is connected to a BCS has an entry in the BCS.

    When the numbers of user data sets and system data sets grow, so do the catalogs which these data sets use. Every access to a catalog to locate or update a BCS record normally generates a global resource serialization (GRS) enqueue (ENQ) request, named SYSIGGV2 major resource, to be obtained in one of sharing mode or exclusive mode. As the result of using a single request for each catalog access request, sharing a large catalog across multiple systems often creates large GRS ENQ contentions over the GRS major resource name SYSIGGV2 (the GRS minor name is usually the name of the individual catalog being accessed, referred to as bcsname). The enqueue wait time significantly impacts the performance of any large catalogs, especially during batch jobs executing in the batch window where batch jobs often need obtaining SYSIGGV2 enqueue (ENQ) request in exclusive mode to update BCS records in these catalogs.

    In order to address these issues, large user catalogs that are most likely to experience large wait times are suggested to be split into smaller user catalogs with different catalog names. By splitting the catalog into smaller catalogs, different GRS resource SYSIGGV2 enqueue (ENQ) requests are required, which may reduce each enqueue wait time due to less GRS ENQ contentions. However, splitting large user catalogs into smaller user catalogs is quite time consuming and potentially impacts system availability. Accordingly, having one mechanism that can avoid this disruptive change activity while also avoiding the long enqueue wait times for accessing large catalogs would be quite helpful.

    DFSMS Version 2 Release1 introduces the Record-level sharing (RLS) method for accessing ICF catalogs and for volume catalogs (VOLCATS). The purpose of the feature is to meet requirements for better performance and availability when accessing ICF catalogs. Using RLS will provide XCF resource locking which can improve performance rather than having to serialize on the GRS resource name SYSIGGV2 bcsname at catalog level. SMSVSAM address space will hold SYSIGGV2 bcsname in share or exclusive mode while a catalog is opened for RLS access. This ensures catalog data integrity from programs relying on GRS resource SYSIGGV2 to serialize the catalog access.

    However, RLS mode is not supported for master catalogs and non-SMS managed user catalogs. 

    20.2  Value

    RLS mode provides better performance and availability when accessing catalogs by reducing serialization time and contention possibilities through more granular record level locking. Benchmarks comparing VLF managed and RLS managed catalogs shows significant improvements from a performance perspective.

    Secondly, RLS provides 64 bit buffering and global (CF) caching which may result in less I/O activities further improving overall performance. 

    In addition, the improvements are also helpful to reduce the requirement for users having to split ICF catalogs for the purpose of meeting availability requirements, if you do not want to conduct disruptive maintenance on your ICF catalogs such as catalogs splitting or catalog reorganization on a regular basis.

    Furthermore, some VSAM tuning parameters may be ignored in an RLS environment such as STRNO, BUFND, BUFNI when using DEFINE USERCATALOG command. RLS will obtain buffers dynamically when they are needed by utilizing RLS system managed buffering. This improvement can significantly reduce the effort for tuning performance by reviewing VSAM parameters for ICF catalogs. 

    In summary, from an IT value perspective, adopting RLS for catalogs can explicitly reduce running time of batch jobs and improve the catalog availability through reducing the need of splitting ICF catalogs and tuning VSAM parameters for performance purposes. 

    20.3  Use cases for the feature

    After upgrading all systems in the sysplex to DFSMS V2.1, it is time to start using RLS mode on ICF catalogs. You can either define a completely new ICF catalog or alter an existing ICF Catalog to have the LOG(NONE) attribute. 

    20.3.1  Prerequisite actions prior to using RLS mode

    Some preparations need to be done first prior to exploiting RLS mode: 

    1.	The SMSVSAM started task must be up and running. 

    The SMSVSAM address space automatically starts at IPL time if the RLSINIT(YES) keyword is specified in the IGDSMSxx PARMLIB member. If SMSVSAM is not started, you can start the address space after IPL by issuing the V SMS,SMSVSAM,ACTIVE command from the MVS console. Prior to initializing SMSVSAM, the DFSMS Storage Administration Reference should be reviewed to ensure all required steps for activating SMSVSAM have been completed. 

    2.	Specify the STORCLAS attribute through ISMF.

    As required with VSAM RLS data sets, you need update the SMS SCDS to specify the STORCLAS attribute and its Cache Set name and optionally Lock Set name for the desired catalogs to be in RLS mode. Then you need validate the SMS SCDS and activate it. See Figure 20-1 and Figure 20-2.
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    Figure 20-1   Update SCDS to define CF Cache Sets and Lock Sets
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    Figure 20-2   Update STORCLASS to specify Cache Set and Lock Set Name

    3.	The Coupling Facility and structures must be active.

    Besides assigning with a Cache Set name and Lock Set name identifying cache and lock structures in the coupling facility, you need update the CFRM policy to define cache and lock structures. Next, you can install and activate the CFRM policy in the Sysplex.

    4.	The volume which ICF catalogs reside on must be SMS-managed.

    When initializing volume for ICF catalogs which will reside on, you must specify STORAGEGROUP parameter indicating that the volume is to be managed in a DFSMS environment.

    5.	Define the SHCDS data sets for RLS recovery.

    SHCDSs are basically VSAM linear data sets. You can define and activate two of these for normal use and also one for spare purpose. 

    20.3.2  Creating a new RLS-enabled ICF catalog 

    To support the transition to RLS mode, some new parameters are added to the DEFINE USERCATALOG command (Table 20-1). Those parameters define the availability level for readiness to use RLS mode on the ICF catalogs. For the LOG parameter, only non-recoverable catalogs will be supported (LOG(NONE)) in z/OS V2R1. For RLSQUIESCE and RLSENABLE, the two parameters are directly related to RLS catalogs, all other parameters maybe used with non-RLS catalogs. The catalog is either going to be accessed in non-RLS mode or RLS mode after the definition of the catalog.

    Table 20-1   New DEFINE USERCATALOG parameters in DFSMS V2.1

    
      
        	
          New DEFINE user catalog parameters

        
        	
          Description

        
        	
          Default

        
      

      
        	
          SUSPEND

        
        	
          Requests will be suspended until a RESUME has been issued. Mutually exclusive with LOCK parameter.

        
        	
          RESUME

        
      

      
        	
          RESUME

        
        	
          Request for the catalog will be executed immediately. Command will release a SUSPEND state.

        
        	
          RESUME

        
      

      
        	
          RLSQUIESCE

        
        	
          The catalog will be accessed in non-RLS mode following the define. 

        
        	
          RLSQUIESCE

        
      

      
        	
          RLSENABLE

        
        	
          The catalog will be accessed in RLS mode after the allocation.

        
        	
          RLSQUIESCE

        
      

      
        	
          RECONNECT

        
        	
          Request the new catalog to use existing ALIAS information.

        
        	
          N/A

        
      

      
        	
          LOG(NONE)

        
        	
          Catalog is eligible for access in RLS mode.

        
        	
          Value will appear as NULL

        
      

    

    An example of defining a RLS-enabled USERCATALOG with the new define parameters is shown in Example 20-1.

    Example 20-1   DEFINE USERCATALOG using new DEFINE parameter
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    DEFINE USERCATALOG               	-                 

            (NAME(CATTEST.CATRLS01)      	-               

             ICFCATALOG                	-                 

             SHAREOPTIONS(3 4)         	-                 

             CYLINDERS(2 10)              	-              

             STORCLAS(RLSCAT)             	-	                 

             MANAGEMENTCLASS(CATALOGS) 	-                 

             LOG(NONE)                 	-    

    	  RECONNECT                 	-             

             RLSENABLE                 	-                 

             )                         		-                 

        DATA(                          	-                  

              CYLINDERS(1 40)            	-               

              CISZ(4096)               	-                 

              )                        		-                 

        INDEX(                         	-                 

              CYLINDERS(1 20)            	-               

              CISZ(4096)               	-                 

              ) 
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    Notes:

    •LOG(NONE) is used to prepare for RLS mode, and RLSENABLE will enable OPEN in RLS mode.

    •RLSENABLE and the LOG parameter may be specified together, but RLSENABLE cannot be specified without specifying the LOG parameter.

    20.3.3  Migrating to an RLS-enabled ICF catalog

    It is suggested that all systems in the sysplex have been upgraded to DFSMS V2.1 prior to starting the migration. This is because non-RLS mode shared catalogs cannot be accessed in RLS mode if they are opened on a system with DFSMS V1R13 and lower.

    Besides the z/OS V2.1 requirements, the preparations are identical to those requirements when creating new RLS-enabled ICF catalogs:

    •SMSVSAM address space must be active.

    •RLS Cache Set and Lock Set name must be defined in the Storage Class.

    •RLS cache and lock structure must be defined in the Coupling Facility.

    •The volume that catalogs reside on must be SMS-managed.

    An example of migrating one existing ICF catalog to a RLS-enabled catalog with the new ALTER parameters is shown in Example 20-2.

    Example 20-2   Migrate USERCATALOG using new ALTER parameter
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         ALTER 			-                

               CATTEST.SCTV01 	-

               LOG(NONE)     	-  

               RLSQUIESCE       
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    A LISTCAT following immediately after the LISTCAT will show that the user catalog has the required LOG(NONE) attribute and also is VSAM QUIESCED already. Example 20-3 shows output from the LISTCAT command.

    Example 20-3   LISTCAT output from altered ICF user catalog defined with LOG(NONE)
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    RLSDATA

      LOG ------------------NONE RECOVERY REQUIRED --(NO)

      VSAM QUIESCED ------(YES)  RLS IN USE ---------(NO)
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    To make the ICF catalog fully RLS enabled, you need issue the MODIFY command F CATALOG,RLSENABLE to dynamically enable it. Example 20-4 shows the SYSLOG from the MODIFY CATALOG command.

    Example 20-4   Enable an ICF Catalog for RLS mode using MODIFY CATALOG command
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    F CATALOG,RLSENABLE(CATTEST.SCTV01)

    IEC351I CATALOG ADDRESS SPACE MODIFY COMMAND ACTIVE

    IEC352I MODIFY CATALOG CATTEST.SCTV01 TO STATE RLSENABLE SUCCESSFUL

    IEC352I CATALOG ADDRESS SPACE MODIFY COMMAND COMPLETED
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    A LISTCAT of the user catalog will show that the VSAM QUIESCED field has been changed from YES to NO. This means the catalog is no longer quiesced for access, but enabled for RLS. RLS enablement is also indicated by RLS IN USE field, which has been changed to YES. Example 20-5 shows output from the LISTCAT command.

    Example 20-5   LISTCAT output from RLS-enabled ICF user catalog
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    RLSDATA

      LOG ------------------NONE RECOVERY REQUIRED --(NO)

      VSAM QUIESCED ------(NO)   RLS IN USE ---------(YES)

    [image: ]

    Another way of showing the RLS readiness of an ICF catalog is to use the F CATALOG,OPEN command. This command displays all open catalogs and shows settings for the open catalogs in this environment. Example 20-6 is the sample output.

    Example 20-6   Display of RLS enabled ICF Catalog using MODIFY CATALOG command 
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    -F CATALOG,OPEN

    IEC351I CATALOG ADDRESS SPACE MODIFY COMMAND ACTIVE

    IEC348I ALLOCATED CATALOGS

    *CAS***************************************************************

    * FLAGS -VOLSER-USER-CATALOG NAME

    * YSU-R- DMPCAT 0001 CATTEST.SCTV01

    *******************************************************************

    * Y/N-ALLOCATED TO CAS, S-SMS, V-VLF, I-ISC, C-CLOSED, D-DELETED,

    * R-SHARED, A-ATL, E-ECS SHARED, K-LOCKED, U-RLS, W-SUSPENDED

    *CAS***************************************************************

    IEC352I CATALOG ADDRESS SPACE MODIFY COMMAND COMPLETED
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    Note that the third position character “U” indicates for a RLS enabled catalog. However, if there is a lower level system in your sysplex, and a shared RLS candidate catalog is open in this system, you will get an error message when trying to enable this catalog. When you try to migrate a non-RLS ICF catalog to RLS-enabled using IDCAMS ALTER command in a pre z/OS V2.1 system, you will get a similar error message. 

    20.3.4  Fallback from using RLS mode on ICF catalog

    If the RLS environment encounters problems, the process to disable the using of RLS is quite simple. Using the F CATALOG,RLSQUIESCE(ucat-name) command or the F CATALOG,RLSQUIESCE,SYSTEM command to fallback. Catalog management will revert to either VVDS or ECS mode and resume VSAM I/O. New catalog commands support fallback, but down level systems will need SMSVSAM active to switch catalogs to non-RLS mode.

    20.3.5  Backing up and restoring RLS managed catalogs

    There are several ways to back up and restore RLS managed catalogs. 

    •IDCAMS backup and restore

    Using IDCAMS EXPORT or IMPORT function for saving or restoring a catalog, you can choose to access the catalog using RLS or not. There are new IDCAMS keywords to manage RLS source or target catalogs: RLSSOURCE (NO|YES|QUIESCE) when using the EXPORT function and RLSTARGET (NO|YES|QUIESCE) when using the IMPORT function. 

    When the QUIESCE option is used, RLS update access will be quiesced and any new update requests will be suspended and redriven following the command. By using the QUIESCE option, a point in time backup can be taken and used by forward recovery procedures.

    When YES is specified, the source or target data set will be opened using Record Level Sharing (RLS) and the data set will have read and write integrity.

    When NO is specified, the source or target data set will be opened using non-RLS mode for Non-Shared Resources (NSR). 

    •DFSMSdss backup and restore

    When using DFSMSdss ADRDSSU DUMP or RESTORE function for saving or restoring RLS managed catalogs there is no specific keyword for QUIESCE. DFSMSdss ADRDSSU will do the QUIESCE implicitly during backup and enable RLS after the backup is finished. During the backup, new update requests to the catalog will be suspended and redriven when the backup is completed. Read requests will continue normally. 

    When using the RESTORE command to restore catalogs, it is required that the catalog must be in either a suspended or locked state. This can be accomplished through the use of IDCAMS ALTER, the catalog operator MODIFY command, or by using the new DSS BCSRECOVER parameter.

    The BCSRECOVER parameter applies to both RLS and non-RLS catalogs. When using BCSRECOVER, one of the following options must be specified:

     –	BCSRECOVER(LOCK)

    Results in a sysplex wide serialized close of user catalogs and locks the catalog. Any new catalog requests will be failed while the catalog is lock. with the exception of users which have READ access to the RACF FACILITY CLASS resource IGG.CATLOCK. 

     –	BCSRECOVER(SUSPEND)

    Results in a sysplex wide serialized close of the user catalog and suspends the catalog. Any new catalog requests will wait with the exception of users which have READ access to the RACF FACILITY CLASS resource IGG.CATLOCK. 

    As part of BCSRECOVER processing, DFSMSdss automatically unlocks and resumes the catalog. See Example 20-7.

    Example 20-7   Permit resource IGG.CATLOCK read access to user
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    RDEFINE  FACILITY  IGG.CATLOCK  UACC(NONE) OWNER(CATADMIN) 

    PERMIT   CLASS(FACILITY)  IGG.CATLOCK  ID(USER01) ACCESS(READ) 

    SETROPTS CLASSACT(FACILITY) 
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    Remember to LOCK or SUSPEND the catalogs before doing the restore to control the integrity of that catalog.

    20.3.6  Monitoring and reporting RLS-enabled catalog efficiency

    There are several reporting options to track ICF catalog performance and efficiency. The following reporting options are applicable for both non-RLS managed and RLS managed catalogs.:

    •Report I/O statistics of catalog address space

    The F CATALOG,REPORT,PERFORMANCE command will show you the I/O statistics of the catalog address space since the last IPL or since the last reset of these statistics through the F CATALOG,REPORT,PERFORMANCE(RESET) command.

    The REPORT PERFORMANCE option should be issued regularly to identify potential performance bottlenecks, as your catalogs are a key component in I/O activity.

    •Report I/O statistics for specific user catalog

    The F CATALOG,REPORT,CATSTATS(catname) will give you I/O statistics including BUFND, BUFNI and STRNO information on a specific user catalog as specified in the catname parameter.

    The new CATSTATX parameter on the F CATALOG,REPORT,CATSTATX(catname) command will report the same information as F CATALOG,CATSTATS, but it includes CA-reclaim and CA-reuse information as well. This command can report on one or more catalogs with the use of ‘*’ or wild cards in the catname specification.

    •Report cache data space efficiency 

    The F CATALOG,REPORT,CACHE command will report on the cache data space efficiency. The hit rate is reported and should be at least be 20% to reach a reasonable value. Statistics have to be measured over time to be valid. Measuring for an hour off peak time may not represent your normal catalog access.

    You can reset the statistics by issuing F CATALOG,CLOSE command. When the catalog is reopened after this, a new cache structure is built. Through this, all counters have been reset except for the purge values.

    •Report on RLS managed catalogs in RMF III

    RMFMON III will have RLS activity reports. Choose SYSPLEX option, there are several reports on RLS. See the RMFMON III Sysplex panel with these reports (Figure 20-3).
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    Figure 20-3   RMF3 reports on RLS activity

    Note that the VSAM RLS activity by data set (option 11 in the foregoing menu) requires the activation of SMF 42 subtype 16 records via the V SMS,MONDS operator command for the specific data sets to be monitored. Additionally, the RMF VSAMRLS monitor III option must also be active for the data sets to be monitored.

    •SMF Reports

    SMF is another source of information. You will need a reporting tool that can format the SMF data. 

    SMF type 42 subtypes 15 through19 can be used for summary reporting on RLS use. These subtypes are available:

     –	 Subtype 15. VSAM RLS Storage Class Response Time Summary

     –	 Subtype 16. VSAM RLS Data Set Response Time Summary

     –	 Subtype 17. VSAM RLS Coupling Facility Lock Structure Usage

     –	 Subtype 18. VSAM RLS CF cache partition usage

     –	 Subtype 19. VSAM RLS local buffer manager LRU statistics summary

    Use command V SMS,MONDS(spherename),ON to collect subtype 16 statistics. Additionally data set collection for SMF type 42 must be turned on, when using IBM RMF™ III.

    For catalogs and VSAM in general, all the catalog specific SMF records can be used:

     –	 Type 60. VVR Updated

     –	 Type 61. ICF Define

     –	 Type 62. VSAM OPEN

     –	 Type 64. VSAM CLOSE (new for catalogs in z/OS 1.13)

     –	 Type 65. ICF Delete

     –	 Type 66. ICF Alter

    20.4  Leading practices

    This section discusses some hints and tips when using RLS for ICF catalogs.

    Toleration with down level systems

    The following APARs are needed on down level systems when accessing catalogs that may have been opened for RLS on z/OS V2.1:

    • OA36403

    • OA36409

    • OA36916

    • OA36492

    • OA36422

    • OA36414

    It is necessary to stop RLS mode for a catalog if access is needed by a lower level system that does not support the RLS protocol. This can be temporarily accomplished by using the MODIFY CATALOG,RLSQUIESCE(catname) command.

    The RLSENABLE and RLSQUIESCE interfaces are intended for you to enable your catalogs to RLS mode and only fallback to non-RLS mode during an emergency. They are not intended to be used to switch a catalog back and forth between RLS and non-RLS on a regular basis.

    Dependency with SMSVSAM address space

    If you plan to terminate the SMSVSAM address space for a long time, and your catalog requests cannot tolerate the prolonged down time, consider quiescing the catalogs from the RLS mode by issuing MODIFY CATALOG,RLSQUIESCE(catname) command before terminating the SMSVSAM address space. 

    Otherwise, if the SMSVSAM address space is down, an IEC365D message will be displayed on the console to indicate that some catalog requests are still waiting for the SMSVSAM address space to be available. When the SMSVSAM address space is available, the waiting requests will be automatically resumed unless an explicit RLSQUIESCE was previously issued. Use the MODIFY, CATALOG,RLSENABLE,SYSTEM to switch all RLS-eligible catalogs sysplex wide back to RLS mode.

    Diagnosis when a catalog is in hang status

    During a catalog hang, it is critical to capture the dumps from CAS, SMSVSAM, and *MASTER* address spaces from all systems in the sysplex. You can simply issue MODIFY CATALOG,TAKEDUMP(SYSPLEX) to capture all dumps. You may need to increase your dump data sets to accommodate the additional dumps from the SMSVSAM address space and its data spaces. 

    To identify which job(s) may be contributing to a catalog hang, use the combinations of the following console commands:

    •MODIFY CATALOG,LIST

    •DISPLAY GRS,C

    •DISPLAY SMS,SMSVSAM,DIAG(CONTENTION)

    If a diagnosis is not possible, restart both the CAS and SMSVSAM address space from all involved systems.

    Moving user catalogs to an SMS-managed volume

    The RLS enabled user catalogs must be SMS-managed. You can check the status of the existing catalogs by using the IDCAMS LISTCAT command. If you cannot get the SMSDATA section from the LISTCAT output, it means the catalog is not SMS-managed. It is advised to migrate the user catalog on non-SMS managed volumes to SMS-managed ones by running EXPORT/IMPORT to reorganize the catalog and move to the SMS-managed volume. You have to lock and unlock the user catalog during the moving and be aware that all activities against the migration catalog are quiesced. 

    Specifying share options when defining ICF catalogs

    Although a catalog's VSAM share options are ignored when it is in RLS mode, they are still used when the catalog is quiesced from RLS use. Therefore, it is necessary to ensure that correct share options are specified. For example, a catalog to be shared across the sysplex in RLS mode needs to be defined with SHAREOPTIONS(3 4) so that it can continue to be shared across the sysplex correctly if it is ever switched out of RLS mode and back to either ECS mode or VVDS mode. 

    20.5  Value of combining this feature

    RLS catalogs are eligible for all RLS options just as any other non-recoverable VSAM data. For example, enabling the catalog for 64-bit buffering via the SMS DATACLAS RLSAboveTheBAr(YES) option can improve performance when processing a large amount of VSAM RLS data. 

    Moreover, IDCAMS has been enhanced to support commands PRINT, REPRO, EXPORT, and IMPORT to open VSAM data sets that are already open in RLS mode. Taking IDCAMS into consideration is quite useful when implementing RLS for catalogs which can improve the availability during backup and restoring phases from catalogs operations perspective.

    While RLS is a complete replacement for other catalog performance features such as the Enhanced Catalog Sharing(ECS) or VLF/ISC caching, these features may still be used with the master catalog until RLS support for the master catalog is provided in a future release.

    20.6  More information

    For more information, see the following references:

    •DFSMS Managing Catalogs Version 2 Release 1, SC23-6853

    •DFSMS Access Method Services Commands Version 2 Release 1, SC23-6846

    •z/OS DFSMSdfp Storage Administration Version 2 Release 1, SC23-6860

    •z/OS V2.1 DFSMS Technical Update, SG24-8190-00

    •IBM developerWorks®, RLS Catalog Migration:

    https://www.ibm.com/developerworks/community/blogs/43ea8e78-acbe-49f5-9290-379e4f4569cb/entry/rls_catalog_migration?lang=en
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zFS Version 5 conversion from zFS V4

    The z/OS Distributed File Service (DFS) File System (zFS) allows you to store data in the same way as a UNIX File System in mainframe environments. This file system can be used instead of, or in addition to, Temporary File System (TFS) and Hierarchical File System (HFS). In this new version of zFS, you will find significant performance, new functions, and changes to utilities. 

    21.1  Definition

    After some time struggling with space and performance, this new version of zFS brings a whole new world of capabilities to satisfy business demands. Every day more and larger storage devices are required, and in order to overcome the strain, the software that goes along with the new technology has to move forward.

    In this new version of z/OS, multi-file system aggregates and clones are not available. This means that from now on, whether you see the terms file system or aggregate, they mean exactly the same thing. For example, this applies when you see V4 aggregate or Version 1.4 aggregate in z/OS 1.13 and V5 or Version 1.5 on z/OS 2.1 for zFS documentation. Also, to clarify, when “extended directories” are mentioned, it refers to directories created with zFS Version 1.5 (V5).

    New zFS allows conversion to be made directly to the aggregate or independent directories.

    The utility IOEAGSLV, also known as Salvager, has also changed in order to support the new aggregates, run faster, and communicate better with the user by using IOEZxxxxxx messages and additional information in the output.

     

    
      
        	
          Note: zFS provides a toleration APAR OA39466. This APAR allows ZFS on z/OS V1R11 and z/OS V1R13 to co-exist in a shared file system environment with ZFS on z/OS V2R1:

          http://www.ibm.com/support/docview.wss?uid=isg1OA39466

        
      

    

    21.2  Value

    Your company will find that converting to zFS Version 1.5 will lead to even more efficient availability of resources, mostly because of the performance gains in large file systems and easier management when it comes to size limitations related to the previous version. This also means a better exploitation of the storage.

    Table 21-1 shows the most important benefits that come along with the new zFS Version 1.5.

    Table 21-1   Version comparison

    
      
        	
          Feature

        
        	
          Version 1.4

        
        	
          Version 1.5

        
      

      
        	
          Max Aggregate size

        
        	
          4 TB

        
        	
          16 TB

        
      

      
        	
          Max Subdirectories

        
        	
          65,535

        
        	
          4,294,967,293

        
      

      
        	
          Space Reclaim 

        
        	
          When directory removed

        
        	
          When possible

        
      

      
        	
          Version Support

        
        	
          V4 only

        
        	
          V4 and V5

        
      

      
        	
          Directory Format

        
        	
          Linear

        
        	
          Tree

        
      

    

     

    In terms of operations (lookup, readdir, create, update and remove), zFS Version 1.5 offers an exponential increase in the amount of processing per unit, meaning that each operation takes less CPU time, even with a large sum of names of directories.

    The conversion is not a single way path; you can also come back from version 5 to version 4 by using the conversion commands.

     

    
      
        	
          Note: Using a zEC12, you can convert 10000 directories entries per second. This is three times faster than in an IBM z9® machine (approximately; the results may vary with different processors).

        
      

    

    21.3  Use cases for the feature

    zFS can be used by almost everything from services to facilities and software in general. Your company may use SAP in Linux or zLinux environments connecting to z/OS, OnDemand utilities, temporary storage for transferring files between systems, Printing tools, Web Servers, Databases, and a lot more. So, the possible scenarios (counting also the integration of the ones presented) are as many as you can imagine; that is why in this case it is easier to review what are the conceivable ways to move forward with the conversion.

     

    
      
        	
          Note: When trying to mount a .bak aggregate in z/OS Version 2 Release 1, the system will show a message FOMF0504I, with Reason Code 79 EF096B01. If you use bpxmtext, the “Action” part explains that clones are no longer permitted.

        
      

    

    The most important factor in this conversion is the same as in any other; have a strategy. zFS gives you different alternatives to make this conversion. First of all, you will need to evaluate whether you prefer to convert each aggregate or convert by directory, and then decide if the conversion will be done online, offline, or while mounting the file systems.

    If you decide to convert directories, the best way to take advantage of zFS version 5 is to work with the most active file systems or the ones with large directories.

     

    
      
        	
          Note: You can determine which are the most active aggregates by using the MODIFY ZFS,QUERY,FILESETS command; also MODIFY ZFS,QUERY,KNPFS will give you the workload characteristics.

        
      

    

    It is also important that all these new features are configured correctly in the IOEFSPRM 
(or IOEPRMxx) and BPXPRMxx, depending on your configuration. There are more options available for these members that need to be specifically detailed in the event that you prefer to convert an aggregate, or not.

    21.3.1  Case 1: Online conversion

    Online (Mounted File System): Using zfsadm convert –aggrversion will convert only the file system version, and new directories will be v5 directories (Example 21-1). On the other hand, zfsadm convert -path will allow you to convert a single directory. This command is not used to convert back to version 4 (Example 21-2).

    Example 21-1   Converting an Aggregate/File System
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    # zfsadm convert -aggrversion OMVS.SMPE.AGGR01.CHUZO.TMP

    IOEZ00810I Successfully changed aggregate OMVS.SMPE.AGGR01.CHUZO.TMP to version 1.5.
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    Example 21-2   Converting a Directory
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    # zfsadm convert -path /tmp/PEPE

    IOEZ00791I Successfully converted directory /tmp/PEPE to version 5 format.
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    21.3.2  Case 2: Automatic conversion on mount

    This strategy could be seen as two different ways. Either you enable (ON) change_aggrversion_on_mount or enable CONVERTTOV5 in your parameter member (IOEFSPRM or IOEPRMxx). The difference between them is that the first one specifies whether an aggregate should be changed to a Version 1.5 aggregate on mount. On the other hand, converttov5 will state whether directories in a Version 1.5 aggregate should be converted from v4 directories to extended (v5) directories as they are accessed and the attribute form Version 1.4 aggregate is changed to a Version 1.5. CONVERTTOV5 will always prevail and override the first one.

    Also you can override this setting at mount time by specifying CONVERTTOV5 or NOCONVERTTOV5. 

    If automatic directory conversion for a directory fails, it is not attempted again until the file system is unmounted and mounted again. Also, automatic conversions will no longer be attempted after an aggregate has been quiesced.

    21.3.3  Case 3: Automatic using mounting parameter

    This is similar to the previous use case, but one of the differences is that you define the CONVERTTOV5 as a mount parameter. This parameter is set in the BPXPRMxx, and also while mounting manually via ISHELL. CONVERTTOV5 as a parameter also works like the option in IOEFSPRM, it converts (if it is not already converted) to version 5 when the directory is accessed. See Example 21-3.

    Example 21-3   BPXPRMxx definition to convert a File System while mounting
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    MOUNT FILESYSTEM('OMVS.SMPE.AGGR02.JEGV.TMP') TYPE(ZFS)

      MODE(RDWR) MOUNTPOINT('/SMPE/tmp')  

      PARM('CONVERTTOV5')
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    21.3.4  Case 4: Offline using IOEFSUTIL

    Using offline requires that the aggregate is set offline (unmounted) in first place, and then use IOEFSUTL via batch. Using this utility will convert the file system and its directories (Example 21-4).

    Example 21-4   Using IOEFSUTL for offline conversion to version 5
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    ...

    //CONVERT EXEC PGM=IOEFSUTL,REGION=0M,                       

    // PARM=('converttov5 -aggregate OMVS.SMPE.AGGR03.CHIPI.TMP')

    ...
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    In case it is required, conversion to Version 4 Aggregate is possible using this tool (Example 21-5).

    Example 21-5   Using IOEFSUTL for offline conversion to version 4
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    ...

    //CONVERT EXEC PGM=IOEFSUTL,REGION=0M,                       

    // PARM=('converttov4 -aggregate OMVS.SMPE.AGGR04.BENY.TMP')

    ...
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    21.3.5  Case 5: Create, copy, and compare

    This final option represents the manual way of doing the conversion. In fact, calling it a conversion would not be quite accurate. First of all, while your version 4 aggregate is still mounted, a new file system version 5 needs to be created (Example 21-6). 

     

    
      
        	
          Note: You can create a zFS filesystem in different ways, by using the PGM=IOEAGFMT batch utility, the zfsadm command, and Ishell panels.

        
      

    

    Example 21-6   Create file aggregate using IOEFSUTL with –version5 option
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    ...

    //CONVERT EXEC PGM=IOEFSUTL,REGION=0M,                       

    // PARM=('format -aggregate OMVS.SMPE.AGGR05.ORLY.TMP -version5')

    ...
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    After creation, the new file system needs to be mounted. After this step is finished, all the information needs to be copied from the Version 4 to the Version 5 aggregate. As soon as this is completed, a comparison needs to be performed to be certain that all the data is copied correctly, with its attributes and permissions.

     

    
      
        	
          Note: Remember to do the necessary changes in your BPXPRMxx definitions.

        
      

    

    21.3.6  Advantages and disadvantages of the presented strategies

    You may also find other advantages and disadvantages depending on your shop installation, but Table 21-2 describes the most common ones.

    Table 21-2   Advantages and disadvantages

    
      
        	
           

        
        	
          Online conversion (zfsadm -convert)

        
        	
          change_aggrversion_on_mount

        
        	
          converttov5 (parameter and option)

        
        	
          Offline conversion

        
        	
          Create, copy, and compare

        
      

      
        	
          Pros

        
        	
          More control over conversion because you can select the file system or the directory.

        
        	
          Change the file system, but not the directories. 

          New directories are Version 5.

        
        	
          Does not convert until the directory is accessed.

          You can decide to not convert some file systems using NOCONVERTTOV5.

        
        	
          More control over conversion because you can select the file system or the directory.

          One job may contain several Aggregates

        
        	
          Easy roll-back: Unmount version 5 aggregate, mount the previous version 4 file system and change back the BPXPRMxx if necessary.

        
      

      
        	
          Cons

        
        	
          Converting several file systems or directories at once will take longer, because you need to issue the conversion for each aggregate or directory. Overcome this issue by creating a script or running a batch job.

        
        	
          Mounting the first time after using this option might be slower because of the conversion.

        
        	
          When the directory is accessed and it needs conversion, you might experience a delay.

        
        	
          You must be sure that the file system is not mounted at the moment of running this utility.

        
        	
          If the new file system has been used, all changes must be reflected manually in case of roll-back.

          Space utilization is duplicated until you decide to delete version 4 aggregates.

          Version 4 file system needs to be mounted but inactive at the moment you copy all the files.

        
      

    

    21.4  Leading practices

    There are many topics to discuss in order to choose the best option for your installation, so you need to study each one of them and evaluate for each case. You may find that a mixed conversion is also possible and sometimes even desirable.

    Keep the following considerations in mind when performing the conversion:

    •Backing up your aggregates and/or directories before conversion is encouraged in order to have a fast and easy replacement in case of an eventuality while converting.

    •In case you need to migrate from HFS to zFS, it is highly advised to wait until your shop is already in version 2.1 in order to be able to exploit the improved performance available in zFS Version 1.5.

    •Make the required changes in PARMLIB members for directory and file systems, and combine the options to match your requirements.

    •Using zfsadm convert –aggrversion is not advised when exporting directories with Network File System (NFS) or Server Message Block (SMB).

    •Sysplex Shared zFS is also a very important issue. You need to be alert so that when an aggregate is being converted, no other system or user will access it from another LPAR. 

     

    
      
        	
          Note: Do not use Version 1.5 aggregates until you will no longer be using systems prior to z/OS V2R1 in your Sysplex.

        
      

    

    21.5  Value of combining this feature

    When using zFS File Systems, you can also review the performance tuning depending on the usage. Health Check provides some checks that can be useful when working on tuning the zFS.

    Available Health Checks:

    •ZOSMIGV2R1_ZFS_VERIFY_CACHESIZE

    •ZFS_VERIFY_CACHESIZE

    Also, you may use this file system with NFS and SMB. The versions that can be used with z/OS Version 2 Release 1 are fully supported in previous z/OS releases.

    21.6  More information

    For more information, see the following references:

    •z/OS Distributed File Service zFS Administration, SA23-6887-00:

    http://publibz.boulder.ibm.com/epubs/pdf/fcx2d500.pdf

    •zFS V5 Commands: Table comparing commands between zFS v4 and v5:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/index.jsp?topic=%2Fcom.ibm.zos.v2r1.e0zh300%2Fidfzc1.htm

    •z/OS V2R1 Migration, GA22-0890-20:

    http://publibz.boulder.ibm.com/epubs/pdf/e0z3m100.pdf

    •zFS Diagnosis Part 1 (Performance Monitoring and Tuning Guidelines):

    http://proceedings.share.org/client_files/SHARE_in_San_Francisco/Session_12730_handout_4051_0.pdf

    •zFS Diagnosis Part 1 (Problem Determination and File System Monitoring):

    http://proceedings.share.org/client_files/SHARE_in_San_Francisco/Session_12731_handout_4052_0.pdf

    •IBM Health Checker for z/OS: User's Guide, SC23-6843-00:

    http://publibz.boulder.ibm.com/epubs/pdf/e0z3l100.pdf
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Catalog alias number constraint relief 

    Prior to z/OS V1R13, the number of aliases for each user catalog was limited by the maximum user catalog connector record size in the master catalog. There is a practical maximum of 3000-3500 aliases per user catalog. 

    Now, on a system at a z/OS V1R13 level or later, you can increase the number of aliases possible from 3000-3500 to a theoretical limit of over 500,000 aliases per user catalog, depending on the alias name length. 

    22.1  Definition

    When you use the Access Method Services command DEFINE USERCATALOG ICFCATALOG to define a user catalog, one user catalog connector record (type U) entry pointing to this new catalog is created in the current system master catalog. 

    To use that user catalog, the system must be able to determine which data sets should be defined in that user catalog. This can be done by defining aliases pointing to the user catalog in the master catalog. Through this method, the master catalog creates an alias entry (type X) for connecting the user catalog. Most data set entries are stored in user catalogs, not in the master catalog, except system related data sets. 

    The user catalog connector record contains the volume which the user catalog resides on and all aliases associated with the user catalog. The number of aliases that a user catalog can have is currently limited by the maximum record size in the master catalog, which is 32K (32,768 bytes), and by the length of the individual alias names. The longer the name, the fewer aliases possible. Multilevel alias names, being longer, greatly impact the number of possible alias names. Prior to z/OS V1.13, only about 3000 to 3500 aliases were allowed per each user catalog. If you use multilevel aliases, even fewer aliases per user catalog can be defined.

    Since z/OS V1R13 level or later, a new extension record (type V), called a user catalog connector extension record, is introduced to hold extensions for a user catalog connector record. Note that 255 is the maximum number of user catalog connector extension records. This function allows users to define more aliases per user catalog. Theoretically, the limitation is over 500,000 aliases per user catalog. 

    22.2  Value

    Previously, the number of aliases pointing to one specific user catalog is limited to approximately 3000 to 3500, which could lead to the result of defining more user catalogs when the limitation has been reached. With this enhancement, users have the possibility of avoiding creating more user catalogs. 

    This enhancement could also provide you the capability of merging many small or seldom-used user catalogs to a large one to contain more aliases than 3000. This can significantly reduce catalog management efforts and time for backing up and recovering catalogs. 

    22.3  Use cases for the feature

    The new catalog MODIFY command F CATALOG,ENABLE(EXTENDEDALIAS) and new statement in the catalog PARMLIB member IGGCATxx are provided to enable the new feature. After the command is issued, a flag is set and the alias constraint relief is active.

     

    
      
        	
          Note: By default, the EXTENDEDALIAS feature is disabled. You should only enable EXTENDEDALIAS to increase the number of possible catalog aliases when all systems in the sysplex are z/OS V1R13 or later.

        
      

    

    22.3.1  Turning the switch on/off via catalog MODIFY commands

    The switch can be turned ON/OFF via catalog MODIFY commands:

    •MODIFY CATALOG,ENABLE(EXTENDEDALIAS) 

    •MODIFY CATALOG,DISABLE(EXTENDEDALIAS). 

    You can check if the feature is enabled or disabled by issuing the F CATALOG,REPORT command (Example 22-1).

    Example 22-1   Display if the feature is enabled or not by issuing F CATALOG,REPORT command
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    F CATALOG,REPORT                                                    

    IEC351I CATALOG ADDRESS SPACE MODIFY COMMAND ACTIVE                 

    IEC359I CATALOG REPORT OUTPUT 373                                   

    *CAS************************************************************    

    *  CATALOG COMPONENT LEVEL   = HDZ2210                               *    

    *  CATALOG ADDRESS SPACE ASN = 0032                                  *    

    *  SERVICE TASK UPPER LIMIT  =  180                                   *    

    *  SERVICE TASK LOWER LIMIT  =   60                                   *    

    *  HIGHEST # SERVICE TASKS   =   21                                   *    

    *  # ATTACHED SERVICE TASKS  =   21                                   *    

    *  MAXIMUM # OPEN CATALOGS   = 1,024                                  *    

    *  ALIAS TABLE AVAILABLE     = YES                                    *    

    *  ALIAS LEVELS SPECIFIED    = 2                                      *    

    *  SYS% TO SYS1 CONVERSION   = OFF                                    *    

    *  CAS MOTHER TASK           = 006AC680                               *    

    *  CAS MODIFY TASK           = 006FC520                               *    

    *  CAS ANALYSIS TASK         = 006FC0C0                               *    

    *  CAS ALLOCATION TASK       = 006FC2F0                               *    

    *  CAS ASYNC TASK            = 0068CE88                                *    

    *  CAS SYSPLEX COMMAND TASK  = 0068CA28                              *    

    *  CAS SYSPLEX QUIESCE TASK  = 0068CC58                              *    

    *  VOLCAT HI-LEVEL QUALIFIER = SYS1                                  *    

    *  NOTIFY EXTENT             =   80%                                    *    

    *  DEFAULT VVDS SPACE        = ( 10, 10) TRKS                        * 

    *  ENABLED FEATURES          = DSNCHECK DELFORCEWNG SYMREC         * 

    *  ENABLED FEATURES          = UPDTFAIL EXTENDEDALIAS               * 

    *  ENABLED FEATURES          = GDGFIFO                                 * 

    *  DISABLED FEATURES         = VVRCHECK AUTOTUNING BCSCHECK        * 

    *  DISABLED FEATURES         = DELRECOVWNG ECS AUTOADD              * 

    *  DISABLED FEATURES         = DUMPON                                  * 

    *  INTERCEPTS                = (NONE)                                   *  

    *CAS************************************************************    

    IEC352I CATALOG ADDRESS SPACE MODIFY COMMAND COMPLETED              
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    Observe these considerations:

    •You should only enable this feature when all systems in the sysplex are V1R13 or greater.

    •The catalog MODIFY command is effective system-wide. You have to turn this feature on or off across the whole sysplex by using the ROUTE command. 

    22.3.2  Turning the switch on/off via a catalog PARMLIB member

    The switch can also be turned ON/OFF via a catalog PARMLIB member IGGCATxx by specifying:

    EXTENDEDALIAS(YES|NO)

    This specifies whether or not you want to enable the ability to create extension records for user catalog aliases on the current system. The default is NO.

    You must specify the current IGGCATxx member or members in the CATALOG=xx parameter in the IEASYSxx parameter. The xx suffix can be any 2 alphanumeric characters or national characters (@,#,$). The default is 00 (zeros). The IGGCATxx parameters are processed both at IPL and when catalog address space (CAS) is restarted. You can use the command DISPLAY IPLINFO,CATALOG to display the catalog system parameters currently in effect at a given time. If you want to dynamically change a specific service against a catalog address space (CAS), using the catalog MODIFY command is suggested. 

    22.4  Leading practices

    IBM advises users to turn on the feature when all the systems in a sysplex are V1R13 or higher. If a system prior to z/OS V1.13 attempts access to a catalog that has catalog connector extension records built by a z/OS V1.13 or later release, the following toleration APAR/PTFs should be installed to allow an extended alias to be included in the alias search chain:

    •For catalog: OA33517

    •For IDCAMS: OA34486

    However, these coexistence APAR/PTFs will not allow deletion of user catalog connectors if user connectors have extension records by:

    •Export disconnect

    •Delete UserCatalog Recovery

    •Delete UserCatalog Force

    22.5  Value of combining this feature

    Exploiting of the EXTENDEDALIAS feature has the potential benefits of having more aliases per user catalog, which in turn reduces the risk of disruptive catalog splitting operations. Also, beneficial results can be achieved by using Record Level Sharing for accessing user catalogs. Combining these two features could help users to reduce catalog management efforts and obtain better availability for catalogs operation.

    22.6  More information

    For more information, see the following references:

    •z/OS V2R1 DFSMS Managing Catalogs, SC23-6853-01

    •z/OS V1R13 DFSMS Managing Catalogs, SC26-7409-11

    •z/OS Version 1 Release 13 Implementation, SG24-7946-00

    •z/OS MVS Initialization and Tuning Reference, SA22-7592-23

    •z/OS MVS System Messages Volume 6 (GOS – IEA), SA22-7636, for IDC3009I

    •z/OS MVS System Messages Volume 7 (IEB – IEE), SA22-7637, for IEC359I

     

  
[image: ]
[image: ]

CA reclaim

    This chapter discusses the CA reclaim function, which lets you specify that empty Control Area (CA) space be reclaimed automatically for VSAM key-sequenced data sets (KSDSs). This can reduce fragmented DASD space and so reduce the need for reorganizing KSDSs to reclaim the space.

    23.1  Definition

    The CA reclaim feature lets you specify that empty CA space be reclaimed automatically for VSAM key-sequenced data sets (KSDSs). A “reclaimed” CA is a CA that is moved to the free CAs list after the last record in the CA is erased. Reclaimed CAs may then be reused as new records are inserted anywhere in the data set. CAs in the free list are used first, before using CAs beyond the high used RBA.

    23.1.1  VSAM key-sequenced data sets (KSDSs)

    In a KSDS, logical records are placed in the data set in ascending collating sequence by a field, called the key. The key contains a unique value, such as an employee number or invoice number, which determines the record’s collating position in the data set. The key must be in the same position in each record. The key data must be contiguous, and each record's key must be unique. After it is specified, the value of the key cannot be altered, but the entire record can be erased or deleted. Adding and deleting logical data records to a KSDS can lead to CI and CA splits. Eventually an entire Data CA might become empty in the sense that it does not contain any active logical data records any more because all the records were deleted over time.

    Fragmentation occurs when records are erased from a KSDS; the fragmentation increases until a VSAM reorganization is performed to remove the fragmented spaces and provide new contiguous space for new record additions. This is problematic in production environments with a 24x7 availability requirement because sometimes it is necessary to stop IBM CICS®, IBM DB2, or even a whole Sysplex system to perform a reorganization.

    Figure 23-1 shows a logical KSDS structure with a Data component and an Index component, which together form a KSDS Cluster. The Index contains all the data keys and pointers to the lower Index levels. The lowest Index level, the Sequence set, covers a corresponding Data CA. A key within a sequence set index CI points to the related Data CI. The Sequence set also has a logical horizontal pointer chain, which is utilized when reading the KSDS sequentially in ascending key order. The Data component contains the actual data and is organized in Control Areas (CAs), which contain a fixed number of Data CIs.
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    Figure 23-1   KSDS with empty data CA

    In Figure 23-1, the last record of an active data CI in CA 3 is about to be deleted. We assume that H is the key of the one and only logical record left in the H data CI in CA 3. Figure 23-2 shows the structure after the H record is deleted. The basic pointer structure in the Index component is unchanged. Even the Level 2 index CI stays where it is. When a new record is added, for example with key P, a new Data CA is created, and after formatting the new Data CA plus a corresponding sequence set index CI, the record with the key P is added. 

    The empty CA 3 is still unused and empty. This applies also to the empty Index CI in Index Level 2. Even when sequentially browsing through the sequence set chain, the empty sequence set CI is accessed as well. Only when a new logical record with a key between F and K is added will the empty CA plus its Sequence Set CI be reused. But the key must fit exactly between the last logical key in CA 2 and the first logical key in CA 4.

    [image: ]

    Figure 23-2   Empty data CA is not always reused

    A KSDS might have many empty control areas and might continue to grow in size. This occurs when applications continually add records with keys that are in ascending sequence, followed by another or the same application that deletes old records. During the deletion processing, the high-key value that was associated with that CA will be maintained, requiring that only records falling within that high-key range are eligible for insertion into that control area. If the record keys are always getting higher, no new records will qualify for insertion into those empty control areas. The result is a data set in which a majority of the space is occupied by empty control intervals.

    23.1.2  Reorganizing a KSDS

    To manually reclaim unused CA space in a KSDS, a processed referred to as CA reorganization (REORG) can be performed on a KSDS. The CA reorganization process consists of the following functions:

    1.	Closing the KSDS

    2.	Unloading the KSDS records to a backup data set

    3.	Deleting and redefining the KSDS

    4.	Reloading the KSDS records from the backup data set

    5.	Reopening the KSDS

    The down side of the REORG process is that the KSDS must be closed. This incurs an outage to any application using the KSDS. In addition, a KSDS must be reorganized on a regular basis in order to reclaim unused space previously used by deleted records and improve sequential read performance. 

    23.1.3  The CA reclaim process

    With CA reclaim, an effort is made to unchain the empty Index Set CIs, including the Sequence Set CIs, and provide the empty Data CA for the next logical record. Empty sequence set and high level index records are placed on a free list after the last record in the CA is erased. The reclaimed CA can then be reused when new records are inserted in the data set, provided that the size of CA needed is less than or equal to that of the reclaimed empty CA.

    For example, in Figure 23-3, CA 3 is reused when a record with a key larger than N is added. It is also reused when a CA split occurs. As soon as the last logical record is deleted in CA 3, VSAM unchains the corresponding Index CIs and positions these Index CIs to be available for the expanding Data component, either through a key that points beyond the CA 4 or through a CA. The dashed lines indicate the potential structure of the reused Data CA 3 and its index pointers. Note that the Data component and the Index component do not expand beyond their original size.
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    Figure 23-3   CA reclaim after a CA becomes empty

    23.1.4  CA reclaim support

    The minimum z/OS level for CA reclaim is z/OS V1R12. Only VSAM KSDS are eligible for CA reclaim processing. They may be catalog data sets, VSAM Alternate Index and base clusters or temporary data sets. They may be SMS managed or not SMS managed and may be processed by VSAM or VSAM RLS. They may be created with or without a data class. They must not have been defined with the IMBED option.

    CA reclaim cannot reclaim space for these items:

    •Partially empty CAs

    •Empty CAs that already existed when CA reclaim was enabled

    •CAs with RBA 0

    •CAs with the highest key of the KSDS

    •Data sets processed with GSR

    CA reclaim can be enabled in a sysplex with mixed z/OS levels. Toleration PTFs are required where the z/OS level is prior to z/OS V1R12. Those lower-level systems cannot perform CA reclaim.

    23.2  Value

    The CA reclaim function increases the availability of KSDS and VSAM-based applications because it eliminates the need to close the KSDS for reorganization. Empty CA space on DASD is reclaimed automatically, so that it can be reused at a later time when a CA split is required. The reclaimed CAs are available to be used for new records without any processing to obtain new space. A CA split that reuses a reclaimed CA will not change the high used RBA.

    In addition, CA reclaim significantly improves performance of VSAM, including RLS, applications that do many erases, and PUTs that result in CA splits.

    The CA reclaim function may be most beneficial for these items:

    •VSAM-based CICS applications

    •Catalogs

    •HSM CDS data sets

    •RMM CDS data sets

    23.3  Use cases for the feature

    CA reclaim is disabled at the system level by default. To enable CA reclaim at the system level, use the IGDSMSxx member of PARMLIB or the SETSMS command. Then, to enable or disable CA reclaim for data sets when they are defined, you can use a CA reclaim attribute in the data class, which you set with ISMF. The attribute is set to Yes, to enable CA reclaim, by default. To disable or enable CA reclaim for individual data sets, use the IDCAMS ALTER command.

    CA reclaim is in effect for a data set only if all of the following statements are true:

    •The data set is eligible for CA reclaim.

    •Either the IGDSMSxx member of PARMLIB specifies CA_RECLAIM(DATACLAS or DATACLASS), or a SETSMS CA_RECLAIM(DATACLAS or DATACLASS) command is issued.

    •When the data set was defined, the CA reclaim attribute for the data class was, or defaulted to, Yes, or an ALTER RECLAIMCA command is issued for the data set.

    Figure 23-4 shows the new data class definition panel in ISMF with the new CA reclaim attribute.
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    Figure 23-4   Data class definition panel in ISMF with CA reclaim

    23.3.1  Enabling CA reclaim on a data set level

    The value of YES or NO in the SMS data class is only used when a data class is assigned to a data set during DEFINE. If a data class is not assigned during define processing, then the data set defaults to a value of CA-RECLAIM(YES) when a data set is defined. Changing the value in the SMS data class only affects any new defines. Any existing data sets with that data class will reflect the value in the SMS data class at the time of the DEFINE. 

    To disable CA RECLAIM for a data set, you can use the IDCAMS ALTER NORECLAIMCA command to alter the CA-RECLAIM value for that data set. Or if you wish to enable CA RECLAIM for a data set you can use an IDCAMS ALTER RECLAIMCA command. The ALTER specification does not immediately start the CA reclaim processing for the data set. It only updates the CA reclaim attribute in the catalog entry. CA reclaim only takes effect at the first OPEN following the CLOSE of all open ACBs against the data set control block.

    The LISTCAT command can be used to check whether a data set is enabled for CA claim, as shown in Example 23-1.

    Example 23-1   LISTCAT shows CA reclaim attribute
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    SMSDATA

    STORAGECLASS ---SXPXXS02 MANAGEMENTCLASS---(NULL)

    DATACLASS ------KSCR000Y LBACKUP ---0000.000.0000

    CA-RECLAIM---------(YES) BWO STATUS------00000000 BWO TIMESTAMP---00000

    00:00:00.0

    BWO---------------(NULL)
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    In addition, the LISTCAT output for the INDEX component now indicates the number of CA reclaims for the data set using the REC-DELETED and REC-INSERTED fields. The two fields have always been 0 prior to CA reclaim. REC-DELETED indicates the number of CA reclaims since the data set was created. REC-INSERTED indicates the number of CAs reclaimed and reused. 

    An example is shown in Example 23-2.

    Example 23-2   LISTCAT output for the INDEX component
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    STATISTICS

    REC-TOTAL------------1359 SPLITS-CI--------------0 EXCPS-----------------63

    REC-DELETED------------10 SPLITS-CA--------------0 EXTENTS----------------1

    REC-INSERTED-----------5  FREESPACE-%CI---------10 SYSTEMTIMESTAMP:

    REC-UPDATED------------0  FREESPACE-%CA---------10 X'C629B829F0A88201'

    REC-RETRIEVED-------4077  FREESPC----------------0

    [image: ]

    23.3.2  Enabling CA reclaim for all data sets except a few

    To enable CA reclaim for the majority of data sets, and disable it for just a few data sets, you could perform the following tasks:

    1.	Disable CA reclaim for the appropriate data sets by using the ALTER command with NORECLAIMCA or by defining data sets with a data class for which the CA reclaim attribute causes CA reclaim to be disabled.

    2.	Enable CA reclaim for the system either by issuing the SETSMS command or by modifying PARMLIB member IGDSMSxx and then performing an IPL. 

    This procedure relies on the fact that the CA reclaim attribute in the data classes defaults to YES. Therefore, all data sets are enabled for CA reclaim except the ones it is specifically disabled for.

    23.3.3  Recovering from an interrupted CA reclaim process

    If an ABEND or Cancel occurs when CA reclaim is in progress, VSAM and RLS try to complete the interrupted CA reclaim process as soon as feasible to minimize any possible complications. The recovery completes the interrupted CA reclaim even after the user has issued the SETSMS command to disable CA reclaim. The worst case for an interrupted CA reclaim process is wasted DASD space, no worse than without CA reclaim. There should be no data integrity problems caused by interrupted CA reclaim.

    The IDCAMS EXAMINE command indicates whether a CA reclaim process was interrupted using message IDC11778I as follows:

    IDC11778I CA RECLAIM IN PROGRESS

    If CA reclaim has been interrupted, you can use the IDCAMS VERIFY command with the RECOVER parameter to back out or complete the interrupted process, so that subsequent EXAMINE commands will generate a clean output. The IDCAMS VERIFY RECOVER command requires that the data set be not opened anywhere else across systems; otherwise, it will fail with an OPEN error. If you use the IDCAMS VERIFY RECOVER command after CA reclaim processing has been interrupted, the IDCAMS VERIFY command may also do the following actions:

    •Change the index structure of the data set

    •Cause subsequent CA splits to reuse reclaimed empty data CAs for different records.

    Although it is advised that you use IDCAMS VERIFY RECOVER after a key-sequenced data set has been closed improperly, if you do not, the next VSAM or RLS POINT, GET, PUT, or ERASE request that finds the CIs involved in the interrupted process may back out or complete the process.

    23.4  Leading practices

    Only new CAs are eligible for reclaims. Pre-existing empty CAs are not reclaimed by CA reclaim. After all sharing systems are upgraded to z/OS V1R12 and enabled for the CA reclaim function, the existing data sets should be reorganized to remove any pre-existing non reclaimable empty CAs.

    CA reclaim is most beneficial when there are many empty CAs and many CA splits that can reuse the empty CAs. When there are no or very few CA splits to reuse empty CAs, CA reclaim may impact performance. The degree of the impact reflects the additional ERASE processing being done when CA reclaim is enabled. CA reclaim is only used when all the data in a CI is erased and the CA the CI is in is completely empty.

    23.4.1  Determining if CA reclaim is desirable for a data set

    KSDS can be classified into three groups with respect to CA reclaim:

    •CAs are never completely erased. Using CA reclaim will have no impact.

    •CAs are emptied, however, the similar record key ranges are re-inserted in a timely manner, reusing the CA. Using CA reclaim may cause a slight performance impact.

    •CAs are emptied and erased key ranges are not reinserted in a timely manner (if ever). Using CA reclaim will provide performance and space improvements.

    Most KSDS will likely benefit from CA reclaim, but to give more control to applications, all KSDS can be enabled/disabled on an individual basis.

    To determine if CA reclaim is desirable for a data set, use the IDCAMS EXAMINE DATATEST command, which shows the number of empty CAs in a KSDS with message IDC01728I. See Example 23-3.

    Example 23-3   EXAMINE DATATEST output
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    INDEXTEST BEGINS

     DATA COMPONENT CA NOT KNOWN TO SEQUENCE SET

               649 KEYS PROCESSED ON INDEX LEVEL 1, AVERAGE KEY LENGTH: 17.8

               162 KEYS PROCESSED ON INDEX LEVEL 2, AVERAGE KEY LENGTH: 16.9

                 2 KEYS PROCESSED ON INDEX LEVEL 3, AVERAGE KEY LENGTH: 25.5

     CURRENT INDEX CISIZE IS 2048, RECOMMENDED MINIMUM INDEX CISIZE IS 1024

     INDEX CONTROL INTERVAL COUNT ERROR

     165 CONTROL INTERVALS ENCOUNTERED

     HIGH-USED RBA/CI IS 74

     CONTROL INTERVAL SIZE IS 2048

     HIGH-USED INDEX RBA DOES NOT EQUAL HIGHEST RBA FOUND

     HIGH-USED RBA/CI IS 74

     RBA/CI IS 164

     MINOR ERRORS FOUND BY INDEXTEST

     DATATEST BEGINS

     FOUND 137 EMPTY CONTROL AREAS THAT HAVE NOT BEEN RECLAIMED

     DATATEST COMPLETE - NO ERRORS DETECTED

     649 CONTROL INTERVALS ENCOUNTERED

     DATA COMPONENT CONTAINS 19779 RECORDS

     DATA COMPONENT CONTAINS 137 DELETED CONTROL INTERVALS

    MAXIMUM LENGTH DATA RECORD CONTAINS 1036 BYTES

     98 PERCENT FREE SPACE

     ERRORS MAY BE DUE TO CONCURRENT ACCESS

    FUNCTION COMPLETED, HIGHEST CONDITION CODE WAS 4

    IDCAMS PROCESSING COMPLETE. MAXIMUM CONDITION CODE WAS 4 INDEXTEST BEGINS

     DATA COMPONENT CA NOT KNOWN TO SEQUENCE SET

               649 KEYS PROCESSED ON INDEX LEVEL 1, AVERAGE KEY LENGTH: 17.8

               162 KEYS PROCESSED ON INDEX LEVEL 2, AVERAGE KEY LENGTH: 16.9

                 2 KEYS PROCESSED ON INDEX LEVEL 3, AVERAGE KEY LENGTH: 25.5

     CURRENT INDEX CISIZE IS 2048, RECOMMENDED MINIMUM INDEX CISIZE IS 1024

     INDEX CONTROL INTERVAL COUNT ERROR

     165 CONTROL INTERVALS ENCOUNTERED

     HIGH-USED RBA/CI IS 74

     CONTROL INTERVAL SIZE IS 2048

     HIGH-USED INDEX RBA DOES NOT EQUAL HIGHEST RBA FOUND

     HIGH-USED RBA/CI IS 74

     RBA/CI IS 164

     MINOR ERRORS FOUND BY INDEXTEST

     DATATEST BEGINS

     FOUND 137 EMPTY CONTROL AREAS THAT HAVE NOT BEEN RECLAIMED

     DATATEST COMPLETE - NO ERRORS DETECTED

     649 CONTROL INTERVALS ENCOUNTERED

     DATA COMPONENT CONTAINS 19779 RECORDS

     DATA COMPONENT CONTAINS 137 DELETED CONTROL INTERVALS

    MAXIMUM LENGTH DATA RECORD CONTAINS 1036 BYTES

     98 PERCENT FREE SPACE

     ERRORS MAY BE DUE TO CONCURRENT ACCESS

    FUNCTION COMPLETED, HIGHEST CONDITION CODE WAS 4

    IDCAMS PROCESSING COMPLETE. MAXIMUM CONDITION CODE WAS 4
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    23.4.2  Listing data sets currently eligible for CA reclaim

    A tool is available to produce a one line listing of data sets that are currently eligible for CA reclaim. Using the tool is easier than using the IDCAMS LISTCAT LEVEL or LISTCAT CATALOG commands to get a list of data sets, because they produce a large amount of output and also list data sets that are not eligible for CA reclaim.

    The tool can be downloaded from the following FTP site:

    ftp://public.dhe.ibm.com/servers/storage/support/software/dfsms/

    The file name is CARECLAM.JCL.CNTL.TRSD. 

    Download the file in binary mode to a data set with the following DCB attributes: LRECL=1024,RECFM=FB,BLKSIZE=6144,DSORG=PS

    Use AMATERSE to unpack the data set. The unpacked output data set is a PDS, so you have to supply directory blocks for the output data set when running AMATERSE. For example, use a space allocation of (TRK,(1,1,6)).

    23.5  Value of combining this feature

    CA reclaim is supported for VSAM Record Level Sharing (RLS) data sets. Using CA reclaim provides performance improvements in addition to those provided by RLS. When CA reclaim is enabled for an RLS data set, RLS recovery can be used to complete interrupted CA reclaim processes. 

    RLS uses its own address space, SMSVSAM. Recycling the SMSVSAM address space is one way of picking up changes to the CA_RECLAIM parameter of IGDSMSxx. 

    23.6  More information

    For more information, see the following references:

    •z/OS DFSMS: Using Data Sets, SC26-7410-10:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.idad400/abstract.htm

    •z/OS DFSMS Access Method Services for Catalogs, SC26-7394-11:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.idai200/using.htm

    •z/OS DFSMS Using the Interactive Storage Management Facility, SC26-7411-07:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.idai500/abstract.htm

    •z/OS DFSMS: Implementing System Managed Storage, SC26-7407-07:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.idai600/abstract.htm

    •z/OS DFSMS Using the New Functions, SC26-7473-07:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.idak100/idak10004.htm

    •z/OS MVS System Commands, SA22-7627-23

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.ieag100/toc.htm

    •z/OS MVS Initialization and Tuning Reference, SA22-7592-21:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.ieae200/toc.htm
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Catalogs larger than 4 GB

    Prior to DFSMS V1.12, Integrated Catalog Facility (ICF) catalogs were limited to 4 gigabytes in size, affecting scalability. As volume sizes grow, the need for larger catalogs has become apparent. The solution is to use the current extended addressability (EA) function in VSAM to support ICF catalogs. This chapter explains how to exploit the EA function to support catalogs larger than 4 gigabytes.

    24.1  Definition

    Let us start by defining some terms.

    What an ICF catalog is

    An Integrated Catalog Facility (ICF) catalog is a data set that contains information about other data sets. It provides users with the ability to locate a data set by name, without knowing the volume where the data set resides on. A catalog consists of two separate kinds of data sets: one basic catalog structure (BCS), and one ore more VSAM volume data sets (VVDS). 

    The BCS is a VSAM key-sequenced data set (KSDS) that uses the data set name as entries to store and retrieve data set information. The BCS can be usually considered the catalog itself. The VVDS is a VSAM entry-sequenced data set (ESDS) that contains additional catalog information (not contained in the BCS) about the VSAM and SMS-managed non-VSAM data sets residing on the volume where the VVDS is located. The VVDS can be considered the extension towards the volume table of contents (VTOC). A VVDS is recognized by the restricted data set name: SYS1.VVDS.Vvolser, where volser is the volume serial number of the volume on which the VVDS resides. 

    What extended format is

    An extended format (EF) data set supports the following functions: Compression, Data striping, extended addressability, and other capabilities. Striping can reduce sequential access time. Compression can reduce the disk space. And extended addressability increases the maximum size of the VSAM data set larger than 4 gigabytes. For example, a data set might be a striped compressed format data set with extended addressability. 

    All types of VSAM data sets can be defined as either extended or non-extended format, which includes KSDS, ESDS, RRDS, VRRDS, and LDS. Extended format datasets must be SMS-managed, so in order to convert a non-extended format data set to extended format, or to allocate an extended format data set, the DASD administrator will need to create an SMS Data Class with the DATA SET NAME TYPE field equal to EXT and assign the data set to that Data Class.

    What extended addressability is

    Extended addressability (EA) is one means to allow VSAM data sets greater addressability beyond the 4 GB address limitation, which was due to the Relative Byte Address (RBA) constraint imposed by the architecture. An RBA maximum is 4 bytes ‘FF FF FF FF’. While Extended Format is a way of storing data on a 3390/3380 DASD logical volume, Extended Format is also the prerequisite to implement extended addressability. VSAM data sets also need to be placed under an SMS-managed environment if exploiting extended addressable capability. 

    Catalog to exploit VSAM extended addressability

    Since z/OS V1.12, the ICF catalog enhancement allows the extended addressable (EA) BCS catalog to grow beyond the previous 4-gigabyte size limit, using extended addressability. Extended Addressability (EA) function has already existed for VSAM data sets since DFSMS V1.3 for KSDS first. This new support makes it possible to define basic catalog structure (BCS) catalogs as extended format data sets then give them extended addressability, which could define or extend the ICF catalogs beyond the 4 GB limit. 

    Using extended addressability, the size limitation for a BCS is determined by the control interval size multiplied by 4 GB. For example, a control interval size of 4 KB yields a maximum data set size of 16 TB, while a control interval size of 32 KB yields a maximum data set size of 128 TB. However, the size of a BCS catalog is still limited to one single volume and maximum 123 extents, because it cannot be compressed or striped. 

     

    
      
        	
          Note: This BCS catalog enhancement does not apply to VVDS data sets, which continue to have a 4-gigabyte size limit at this point.

        
      

    

    24.2  Value

    Prior to z/OS V1.12, it was suggested to split the catalogs reaching the 4-gigabyte limit to some smaller ones. However, splitting large user catalogs into smaller user catalogs is quite time consuming and potentially impacts system availability. With this new enhancement, catalogs are now capable of growing beyond the previous 4-gigabyte size limit, greatly enlarging the space to accommodate more data sets on large volumes without disruptive catalog splitting. 

    Also, this enhancement could provide you the capability of merging many small or seldom-used user catalogs to larger one which may exceed 4 GB in size. By this way, the catalog management is simplified, efforts and system time for backup and recovering catalogs are reduced as well.

    24.3  Use cases for the feature

    Several requirements must be met to DEFINE EA catalogs. They must be SMS-managed, meaning that you need specify data set requirements by using a Data Class, a Storage Class, and a Management Class. The Data Class is required to define as Extended Format and assign the extended Addressability attribute to YES. 

    For more information on SMS refer to “Using the Storage Management Subsystem” in the manual z/OS V1R12.0 DFSMS Using Data Sets, SC26-7410-10.

    24.3.1  Defining DATA CLASS to support Extended Addressability 

    Perform the following steps:

    1.	Issue the console command D SMS to determine the SCDS name currently in use (Figure 24-1).
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    Figure 24-1   Issue D SMS to determine the SCDS data set

    2.	Alter or Define one new DATA CLASS with DCEXT or similar name for EA catalog usage (Figure 24-2). Note that you need to replace CDS Name 'ACTIVE' with the Source Control Data Set (SCDS) name retrieved in Step 1.
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    Figure 24-2   DATA CLASS application selection 

    3.	The way to use Extended Format for ICF catalogs is to set the SMS DATA CLASS parameter DATA SET NAME TYPE (DSNTYPE) to the value EXTENDED and set the additional sub-parameter If Ext to R (meaning required) or P (meaning preferred) on the ISMF DATA CLASS DEFINE/ALTER panel. Use R to ensure the BCS is extended. To allow the extended format data sets to become larger than 4 GB, you also need to set the data class sub-parameter Extended Addressability value to Y(YES). See Figure 24-3.
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    Figure 24-3   DATA CLASS Alter panel to specify Extended-Formant with EA capability 

    4.	Validate the SCDS and activate it. You can use either the ISMF ACTIVATE command or the SETSMS SCDS(dsname) operator command. Both procedures copy the contents of the SCDS to the ACDS specified in IGDSMSxx. 

    5.	Next, when you define ICF catalogs larger than 4-gigabyte, use the desired DATACLAS in the IDCAMS DEFINE USERCATALOG statement. See Example 24-1

    Example 24-1   DEFINE USERCATALOG
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    DEFINE USERCATALOG               -                 

            (NAME(UCAT.LARGE)          -               

             ICFCATALOG                -                 

             SHAREOPTIONS(3 4)         -                 

             CYLINDERS(2000 100)        -              

    	   DATACLAS(DCEXT)

             STORCLAS(RLSCAT)             -                 

             MGMTCLAS(CATALOGS)            -                 

             ) 
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    24.3.2  Allocating an Extended Addressability catalog in EAS on EAV

    As catalogs may be very large now, it is possible to allocate ICF catalogs on Extended Address Volumes (EAV). Since z/OS V1R12, catalogs are supported for allocation in Extended Addressing Space (EAS).

    1.	To enable a catalog to use EAS, you can define the catalog using the EATTR(OPT) parameter, which can be specified either in your JCL or in an SMS Data Class. Example 24-2 on page 169 shows an example of allocating a large catalog in EAS with EA through JCL and SMS Data Class. 

    Example 24-2   Allocate catalog in EAS with EA
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    DEFINE USERCATALOG                -                 

            (NAME(UCAT.LARGE)        -               

             ICFCATALOG                 -                 

             SHAREOPTIONS(3 4)          -                 

             CYLINDERS(21000 2100)      -              

    	   DATACLAS(DCEXT)            -

             EATTR(OPT)                 -

             ) 
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    2.	From the Data Class Alter panel, you can change the EATTR to O (Opt). See Figure 24-4.
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    Figure 24-4   DATA CLASS Alter panel to specify EATTR = O to support EAV volume 

    3.	The EATTR parameters are explained in Table 24-1.

    Table 24-1   EATTR options

    
      
        	
          Option

        
        	
          Explanation

        
      

      
        	
          No

        
        	
          No extended attributes. This data set cannot have extended attributes and cannot reside in EAS.

        
      

      
        	
          Opt

        
        	
          Extended attributes are optional. This data set can have extended attributes and can optionally reside in EAS.

        
      

      
        	
          Blank

        
        	
          Defaults are used. For non-VSAM data sets the EATTR value used by the system is equivalent to NO. For VSAM data sets the EATTR value used by the system is equivalent to OPT. For those data sets that were created prior to EAS support, non-EAS storage is used.

        
      

    

     

    4.	When you allocate the ICF catalog on the EAV volume, specify DATACLAS(DCEAV) instead (The Data Class name is up to your choice). After the catalog is created, you can use the IDCAMS LISTCAT or IEHLIST program to show the EATTR(OPT) specified for that catalog.

     

    
      
        	
          Note: Using the EATTR(OPT) does not mean that the catalog will automatically be placed in the EAS. Only when there is no space available below the 65535 cylinder line will the catalog be created in EAS.

        
      

    

    24.4  Leading practices

    Here are some hints and tips when exploiting larger than 4-gigabyte catalogs.

    •Unlike other extended format VSAM data sets, which can also be striped or compressed, the catalog is still limited to single volume and maximum 123 extents, and since only the extended format option available for a BCS is extended addressable. This means that BCSs cannot be compressed or striped.

    •This BCS catalog enhancement does not apply to VVDS data sets, which continue to have a 4-gigabyte size limit.

    •You must ensure that you have APAR OA30000 installed if you have catalogs defined as extended addressable and opened/accessed by systems using z/OS V1R10 or V1R11 otherwise they will break. Catalog recovery will be necessary to restore a broken catalog. This APAR OA30000 prevents extended addressable catalogs from being opened / accessed by systems using z/OS V1R10 or V1R11.

    •If you plans to place large ICF catalogs in EAS on EAV volumes which are shared with back-level systems (z/OS V1R10 and z/OS V1R11), the coexistence APARs OA29932 and OA29877 should be applied to allow the lower level z/OS to work with EAV volumes and EAS eligible data set. Additional maintenance PTFs will be added into the z/OS PSP bucket.

    •If your sites are using catalog management software from other venders, you need to check with those vendors whether their software can support EA catalogs or not before implementing this function.

    24.5  Value of combining this feature

    Contention issues may arise for very large catalogs. Consider combining RLS access for catalogs to ease GRS contention.

    Because catalogs may be very large now, consider combining this function with allocating catalogs on EAV volumes. Since z/OS V1R12 catalogs are supported for allocation in EAS.

    Very large catalogs may contain many data sets with many HLQs. An enhancement in z/OS V1R13 allows defining more than 3,000 aliases per catalog. The new limit is about 500,000 aliases per catalog. To enable, need to use command F CATALOG,ENABLE(EXTENDEDALIAS).

    You can combine this feature with Catalog Alias Number Constraint Relief and have even more data consolidation in your hands, and also make better use of your storage devices.

    24.6  More information

    For more information, see the following references:

    •z/OS V1.12 DFSMS Technical Update, SG24-7895-00

    •z/OS V1R13 DFSMS Managing Catalogs, SC26-7409-11

    •DFSMS Managing Catalogs Version 2 Release 1, SC23-6853-00 

    •DFSMS Access Method Services Commands Version 2 Release 1, SC23-6846-00
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Batch modernization functions
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Batch modernization

    This chapter discusses several new features for JCL and job processing:

    •System symbols in JCL

    •Passing PARM= string longer than 100 characters

    •In-stream data in JCL procedures

    •8-character job classes

    •SYSTEM and SYSAFF JOB statement keywords

    •SYSDSN ENQ downgrade in JCL

    •Parallel batch recall

    These features are all part of the z/OS batch modernization theme.

    25.1  Definition

    Batch modernization is the collective name for a group of enhancements to JCL, JES2, JES3, job scheduler, allocation, and z/OS job processing in general. In z/OS V2R1, these enhancements include using system symbols in JCL, export JCL symbols to the job execution phase, in-stream JCL data sets symbol substitution, PARM= parameter longer than 100 characters, using in-stream data sets in JCL procedures, defining job class names up to 8 characters in JES2, new JOB statement keywords to control where a job converts, ability to downgrade SYSDSN ENQ from exclusive to shared during job execution, and performing recall of multiple migrated data sets in parallel.

    System symbols in JCL

    JES2 in z/OS V2R1 supports using system symbols in JCL batch jobs. Prior to z/OS V2R1, system symbols were only supported for started JCL procedures. System symbols are defined in the IEASYMxx PARMLIB member. The new support is enabled on a job class basis, using the $T JOBCLASS command. For example, to allow usage of system symbols in job class X, issue the command $T JOBCLASS(X),SYSSYM=ALLOW.

    In addition, a more general support for symbols in JCL is introduced in z/OS V2R1. Symbols are now made available during job execution and not only during job conversion. A new JCL keyword, EXPORT SYMLIST=, is used to make JCL symbols defined by the SET keyword available to the application at execution time. An application may access symbols during execution using the new JES symbol service IAZSYMBL.

    Moreover, symbol substitution is now supported for in-stream data sets. Symbol substitution for each in-stream record is done during job execution, when the application reads the record. A new DD statement keyword, SYMBOLS=, is used to specify which symbols are used for in-stream symbol substitution. These may be JCL symbols defined in the JCL, system symbols defined at the system the job conversion phase ran on, or the system symbols defined at the system where the job is executing.

    Passing PARM= string longer than 100 characters

    Prior to z/OS V2R1 the length of the PARM= string was limited to 100 characters. A new PARMDD= keyword added to the EXEC statement in z/OS V2R1 allows passing up to 32K characters as a PARM= string to applications. The PARMDD= keyword is mutually exclusive with the PARM= keyword.

    The PARMDD= keyword is used to specify a dataset containing the long parameter to be passed to the application as a PARM= string. The data set can be either a sequential data set, a member of a partitioned organization data set, a file residing in the z/OS UNIX file system or an in-stream data set.

    An authorized program signifies that it accepts a PARM string longer than 100 chars by specifying the LONGPARM attribute on the program binder invocation for the program. 
See the LONGPARM in z/OS MVS Program Management: User's Guide and Reference. Unauthorized programs do not require the LONGPARM binder attribute.

    In-stream data in JCL procedures

    JES2 in z/OS V1R13 and JES3 in z/OS V2R1 now support in-stream data sets in JCL procedures. The new support allows creating in-stream data sets, using the DD DATA statement, for in-stream JCL procedures, cataloged procedures and JCL members included using the INCLUDE statement.

    8-character job classes

    JES2 provided 38 predefined job classes, the started task control (STC) and time-sharing logons (TSU) job classes, and 36 one character (A-Z and 0-9) job classes. Starting with z/OS V2R1, in addition to the 38 predefined job classes, an unlimited number of user-defined 2-8 character job classes are supported by JES2. To add and delete 8 character job classes use the $ADD JOBCLASS and $DEL JOBCLASS commands.

    Furthermore, to simplify the association of 2-8 character job classes to initiators, job classes may now be grouped together to form a job class group. The initiator can then be associated with the job class group instead of a long list of individual job classes using the $T INIT command.

    SDSF is also updated to support 2-8 character job classes.

    SYSTEM and SYSAFF JOB statement keywords

    Instead of using the /*JOBPARM SYSTEM= or SYSAFF= statements, it is possible in z/OS V2R1 to specify the new SYSTEM= and SYSAFF= keywords on the JOB card. The SYSTEM= keyword is used to indicate which systems are eligible to process the job. The SYSAFF= keyword is used to indicate which JES2 members are eligible to process the job.

    The new keywords may also be used to indicate which systems cannot process the job. A minus character (-) preceding the a system name indicates the system is not eligible for processing the job. A minus character (-) preceding the first system name in a list indicates that none of the systems listed are eligible for processing the job.

    The SYSTEM= and SYSAFF= keywords are mutually exclusive on the JOB card. Specifying both results in a JCL error. If SYSAFF= is specified on both the JOB card and the /*JOBPARM statement, the keyword on the /*JOBPARM statement is ignored and a warning message is issued.

    These new JOB statement keywords are also supported in JES3. This removes the need for using different JECL statements in JES2 and JES3.

    SYSDSN ENQ downgrade in JCL

    When the JCL coder requests DISP=OLD, DISP=NEW or DISP=MOD, Allocation requests an exclusive ENQ with major name SYSDSN and a minor name of the data set. If the JCL coder uses the other disposition, DISP=SHR, Allocation obtains the same ENQ, but with shared control. After being obtained, the ENQ is not released until the last step in which it is used. So, for a job with five steps, if the first step codes a data set with DISP=NEW and then uses the data set again in step 5 with DISP=SHR, the ENQ is held for all five steps. Further, the ENQ's level of control, initially exclusive in step 1, is never changed, even though step 5 only needs shared control.

    Starting with z/OS V2R1, a new JCL JOB statement keyword, DSENQSHR= lets you request that the exclusive SYSDSN ENQ be downgraded to shared ENQ when the exclusive control is no longer needed (as indicated by the DISP= keyword on the DD statement). After the SYSDSN ENQ downgrade, other jobs may share the data set. The default value is DSENQSHR=USEJC, which indicates that the job class definition in JES2 allows or disallows SYSDSN ENQ downgrade. 

    The $T JOBCLASS command is updated to support this via new attribute called DSENQSHR. The job class attributes controls whether jobs in that job class may use the DSENQSHR keyword on the JOB card and whether it is honored for these jobs. The default for the job class attribute is ALLOW.

    Parallel batch recall

    Data set allocation for batch jobs is done in a serialized manner, one data set at a time. When a data set is determined, by the allocation catalog locate, to be migrated, allocation invokes DFSMS HSM to recall the data set. During the recall, allocation is suspended. For batch jobs allocating many migrated data sets, allocation can take a significant amount of time.

    z/OS V2R1 introduces a new ALLOCxx PARMLIB member keyword that instructs the system to perform recalls for migrated data sets in parallel, potentially reducing job execution time. The new keyword is called BATCH_RCLMIGDS and it can also be changed dynamically with the SETALLOC system command.

    25.2  Value

    All features under the batch modernization theme are intended to improve batch job processing. Using system symbols in batch jobs and the ability to use long PARM= strings and in-stream data in JCL procedures simplify JCL coding and enable you to create simpler, more flexible JCLs which are easier to maintain.

    Using the new JOB statement keywords to control where a job is processed instead of the JECL statement makes batch jobs less dependent on JES2 or JES3 specific JECL statements. This means the same JCL can be used without any change under both JES2 and JES3. It also helps you with migrating from JES3 to JES2 by saving you the trouble of changing JECL statements.

    The ability to define up to 8-character job classes helps you better accommodate the increase in job classes and batch applications by managing them more easily. If your environment requires jobs to run under both JES2 and JES3, you can now define the same job class names under both JESes, which makes it easier for programmers to know which class to use.

    Implementing the SYSDSN ENQ downgrade and parallel batch recall features can potentially increase batch throughput and shorten your batch window. With SYSDSN ENQ downgrade, data sets are available to other jobs sooner, allowing them to start execution sooner and finish sooner. Using parallel batch recall shortens job execution time, freeing system resources sooner.

    25.3  Use cases for the feature

    This section shows several use cases for the new batch modernization features described in this chapter.

    25.3.1  Using JCL procedures to run utilities in batch

    Using system symbols and in-stream data in JCL procedures, you can create simple JCL procedures to invoke system utilities. The procedure receives parameters and injects them into the utility's SYSIN data set, allowing it to perform slightly different action each time. 

    In Example 25-1, we show how to invoke the ICKDSF REFORMAT function as a JCL procedure. Instead of repeating the ICKDSF step 3 times, we use a PROC.

    Example 25-1   Using system symbols and in-stream data in JCL procedures
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    //PROCXMPL JOB ACCT#,SYSPROG,TIME=NOLIMIT,REGION=0M           

    //         EXPORT SYMLIST=*                                        

    //REFORMAT PROC UNIT=,CURV=,NEWV=                              

    //ICKDSF   EXEC PGM=ICKDSF,PARM='NOREPLYU'

    //SYSPRINT DD SYSOUT=*                                             

    //SYSIN    DD *,SYMBOLS=JCLONLY                                    

     REFORMAT UNIT(&UNIT) VERIFY(&CURV) VOLID(&NEWV)               

    /*                                                                 

    //         PEND                                                    

    //REF3000  EXEC PROC=REFORMAT,UNIT=3000,CURV=FR3000,NEWV=OS1RES

    //REF3001  EXEC PROC=REFORMAT,UNIT=3001,CURV=FR3001,NEWV=OS1MAN

    //REF3002  EXEC PROC=REFORMAT,UNIT=3002,CURV=FR3002,NEWV=OS1DMP

    //
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    25.3.2  Specifying UNIX application arguments using a file in HFS

    By convention, many UNIX applications receive their arguments from command line. Some developers like to keep all parts of the UNIX application in the UNIX environment, and prefer to leave the minimum to the classic MVS environment. Example 25-2 shows how to invoke a program with JCL, but keep the arguments in a UNIX file.

    Example 25-2   Passing arguments using a UNIX file
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    //LONGPARM JOB MSGLEVEL=1

    //STEP0001 EXEC PGM=UNIXAPP,PARMDD=UNIXFILE

    //UNIXFILE DD PATH='/myapp/config/myapp.conf'

    //
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    25.3.3  Using identical job class names for JES2 and JES3

    In JES3, job class names are limited to 8 characters and are usually used to define meaningful job class names such as CRITPATH, PAYROLL, and so on. In JES2, job classes were limited to 1 character length until z/OS V2R1. If your environment has jobs processing under both JES2 and JES3, you had to maintain two sets of job classes and two sets of JCL, one for each JES type. The new z/OS V2R1 feature of JES2 that allows defining up to 8-character job class names lets you define the same job class name in JES2 and in JES3. This means that you can use the same JCL for both JES2 and JES3 by specifying the CLASS= keyword on the JOB statement instead of using JES-specific JECL statements.

    25.3.4  Limiting a job from running under certain systems

    Using the new SYSTEM or SYSAFF keywords of the JOB statement, a job can be limited from running under certain system or systems. Example 25-3 shows how to indicate that the job is not eligible to process under a system named TEST.

    Example 25-3   Passing arguments using a UNIX file
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    // … JOB SYSTEM=(-TEST)
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    Example 25-4 shows how to limit a job from processing under three systems PRD1, PRD2, and PRD3.

    Example 25-4   Passing arguments using a UNIX file
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    // … JOB SYSTEM=(-PRD1,PRD2,PRD3)
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    25.3.5  Running more jobs in parallel

    Some applications get their input from a database, such as DB2. The first job in a series of analysis jobs selects rows from the database and writes them into sequential data sets. Each step of the job creates an output sequential data set, which is later analyzed by a separate job. The analysis jobs must wait until all steps in the first job finish because it is holding the output data sets with exclusive ENQ control, after allocating them with DISP=NEW.

    By implementing the SYSDSN ENQ downgrade feature, you would allow the analysis jobs to start processing their output data sets as soon as the step that allocated them ends. In this scenario, some analysis jobs run in parallel to the job that creates output data sets. Analysis jobs start earlier, and would potentially end earlier.

    25.3.6  Shortening execution times for jobs that allocate migrated data sets

    When a job starts execution under an initiator, the system issues a catalog LOCATE for each allocated data set. If, according to the catalog, a data set is currently migrated, it has to be recalled before it can be allocated. The system calls HSM to recall the migrated data set. This process is repeated for each migrated data set, one by one. When a job allocates many migrated data sets, this process can take a long time.

    Using the parallel batch recall feature would then shorten such job's execution time, by issuing the HSM recalls in parallel.

    25.4  Leading practices

    In a MAS, a job does not necessarily execute on the same system it was converted. These systems may have different definitions for system symbols. Therefore, when using system symbols in JCL, use the SYMBOLS= keyword on the DD statement to indicate which set of symbols should be used. Use SYMBOLS=EXECSYS keyword to indicate the symbols defined on the system during job execution are to be used. Use SYMBOLS=CNVTSYS to indicate the symbols that were defined on the system the job have undergone conversion should be used. In z/OS V2R1, the CVNT_SCHENV keyword of the JOBDEF statement can be used to control where a job converts. Specify CVNT_SCHENV=HONOR to indicate a job must convert on a system where the requested scheduling environment is available.

    To improve batch parallelism, it is advised that you implement the SYSDSN ENQ downgrade feature. However, some jobs might be dependent in some other way on the fact that they run one after the other. If you want to use the SYSDSN ENQ downgrade feature except for specific jobs, consider using the DSENQSHR= keyword on the JOB statement to limit specific jobs.

    25.5  Value of combining this feature

    SDSF is enhanced in z/OS V2R1 to support the updates to JCL and job classes. Using SDSF panels to view or change JES definitions greatly simplifies JES configuration and management. For example, you can use JC panel to change new job class attributes such as DSENQSHR. When you overtype a value, SDSF issues the right system command for you to update JES configuration.

    25.6  More information

    For more information, see the following references:

    •MVS JCL Reference, SA23-1385

    •MVS JCL User's Guide, SA23-1386

    •JES2 Initialization and Tuning Guide, SA32-0991

    •JES2 Initialization and Tuning Reference, SA32-0992

    •JES3 Initialization and Tuning Guide, SA22-7549
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JES2 spool migration

    The tasks of moving a JES2 spool volume (dataset or extent) to a new spool volume and merging a spool volume into another (also existing) spool volume are both considered spool migration (Figure 26-1).
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    Figure 26-1   Spool migration types

    26.1  Definition

    Because technology continues to advance, we find that storage capacity and speed have changed in ways that nobody thought possible 20 or more years ago. For these reasons, spool migration needs to happen once in a while in order to adapt and embrace these changes. This is when the command in charge of this operation ($MSPL) comes in handy to help in this task.

     

    
      
        	
          Note: The $MSPL command requires System and Control authority. For the first, check the $T RDRnn output, and for the second, you will need to define a profile similar to JESNAME.MIGRATE.FUNCTION and assign Control to the User. 

          For more information, see the JES2 Initialization and Tuning Guide, SA32-0991-00. Refer to “Providing Security for JES2,” under “Authorizing the use of operator commands.”

        
      

    

    But before getting into details of this feature, we will set some standard definitions to clarify our discussion. In Figure 2, we can see the representation of each phase in a spool migration:
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    Figure 26-2    Spool migration phases

    These are the spool migration phases:

    •Pending: Awaiting start of migration.

    •Initializing: General migration configuration work is being done, such as creating subtasks, data structures, and XCF mailboxes.

    •Setup: Setup for a migration is being done. All MAS (Multi-Access Spool) members participate in this process.

    •Copy: The data of the source spool volume has been migrated to the target spool volume. Runtime changes are coordinated and tracked by the migrator.

    •Catchup: Tracks that were changed by runtime operations during the COPY phase are being recopied.

    •Cleanup: General cleanup is being done at the end of the migration.

    These are the cancellation phases of spool migration:

    •Cancel: Migrator subtask cleanup is being done because an operator cancelled the active migration or the migration process encountered an error.

    •Backout: Updates are being backed out because an operator cancelled the active migration or the migration process encountered an error.

    For the rest of the states and attributes, we can find the following definitions:

    •Mapped:

     –	The source spool volume data has been already migrated to a target spool volume. 

     –	The source spool volume will stay in MAPPED status until all jobs that were assigned space on the volume are purged from the system. 

     –	JES2 is using the new spool volume (target) not the data set on the MAPPED source spool volume.

     –	Used only when a Merge migration is completed, not in a Move migration.

    •Reserved:

     –	The spool volume is selectable but not allocatable; similar to DRAINING status. 

     –	Prevents new space from being allocated on the spool volume. 

     –	Useful when reserving a new spool volume for future spool migrations.

    •Migrator:

     –	Subtask on a MAS member that coordinates a specific spool migration

     –	Also used to refer to the MAS member that is running the Migrator subtask.

    •Assistant or Migration Assistant:

     –	Subtask that runs on each MAS member (including the Migrator) to manage runtime duties on that MAS member for any active spool migration. 

     –	It communicates with the Migrator using messages sent to JESXCF, in order to coordinate the activity for a spool migration.

    Table 26-1 shows the requirements of each kind of migration.

    Table 26-1   Move and Merge requirements

    
      
        	
          Requirement

        
        	
          Move migration

        
        	
          Merge migration

        
      

      
        	
          The Source spool volume must be INACTIVE.

        
        	
          YES

        
        	
          NO

        
      

      
        	
          The Target spool volume must be ACTIVE.

        
        	
          NO

        
        	
          YES

        
      

      
        	
          The number of records per track on the Source spool volume must be less than or equal to number of records per track on the Target spool volume.

        
        	
          YES

        
        	
          YES

        
      

      
        	
          The Target spool volume must support the LARGEDS settings on the Source spool volume.

        
        	
          YES

        
        	
          NO

        
      

      
        	
          The number of tracks per track group is inherited from the Source spool volume.

        
        	
          YES

        
        	
          NO

        
      

      
        	
          The Source spool volume cannot use absolute addressing.

        
        	
          YES

        
        	
          NO

        
      

      
        	
          The Target spool volume cannot use absolute addressing.

        
        	
          YES

        
        	
          YES

        
      

    

     

    
      
        	
          Note: No matter which type of spool migration you use, both of them require available Block Extension Reuse Tables (BERTs). Check your MAS for possible BERT shortage that could prevent jobs from starting including the $MSPL command.

        
      

    

    26.2  Value

    This feature is practical, easy to use, quick, and nondisruptive, because it does not require an IPL and applications do not need to be stopped. Depending on your decision whether to merge or move spool volumes, you might find some of the following benefits:

    •Increasing or reducing the total number of spool volumes

    •Increasing or reducing the size of spool volumes

    •Extending volumes that have insufficient space to map all tracks

    •Removing spool volumes without altering any spool pointers (MTTRs or MQTRs)

    •Copying of data from one spool volume to another while address spaces are actively reading and writing data to the spool volumes

    •Merging of volumes and track group map onto another spool volume

    •Creating a new spool volume

    Even though the JES2 spool migration requires that both the target and source volumes are members in the same MAS, there are some restrictions in Table 26-2 that you need to evaluate before proceeding with this task.

    Table 26-2   MAS restrictions for spool migration

    
      
        	
          MAS checkpoint mode

        
        	
          MAS members operating system

        
        	
          Mas member behavior 

        
      

      
        	
          •z11 (z/OS 2.1 is planned to be the last release to support z2 checkpoint mode)

        
        	
          •At least z/OS V1.R13

        
        	
          •No warm-start members joining is possible during migration.

          •In case of hot-start members, migration stops and waits until hot-start process is finished.

          •For MVS Gone status while migrating, migration recovery starts and proceeds without the lost member.

          •Down level members cannot warm-start and join a MAS when there are volumes with Mapped (Volume or Target) status.

        
      

    

    26.3  Use cases for the feature

    Using this tool for new storage, communication and other technology advances is the obvious way such as changing the DASD 3390 model 9 from a DS8100 to a DASD 3390 model 54 in a DS8800. But exploiting this feature also depends on your set-up and business demands.

     

    
      
        	
          Note: The command $D SPL(Source or Target Volume),MIGDATA will give you the information you need regarding space required and available for the Source Volume or the Target Volume.

        
      

    

    26.3.1  Use case 1: Disaster Recovery / CBU

    The scenario shown in Figure 26-3 represents an installation with two machines that work like Active-Active data centers in a Sysplex. On the left, you will see the Production environments, and on the right you find Development, Q&A and other LPARs running with a smaller size CPU. In case of Disaster Recovery, DR Exercise, and CBU Tests, all the (Production) LPARs in Site A should run in Site B. 

    For this particular case, we engage a Planned Outage for the Production LPAR, which will require shutting down the LPARS in Site B and starting the Production environments in the secondary site. 

    First, move the spool volume to the storage located in Site B. After completing this, you will need to shut down both LPARs that belong to the same MAS and IPL Site A’s LPAR on Site B. In this situation, you will need 3 LPARs definitions, one definition in the Production site (Site A) and the rest in the second site (Site B). Two of these LPARS have similar definitions but in different CECs. Each site has a DS8800 Storage but its replication is not available, so for the Spool Volumes in the MAS, they use only volumes in the DS8800 Storage from Site A in a normal condition. For this case, you will need to add a Volume from Site B, and then move the source to the target volume.
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    Figure 26-3   Disaster recovery / CBU test with spool migration

    In Figure 26-4, you can see an example of the message you will see in a successful spool migration.
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    Figure 26-4   Successful spool migration example

    26.3.2  Merging several spool volumes into one spool volume

    Merge one or more existing spool volumes in a single existing spool volume, as shown in Figure 26-5. For this scenario, we merge three Spool Volumes (SPOOL2, SPOOL3, and SPOOL4) into another (SPOOL5).
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    Figure 26-5   Spool migration: Merging several Volumes

    Note the following considerations:

    •The command for this merge will be $MSPL(SPOOL2, SPOOL3, SPOOL4),target=SPOOL5 as shown in the figure.

    •JES will act as a queue, merging first Spool volume named SPOOL2, followed by SPOOL3 and finally SPOOL4.

    •Spool volumes SPOOL3 and SPOOL4 migration phases remaining in PENDING state while SPOOL2 is migrating.

    •After all the migration is complete, the source spool volumes are left in the MAPPED state as long as jobs using space in the source volumes are not purged. 

    Example 26-1 shows a representation of how the merge can be perceived in a console. 

    Example 26-1   Merge spool volumes
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    $MSPL(spool2,spool3,spool4),target=spool5

    $HASP808 Migration of SOURCE=SPOOL2 volume to TARGET=SPOOL5 volume

    RC=9 -- Migration INITIALIZING phase started.

    $HASP893 VOLUME(SPOOL2)

    $HASP893 VOLUME(SPOOL2) STATUS=MIGRATING-MERGE,AWAITING(MIGRATION)

    $HASP893 VOLUME(SPOOL3) STATUS=MIGRATING-MERGE,AWAITING(MIGRATION)

    $HASP893 VOLUME(SPOOL4)

    $HASP893 VOLUME(SPOOL4) STATUS=MIGRATING-MERGE,AWAITING(MIGRATION)

    $HASP646 20 PERCENT SPOOL UTILIZATION

    $HASP808 Migration of SOURCE=SPOOL2 volume to TARGET=SPOOL5 volume

    RC=33 -- Migration processing completed. Migration was successful.

    $HASP808 Migration of SOURCE=SPOOL3 volume to TARGET=SPOOL5 volume

    RC=9 -- Migration INITIALIZING phase started.

    $HASP630 VOLUME SPOOL2 INACTIVE 2 PERCENT UTILIZATION

    $HASP808 Migration of SOURCE=SPOOL3 volume to TARGET=SPOOL5 volume

    RC=33 -- Migration processing completed. Migration was successful.

    $HASP808 Migration of SOURCE=SPOOL4 volume to TARGET=SPOOL5 volume

    RC=9 -- Migration INITIALIZING phase started.

    $HASP630 VOLUME SPOOL3 INACTIVE 1 PERCENT UTILIZATION

    $HASP808 Migration of SOURCE=SPOOL4 volume to TARGET=SPOOL5 volume

    RC=33 -- Migration processing completed. Migration was successful.
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    26.4  Leading practices

    Beginning with z/OS V1R13, JES2 uses XCF groups for the spool migration and also utilizes tasks on all members of a MAS to manage the migration of a spool volume's data and the access to that migrating or migrated data. These tasks communicate using messages sent through JESXCF services. The JESXCF services use one XCF group for each active migration to identify messages each one of the current migration. XCF groups are a limited system resource, so JES2 sets the number of parallel active migrations to five. 

    When you plan to perform spool migrations, verify that you have the necessary amount of XCF groups available. This means you need up to five XCF groups available if you want five spool migrations at the same time. 

    To identify the XCF groups information issue the DISPLAY XCF,COUPLE command. Look at the values of MaxGroup and Peak for your Sysplex couple data sets. These values show you the maximum number of XCF groups that the couple data sets can support, and the peak number of XCF groups ever in use in the Sysplex. Also notice the values of MAXMEMBER and PEAK for your sysplex couple data sets. These values show you the maximum number of members that the couple data set can support in one group, and the greatest number of members ever in use in the largest group in the sysplex. 

    If your peak member value is close to the maximum member value, you might want to reformat your sysplex couple data sets to support a larger maximum number of members to be used by any one group.

    You can also set the volume as RESERVED. A reserved volume is similar to one in DRAINING state in that work can be selected on the volume but new space cannot be acquired. Reserving the source volume reduces the competition of jobs accessing it. Reserving the target volume keeps processing other than the spool migration from using the free space found earlier with MIGDATA. 

     

    
      
        	
          Note:  Issue $T SPL(SourceVolume),RESERVED to set the Source Volume in the RESERVED status. 

        
      

    

    26.5  Value of combining this feature

    If you find longer response times and higher CPU consumption for SSI82 calls, check the OA43168 APAR:

    http://www.ibm.com/support/docview.wss?uid=isg1OA43168

    Use IBM Health Checker for z/OS to check XCF_SYSPLEX_CDS_CAPACITY, which checks the adequacy of the number of groups, members, and systems for which a sysplex CDS is formatted.

    Combine this feature with the $SSPL command, which allows you to dynamically allocate and format a JES2 spool volume. $SSPL was enhanced in z/OS V1R11 with the SPACE= keyword, to dynamically allocate a spool volume of the specified size if it does not exist on the volume. Another enhancement in z/OS V1R11 allows you to specify the data set name used for each JES2 spool volume.

    When migrating spool volumes into larger spool volumes, consider using the JES2 support for EAV volumes. The EAV support for spool volumes in JES2 was introduced in z/OS V1R12 and is activated using the $T SPOOLDEF,CYL_MANAGED=ALLOWED command.

    26.6  More information

    For more information, see the following references:

    •JES2 spool migration:

    http://www.ibm.com/systems/z/os/zos/jes2_spoolmigration.html

    •z/OS Version 2 Release 1 JES2 Commands, SA32-0990-00

    •z/OS JES2 Initialization and Tuning Guide, SA32-0991-00 

    •z/OS JES2 Initialization and Tuning Reference, SA32-0992-00
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Parallel Batch Recall 

    This chapter documents the Parallel Batch Recall feature available in z/OS 2.1. It provides a brief description of the feature and a simple example of its usage.

    27.1  Definition

    Parallel batch recall is one of the batch modernization initiatives in z/OS 2.1. It allows system programmers to control whether migrated data sets allocated in batch jobs are recalled in parallel or in serial. This function is controlled by the parameter BATCH_RCLMIGDS in the ALLOCxx PARMLIB member with the default setting recall setting of serial. It is also controlled by the SETALLOC command with the parameter BATCH_RCLMIGDS.

    27.2  Value

    In batch, Allocation performs a Catalog Locate to gather data set information, which triggers an HSM recall for any migrated data sets. HSM recalls each data set individually one at a time, which increases the elapsed time of the batch job if there are many data sets to be recalled. While the batch job waits for the recalls to complete, it is occupying the initiator, resulting in delays to other jobs waiting to be executed.

    The batch recall function is set by the BATCH_RCLMIGDS parameter in ALLOCxx. The parameter takes either SERIAL or PARALLEL keyword as input, with SERIAL being the default. For example, code the following command in ALLOCxx to enable this function: 

    BATCH_RCLMIGDS(PARALLEL)

    To set this option dynamically, use the SETALLOC command. For example, use the following command to enable this function:

    SETALLOC SYSTEM,BATCH_RCLMIGDS=PARALLEL

    To review the BATCH_RCLMIGDS setting, enter the command D ALLOC,OPTIONS. The setting would be under SYSTEM (see Example 27-1).

    Example 27-1   Output from D ALLOC,OPTIONS command
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    D ALLOC,OPTIONS                             

    IEFA003I 13.23.27 ALLOC OPTIONS 163         

    SPACE           PRIMARY:          5         

                    SECONDARY:        15        

                    DIRECTORY:        0         

                    MEASURE:          TRK       

                    PRIM_ORG:         CONTIG    

                    RLSE:             RLSE      

    …

    SYSTEM          IEFBR14_DELMIGDS: LEGACY      

                    TAPELIB_PREF:     EQUAL       

                    REMIND_INTV:      90          

                    VERIFY_UNCAT:     FAIL        

                    TEMPDSFORMAT:     INCLUDELABEL

                    MEMDSENQMGMT:     DISABLE     

                    BATCH_RCLMIGDS:   PARALLEL    

                    OPTCDB_SPLIT:     EXPLICIT 
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    27.3  Use cases for the feature

    In this section, we consider parallel batch recall of GDG data sets.

    The JCL used for this simple test on a system with BATCH_RCLMIGDS set to PARALLEL was an IEFBR14 job with the JCL shown in Example 27-2. 

    Example 27-2   IEFBR14 sample JCL to recall data sets
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    IEFBR14  EXEC PGM=IEFBR14                  

    //RECALL5 DD DSNAME=MKRES3.DATA.GDGROUP(-1), 

    //           DISP=(SHR),                     

    //           SPACE=(TRK,0),                  

    //           DCB=(LRECL=80,RECFM=FB,DSORG=PS)

    //RECALL4 DD DSNAME=MKRES3.DATA.GDGROUP(-2), 

    //           DISP=(SHR),                     

    //           SPACE=(TRK,0),                  

    //           DCB=(LRECL=80,RECFM=FB,DSORG=PS)

    //RECALL3 DD DSNAME=MKRES3.DATA.GDGROUP(-3), 

    //           DISP=(SHR),                     

    //           SPACE=(TRK,0),                  

    //           DCB=(LRECL=80,RECFM=FB,DSORG=PS)

    //RECALL1 DD DSNAME=MKRES3.DATA.GDGROUP(-5), 

    //           DISP=(SHR),                     

    //           SPACE=(TRK,0),                  

    //           DCB=(LRECL=80,RECFM=FB,DSORG=PS)

    //*
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    Before the job was submitted, all the GDGs were migrated to ML2 as shown in Figure 27-1.
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    Figure 27-1    All GDG data sets migrated

    After the job was submitted, the four data sets have been recalled and not the entire GDG as shown in Figure 27-2.
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    Figure 27-2    Four GDG data sets recalled.

    27.4  Leading practices

    The number of concurrent recall tasks DFSMShsm can process is controlled by the parameter MAXRECALLTASKS. The valid range for MAXRECALLTASKS is from 1 to 15, with 15 being the default value. To take full advantage of the Parallel Batch Recall feature, MAXRECALLTASKS should take the default value of 15. 

    27.5  More information

    For more information, see the following references:

    •z/OS 2.1 MVS Initialization and Tuning Reference:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieae200/toc.htm?lang=en

    •z/OS 2.1 MVS System Commands:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieag100/toc.htm?lang=en

    •z/OS 2.1 DFSMShsm Storage Administration:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.arcf000/toc.htm?lang=en
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Other key functions
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Heap overlay tolerance

    This chapter describes the new IBM Language Environment® HEAPZONES runtime option and explains how it can be used to detect or tolerate heap storage overlays.

    28.1  Definition

    The HEAPZONES runtime option is used to turn on overlay toleration and check for user heaps. When activated, the runtime option affects any obtained storage that can be controlled by the HEAP or HEAP64 runtime options. HEAPZONES also affects storage obtained from a heap pool.

    A heap check zone is an additional piece of storage that is appended to an allocated element during a storage request. The size of the check zone depends on the size31 and size64 sub-options of HEAPZONES. The check zone can be examined for overlays when the heap element is freed. HEAPZONES detects heap overlay damage only during the freeing of an element. It looks for damage in the heap check zone of the freed element only. You can specify a different size for heap check zones below the 2Gb bar and heap check zones above the 2Gb bar.

    The complete syntax of the HEAPZONES setting is shown in Example 28-1.

    Example 28-1    
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    											.-ABEND-.                     .-ABEND-.      

    >>-HEAPZones--(--+--------+--,--+-------+--,--+---------+--,--+-------+--)-><

                     '-size31-'     +-QUIET-+     '-size-64-'     +-QUIET-+      

                                    +-MSG---+                     +-MSG---+      

                                    '-TRACE-'                     '-TRACE-'
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    The size31 parameter controls the size of the check zone for all user heap storage which is below the 2 G bar. The check zone size is rounded up to the nearest multiple of 8 bytes. The maximum size allowed for a check zone is 1024 bytes. Specifying a value of 0 indicates that no check zone is active.

    The size64 parameter controls the size of the check zone for all user heap storage which is above the 2 G bar. The check zone size is rounded up to the nearest multiple of 8 bytes with a minimum size of 16 bytes. The maximum size allowed for a check zone is 1024 bytes. Specifying a value of 0 indicates that the check zone is not active.

    When a damaged heap check zone is detected, LE runtime takes action as specified in the HEAPZONES setting:

    •ABEND: Specifies that check zones are validated and if an overlay is detected, 
a U4042 ABEND reason code 3 is issued. This is the default.

    •QUIET: Specifies that a heap check zone is appended to every allocated element, but the check zone is not validated.

    •MSG: Specifies that check zones are validated and if an overlay is detected, informational messages are issued. For more information about the output for the HEAPZONES runtime option, see z/OS Language Environment Debugging Guide.

    •TRACE: Specifies that in addition to informational messages, a CEEDUMP containing only a traceback is produced.

    28.2  Value

    Using the HEAPZONES runtime option helps you write better application code by helping to detect heap overlays during application testing more easily and prevent them from being promoted to production. 

    Furthermore, using HEAPZONES can provide better application availability. If you find out that an application suffers from heap overlays in production, using sufficient HEAPZONES allows you tolerate the overlay until the application is fixed.

    28.3  Use cases for the feature

    The typical uses of HEAPZONES are for detecting and tolerating heap overlays.

    28.3.1  Tolerating heap overlays in production environment

    If you find that an application in production has a bug caused by heap overlays, you may consider using the HEAPZONES runtime option to allow the application to keep running correctly until a fix is available. In such a case, you use the QUIET parameter to indicate that a check zone is appended to each allocated element but the check zone is not validated by LE. For example, you can define a heap zone of 8 bytes by specifying HEAPZONES(8,QUIET,32,QUIET).

    28.3.2  Detecting heap overlays during application testing

    To detect heap overlays during development, you can use the MSG parameter of HEAPZONES that requests the LE runtime to issue a message each time a heap overlay is detected. In addition, you can use the ABEND or TRACE parameters to request an ABEND dump or a full CEEDUMP to be produced when a heap overlay is detected.

    Using the MSG,ABEND and TRACE parameters is not suitable for a production environment because it is not transparent to the application processing.

    28.4  Leading practices

    Using heap check zones can result in a performance degradation and significant additional storage usage. It is advised to set the size of a heap check zone to the smallest amount feasible by the application. Because of the performance implications of using HEAPZONES, this runtime option cannot be set at the system or region level. It also cannot be set by the CEEBXITA user exit.

    There is no interaction between specifying the HEAPZONES and HEAPCHK runtime options. HEAPZONES is a lightweight mechanism that detects heap overlay damage only during the freeing of an element. It looks for damage in the heap check zone of the freed element only. HEAPCHK investigates the entire user heap for damage during heap related calls at a frequency based on the specified settings in the option. Setting both runtime options at the same time is not advised.

    Although both runtime options affect performance, an application that chooses HEAPCHK will perform slower than an application that chooses HEAPZONES. If storage usage is a concern, HEAPCHK will not consume extra amounts of storage in the manner that HEAPZONES will. Determining when heap damage has occurred may be simpler to accomplish if HEAPCHK is chosen because of the frequency and scope of its analysis.

    28.4.1  Specifying LE runtime options

    LE runtime options may be specified as system-level defaults, region-level defaults, application defaults or as invocation parameters for a specific program. The HEAPZONES runtime option is less likely to be used as system-level, region-level or application default. It is likely to be used for specific programs. There are several methods available for specifying runtime options to programs:

    •When a program is invoked as a TSO/E command, you can specify runtime options as options on the CALL command. For example: 

    TSO CALL 'MY.APP.LOAD(MYPGM)' 'HEAPZONES(8,TRACE,32,MSG)'

    •If you run C/C++ applications that are invoked by one of the exec or spawn family of functions, you can use the environment variable _CEE_RUNOPTS to specify invocation Language Environment runtime options. For example:

    export _CEE_RUNOPTS="HEAPZONES(8,TRACE,32,MSG)"

    ./mypgm

    •In JCL, you can specify runtime options in the PARM parameter of the JCL EXEC statement. See Example 28-2.

    Example 28-2   Specifying runtime options in the PARM parameter
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    //CEEWLG  JOB

    //*

    //LINKGO     EXEC CEEWLG,

    //    PARM.GO='HEAPZONES(8,TRACE,32,MSG),MSGFILE(OPTRPRT)/'

    //*

    //LKED.SYSIN   DD DSN='userid.MYLIB.OBJLIB(MYPROG)',...DISP=SHR

    //GO.OPTRPRT   DD SYSOUT=A

    //*
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    •Also in JCL, you can specify runtime options in the DD card named CEEOPTS. See Example 28-3.

    Example 28-3   Specifying runtime options in CEEOPTS
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    //CEEWLG JOB 

    //* 

    //LINKGO EXEC CEEWLG 

    //LKED.SYSIN DD DSN='userid.MYLIB.OBJLIB(MYPROG)',...DISP=SHR 

    //GO.OPTRPRT DD SYSOUT=A 

    //GO.CEEOPTS DD * 

    HEAPZONES(8,TRACE,32,MSG),MSGFILE(OPTRPRT)

    //*
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    •In C/C++ code, you can use the #pragma runopts directive to in the source file that contains you main function, before the first C statement. For example:

    #pragma runopts(HEAPZONES(8,TRACE,32,MSG))

    28.5  Value of combining this feature

    The HEAPZONES and HEAPCHK runtime options are useful for debugging overlay damage problems that occur in the user heap. Though similar in that both options can be used for debugging purposes, the runtime options activate very different behavior in the runtime when specified.

    When deciding which runtime option is better suited to use with your application, consider the differences between HEAPZONES and HEAPCHK relating to performance, storage usage, and time of damage detection.

    28.6  More information

    For more information, see the following reference:

    •z/OS V2R1 Information Center HEAPZONES:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.ceea300/heapzo.htm
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Auto-Reply for WTORs

    This chapter discusses a new enhancement, the Auto-Reply feature for Write To Operator with Reply (WTOR). 

    Some WTORs can stay for a longer time until answer. Other WTORs can become critical if they are not replied to immediately because they can further affect your business process or system integrity. In most cases the answer is always the same. 

    With Auto-Reply, the system can answer required replies for itself. This new enhancement is a kind of simple automation, so it does not replace a real automation product. 

    29.1  Definition

    Auto-Reply was added to z/OS V1.12 to automatically reply to a WTOR if a given time has expired without responding to it. Today, an operator does not closely watch a console because they are typically performing other tasks, so the operator can be unaware of the outstanding request. A WTOR can stay outstanding from minutes up to hours before having a reply. On the other side the WTORs that are issued infrequently can cause the operator to need a long time to investigate what to reply. An unanswered reply can affect all systems in a sysplex (especially for synchronous WTORs). Many of these replies are always answered the same way.

    With this feature, the system can be configured to answer WTORs by itself, after a given amount of time has expired. This also enables that questions could be replied by a person, in case a different reply is necessary. An Auto-Reply policy is activated at IPL, so it can also be used during NIP. 

    A synchronous WTOR is displayed on only one single console and can cause problems to your sysplex if it is not answered quickly. 

    29.1.1  Auto-Reply policy 

    The Auto-Reply policy is a PARMLIB member named AUTORxx and holds all WTOR messages to which a reply should be automatically provided. Parameter AUTOR= in PARMLIB member IEASYSxx enables this enhancement. AUTOR=OFF switches this function off. IBM supplies a default Auto-Reply policy in SYS1.PARMLIB(AUTOR00). It is advised not to modify AUTOR00 but to create a new member and activate it. The AUTORxx member contains definitions of which WTORs to watch, the text to reply and how long to wait before answering the outstanding WTOR. Auto-Reply also honors system symbols.

    To active Auto-Reply:

    •IBM default policy AUTOR00 is automatically activated by the IPLing z/OS system 

    •Keyword AUTOR= in IEASYSxx specifies the AUTORxx member to use

    •At prompt IEA101A SPECIFY SYSTEM PARAMETERS by entering AUTOR=(xx,yy)

    •Operator command SET AUTOR=

    29.1.2  Auto-Reply rate limit

    In case where the delay for a MSGID is set to 0 and the answer is not a correct one, the system tends to runaway with displaying the same WTOR again and again. 

    A runaway WTOR is detected if it issued and answered by Auto-Reply 20 times within 1 second. In that case Auto-Reply no longer replies to that particular WTOR. 

    In z/OS 2.1 this behavior is slightly changed, because there were cases where WTORs with the same message id were validly issued and replied to at a rate of 20 WTORs per second. Auto-Reply erroneously thought this was a runaway condition. Parameter RATELIMIT is added to allow you to indicate a number what message rate per second for a WTOR is acceptable before if should be treated as a runaway. RATELIMIT only allowed when DELAY(0S) or DELAY(0M) is specified.

    29.1.3  Auto-Reply Notification Messages

    The purpose of Auto-Reply Notification Messages is to record in the hardcopy log the fact that Auto-Reply plans to take action and whether Auto-Reply does take action. One of the messages is for notification if the reply would be too long for the WTOR issuer. Where the notification messages are displayed depends on the setting of the NOTIFYMSGS statement in the AUTORxx PARMLIB member. It may only appear once in a PARMLIB member. If multiple members are specified in the SET AUTOR= command, the first NOTIFYMSGS value is accepted. The other specifications are ignored. If NOTIFYMSGS is not specified, HC is the default value.

    29.1.4  AUTORxx PARMLIB member

    The AUTORxx PARMLIB member contains the Auto-Reply policy. IBM supplies a default policy in member AUTO00. It is advised not to change this member. Create another one to define your own policy. The AUTOR00 member also contains comments that provide the message text for each WTOR and the rule used to select the WTOR.

    The syntax format of the AUTORxx member is shown in Example 29-1.

    Example 29-1   AUTORxx syntax format 
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    [NOTIFYMSGS({HC|CONSOLE})]

    [MSGID([']msgid[']) {NOAUTORREPLY}

                        {DELAY(nnn{M|S}) 

       REPLY([']replytext['] [,[']replytext[']…]) [RATELIMIT(nnn)] }]
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    An example of an AUTORxx entry is shown in Example 29-2.

    Example 29-2   Sample from IBM-supplied default AUTOR00 PARMLIB member
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    notifymsgs(hc)

    /***************************************************************/

    /* EDG0103D DFSMSrmm SUBSYSTEM INTERFACE IS INACTIVE - ENTER   */

    /*          "IGNORE", "CANCEL" OR "RETRY"                      */

    /*                                                             */

    /* Notes:                                                      */

    /* This message is normal for starting RMM after IPL.          */

    /*                                                             */

    /* Rule: 5                                                     */

    /*                                                             */

       Msgid(EDG0103D)   Delay(60s) Reply(RETRY) 
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    29.1.5  SDSF SR panel

    SDSF has support for the consoles Auto-Reply function, which includes a new action character and columns on the SR panel. Figure 29-1 shows an example from the SR panel of a current outstanding action message. 
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    Figure 29-1   SDSF SR outstanding reply part 1

    IEE800D is a message ID in the AUTOR00 PARMLIB member for Auto-Reply. Auto-Reply will respond to this WTOR. Roll to right to see the Auto-Reply columns. Figure 29-2 shows the Auto-Reply fields. The message is found in the active policy and will be automatically replied with NO after 60 seconds.
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    Figure 29-2   SDSF SR outstanding reply part 2

    SDSF offers also the possibility to ignore Auto-Reply for the outstanding WTOR. The new action character AI disables Auto-Reply for a displayed message. Figure 29-3 shows an example of disabling Auto-Reply for a WTOR.
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    Figure 29-3   Disabling Auto-Reply for message IEE800D

    After the ENTER key is pressed, the system response with message CNZ2607I telling you that Auto-Reply will no longer honor that specific WTOR as shown in Figure 29-4.
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    Figure 29-4   Auto-Reply disabled for a specific WTOR

    Finally, this WTOR is now shown with a status of IGNORED in the AutoReply column. Auto-Reply is now disabled this specific WTOR. Any other WTOR will other outstanding WTOR, if not already disabled, or new WTOR will still be honored. Figure 29-5 shows the status for a disabled WTOR.
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    Figure 29-5   Disabled WTOR

    29.2  Value

    This feature addresses following items:

    •Situations where an immediate reply is required

    •Avoids erroneous replies especially for seldom issued WTORs

    •Repetitive replies

    •Reduces human interactions

    •Speeding up your company processes

    Auto-Reply affords the possibility of some basic reactive automation, if none is available. It can be used for any type of WTOR on the console. This feature can be used to automate your system start-up or only your most common operator replies.

    A z/OS automation product will normally be activated after NIP. Before Auto-Reply, to automate the NIP phase, some kind of automation was required outside z/OS (maybe on a PC running a console emulation). Auto-Reply can be available during NIP, so it helps to fully automate a z/OS system from inside z/OS until the automation product is available to take over.

    29.3  Use cases for the feature

    In the IBM supplied default Auto-Reply policy, PARMLIB member AUTOR00, you will find good samples and information about Auto-Reply. Copy this member to a different one and modify the member to your needs. Or just activate your member in front of AUTOR00 in IEASYSxx member, for example AUTOR=(01,02,00), or by using the SET AUTOR command.

    29.3.1  Automating message IXC289D 

    Example 29-3 is an example for a common message. Normally, message IXC289D seldom occurs but delays the system start-up. Most likely the reply will be “U”.

    Example 29-3   Common message IXC289D 
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    IXC289D REPLY U TO USE THE DATA SETS LAST USED FOR CFRM

    OR C TO USE THE COUPLE DATA SETS SPECIFIED IN COUPLExx
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    Example 29-4 shows the appropriate entry in the AUTORxx member to automate this WTOR after 40 seconds with a reply of “U”. Remember this message occurs at NIP.

    Example 29-4   Auto-Reply entry for IXC289D 
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    /***************************************************************/

    /* IXC289D REPLY U TO USE THE DATA SETS LAST USED FOR typename */

    /*      OR C TO USE THE COUPLE DATA SETS SPECIFIED IN COUPLExx */

    /*                                                             */

       Msgid(IXC289D)    Delay(40S) Reply(U) 
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    29.4  Leading practices

    By default, Auto-Reply activates the IBM provided default policy unless otherwise specified in IEASYSxx or is deactivated. This is the only way where Auto-Reply can be used during NIP.

    IBM advises to activate Auto-Reply especially for enhanced synchronous WTOR notification to get operators informed about such WTORs.

    If you need to set DELAY(0S) or DELAY(0M), because you need a fast response to that WTOR, consider also if the RATELIMIT parameter for this entry is appropriate.

    29.5  Value of combining this feature

    z/OS V2R1 introduces a new feature called enhanced synchronous WTOR notification. Auto-Reply can be a good addition to that new feature.

    Synchronous WTORs indicate critical system situations. When a synchronous WTOR is issued, the system is stopped until a reply is provided. A reply is only accepted from the console currently displaying the synchronous WTOR. All other consoles in the system appear hung. Delays in replying may affect other systems in the sysplex. 

    The synchronous WTOR is displayed on the consoles specified in the SYNCHDEST group, one console at a time in the order the consoles appeared in SYNCHDEST. The WTOR would stay on each console for about 2 minutes waiting for a reply. If no reply from that console was provided, the WTOR was displayed on the next console on the list. After the list was exhausted, the WTOR was displayed on the system console and would remain there until a reply was provided. This prevents the system from updating the status in the COUPLE data set, which can lead Sysplex Failure Management (SFM) to decide the system is not available anymore.

    With z/OS V2.1, the above behavior is the same. The only difference is that z/OS will now use other consoles to tell the operator that a synchronous WTOR exists and which console currently has the WTOR displayed. The order of the consoles by which the system chooses the synchronous WTOR to display is still determined by the SYNCHDEST parameter. The list of consoles are specified in the CNGRPxx PARMLIB member and given a group name. The CONSOLxx DEFAULT statement specifies the group to use for SYNCHDEST processing. 

    When no SYNCHDEST is specified, the synchronous WTOR is displayed only on the Operating System Messages window located on the HMC. All other consoles in the system appear hung without any reason. In such a case, it is very difficult for the operator to determine what is going on in the system. Starting with z/OS V2R1, synchronous WTOR processing is enhanced to better notify the operator of a pending synchronous WTOR. 

    Message CNZ4215W is displayed on all MCS and HMCS consoles attached to that system that is currently processing a synchronous WTOR indicating such a WTOR is pending for a reply. 

     

    
      
        	
          Note: Each system image should have at least one active HMCS or MCS (3270) console

        
      

    

    Message CNZ4215W also indicates on which console in the system the synchronous WTOR is currently displayed. The consoles background is changed to red to attract the operator’s attention, as shown in Figure 29-6.
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    Figure 29-6   Message CNZ4251I announcing a synchronous WTOR

    When SYNCHDEST is specified in CONSOLxx, the synchronous WTOR is displayed on the consoles specified in the SYNCHDEST group, following the order in which they are specified. All other consoles, including the HMCS, show notification message CNZ4215W.

    Such a situation can be avoided by defining them in the Auto-Reply policy. In z/OS V2.1 Auto-Reply is enhanced to support synchronous WTORs. The following synchronous WTORs have been added to AUTOR00:

    •BLW004A

    •IEA015A

    •IEA367A

    •IEA394A

    •IEA500A

    •IEA502A

    29.6  More information

    For more information, see the following references:

    •z/OS V2R1 MVS Initialization and Tuning Reference, SA23-1380-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.ieae200/autor.htm

    •z/OS Version 1 Release 12 Implementation, SG24-7853

    •z/OS MVS Planning: Operations SA23-1390-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.ieag300/toc.htm

    •z/OS Introduction and Release Guide GA32-0887-00:

    http://pic.dhe.ibm.com/infocenter/zos/v2r1/topic/com.ibm.zos.v2r1.e0za100/toc.htm

    •Auto-Reply Support For DCCF Synch WTOR Notification:

    http://www.redbooks.ibm.com/iea/pdf/zOS_V2R1_BCP_Consoles_AUTOR_SYNCHDEST.pdf
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BEGINPARALLEL in IEFSSNxx

    This chapter documents the BEGINPARALLEL statement first available in z/OS 1.12. 
It provides a brief description of the feature and a sample IEFSSNxx.

    30.1  Definition

    BEGINPARALLEL is a statement that can be defined in the IEFSSNxx PARMLIB member beginning in z/OS 1.12. By coding BEGINPARALLEL in the IEFSSNxx PARMLIB member, all subsystems initialization routines specified in SUBSYS statements that follow the BEGINPARALLEL statement are invoked in parallel. All subsystems initialization routines specified before the BEGINPARALLEL statement are executed serially.

    30.2  Value

    In an effort to reduce the time it takes for the operating system, subsystems, and middleware to go down and come back up after an outage, the BEGINPARALLEL statement was created. This statement allows initialization routines for any subsystem that supports parallel processing to run in parallel rather than in serial, thereby decreasing the time it takes for subsystems to initialize.

    As indicated, not all subsystem support parallel processing. These subsystems must be defined before the BEGINPARALLEL statement in the IEFSSNxx PARMLIB member. Known IBM subsystems that do not support parallelism are z/OS Communications Server TNF and VMCF subsystems as well as SMS. Check each subsystem's supporting documentation (IBM or ISV) to verify if it supports parallel processing.

     

    
      
        	
          Note: The benefit derived from implementing the BEGINPARALLEL statement is dependent on many factors such as the number of initialization routines being started, the complexity of the routines, serialization requirements of routines, and available CPs. 

        
      

    

    30.3  Use cases for the feature

    Example 30-1 is a sample IEFSSNxx PARMLIB member with the BEGINPARALLEL statement specified.

    Example 30-1   IEFSSNxx with BEGINPARALLEL specified
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    SUBSYS SUBNAME(JES2) PRIMARY(YES) START(YES)

    SUBSYS SUBNAME(SMS) INITRTN(IGDSSIIN)

    INITPARM('ID=99,PROMPT=DISPLAY')

    SUBSYS SUBNAME(TNF) INITRTN(MVPTSSI)

    SUBSYS SUBNAME(VMCF) INITRTN(MVPXSSI) INITPARM(&SYSNAME.EIP)

    BEGINPARALLEL

    SUBSYS SUBNAME(RACF) INITRTN(IRRSSI00) INITPARM(’#,M’)

    SUBSYS SUBNAME(CSQB) INITRTN(CSQ3INI) INITPARM('CSQ3EPX,!MQSB0,S')

    SUBSYS SUBNAME(CSQD) INITRTN(CSQ3INI) INITPARM('CSQ3EPX,!MQSD0,S')

    SUBSYS SUBNAME(CSQF) INITRTN(CSQ3INI) INITPARM('CSQ3EPX,!MQSF0,S')

    SUBSYS SUBNAME(CSQH) INITRTN(CSQ3INI) INITPARM('CSQ3EPX,!MQSH0,S')
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    30.4  Leading practices

    Confirm in your support documentation that a subsystem (IBM or ISV) supports parallel processing before moving the SUBSYS statement after the BEGINPARALLEL statement.

    Code only one BEGINPARALLEL statement when you have multiple IEFSSNxx members concatenated. If BEGINPARALLEL is specified multiple times or in different concatenated IEFSSNxx PARMLIB members, the system issues message ASA011I during IPL indicating that it is using the first BEGINPARALLEL statement it finds and ignores any other statements. 

    There are two methods that you can use to monitor the execution time for subsystem initialization. You can use the IPCS subcommand IPLDATA or the IBM supplied REXX EXEC IEAVFTED.

    30.4.1  Monitoring subsystem initialization with IPLDATA

    For system programmers who are comfortable in using IPCS, you can monitor the amount of time the subsystems take to initialize during an IPL with the IPCS IPLDATA subcommand and its STATUS parameter. Try the following procedure:

    1.	Enter into IPCS and select option 0 (DEFAULTS). Set the SOURCE to ACTIVE (see Figure 30-1).
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    Figure 30-1   Setting Source to ACTIVE in IPCS

    2.	Enter the command IP IPLDATA STATUS as in Figure 30-2.
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    Figure 30-2   Enter IP IPLDATA STATUS command

    3.	Look for IEFJSIN2 and it will give the time it took to initialize all the subsystems as shown in Figure 30-3.
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    Figure 30-3   IEFJSIN2 in IPLDATA output

    30.4.2  Monitoring subsystem initialization with IEAVFTED

    An alternative approach to getting the subsystem initialization time is from the Timed Event Data report generated by the IBM supplied IEAVFTED REXX EXEC. IEAVFTED is compiled REXX and requires the full REXX compiler runtime libraries (from the REXX Library product). The REXX Alternate Runtime Library incorporated into the z/OS product is not sufficient. IEAVFTED will write a Timed Event Data report to an LRECL 512, RECFM V or VB pre-allocated data set or z/OS UNIX file. For example, to write the Timed Event Data report to a data set, enter the command:

    IEAVFTED DA(‘output.data.set’)

    In the Timed Event Data report, look for the start and end times for IEFJSIN2.

    For more information about the IEAVFTED REXX EXEC, see the z/OS 2.1 MVS Authorized Assembler Services Reference, Volume 2 (EDT-IXG) under the chapter describing the IEATEDS service.

    30.5  More information

    For more information, see the following references:

    •Known issue with BEGINPARALLEL for TWSz that increase CSA usage:

    http://www.ibm.com/support/docview.wss?uid=swg21673220

    •z/OS 2.1 MVS Initialization and Tuning Reference:

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieae200/toc.htm?lang=en

    •z/OS 2.1 MVS Authorized Assembler Services Reference, Volume 2 (EDT-IXG):

    http://www.ibm.com/support/knowledgecenter/SSLTBW_2.1.0/com.ibm.zos.v2r1.ieaa200/toc.htm?lang=en
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SMF record flood prevention 

    With z/OS V1R12, you have the ability to set up rules for matching a flood condition of SMF data records to either issue a warning message or begin dropping records for specific SMF types. 

    31.1  Definition

    System Management Facilities (SMF) collects system and application related information then formats the information it gathers into system-related records (or job-related records) to provide valuable insight into the activities of your z/OS system. Those SMF records may be created by SMF itself, or by other components of the operating system or certain application programs (such as CICS and DB2). When SMF receives those records, it will copy them to SMF local buffers and then asynchronously writes them to the SMF data sets or system logger managed log streams, depending on your SMF initialization PARMLIB setting or dynamic switch command (SETSMF RECORDING(DATASET| LOGSTREAM)). See Figure 31-1.
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    Figure 31-1   Dataset Mode and Logstream Mode used by SMF

    Many z/OS customers may have suffered from an overload of records caused by SMF. As the systems have grown faster and larger, doing more work could generate even more data in SMF in order to measure, manage, and audit their z/OS environment. As the SMF data volumes continually increase, the peak recording rates for this kind of data is more often possible to exceed the capacity for recording and offloading.

    When no output data sets are available for use or when SMF collects records more quickly than it can write records, SMF holds the data in its own address space. If SMF uses up all of its available virtual storage, the SMF records will be lost. 

    When using SMF data set recording, it was more obvious that something unexpected could happen, such as SMF data loss as the SYS1.MANxx data sets filled up more quickly. When it became possible to record SMF records in logstream format using System Logger, it also became more difficult to prevent system outages or data loss due to an unexpected increase of SMF record arrival rates, especially when Logger service is also exploited by other applications such as CICS. Indicators from the Logger subsystem may happen too late to allow time for correcting the issue.

    With z/OS V1R12, you have the ability to set up SMF flood preventing rules for matching a flood condition of incoming SMF data records to either issue a warning message or begin dropping that record type.

    In the SMFPRMxx PARMLIB member, two parameters FLOOD and FLOODPOL are used to specify SMF record flood options (Example 31-1).

    Example 31-1   FLOOD and FLOODPOL statement syntax in SMFPRMxx member
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    FLOOD({ON|OFF}) 

    FLOODPOL( 

             {TYPE({aa,bb}) 

                      {aa,bb:zz} 

                      {aa,bb:zz,...}) }, 

              RECTHRESH(xxxx), 

              INTVLTIME(ssss), 

              MAXHIGHINTS(xxxx), 

              ENDINTVL(ssss), 

              ACTION({MSG|DROP}) 

              ) 
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    The FLOOD parameter in SMFPRMxx is used to specify the switch on or off flag for SMF flood automation facility. By default, when this parameter is omitted, this function is OFF.

    The FLOODPOL parameter in SMFPRMxx is used to specify a filter and action for the specific type of SMF record in flooding condition. Several options are required to define a flood policy. In the definition you must specify the options shown in Table 31-1.

    Table 31-1   SMFPRMxx FLOODPOL statement fields explanation 

     

    
      
        	
          Field

        
        	
          Explanation

        
      

      
        	
          TYPE

        
        	
          The type of the SMF records that the filter is used for.

        
      

      
        	
          RECTHRESH

        
        	
          The number of SMF records in an interval for a given filter.

        
      

      
        	
          INTVLTIME

        
        	
          The minimum amount of time that it can take to match the number of records in an interval, given in 0.1 second. A “flood rate” is defined by the RECTHRESH number of records being generated within INTVLTIM time.

        
      

      
        	
          MAXHIGHINTS

        
        	
          The number of intervals that can occur at a flooding rate before an action is taken. When the RECTHRESH number of records are generated within the INTVLTIME time period (interval) for the MAXHIGHINTS consecutive number of intervals, SMF enters into a flood state for the designated record type.

        
      

      
        	
          ENDINTVL

        
        	
          The length of time an interval should take before returning to normal, given in 0.1 second.

        
      

      
        	
          ACTION

        
        	
          The action to take, either DROP or MSG.

        
      

    

     

    When the MSG filter is specified, message IFA780A is issued at the start of the flood to warn the user. Message IFA781I is issued when the flooding has stopped. 

    When the DROP filter is specified, message IFA782A is issued at the start of the flood and dropping of records begins. Any attempts to write a record through SMFEWTM or SMFWTM macro will get a return code xx = 52. At the end of the flooding, message IFA783I is issued with the number of records dropped.

    An example is if there is one FLOODPOL defined in SMFPRMxx similar to Example 31-2 .

    Example 31-2   Sample FLOODPOL statement in SMFPRMxx 

    [image: ]

    FLOOD(ON)

    FLOODPOL(TYPE(102),RECTHRESH(5000),INTVLTIME(10),

               MAXHIGHINTS(15),ENDINTVL(50),ACTION(DROP)) 
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    The SMF flood preventing policy is triggered when 5000 records (SMF Type=102) are generated in less than 1 second (10 tenths of a second), and records continue to be generated at that rate for more than 15 consecutive one-second intervals, SMF begins dropping records. SMF records will stop being dropped after it takes more than 5 seconds (50 tenths of seconds) to generate 5000 SMF type-102 records.

    31.2  Value

    With this feature, you can decide to warn the operator with a message or even drop the SMF records during peak time when SMF cannot handle the incoming SMF records in a short time. The SMF Record Flood control facility will help you avoid a potential system outage or data loss due to an unexpected increase of SMF record arrival. 

    31.3  Use cases for the feature

    The following use cases are used to show how to turn on or off the SMF record flood automation facility and report the SMF flood related statistics.

    31.3.1  Turning on/off the SMF record flood automation 

    You can either issue the SETSMF FLOOD(ON | OFF) command or update an SMFPRMxx PARMLIB member with FLOOD(ON | OFF) then use SET SMF=xx command to enable or disable the SMF record flood automation facility dynamically. No policy changes are performed as a result of the SETSMF command. If you want to modify the flood automation policy, you need to modify the FLOODPOL policy statements in the PARMLIB, then use SET SMF=xx to dynamically change the flood automation policies. Turning the facility on and off will reset all counts and any active flood situations. 

     

    
      
        	
          Note: FLOODPOL cannot be specified in the SETSMF command, it must be specified in the SMFPRMxx PARMLIB member. 

        
      

    

    You can check the SMF flood flag by issuing D SMF,O command. The sample output is shown in Figure 31-2.
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    Figure 31-2    Command output by issuing D SMF,O

    31.3.2  Reporting SMF record flooding statistics

    The IFASMFDP and IFASMFDL dump programs have been updated to allow the gathering of SMF flooding statistics. You can use the FLDSTATS options in the SMF log stream dump program IFASMFDL or MAN data set dump program IFASMFDP to display flood related statistics. The SMF dump program creates a flood statistics report to display statistics for each record type that matched the specified record type filters. This report is generated using the new FLDSTATS(xxxx) keyword and prints out a table with statistics related to record flooding. Each line of the report is for a given record type. Statistics are gathered based on the xxxx value. This value indicates the number of records that make a single interval for the statistical calculations. 

    The following examples show how to get SMF record flood statistics information for type 90 and 101 records from log stream and SMF MAN data set. Those jobs will gather statistics individually for type 90 and 101 and also for them combined. Each interval will consist of 1000 records. See Example 31-3 and Example 31-4.

    Example 31-3   Sample JCL for dumping a SMF MAN data sets with the FLDSTATS option
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    //RUNSMFDP JOB  MSGLEVEL=(1,1),NOTIFY=&SYSUID                 

    //SMFDMP   EXEC PGM=IFASMFDP                                  

    //DUMP03   DD DSN=SYS1.MAN1,DISP=SHR,VOL=SER=SP1SM1,UNIT=3390 

    //DUMP04   DD DUMMY                                           

    //SYSPRINT DD SYSOUT=*                                        

    //SYSIN    DD *                                               

      INDD(DUMP03,OPTIONS(DUMP))                                    

      OUTDD(DUMP04,TYPE(90,101))                                    

      FLDSTATS(1000) 
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    Example 31-4   Sample JCL for dumping a SMF log stream with the FLDSTATS option

    [image: ]

    //RUNSMFDL JOB  MSGLEVEL=(1,1),NOTIFY=&SYSUID     

    //SMFDMP   EXEC PGM=IFASMFDL                      

    //DUMP04   DD DUMMY                               

    //SYSPRINT DD SYSOUT=*                            

    //SYSIN    DD *                                   

        LSNAME(IFASMF.SOME.LOGSTREAM,OPTIONS(DUMP))   

        OUTDD(DUMP04,TYPE(90,101))                    

        FLDSTATS(1000)                        

        SOFTINFLATE 

    [image: ]

    Note that if the zEDC feature is enabled, you need to specify SOFTINFLATE option for those z/OS systems without the zEDC feature installed or lower levels prior to z/OS V2.1. If the SOFTINFLATE parameter is not specified the SMF Logstream dump program IFASMFDL would get rc=04 and you would see IFA849I message which indicates IFASMFDL failed due to bad SMF record content in Logstream (Example 31-5). APAR OA41156 should be applied to provide toleration support for SMF log stream compression with zEDC and for SMFPRMxx with keywords COMPRESS and PERMFIX.

    Example 31-5   IFASMFDL program failed without SOFTINFLATE option

    [image: ]

    IFA849I ENVIRONMENT ERROR. IFASMFDL FAILED DUE TO BAD SMF RECORD        

                    CONTENT IN LOGSTREAM IFASMF.TYPDFLT. COMPRESSED DATA    

                    WAS UNEXPECTED. DIAGNOSTIC INFORMATION IFASMFDL Comp    

                    MBC 00000008 00000000 

    [image: ]

    Based on the information shown in the SMF flood statistics report, you can determine the criteria for the SMF flood policy. The sample SMF flood statistics report looks like the format shown in Figure 31-3. 

    [image: ]

    Figure 31-3   Sample SMF flood statistics report 

    From the sample SMF flood statistics report (Example 31-6), you can see that since 08/23/2014-15:40, the SMF type-102 record generated 3 intervals of 5000 records, for each interval, the shortest duration and longest duration is 47951.3 seconds, which is far longer time than the flood trigger condition (5000 type-102 records are generated within 1 second over 15 consecutive times, using the FLOODPOL defined in the Definition section as an example). So you can conclude that the records rate of SMF type-102 is below the safe limit currently. But if you see the low interval below 10, you should be carefully evaluate the total intervals to see whether too much records are coming in such short time.

    Example 31-6   SMF flood statistics report with FLDSTATS(5000) for SMF TYPE(102)

    [image: ]

    FLOOD STATISTICS REPORT FOR  #@$2                    

    START DATE-TIME  08/23/2014-15:40:00                         END DATE-TIME  08/2

    RECORD         TOTAL             LOW             HIGH       AVERAGE      STANDAR

      TYPE     INTERVALS        INTERVAL         INTERVAL      INTERVAL     DEVIATIO

       102             3         499,799          499,800       499,800             

    TOTAL              3         499,799          499,800       499,800             

                               FLOOD STATISTICS REPORT FOR  #@$3                    

    START DATE-TIME  08/23/2014-15:40:00                         END DATE-TIME  08/2

    RECORD         TOTAL             LOW             HIGH       AVERAGE      STANDAR

      TYPE     INTERVALS        INTERVAL         INTERVAL      INTERVAL     DEVIATIO

       102             3         479,651          479,651       479,651             

    TOTAL              3         479,651          479,651       479,651             

                               FLOOD STATISTICS REPORT FOR  #@$A                    

    START DATE-TIME  08/23/2014-15:40:00                         END DATE-TIME  08/2

    RECORD         TOTAL             LOW             HIGH       AVERAGE      STANDAR

      TYPE     INTERVALS        INTERVAL         INTERVAL      INTERVAL     DEVIATIO

       102             3         479,513          479,513       479,513             

    TOTAL              3         479,513          479,513       479,513 

    [image: ]

    31.4  Leading practices

    Consider the following leading practices:

    •SMF record type 7:

    SMF record type 7 was updated to indicate when the dropping condition starts and how many records are dropped, under this condition. Bit SMF7DRP indicates that this record was created by SMF flooding automation.

    •Coexistence with earlier versions of z/OS:

    If you need to share SMFPRMxx PARMLIB members between z/OS V1R12 and z/OS V1R10 or V1R11 systems, you must apply APAR OA30848. This APAR will ignore the new SMFPRMxx PARMLIB member options.

    •Coexistence with zEDC feature:

    If the zEDC feature is enabled, you need to specify SOFTINFLATE option when using SMF Logstream dump program IFASMFDL for those z/OS without zEDC feature installed or lower level z/OS, otherwise the program IFASMFDL would get rc=04 and you would see IFA849I message which indicates IFASMFDL failed due to bad SMF record content in Logstream. Using SOFTINFLATE may increase CPU consumption.

    31.5  Value of combining this feature

    The SMF records flood preventing function can also be combined with new BUFUSEWARN and NOBUFFS settings defined in individual logstream buffers. This can allow the logstream with important data to be managed more aggressively. NOBUFFS specifies the system action ( HALT | MSG ) when the logstream specified on the LSNAME parameter buffer area is full. BUFUSEWARN specifies the overall buffer warning level percentage (nn%) when SMF starts to issue warning message IFA785E for the logstream specified on this LSNAME parameter.

    31.6  More information

    For more information, see the following references:

    •z/OS Version 1 Release 12 Implementation, SG24-7853-00

    •z/OS V1R13 System Management Facilities (SMF), SA22-7630-23

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this book.

    IBM Redbooks publications

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only:

    •z/OS Version 1 Release 12 Implementation, SG24-7853 

    •IBM z/OS V1R13 Communications Server TCP/IP Implementation: Volume 4 Security and Policy-Based Networking, SG24-7999

    •RACF Remote Sharing Facility over TCP/IP, SG24-8041

    •IBM zEnterprise EC12 Technical Guide, SG24-8049

    •IBM z/OS V2R1 Communications Server TCP/IP Implementation Volume 4: Security and Policy-Based Networking, SG24-8099

    •IBM zEnterprise BC12 Technical Guide, SG24-8138

    •DB2 11 for z/OS Technical Overview, SG24-8180
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    ibm.com/services
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