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    Preface

    You have installed and performed the basic customization of IBM® Tivoli® Storage Productivity Center (hereafter, “Productivity Center”). You collected performance data collection and generated reports. Now it’s time to learn the best ways to use the software to manage your storage infrastructure. This IBM Redbooks® publication shows how to set up the software, based on your storage environment, and then how to use it to manage your infrastructure. It includes experiences from IBM clients and staff and covers these topics:

    Architectural design techniques:

    •Sizing your environment and single versus multiple installations

    •Physical versus virtual servers

    •Deploying Tivoli Storage Productivity Center in a large, existing storage infrastructure

    Database and server considerations:

    •Database backup and restoration methods and scripts

    •Using IBM Data Studio Client for database administration

    •Database placement and relocation

    •Repository sizing and tuning

    •Moving and migrating the server

    Alerting, monitoring, and reporting:

    •Effective setup of monitoring thresholds and alerts

    •Performance management and analysis of reports

    •Real-time performance monitoring for IBM SAN Volume Controller

    Security considerations:

    •Security vulnerabilities

    •Tivoli Storage Productivity Center (internal) user IDs

    •User authentication configuration methods

    •How and why to set up and change passwords

    •Configuring, querying, and testing LDAP and Microsoft Active Directory 

    Health checks:

    •Server heath and logs

    •Health and recoverability of IBM DB2® databases

    •Storage health check using the web-based GUI

    •IBM Tivoli Storage Productivity Center Database Maintenance tool

    Data management techniques:

    •How to spot unusual growth incidents

    •Implementing scripted actions for Tivoli Storage Manager

    •Hierarchical storage management

    This book is for storage administrators who are responsible for the performance and growth of the IT storage infrastructure.

    This publication was updated in January 2017 to reflect the latest support information.

    Authors

    This book was produced by a team of specialists from around the world working for the 
IBM International Technical Support Organization in Poughkeepsie, California.
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Tivoli Storage Productivity Center overview

    In this chapter, we describe the components of IBM Tivoli Storage Productivity Center and the functions that they provide, including the functions provided by the combination of the components. We include information about software components and packaging and compare the Tivoli Storage Productivity Center (“Productivity Center” hereafter) with IBM SmartCloud Virtual Storage Center. We also explain the continuous delivery model, which is for releasing new product content in more frequent intervals with the highest-quality code. 

    1.1  Tivoli Storage Productivity Center server overview

    Figure 1-1 shows an example of a configuration of a Tivoli Storage Productivity Center server, its interfaces, and examples of monitored objects. The Productivity Center server represented at the center of the drawing shows a single-server installation on which an IBM DB2 database, the Productivity Center (TPC) server, and the IBM Cognos® reporting function are installed on a single system. Multi-server installations are also supported. 

    [image: ]

    Figure 1-1   Example of Tivoli Storage Productivity Center configuration and components

    1.1.1  Tivoli Storage Productivity Center components

    This section introduces the key components of Tivoli Storage Productivity Center version 5.2.

    Web-based GUI

    Starting at the top of the drawing, the Productivity Center web-based GUI is the primary interface for configuring your server, for monitoring your environment, and for reporting results. 

    Tivoli Storage Productivity Center for Replication

    Moving clockwise in Figure 1-1,Tivoli Storage Productivity Center for Replication (TPC-R) is Storage Resource Management (SRM) software that provides a centralized point of control for managing large-scale, complex, heterogeneous storage environments. Productivity Center for Replication is a component of Tivoli Storage Productivity Center and IBM SmartCloud Virtual Storage Center software. It manages Copy Services in storage environments. Copy Services are features that are used by storage systems to configure, manage, and monitor data replication functions. These services include IBM FlashCopy®, Metro Mirror, Global Mirror, and Metro Global Mirror data replication.

    VMware monitoring

    The Productivity Center can monitor multiple facets of a VMware environment, including storage use by ESX servers, identification of individual virtual machines (VMs), and storage use of individual VMs. Because it is a vSphere Storage APIs for Storage Awareness (VASA) provider, you can provision storage by using Tivoli Storage Productivity Center from the VMWare client interface. 

    Application server monitoring

    Continuing clockwise through Figure 1-1 on page 14, the next part of the graphic demonstrates the ability of the Productivity Center to monitor the local and remote storage capacity and use on multiple server types and multiple operating systems. With agentless servers, you can view use and performance of mapped storage for that server. Where Storage Resource Agents are installed, you can collect local file use data, including individual file metadata, such as file type and owner. You can monitor use of storage that is reserved for databases also. 

    Device monitoring

    Use the Productivity Center to monitor the configuration of SAN switches and both IBM and supported third-party storage subsystems. Monitor SMI-S compliant devices through the use of local and proxy CIM agents. SNMP can be used with the CIM agent and can be used as the sole method of communication with some devices. The Productivity Center communicates with IBM DS8000, IBM XIV, IBM SAN Volume Controller, IBM FlashSystem™ V840, and 
IBM Storwize systems by using the native API. 

    Tivoli application interaction

    Use the Tivoli Storage Productivity Center to provide data to other Tivoli applications, or use the server as an interface so that other applications can provision storage.

    LDAP configuration

    You can configure the Productivity Center to use LDAP authentication and single sign-on.

    Cognos reporting features

    Use the Cognos reporting features to define, schedule, and distribute both predefined and user-defined reports.

    1.2  Tivoli Storage Productivity Center overview

    The Productivity Center provides a set of tools for managing storage capacity, availability, events, performance, and assets in the IT environment. 

    As of release 5.2.2, with a few exceptions, all of the functions have been migrated to the web-based GUI. Users who have IBM SmartCloud Virtual Storage Center (VSC) licenses can perform advanced analytics tasks, such as optimization of storage volumes and storage pools, provisioning of server storage, and provisioning of hypervisor storage for both file shares and block storage.

    Another feature is the agentless server, which provides a view of mapped storage on a remote server without requiring the deployment of a Storage Resource Agent (SRA).

    When adding a device in Tivoli Storage Productivity Center, the installation wizard prompts you with default probe and performance schedules that you can accept, modify, or disable. For supported devices, data collection intervals for performance monitors can be set to one minute. 

    When debugging your storage and fabric environment performance, charts for multiple devices can be synchronized with one click. 

    As of V5.2, you can view more predefined Cognos reports. See Chapter 6, Performance Management Reporting, in the IBM Redbooks publication titledIBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204, for a complete list of performance reports in Tivoli Common Reporting and Cognos: 

    http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/sg248204.html?Open

    1.2.1  Software components

    When you install Tivoli Storage Productivity Center V5.2, there are three primary components: 

    •DB2 Enterprise Server to manage the database that supports the Productivity Center installation; TPCDB, the database that supports predefined the Productivity Center web-based GUI reporting by using Cognos; and TCRDB, the Tivoli Common Reporting database

    •Tivoli Storage Productivity Center server, which includes the web-based GUI and the stand-along GUI

    •Cognos reporting, which requires installation of IBM Jazz™ for Service Management (JazzSM), Tivoli Common Reporting, and WebShpere Application Server software

    To install the most recent supported version of IBM DB2 software, you need one of the following packages, which you can find on the “Download DB2 Fix Packs by version for DB2 for Linux, UNIX and Windows” web page:

    http://www.ibm.com/support/docview.wss?uid=swg27007053

    •For IBM AIX® systems: IBM DB2 Enterprise Edition Single Edition V10.1 Fix Pack 3a for IBM AIX for Tivoli Storage Productivity Center V5.2 

    •For Linux systems: IBM DB2 Enterprise Server Edition V10.1, Fix Pack 3a Linux AMD64 and Intel EM64T(X64) for Tivoli Storage Productivity Center V5.2

    •For Microsoft Windows systems: IBM DB2 Enterprise Server Edition V10.1. Fix Pack 3a Windows AMD64 & Intel EM64T (X64) for Tivoli Storage Productivity Center V5.2

     

    
      
        	
          Note: The “5.2.x - Platform Support: Agents, Servers and Browsers” web page lists other versions of DB2 that are supported: 

          http://www.ibm.com/support/docview.wss?uid=swg27039833

        
      

    

    Figure 1-2 illustrates version 5.2 software components and packaging.
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    Figure 1-2   IBM Tivoli Storage Center V5.2 packages

    If you are downloading packages to install the V5.2 server and to install Cognos reporting, the following packages are required:

    •For Cognos reporting

     –	Jazz for Service Management V1.1.0.3 for the supported platform 

     –	IBM Tivoli Common Reporting V3.1.0.1 for the supported platform 

     –	IBM Tivoli Common Reporting V3.1.0.2 for the supported platform 

     –	IBM WebSphere® Application Server V8.5.0.1 for Jazz for Service Management for the supported platform 

    •For the Tivoli Storage Productivity Center server:

     –	IBM Tivoli Storage Productivity Center Advanced V5.2.x for supported platform 1 of 2

     –	IBM Tivoli Storage Productivity Center V5.2.x for supported platform 2 of 2

     –	The IBM Tivoli Storage Productivity Center V5.2.x Storage Resource Agent for the supported platform (optional)

     

    
      
        	
          Note: The IBM Tivoli Storage Productivity Center V5.2.x Storage Resource Agent (SRA) does not need be extracted, because it is already part of the server’s compressed files. The SRA compressed file is meant to be used on computers where you don’t have the Productivity Center server installed.

        
      

    

    Where supported platform is Windows, AIX, or Linux. To determine the supported version of each platform, examine the “Server, GUI, CLI” tables on the “5.2.x - Platform Support: Agents, Servers and Browsers” web page:

    http://www.ibm.com/support/docview.wss?uid=swg27039833#Server

    After downloading the code packages, they must be extracted into the appropriate directories: 

    •Extract all of the files listed for Cognos reporting into one common directory. 

    •Extract all of the files listed for the Tivoli Storage Productivity Center server into one directory that is different from the Cognos reporting directory. 

    1.2.2  Web-based GUI 

    For the 5.2 release, the following functions are provided in the web-based GUI:

    •Deployment of Storage Resource Agents

    A Storage Resource Agent (SRA) is used to monitor the internal server storage and is required for scanning.

    •Agentless server

    The agentless server can be added to your list of monitored servers without deploying an SRA. You can view use and performance of storage that is mapped to that server. The server can be removed without a loss of data. 

    •Device configuration

    With the exception of some NAS server entries, all supported servers, hypervisors, storage devices, and SAN switches are configured from the Productivity Center’s web-based GUI.

    •Fabric and SAN switch monitoring

    For supported switches, the minimum data collection interval for performance monitoring can be as short as one minute. 

     

    •Hypervisor monitoring

    Hypervisor probes are configured and controlled from the TPC Web-based GUI. For more information, see the IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204

    •Storage provisioning

    Provisioning of file shares and block storage is done from the Advanced Analytics section of the web-based GUI. For an explanation of the Service Classes and Capacity Pools that are used in provisioning see the IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204.

    •Storage optimization

    After collecting volume and storage pool data and after defining storage tiers in the TPC Web-based GUI, use performance data to determine if the volumes and pools are in the appropriate tiers.

    •Storage monitoring

    View storage use and performance from the web-based GUI. For supported storage devices, the minimum data collection interval for performance monitoring can be as short as one minute. 

    •Alert management

    You can review and acknowledge all generated alerts in the web-based GUI. 

    •Health status

    Status of all devices in the storage and fabric environment is reflected in several places including the dashboard and the details pane for the device. Status changes of components of devices are propagated up so that the device reflects the status of the component. For more information, see Chapter 6, “Health checks” on page 247.

    •Access predefined and user-created Cognos reports

    Version 5.2 includes more predefined reports than the previous releases. You can use Cognos Query Studio and Cognos Report Studio to define your own reports. For more information, see the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.1 Technical Guide, SG24-8053.

    1.2.3  Stand-alone GUI 

    At the time of publication of the First Edition of this book for the release of Tivoli Storage Productivity Center 5.2, the following functions are provided in the stand-alone GUI:

    •Manual NAS configuration

    The server that accesses the NAS filer must have a Storage Resource Agent installed. 

    •Alert configuration

    Define new alerts or modify existing thresholds. Override default thresholds by creating new thresholds for the same parameter but with different values. 

    •Data Manager functions

    Data Manager functions are described in Appendix A, “Data management techniques” on page 269.

    1.2.4  Database components 

    TPCDB 

    This is the name of the database that supports the Tivoli Storage Productivity Center server installation. The TPCDB database can be installed on a different system from the Productivity Center server. 

    TCRDB

    This is the name of the database that supports the Tivoli Storage Productivity Center web-based GUI reporting using Cognos. This Tivoli Common ReportingDB database must be installed on the same system as the Cognos reporting components.

    1.2.5  Combining Tivoli Storage Productivity Center and SmartCloud Virtual Storage Center

    IBM SmartCloud Virtual Storage Center provides efficient virtualization and management of heterogeneous storage systems. It helps you migrate more quickly to an agile cloud architecture that can optimize storage availability and performance, while helping reduce costs. It also helps convert existing storage to IBM Smarter Storage, which gives you more room for data growth and simplifies storage administration.

     

    The Virtual Storage Center (VSC) license bundles Tivoli Storage Productivity Center with 
IBM System Storage® SAN Volume Controller and IBM Tivoli Storage FlashCopy Manager. By bundling these separate products, VSC provides a combined storage virtualization platform and storage management solution. The SAN Volume Controller (SVC) provides a virtualization platform and remote replication functions, and the FlashCopy Manager provides data backup and restore capabilities. SmartCloud Virtual Storage Center offers cross-platform, automated storage, tier optimization, and improved data protection over IP and SAN networks. 

    For more information, see these web pages: 

    •IBM Tivoli Storage Productivity Center web page:

    http://www.ibm.com/software/products/en/tivostorprodcent/

    •IBM SmartCloud Virtual Storage Center web page:

    http://www.ibm.com/software/products/en/vsc

    Figure 1-3 on page 21 depicts what Tivoli Storage Productivity Center V5.2 manages, the Tivoli Storage Productivity Center functions, and the functions that SmartCloud Virtual Storage Center adds.
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    Figure 1-3   Tivoli Storage Productivity Center end to end storage infrastructure 

    1.3  Continuous Delivery model

    The Continuous Delivery model that Tivoli software now uses is a set of practices and principles for identifying, coding, building, testing, and releasing content with more frequent deliveries that have higher-quality code. 

     

    The primary focus is to have a faster feedback loop between clients and the development organization. The benefit on the client’s side is to get functions quicker (and fixes if needed, of course). The development organization benefits from faster customer feedback and a closer interlock with clients, plus the possibility to react faster to market trends and client needs. That makes the Continuous Delivery model for the development organization the next “natural” step after the introduction of an agile development method.

    1.3.1  Goals and benefits

    The practice of Continuous Delivery has three primary goals:

    •Software is deployable throughout its lifecycle.

    •Anybody can get fast, automated feedback on the production readiness any time that a change is made.

    •Deployment versions of the software can be enabled at frequent intervals.
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Architectural design techniques

    Before starting to install IBM Tivoli Storage Productivity Center, there are several actions and scenarios to consider. The most important is to define your objectives: Why you want to install this software, what benefits you expect to achieve, and how those align with your company’s strategy.

    This section highlights some of the most important scenarios. They are illustrated by examples of what to consider and the information that you need to gather before you deploy this software. You will end up with a solution that can monitor your storage environment, create reports for managers, and notify you of any changes or events.

    In this chapter, the use cases applied to illustrate these principles represent medium and large IT environments. These examples also provide guidance on hardware and configuration settings for similarly sized environments. They are intended to help improve time to value for IBM SmartCloud Virtual Storage Center and Tivoli Storage Productivity Center deployments.

    The steps also demonstrate what needs to be done daily for a healthy storage environment. 

    2.1  Definitions of terms

    It is not uncommon for an enterprise to segment its internal IP network with firewalls into zones with general, defined purposes.

    Figure 2-1 shows a typical segmented IP network environment. 
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    Figure 2-1   Environment overview

    In this example, the environments can be identified by colors:

    Light yellow	Server segment, where all servers and the applications are located

    Blue	Storage segment, where the management adapter for all storage is connected

    Green	Tools segment, where software such as Tivoli Storage Productivity Center is installed

    These three segments are connected with one or more firewalls that are then connected to the customer-facing access point. Normally, that is the Internet.

    Before planning the number or size of the servers needed to monitor your environment, take the following items into consideration:

    •Monitoring 

     –	Which resource is to be added (to Tivoli Storage Productivity Center)

     –	Frequency for probes 

     –	Frequency for performance monitors and computer scans 

     –	Retention time for data

    •	Alerting

     –	Which built-in alerts to enable for what devices

     –	What custom alerts to configure and enable for what devices

     –	Which notification method to use

    •Reporting

     –	Storage capacity and allocation

     –	Service and operational levels of agreement (SLAs and OLAs)

     –	Key performance indicators (KPIs)

     –	Identification of storage bottlenecks in the environment

    •Cost savings

     –	Provisioning storage through web-based GUI

     –	Provisioning storage through the VMware console

     –	Advanced analytics, such as balancing and optimization

    The subsections that follow describe monitoring, alerting, and reporting for your storage environment when using Tivoli Storage Productivity Center and Tivoli Common Reporting. 

    2.1.1  Monitoring

    Monitoring refers to gathering information about the configuration and performance from the components in our environment, for example:

    •Collecting SAN storage model and firmware

    •Collecting performance metrics from SAN storage, such as I/O rate, data rate, cache hits, response times

    •Collecting used and available space on the server

    •Correlating allocated SAN volumes with storage visible to servers

    •Assembling a topology view of the SAN storage environment

    2.1.2  Alerting

    Alerting refers to receiving notification when an event happens in your environment. Alerts can be sent by email via Simple Mail Transfer Protocol (SMTP) or traps via Simple Network Management Protocol (SNMP). These are examples of events that trigger notifications:

    •A storage subsystem goes offline.

    •A performance metric such as number of IOPSs is breached, resulting in a threshold violation. 

    •A scan of a server returns a breach of the constraint violations that you specified.

    2.1.3  Reporting

    Reporting refers to the use of information gathered by monitoring and alerting to generate reports, using either the web-based GUI or Tivoli Common Reporting, such as these examples:

    •Storage subsystem names and capacity

    •Number of disks and performance metrics in one or more storage systems

    •Firmware version of SAN switches

    •Used versus allocated capacity on servers

    •Performance of the SAN storage

    For more information about alerting, monitoring, and reporting, see Chapter 4, “Alerting, monitoring, and reporting” on page 129.

    2.2  Choosing the solution that best meets your objectives

    To meet your business objectives, answer the following questions:

    •What Tivoli Storage Productivity Center functions do you need?

    •What tools have already been deployed?

    •Do you need to include everything or can you design for a gradual implementation?

    •Who should be involved in the project and when?

    •What is the size of your environment?

     –	Is the environment of such a size you should consider partitioning it? If “yes,” how will you implement the partitions?

     –	Are there other reasons or special circumstances to consider for partitioning, such as data retention or security?

    •Review security considerations, such as these examples:

     –	Local versus domain users

     –	Personal user versus functional user IDs

     –	What level of access to which components is required

    2.2.1  Comparison of Tivoli Storage Productivity Center and 
SmartCloud Virtual Storage Center options and benefits

    There are two packages with different functions that are available when purchasing Tivoli Storage Productivity Center:

    •IBM Tivoli Storage Productivity Center 

    •IBM SmartCloud Virtual Storage Center 

    Tivoli Storage Productivity Center

    For IBM Tivoli Storage Productivity Center there are two licensing options:

    Per enclosure	Licensed by the number of disk shelf enclosures

    Capacity	Licensed by that number of terabytes (TiB) managed in Tivoli Storage Productivity Center

    Table 2-1 shows the Tivoli Storage Productivity Center licenses and functions.

    Table 2-1   License structure

    
      
        	
          License

        
        	
          IBM Tivoli Storage Productivity Center

        
        	
          IBM SmartCloud Virtual Storage Center

        
      

      
        	
          Per enclosure

        
        	
          Yes (called Select Edition)

        
        	
          Not applicable

        
      

      
        	
          Capacity

        
        	
          Yes

        
        	
          Yes

        
      

    

    SmartCloud Virtual Storage Center

    IBM SmartCloud Virtual Storage Center provides advanced analytical capabilities:

    •Optimize storage tiering by using the Analyze Tiering wizard

    •Distribute workload of volumes across pools on the same tier, using the Balance Pools wizard

    •Provision of block storage by using the Provision Storage wizard

    •Enable automatic zoning to create zones during block storage provisioning to connect a server to a storage system

    •Configuration analysis and history

    •Scans of Storage Resource Agents

    •Policy management

    •Data manager for chargebacks and databases

    The complete SmartCloud Virtual Storage Center solution bundles Tivoli Storage Productivity Center with IBM System Storage SAN Volume Controller and Tivoli Storage FlashCopy Manager. In this solution, IBM SAN Volume Controller (SVC) provides a virtualization platform and remote replication functions, and the Tivoli Storage FlashCopy Manager provides application-aware data backup and restore capabilities.

    For a comparison between licenses and some of the more popular features, see Table 2-2.

    Table 2-2   Function comparsion by product

    
      
        	
          Function

        
        	
          IBM Tivoli Storage Productivity Center

        
        	
          IBM SmartCloud Virtual Storage Center, 
Storage Analytics Engine

        
      

      
        	
          Advanced analytics: Optimize volumes

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Zoning 

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Provisioning: Shares

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Provisioning: Block

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Agentless serverless 

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Data manager: Scan

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Data manager: Database

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Data manager: Chargeback

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Data manager: Policy management

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Constraint violation report

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Fabric

        
        	
          Yes

        
        	
          Yes

        
      

    

    For details about functions in the current version, see the Tivoli Storage Productivity Center page in the IBM Knowledge Center:

    http://www.ibm.com/support/knowledgecenter/SSNE44/welcome

    For details about pricing and entitlement, contact your IBM Sales Representative. 

    2.2.2  Deployment and resources

    Depending on how your enterprise is configured and how you implement Tivoli Storage Productivity Center, integrating it into your environment might warrant engaging other teams in your enterprise.

    Networking

    If your enterprise’s IP network is segmented into zones with firewalls, communication between the Tivoli Storage Productivity Center server, the storage environment, and the client servers might need to cross these firewalls. 

    The “TCP/IP ports used by Tivoli Storage Productivity Center” page in the IBM Knowledge Center documents the ports that it uses:

    http://ibm.co/1v43dRB

    Alerting and notifications

    When you configure alerting and notifications in the Productivity Center, consider the method of notification that is most effective for your deployment and what you will need to do to enable that method. For instance, if you are relying on email, answer these questions: 

    •Does your email administrator need to register your Productivity Center server as a valid email source? 

    •For notifications via SNMP, who is responsible for importing the Productivity Center management information base (MIB) files and creating the rules? 

    •If you are using the Tivoli Event Integration Facility (EIF), who will create or modify the rules for Tivoli Netcool/OMNIbus or IBM Tivoli Enterprise Console®? 

    For more information, see section 4.2, “Performance management reporting” on page 142.

    For more information about alerting and notifications, see 4.1, “Setting up Tivoli Storage Productivity Center monitoring and alerting for SAN storage equipment” on page 130.

    Databases

    The Tivoli Storage Productivity Center database repository and the IBM Cognos Content Manager database are implemented as IBM DB2 databases. These databases are single-server, single-partition instances that seem simple; however, you might want to enlist the assistance of a database administrator to ensure that the databases are configured according to your company’s policies and preferred practices and to assist in daily maintenance, troubleshooting, and optimization of your DB2 databases.

    Make sure that your DB2 databases are protected. Engage the responsible department for backup to have the configuration created.

    For more information about using DB2 databases, see Chapter 3, “Database and server considerations” on page 57.

    Operating systems

    Whether you install Tivoli Storage Productivity Center on a Microsoft Windows, Linux, or IBM AIX system might depend as much on the available skills for normal operations from both the system administrators and the individuals that are responsible for operations. For details, see the IBM Technote titled “Find the Supported Hardware, Products and Platforms Interoperability Matrix Links:”

    http://www.ibm.com/support/docview.wss?uid=swg21386446

    If you plan to deploy Storage Resource Agents (SRAs) on servers in your environment, you might need to interface with your systems administrators. Consider what mechanism is used to deploy agents to the servers. For example, can you deploy them from the Productivity Center server? Will system administrators be required to perform the installation? Is there a software distribution mechanism that can be used, such as IBM Endpoint Manager? 

    To learn more, see the Unified Endpoint Management web page:

    http://www.ibm.com/software/tivoli/solutions/unified-endpoint-management/

    2.2.3  Design considerations for the Productivity Center environment

    The total number of storage subsystems, storage volumes, SRAs, and fabric ports managed by one Productivity Center server has increased with each release over the past several years. Now, many SAN storage environments can be handled by one server. However, the storage footprint of many companies has also increased, sometimes more than what is manageable for one Tivoli Storage Productivity Center server.

    When designing your environment, determine the total amount of storage that is managed by the Productivity Center. Although the total storage to be managed is a salient factor in the design, also consider boundaries that are not exclusive to Productivity Center scalability, such as geographic location of the storage, IP network links, and business destinations. Any combination of these factors can influence the total number of servers used, the placement of those servers in the environment, and the resources managed in each.

    Also consider whether you will install Tivoli Storage Productivity Center on a physical server or a virtual image and the operating system. Those choices can be influenced by company policy or the skills of administrators and operators (either those of the Productivity Center administrator or the team that will run the operating system and need to work with the solution in normal operation). The choice of operating system (OS) also depends on skills available from either the Productivity Center admin or the team that manages the OS.

    Each of these topics are covered in this section.

    Size of the environment 

    Each resource managed in the Productivity Center has some impact on the amount of work that it needs to do to keep the data about that resource up to date. To perform that work, it needs to probe SAN storage subsystems, SAN fabrics, and Storage Resource Agents. It needs to collect performance data for each component of a SAN storage subsystem or SAN fabric switch. If you are licensed to use the Data Manager, you might be interested in scheduling scans of servers and collecting that data.

    Each job competes for threads in the Productivity Center data and device server components and contributes to the work performed. Also, each job contributes to the amount of data stored in the database. In general, the number of objects managed by the Productivity Center can be considered a greater limiting factor of the installation than the amount of data stored. However, long data retention might affect not only the size of your database but, in some cases, its performance. For example, if the data retention policy is set to keep performance data for over a year, the tables that hold that data become large. The Productivity Center must then insert data into sets of tables that become much larger. Also, the process of pruning the data becomes much more cumbersome and requires more log space from the database.

    The data collected by Tivoli Storage Productivity Center can be any of these types:

    •Inventory data, which is collected through a probe, such as firmware, number of disks, and device mappings

    •Performance data for storage arrays and switches, which is collected through a Performance Agent, for example IOPS, response time, and throughput.

    •Information and attributes for the files and directories of a server, which is collected through a scan and profiles

    •Data provided by the Storage Management Initiative Specification (SMI-S), which can be all above, depending the implementation of the SMI-S agent

    There are numerous ways to increase the scalability and, therefore, the number of resources available for the Tivoli Storage Productivity Center installation. Many of these tasks can even be done after the initial installation and deployment.

    To understand the possibilities, consider the components that make up a Tivoli Storage Productivity Center installation: 

    •Tivoli Storage Productivity Center application 

    The data, device, and replication server components

    •DB2 databases 

    Tivoli Storage Productivity Center database and Tivoli Common Reporting database

    •IBM Jazz for Service Management (JazzSM)

    An IBM WebSphere application that provides Tivoli Common Reporting and the Cognos reporting environment

    In an environment where CPU, memory, or disk resources are constraints, you can increase the amount of resources by installing one or more of the components on its own server.

    Another possibility is to consider the environment and your objectives. It might be possible to deploy multiple Tivoli Storage Productivity Center installations. That adds more resources to the installation.

    To be successful using multiple installations, consider the optimal way of partitioning the environment without affecting your objectives. Consider whether you have anything in the following list:

    •Multiple dedicated environments

    Each could have its own Tivoli Storage Productivity Center Installation. For example, in an organization with multiple customers or departments, each might have its own dedicated storage equipment and servers.

    •Multiple sites

    Each could have its own Tivoli Storage Productivity Center installation. This might be a possibility for companies that have separate data centers. However, consider whether data has been replicated across these data centers and whether separating your management of resources across separate Tivoli SPC servers will still provide a sufficiently comprehensive picture of the environment. Also consider whether it will allow Tivoli Storage Productivity Center for Replication to protect your storage.

    •Multiple Tivoli Storage Productivity Center installations, each with different roles, such as these examples:

     –	An installation that has all of the SRAs and probes the storage. This enables reporting location and amount of storage used per server.

     –	One or more installations that collect performance metrics for a subset of the storage arrays and file statistics from the servers

    The performance of the Productivity Center in larger environments might be affected by the performance of the DB2 database. You might achieve better performance from DB2 by splitting the table space containers and transaction logs on separate drives. This procedure is described in section 3.13, “Repository database placement and relocation” on page 100.

    It is possible to install Tivoli Storage Productivity Center (TPC in the diagram) on multiple servers. When using multiple servers for the installation, it is best to have the Productivity Center application and JazzSM on one server, including the Tivoli Common Reporting database (TCRDB in the illustration), and the Tivoli Storage Productivity Center database (TPCDB in the illustration) on another server. See Figure 2-2 for an illustration.
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    Figure 2-2   Tivoli Storage Productivity Center installed on multiple servers

    These are reasons for putting the TPCDB database on another server:

    •To allow database administrators full control for maintenance and optimization

    •To use existing hardware, such as a DB2 application server

    •To offset limitations in size server size for the Productivity Center application

    When designing your environment, you might not have a precise count of the volumes to be managed. A rough number is sufficient. It is more important to have an estimate of how your environment will grow over time.

    IBM has published a blueprint (cookbook) that assesses the performance of Tivoli Storage Productivity Center 5.2 running on Microsoft Windows 2008 for two configurations. This blueprint provides a guide to assess your planned configuration. You can download it from the Virtual Storage Center - Tivoli Storage Productivity Center Blueprint web page:

    http://ibm.co/1zSGUQS

     

    Table 2-3 lists sizes of environments in the Tivoli Storage Productivity Center V5.2 Blueprint.

    Table 2-3   Environment sizes used in the blueprint 

    
      
        	
          Entity

        
        	
          Medium environment

        
        	
          Large environment

        
      

      
        	
          Subsystems

        
        	
          10

        
        	
          25

        
      

      
        	
          Switches

        
        	
          10

        
        	
          35

        
      

      
        	
          Agentless servers

        
        	
          500

        
        	
          1000

        
      

      
        	
          Total volumes

        
        	
          25000

        
        	
          70000

        
      

      
        	
          Total fabric ports

        
        	
          500

        
        	
          1000

        
      

    

    Table 2-4 lists server configurations in the V5.2 blueprint. 

    Table 2-4   Server configurations used in the V5.2 Architecture Blueprint 

    
      
        	
          Entity

        
        	
          Medium environment

        
        	
          Large environment

           

        
      

      
        	
          CPU

        
        	
          4 cores

        
        	
          8 cores

        
      

      
        	
          Memory

        
        	
          16 GB RAM

        
        	
          24 GB RAM

        
      

      
        	
          Tivoli Storage Productivity Center 

        
        	
          136 GB disk

        
        	
          136 GB disk

        
      

      
        	
          DB2 database

        
        	
          150 GB disk

        
        	
          200 GB disk

        
      

      
        	
          DB2 transaction log

        
        	
           

        
        	
          20 GB disk

        
      

    

    Physical and virtual server pros and cons

    When you have determined the required number of Tivoli Storage Productivity Center server installations, consider whether the servers should be installed on physical machines or virtual servers. There pros and cons for each implementation, which we explain and illustrate in this section and in Table 2-5.

    One major consideration is that virtual servers are built on hypervisors, such as VMware. The storage used is most likely SAN storage, which means that the virtual server that has the Productivity Center installed on it is built on the same storage that it is installed to monitor. The problem with this is that if there is an event that makes the SAN unavailable, your monitoring tool will also be unavailable. As long you are aware of this risk and have implemented countermeasures, such as using SAN storage not monitored by your Productivity Center installation, mirroring, or other techniques, using a virtual server is an excellent option.

    Table 2-5   Pros and cons of server management

    
      
        	
          Server management tasks

        
        	
          Physical machine

        
        	
          Virtual server

        
      

      
        	
          Ease of adding more resources

        
        	
          Requires obtaining the needed components. For more CPU or memory, it is necessary to bring down the server, and then physically installi the component into the server. Adding more hard disks might be possible while running.

        
        	
          If available on the hypervisor, adding more disk can be done while running. Adding more CPU or memory requires only a reboot of the server.

        
      

      
        	
          Ease of movement

        
        	
          If you need to move a server to new location, it must be brought down and then physically moved.

        
        	
          Can be done while the server is running, depending on whether the hypervisor spans into the new location. If needed, the virtual image can be copied over.

        
      

      
        	
          Installation

        
        	
          Requires obtaining the needed server hardware and then physically installing it. Also requires access to power, floor space, and the network.

        
        	
          Can most often be provisioned quickly if resources are available. Might require a new network connection if the deployment is on a new network segment

        
      

      
        	
          Backup*

        
        	
          Requires a backup agent to be installed. For details, see Chapter 3, “Database and server considerations” on page 57. 

        
        	
          Same as physical but can also use the FlashCopy Manager snapshot function within the hypervisor. A snapshot can also be used as fast fallback when doing an upgrade or major maintenance of the server. 

        
      

      
        	
          Resilience

        
        	
          A physical server has only a system board and remains in one location. Risk can be mitigated using a standby server. 

        
        	
          Most often hypervisor spans multiple nodes and locations making it resilient. This gives you effectively a clustering-like resiliency.

        
      

      
        	
          Disaster Recovery (DR)

        
        	
          It might be faster to get running, if a server with similar hardware resources is available

        
        	
          Requires VM infrastructure and recovery of the VMware configuration. 

        
      

    

    Other considerations, in addition to servers and operating systems, are what kind of access you want to your environment and what components to install when installing Tivoli Storage Productivity Center.

    Authentication and authorization

    It is possible to make a diverse security model, where each component makes authorization to different realms. With Tivoli Storage Productivity Center V5, authorization can coexist between the local OS, file repository, WebSphere Application Server, or external realms, such as Microsoft Windows Active Directory (Windows AD).

    There are pros and cons for both local OS and file repository:

    •Both the local OS and file repository contain users and groups, which can be used for authorization. They can coexist on the same server as Tivoli Storage Productivity Center application, depending on the installation. 

    •It is more labor intensive to maintain local OS or file repositories, because you need to log on to each server and configure users and their roles.

    A better solution is to use a centralized user management solution, such as Windows AD, which requires only Tivoli Storage Productivity Center be configured with external authorization. This is often the preferred method for user authorization. For more information, see 5.6, “Configuration of WebSphere Application Server for LDAP or Active Directory authentication” on page 239.

     

    
      
        	
          Tip: If it is feasible in your environment, consider creating the Tivoli Storage Productivity Center common user ID as a local OS user on the Tivoli Storage Productivity Center server. Using a domain ID for the Tivoli Storage Productivity Center common user adds significant complexity to the installation.

        
      

    

    Also, you might find it preferable to use local OS IDs, or even file repository IDs, for those who administer the Tivoli Storage Productivity Center application. Using authentication local to the Tivoli Storage Productivity Center server for these users ensures that the application is accessible even if problems arise with access to the AD or LDAP server (for example, the bind ID gets locked out, SSL certificate expires or gets updated, or loss of network access to directory in a disaster scenario).

    Storage subsystems accessed via a CIMOM

    In addition to storage arrays and servers there are other resources in your storage environment to gather information from.

    To allow Tivoli Storage Productivity Center to collect metrics like performance from storage devices which do not use the native API for example, IBM DS4000/5000/6000, Brocade or Cisco SAN switches, or non-IBM storage systems, it is required to install a CIMOM also known as SMI-S Agent. 

     

    
      
        	
          Note: The IBM System Storage DS4000®, 5000, and 6000 products have been withdrawn from marketing and are no longer sold.

          Details for the Withdrawal Announcement letters can be found for each product withdrawal at the Offering information website at:

          http://www.ibm.com/common/ssi/index.wss?request_locale=en

        
      

    

    A CIMOM is also known as a proxy. It is recommended for a CIMOM to be installed on a separate server, due to the needed resources. It is also recommended to have only one CIMOM per server. If needed, multiple CIMOMs can be installed on the same server, each must then have its own port for communication rather than the default port 5989.

    For information about where to obtain SMI-S providers, and documentation and how to download each type of CIMOM, see “Where to obtain SMI-S providers” in the IBM Systems Director section of the IBM Knowledge Center:

    http://ibm.co/1nNLSJc

     

    
      
        	
          Note: Starting with Tivoli Storage Productivity Center V5.2.2, you can collect performance metrics for SAN switches. Currently, only SNMP version 1 is supported. Therefore, it can be used only for switches not running Virtual Fabrics.

        
      

    

    Managing VMWare servers with Tivoli Storage Productivity Center

    To retrieve information about virtual servers, you need to connect to the hypervisors. A list of supported hypervisors can be found in “Hypervisor monitoring support” in the 5.2.x - Platform Support: Agents, Servers, and Browsers section of the IBM Support Portal:

    http://www.ibm.com/support/docview.wss?uid=swg27039833#hypervisor

    For details about how to connect to VMware see IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204 Chapter 10 “VMware vCenter server use and configuration”.

    When connected to the hypervisor, Tivoli Storage Productivity Center collects asset-related metrics about the virtual servers, such as which data store, storage system, and volume they are allocated on, as shown in Figure 2-3.

    [image: ]

    Figure 2-3   VMware VMDK example

    In general, for each virtual server, you will see this information:

    •Data store

    •Operating system

    •Number of CPUs 

    •Amount of memory 

    •Allocated capacity 

    Figure 2-4 displays this type of information for the virtual server named mercury-core-2.

    [image: ]

    Figure 2-4   Virtual server General details

    Installing an SRA on a virtual server and performing a probe enables you to see the allocated and used capacity for that server.

    Summary

    To summarize and bring these topics into context, see the workflow example in Table 2-6.

    Table 2-6   Steps required to design your Tivoli Storage Productivity Center environment

    
      
        	
          Activity

        
        	
          Tasks

        
        	
          Subtasks

        
      

      
        	
          Design the solution

        
        	
          Objectives

        
        	
          •Which components to monitor

          •Which metrics to collect

          •What functions to have and, therefore, licenses needed

          •Number of servers needed and OS

        
      

      
        	
           

        
        	
          Existing tools

        
        	
          •Tools such as SMTP, SNMP

          •Existing DB server

        
      

      
        	
           

        
        	
          Security

        
        	
          •Local or domain accounts

          •Single or multiple user IDs for Tivoli Storage Productivity Center components

        
      

      
        	
           

        
        	
          Request needed hardware

        
        	
          •Servers installed, 
including OS

          •Network connectivity

          •Backup

        
      

      
        	
          Install the application

        
        	
          Tivoli Storage Productivity Center components

        
        	
          •DB2 

          •JazzSM

          •Tivoli Storage Productivity Center application

        
      

      
        	
           

        
        	
          CIMOM (CIM object manager)

        
        	
          •For example, IBM DS4000, 5000, 6000 and IBM Network Advisor

        
      

      
        	
           

        
        	
          Implement other tools 

        
        	
          •SMTP 

          •SNMP if not already installed

        
      

      
        	
          Customize the application

        
        	
          Set up the application

        
        	
          Order of setup steps:

          •DB2

          •Tivoli Storage Productivity Center for alerts

          •Retention time

          •CIMOM for alerts

          •Users and groups

        
      

      
        	
           

        
        	
          Add resources

        
        	
          •Disk resources

          •Agentless server resources

          •Switch resources

          •Hypervisors

        
      

      
        	
           

        
        	
          Tivoli Common Reporting configuration

        
        	
          •Users and groups for access

          •Users and groups for mail

          •Add SMTP server to Cognos

          •Create and schedule reports

        
      

      
        	
          Storage Resource Agents

        
        	
          Planning

        
        	
          •Which servers, files, and patterns to scan for

          •Create SRA package

        
      

      
        	
           

        
        	
          Setup

        
        	
          •Profiles and constraints for scans

          •Create monitoring groups

        
      

      
        	
           

        
        	
          Deployment

        
        	
          •Install SRAs and connect to Tivoli Storage Productivity Center

        
      

      
        	
           

        
        	
          Tivoli Storage Productivity Center

        
        	
          •Add agents and schedule scans with needed profiles and constraints

        
      

      
        	
           

        
        	
          Tivoli Common Reporting and Tivoli Storage Productivity Center

        
        	
          •Create and schedule reports

        
      

    

    2.3  Use case example

    This section goes through the steps to deploy Tivoli Storage Productivity Center in a large existing storage infrastructure, using the process and steps described in Table 2-6 on page 36.

    Table 2-7 on page 38 provides an overview of the environment, number of devices, servers, and other items for three environments: SAN1, SAN2, and SAN3.

     

    
      
        	
          Terminology in Table 2-7 on page 38: 

          •Shared environment refers to multiple customers who share the same infrastructure.

          •Dedicated environment refers to one customer. In this example, storage equipment is dedicated, but the customer uses a shared SAN switch infrastructure.

        
      

    

    Table 2-7   Overview of environment

    
      
        	
           

        
        	
          SAN1

        
        	
          SAN2

        
        	
          SAN3

        
      

      
        	
          Environment

        
        	
          Shared

        
        	
          Shared

        
        	
          Dedicated

        
      

      
        	
          Subsystems

        
        	
          35+

        
        	
          10+

        
        	
          10+

        
      

      
        	
          Servers

        
        	
          1500

        
        	
          1000

        
        	
          50

        
      

      
        	
          Total volumes

        
        	
          75 K volumes

        
        	
          5 K volumes

        
        	
          25 K volumes

        
      

      
        	
          Total switches

        
        	
          37

        
        	
          12

        
        	
          16 (same 12 as SAN2)

        
      

      
        	
          Total Fabric ports

        
        	
          8000

        
        	
          5000

        
        	
          6000 (same 5000 as SAN 2)

        
      

      
        	
          Retention period

        
        	
          min. 35 days for performance data

          min. 5 years for capacity, aggregated to weekly data

        
        	
          min. 35 days for performance data

          min. 5 years for capacity, aggregated to weekly data

        
        	
          365 days for sample and 5 years for daily performance data.

          min. 5 years for capacity, aggregated to weekly data

        
      

      
        	
          Special needs

        
        	
           

        
        	
           

        
        	
          Customer access

          2 x IBM DS5020 arrays

        
      

    

     

    
      
        	
          Note: For this use case, the answers to design solution objectives in the first row of Table 2-6 on page 36 are documented in Table 2-8 on page 40. 

        
      

    

    Figure 2-5 on page 39 illustrates this environment.

    In our example (Figure 2-5 on page 39) of two separate SANs, it is straightforward to deploy them as individual Productivity Center Installations.

    Looking at the whole environment, we see that SAN3 needs to be a separate Productivity Center installation because of the data retention period, specific requirements for reporting, and user access to the data.

    Looking at the last two environments, SAN1 and SAN2 combined, and comparing those with the Tivoli Storage Productivity Center Blueprint, we see that, by total size, it is a large environment or even slightly over that criterion.

    You can download the blueprint from IBM developerWorks®:

    http://ibm.co/1zSGUQS
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    Figure 2-5   High-level drawing of Tivoli Storage Productivity Center and storage environments

    Due to a company requirement to use virtual machines, for resilience it is wise to have a Tivoli Storage Productivity Center installation which uses storage resources from the other storage area networks (SANs), meaning the Tivoli Storage Productivity Center installation from SAN1 uses storage resources on SAN2 and vice versa.

    In the ideal world, there are also two separate hypervisors on different VMware clusters.

    Tivoli Storage Productivity Center installation for SAN3 should use storage from either SAN1 or SAN2 for the same reasons.

    Switch performance data is gathered through the SMI-S agent that is provided by the switch vendors, for example:

    •IBM Network Advisor, formerly known as Brocade Network Advisor

    •Cisco Data Fabric Manager

     

    
      
        	
          Note: We do not describe IBM Network Advisor in detail, but the SAN1 and SAN2 storage area networks that are illustrated in Figure 2-5 on page 39 require a dedicated IBM Network Advisor installation. For more information about deploying the SMI-S agent, see Section 5.1.3 in the IBM Redbooks publication titledIBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204

        
      

    

    To allow Tivoli Storage Productivity Center SAN3 server access to switch performance, you can create a user and assign specific fabrics to this user in Network Advisor. The switch environment that Tivoli Storage Productivity Center SAN3 actually uses, is a virtual fabric within a shared infrastructure, meaning each customer to have their own dedicated virtual fabric. This enables easier fabric mapping within Network Advisor. For an overview of IBM Network Advisor, see IBM Redbooks Product Guide, IBM Network Advisor, TIPS1124.

    To gain access to the dedicated IBM DS5000™ system, it is necessary to have a CIMOM. But because there are only two arrays, we decided to install this CIMON on the same server as Productivity Center for SAN3 (Figure 2-5).

    Our final design document looks similar to Table 2-8 for the following reasons:

    •Because of the number of volumes to monitor and no SRAs were needed, we decided that Tivoli Storage Productivity Center SAN2 and Tivoli Storage Productivity Center SAN3 were midsize environments.

    •Tivoli Storage Productivity Center SAN1 is a large environment.

    Deployment specifications are listed in Table 2-8.

    Table 2-8   Deployment specifications for SAN1, SAN2, and SAN3 environments

    
      
        	
          Entity

        
        	
          SAN1

        
        	
          SAN2

        
        	
          SAN3

        
      

      
        	
          CPU

        
        	
          6 cores

        
        	
          4 cores

        
        	
          4 cores

        
      

      
        	
          Memory

        
        	
          18 GB RAM

        
        	
          16 GB RAM

        
        	
          16 GB RAM

        
      

      
        	
          Tivoli Storage Productivity Center application

        
        	
          200 GB disk

        
        	
          150 GB

        
        	
          150 GB disk

        
      

      
        	
          DB2 database

        
        	
          200 GB disk

        
        	
          100 GB

        
        	
          200 GB disk

        
      

    

    For all Tivoli Storage Productivity Center installations, we decided to use single-server installations, both to reduce complexity and because the client chose virtual servers. That gives them the flexibility to extend resources later.

     

    
      
        	
          Note: The DB2 database disk on Tivoli Storage Productivity Center SAN3 might need to be increased because they need to store sample data for 365 days. That procedure is described in section 3.15, “Simple repository sizing and tuning” on page 113. 

        
      

    

    The following section describes our use case, Tivoli Storage Productivity Center deployment, and tools. For an illustration of the deployment and tools, see Figure 2-5 on page 39, which shows where we have the following configuration:

    •Each Tivoli Storage Productivity Center installation features the following capabilities:

     –	Directly retrieves asset and performance metrics for storage by using IBM native API.

     –	Directly retrieves asset information from SAN switches by using SNMP

     –	Retrieves switch asset and performance metrics from Network Advisor by using the vendor-specific SMI-S agent 

     –	Sends alerts via an Event Integration Facility probe, including performance threshold violations

     –	Uses Windows AD for non-superuser authentication

     –	Gathers information about virtual servers through probing VMware hypervisor

     –	Has loaded an agentless server that is based on either information from host mapping from the storage subsystem that is based on either information from the host that is mapping the storage system that is being monitored or based on manual entry. This makes the following capabilities possible:

     •	Correlates information in the web-based GUI, which makes it possible to see resources used and performance

     •	Enables Cognos reports that are based on the correlation

    •Each Cognos installation sends reports through SMTP

    •Each IBM Network Advisor installation:

     –	Retrieves asset and performance metrics for SAN switches

     –	Does not send any alerts using SMTP or SNMP, which is used only for Tivoli Storage Productivity Center to retrieve switch metrics

    •All Storage and switches send hardware alerts, also known as field replaceable unit (FRU), using SNMP

    For more information about SNMP and how Tivoli Storage Productivity Center monitoring works see Chapter 4, “Alerting, monitoring, and reporting” on page 129.

     

    
      
        	
          Note: TPC SAN2 and TPC SAN3 share the same SAN switch infrastructure, even though TPC SAN3 is considered a dedicated installation.

        
      

    

    Notes for Tivoli Storage Productivity Center for SAN3 are as follows:

    •Tivoli Storage Productivity Center retrieves metrics from Network Advisor for SAN2 but only about the fabrics that a customer resides in.

    •The CIMOM for IBM DS5000 retrieves asset and performance metrics for IBM DS5020

    •Tivoli Storage Productivity Center retrieves IBM DS5020 asset and performance metrics from CIMOM using CIMOM agent.

    2.3.1  Post-installation steps

    All Tivoli Storage Productivity Center installations have been implemented with the following characteristics:

    •The common user ID, tpcadmin, is a local user member of both the Administrators and DB2ADNMS local groups.

    •In the web-based GUI, the administrator role is mapped to the local Administrators group.

    Configuration of role to group mapping

    From the Tivoli Storage Productivity Center web-based GUI, select User Management from the left panel (Figure 2-6).
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    Figure 2-6   Settings - User Management

    In User Management, add a new group by clicking Add Group (Figure 2-7).
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    Figure 2-7   User Management - Add Group

    In the Add Group tab, follow these steps to add a local group (also Figure 2-8): 

    1.	Enter a group name (users for this example).

    2.	Click Search.

    3.	Select the Users group, and from Roles drop-down menu, select the role to assign to the group. For this example, that is Monitor (see Chapter 5, “Security considerations” on page 203 for role explanations)

    4.	Click OK.
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    Figure 2-8   Add new group

    After clicking OK, you are returned to the User Management window, where you can see all groups currently configured with a role in Tivoli Storage Productivity Center. As Figure 2-10 on page 44 shows, the Users group is assigned the monitor role, as you specified.
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    Figure 2-9   Figure 2-9Group to Role assignment

    In the web-based GUI the monitor role is mapped to the local Users group, which gives users access to the web-based GUI but not access to log in to the OS on the Tivoli Storage Productivity Center server unless the user also has been granted Remote Desktop Users role on the OS.

    Creating contacts and distribution lists for Cognos

    Next to be configured are the following components:

    •JazzSM for Local OS authorization. For details, see Chapter 3.2.2 “Using local OS authentication for Cognos,” in the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204.

    •Add the mail server (SMTP) to Cognos, see Figure 2-10 on page 44

    To add the SMTP server, go to IBM Cognos Configuration in the Tivoli Common Reporter group, in the start menu.

     

    
      
        	
          Tip: The easiest way to find IBM Cognos Configuration on Windows is to go to the Start menu and, in the “Search programs and files” field, type IBM Cognos.

        
      

    

    The IBM Cognos Configuration program must also be started with administrative privileges. Right-click, and select Run as administrator.

    When program has started, navigate to Notification, as shown in Figure 2-10 on page 44.
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    Figure 2-10   Cognos - notification

    Then, on the right side of the window, you can change the host name and port for the SMTP server. In the “SMTP mail server” field, enter either the host name or IP address for SMTP server and the port to use.

    If your mail server requires user authorization, click Account and password and enter the user name and password in the Value field. Click the pencil icon at the right to see the menu, as shown in Figure 2-11.
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    Figure 2-11   User and password for SMTP server

     

    
      
        	
          Notes: Some environments require any server attempting to send email to be added to an access list to enable sending email through the SMTP gateway. Check with your system administrator.

          Rather than changing the mail server to an IP address, you can simply add the mail server to the host file:

          127.0.0.1 localhost

          10.254.0.1 mailserver

          10.101.10.20 tpcserver.local.domain

        
      

    

    •Tivoli Common Reporting contacts and groups have been created for the users who need to receive scheduled reports.

    After starting Tivoli Common Reporting, from the web-based GUI, click Reporting → Predefined Reports.

    Launch Administration, as shown in Figure 2-12.
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    Figure 2-12   Tivoli Common Reporting, launch Administration

    To add new users or groups:

    1.	Click Configuration tab at the top (1).

    2.	Select Distribution Lists and Contact to the right (2).

    3.	Select the Cognos store in the middle (3).

    Figure 2-13 shows these details.
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    Figure 2-13   Tivoli Common Reporting, Distribution and contact list

    In the Cognos store, perform either of these actions:

    •Add New Contact, which is individually users.

    •Add New Distribution List, which is a group of individual users or groups.

    Hold the mouse over the icons in the top toolbar (1), as shown in Figure 2-14.
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    Figure 2-14   Define users and distribution lists in Tivoli Common Reporting

    The Name section (2) in Figure 2-13 on page 45 shows current created users and groups.

    To add new users, click New Contact and complete the following fields (identified by these step numbers in the screen capture): 

    Name	The individual’s name or other descriptive text. This is used in the salutation sent in email.

    Description	This can be any text. This field is optional.

    Email address	This can be an individual’s email address, an email alias, or a group distribution list.

    Click Finish.

    Figure 2-15 shows these details.
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    Figure 2-15   Tivoli Common Reporting add new contact

    Figure 2-16 on page 47 shows how to add persons to contact. The procedure is similar, click New Distribution List.
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    Figure 2-16   Tivoli Common Reporting create new distribution list

    Then, click Add at the right, as shown in Figure 2-17.
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    Figure 2-17   Tivoli Common Reporting Add contacts to groups

    Now select the Cognos realm, as shown in Figure 2-18.
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    Figure 2-18   Tivoli Common Reporting realm

    Add the users from the realm that you chose:

    1.	Select one or more contacts from the left side.

    2.	Click the arrow → to transfer to lists.

    3.	Current contacts in list.

    4.	If necessary, you can search for the contact. In the search field, simply type part of the contact name (without any wild cards, such as * or ?), and click Search.

    When you are finished adding users, click OK at the bottom of the page, as shown in Figure 2-19.
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    Figure 2-19   Add a contact to a distribution List

    When the list of contacts grows, there might be more than one page of contacts and objects to choose from. In that case, you can either use the Search feature or click the green arrow (marked 2 in Figure 2-19) to scroll forward to next page.

    Setting History Retention

    Set the retention period by using web-based GUI and selecting Settings → History Retention, as shown in Figure 2-20.
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    Figure 2-20   Settings: History Retention

    Then, enter the retention time for each item listed, based on the values described in Design Document (see Table 2-8 on page 40).

    Figure 2-21 on page 49 shows the retention period values entered for this example. The retention times for Capacity History and Performance Data are set based demands.
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    Figure 2-21   History retention settings

    Setting alert destinations

    Alert destinations have been set for SNMP event integration facility (EIF) probe and SMTP server.

    Using the web-based GUI, select Settings → Alert Notifications, as shown in Figure 2-22.
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    Figure 2-22   Settings for Alert Notifications

    To set the IP address of the mail server (SMTP), click the email icon (see Figure 2-23).
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    Figure 2-23   Notification SMTP

     

    
      
        	
          Note: You must enter a “Reply to” address. It should be a valid email address for the person or group maintaining the Tivoli Storage Productivity Center installation.

        
      

    

    To configure SNMP notifications, click the SNMP icon at the left, see Figure 2-24. 
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    Figure 2-24   SNMP notification 

    Notice that it is possible to set multiple destinations, which are used in some configurations. Make sure that there is some logical reason for doing this so you do not get alerts twice.

    To configure the server that is running the EIF as the destination, click Netcool/OMNIbus (see Figure 2-25).
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    Figure 2-25   Notification EIF probe

    Enter either the host name or IP address. Notice that only one entry is possible.

    For details about monitoring, alerts, and alert destinations see Chapter 4, “Alerting, monitoring, and reporting” on page 129.

    Setting alerts for probes and performance monitors

    Using the stand-alone GUI, probes and performance monitors can be configured to send alerts if they fail. 

    From the stand-alone GUI:

    1.	Select Disk Manager → Monitoring → Subsystem Performance Alert Configurations and then the performance monitor.

    2.	Select trigger condition, default is shown, which is used for several reasons:

     –	It is recommended to continuously receive daily alerts, because a single alert can “get lost” or “not get through” due to the nature of TCP/IP. Alerts getting lost occurs rarely, but just in the case that it does happen, you will at least be notified the next day.

     –	It occasionally happens that a couple of samples are missed, therefore we allow for two samples to be missed before raising an alert. This is because of the nature of TCP/IP and management interfaces, that we might not always be able to collect data.

    3.	Select the trigger condition. In this use case, EIF probe is used, so that 
IBM TEC/Netcool® is selected.

    4.	When you have added the alert notifications that you need, click the diskette icon at the top.

    For more information, see Chapter 4, “Alerting, monitoring, and reporting” on page 129.

    Figure 2-26 shows an example of editing subsystem performance alert configurations.
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    Figure 2-26   Performance monitor alert configuration

    
      
        	
          Tip: Setting an alert notification for each Performance Monitor and probe will help you ensure Tivoli Storage Productivity Center is gathering data effectively

        
      

    

    Storage systems and fabrics/switches have been grouped for alerting, currently all added to Advanced Group.

    From the stand-alone GUI:

    1.	Select Disk Manager → Monitoring → Groups → Storage Subsystem and the appropriate group, in this Use Case, the only group used is Advanced Group.

    2.	In the Available window, select all or the new subsystem to add to the group.

    3.	Click the arrow → to transfer it to the Current Selections.

    4.	In Current Selections, you can see the current members.

    5.	When needed arrays have been added, click the Disk icon on the top.

    For an example, see Figure 2-27.
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    Figure 2-27   Alert grouping

    For more information about Alert Grouping see Chapter 4, “Alerting, monitoring, and reporting” on page 129.

    Various alerts have been enabled for the Advanced group, all related to hardware failure, for example, Subsystem missing or Diskgroup offline.

    For an example of modifying the “Storage Subsystem Offline (Advanced)” alert, see details in Figure 2-28 on page 53.

    1.	Select Disk Manager → Alerting → Storage Subsystem Alerts and then the alert that needs to be modified.

    2.	Select the trigger condition. In this case, an EIF probe is used; therefore, TEC/Netcool is selected.

    3.	When needed arrays have been added, click the Disk icon on the top

    4.	If needed verify the arrays already been assigned to this alert, by clicking the Storage Subsystems tab and, in “Current selection,” expand Storage Subsystem Groups (see Figure 2-29). Notice that it is the array added to the Advanced Group, so there is no need to apply individual arrays, even though it is possible.
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    Figure 2-28   Customize build in alerts

    For more information and details about alerts, monitoring and grouping see Chapter 4, “Alerting, monitoring, and reporting” on page 129.
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    Figure 2-29   Validate alert configuration

    New in Tivoli Storage Productivity Center V5.2 is the default Threshold Violations under Performance Monitors, which is accessible from Home in the web-based GUI (see Figure 2-30).
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    Figure 2-30   Performance Monitors selected

    In Performance Monitors, select the Threshold Violations tab, which is marked 1 in Figure 2-31.
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    Figure 2-31   Performance Monitor, Threshold Violations tab

    The line marked 2 in Figure 2-31 is an example of a Default Threshold Violation, based on the Tivoli Storage Productivity Center default metric for the specific type. In this example, it is Disk Utilization Percentage.

    To modify the default values that do not fit the environment, use the stand-alone GUI, and navigate to Storage Subsystem Alerts (1 in Figure 2-28 on page 53) by following this path:

    Disk Manager → Alerting → Storage Subsystem Alerts → Storage Subsystem Alerts 

    Right-click and select Create Storage Subsystem Alert, as shown in Figure 2-32.
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    Figure 2-32   Custom alerts

    In the right side of the window, Create Storage Subsystem Alert select the Condition that need modifications, from the drop-down menu.

    Select Disk Utilization Percentage Threshold (see Figure 2-33).
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    Figure 2-33   Modifying alert to override Threshold Violation

    Before changing any default threshold alert you should have a baseline, so you know what is normal for your environment. The default values for alerts are all based on preferred practices.

    To modify the alert based on known metrics, for example, you can modify what is normal for your arrays in the Condition, Critical Stress and Warning Stress fields shown in Figure 2-33 on page 55 (1 and 2).

    Set the normal threshold for Critical and Warning for your arrays.

     

    
      
        	
          Note: You can suppress all alerts of this kind by selecting Trigger no alerts (3), but this is not recommended.

        
      

    

    Next, select the array or arrays that this new rule applies to by selecting Storage Subsystems (4) in Figure 2-33 on page 55.

    Now, in the Available section shown in Figure 2-34 (1), select which arrays that the new rule applies to and transfer the arrays from Available, on the left side of the pane, to Current Selections, on the right side.

    Enter a name for the new rule in the Description field (2), and make sure that Enabled check box is selected. Save your new custom alert by using the disk icon or CTRL+S.
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    Figure 2-34   Select arrays for a custom alert

     

    
      
        	
          Note: This new rule applies only to current selected arrays. There is no grouping mechanism for custom alerts as there are for the default alerts. Therefore, when you add a new array, you must add the new array to all custom alerts that you have created.
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Database and server considerations

    This chapter explains how to plan for backing up and restoring the IBM Tivoli Storage Productivity Center databases on the Productivity Center server. We describe both offline backup (cold backup) and online backup (hot backup), along with the merits of each. We also describe backup and restore procedures and scripts through integration of IBM Tivoli Storage Manager with the Productivity Center. Examples show using IBM Data Studio to monitor DB2 status and to perform administrative tasks for DB2 database backup and restore. Data Studio replaces the IBM DB2 Control Center that was included with DB2 9.7 and earlier versions.

    Advanced topics are included, too, such as repository data placement, sizing, tuning, and relocation. We walk you through scenarios for how to use the repocopy and mkbackup tools and the Productivity Center database management tool for running a statistics update and table and index reorganization. As a use case example, we use a detailed scenario for migrating from a physical Productivity Center server to a virtual server in a VMware environment. The following topics are covered in this chapter:

    •Working with DB2 databases

    •Setup for backing up your Productivity Center databases

    •Database backup and restore

    •Managing database backups and archive logs

    •Repository database placement, sizing, and tuning

    •Tivoli Storage Productivity Center database maintenance tool

    •Moving the repository database

    •Migrating a physical server to a virtual server

    This chapter is not intended to cover all functions of backup and recovery that are built into DB2. For more information about that, see the IBM Knowledge Center section for IBM DB2 10.5 for Linux, Unix, and Windows documentation: 

    http://ibm.co/1xz3tqm

    The IBM publication titled IBM DB2 Universal Database Data Recovery and High Availability Guide and Reference, SC09-4831, also provides detailed information DB2 backup and recovery functions. 

    3.1  DB2 command interfaces

    This section describes the methods of running DB2 commands. 

    3.1.1  Microsoft Windows overview

    As the subsections that follow explain, you can run DB2 commands on Windows from the DB2 command window, the DB2 command-line processor, as a batch script, or from IBM Data Studio.

    DB2 command window

    This option opens a Windows command prompt window with the DB2 environment set up to run DB2 commands. From this window, you can run DB2 commands, Windows commands, and batch scripts (such as the examples in this chapter). Open a DB2 command window from the Windows Start menu by following this path:

    Start → All Programs → IBM DB2 → DB2COPY1 (Default) → Command Window - Administrator

    Most DB2 commands must be preceded with db2, as shown in Example 3-1.

    Example 3-1   Executing a DB2 command in the command window
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    C:\Program Files\IBM\SQLLIB\BIN> db2 connect to TPCDB

    [image: ]

    DB2 command-line processor 

    A DB2 command prompt differs from the command window in that you are placed in a DB2 command processor session at a db2 prompt, which expects native DB2 commands, as shown in Example 3-2. The following path opens the window (you do not need to precede commands with db2):

    Start All Programs → IBM DB2 → 	DB2COPY1 (Default) → Command Line Processor 

    Example 3-2   Executing a DB2 command from the command prompt
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    db2 => connect to TPCDB

    [image: ]

     

    
      
        	
          Tip: If you intend to open a command prompt but open a command window by mistake, simply type db2 and press Enter to get to the prompt.

        
      

    

    Batch script 

    Scripts can be created that incorporate DB2 commands to perform repetitive tasks. Usually, these scripts are run from within a DB2 command window.

    IBM Data Studio 

    DB2 V9.7 and earlier versions had the DB2 Control Center which provided a convenient GUI from which you could monitor DB2 status and perform most administrative tasks. Starting with DB2 V10, this interface is replaced with IBM Data Studio and IBM InfoSphere® Optim™ tools. To transition to or get started with these tools, see the “Migrating from DB2 Control Center to IBM Data Studio: A comprehensive guide for DB2 Control Center users to learn and start using IBM Data Studio” web page on developerWorks: 

    http://ibm.co/1ulW7a5

    3.1.2  UNIX overview

    All of the examples presented in this Redbooks publication are for the Windows platform. Shell scripts for the UNIX platform can be implemented rather than Windows batch scripts, but we do not cover that in this book.

    On the UNIX platform, DB2 commands and scripts are generally executed from a DB2 administrator login session (the db2inst1 user in a default installation). You can also install the	 tools on UNIX platforms.

    Another consideration to be aware of on UNIX platforms is that most DB2 commands must be enclosed in double quotation marks because of the way that commands are parsed in a UNIX shell environment or script as shown in Example 3-3.

    Example 3-3   DB2 commands enclosed in double quotation marks in a UNIX environment:
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    /home/db2inst1> db2 “connect to tpcdb”
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    3.2  Database backup basics

    This section describes the concepts that you need to understand about DB2 before you can plan a backup strategy for securing Productivity Center.

    3.2.1  Backup types

    There are two primary methods of backing up DB2 databases:

    •Offline backup (sometimes known as cold backup) is when all database access is terminated and the database is closed. The backup then runs before the database is restarted and access is again enabled. This is the simplest type of backup to set up, configure, and maintain.

    •Online backup (sometimes known as hot backup) is when all user and application database access continues to run while the backup process takes place. This type of backup provides continuous availability of the database and the applications that require it. This is a more complex type of backup to set up, configure, and maintain.

    3.2.2  Backup output destination

    You can direct database backup output to several destinations from within DB2. In this chapter, we focus on two options:

    •File system

    Direct output to the normal file system structure flat files (plain text file). Then, you can copy these files to removable tape for added security or back them up with products, such as Tivoli Storage Manager or other widely available similar tools.

    •Tivoli Storage Manager 

    Sends output directly to Tivoli Storage Manager through direct integration between the two products. If a Tivoli Storage Manager environment exists within your organization, you can back up directly to it by installing the Tivoli Storage Manager Backup/Archive client and client API on the same machine that hosts the Productivity Center DB2 databases.

    3.2.3  Database logging

    DB2 uses log files to keep a sequential record of all database changes. The log files are specific to DB2 activity. The logs record the database activity in transactions. If there is a crash, you can use logs to play back or redo committed transactions during recovery.

    There are two types of logging:

    •Circular logging (default)

    This is the simplest method and the default logging type that Productivity Center uses. As the name suggests, circular logging uses a “ring” of online logs to provide recovery from transaction failures and system crashes. The logs are used and retained only to the point of ensuring the integrity of current transactions.

    •Archive logging

    This type of logging enables online backup and roll-forward recovery of a database to a specific date and time. However, it is more complex to manage.

    3.3  Database backup method considerations

    This section compares the merits of offline backup methods compared to online backup methods for the Productivity Center databases. The default method of backup for Productivity Center is to use offline backup.

    3.3.1  Offline backup advantages and disadvantages

    Be sure to consider both advantages and disadvantages.

    Advantages

    •Simple: You can perform offline backup with DB2 logging set to the default circular method.

    •Minimal DB2 skills required: Offline backup requires a minimum amount of DB2 skill because it is the simplest method of backup.

    •Easiest maintenance: Circular logs are the simplest to manage and maintain. 

    Disadvantages

    •Stopped Tivoli Storage Productivity Center server services: The offline method requires stopping the Tivoli Storage Productivity Center server services whenever a backup is taken. This outage might not be acceptable to all organizations that want to use Tivoli Storage Productivity Center.

    •Missed performance data collection: If you have set up Tivoli Storage Productivity Center to continuously collect disk subsystem and SAN fabric performance statistics, you lose data points for the duration that Tivoli Storage Productivity Center is down for backup. You can minimize the impact of this loss by scheduling the backup at a time when the monitored equipment statistics are of little importance from a reporting perspective. This loss of data points might not be acceptable to all organizations wanting to use Tivoli Storage Productivity Center.

    •Missed events: Tivoli Storage Productivity Center monitors the infrastructure and alerts you about events, such as failures within a SAN fabric. You run the risk that you can miss critical events if the events occur when you stop the Tivoli Storage Productivity Center server services for the backup process. 

    3.3.2  Online backup advantages and disadvantages

    Online backup has these advantages and disadvantages:

    Advantages

    •Greater availability: You do not need to stop and start the Tivoli Storage Productivity Center server services on a daily basis for the backup operation. Online backups do not interrupt user access to the database while the backup operation is in progress.

    •No missed events: Tivoli Storage Productivity Center monitors the infrastructure and alerts you about events, such as failures within a SAN fabric. Using online backup ensures that Tivoli Storage Productivity Center is able to respond quickly to critical events at any time of the day.

    •Uninterrupted performance collection: You experience no interruption or missing data points in the collection of performance data from disk subsystems and SAN fabrics.

    Disadvantage

    •More DB2 skills required: Archive logging is a more advanced method of DB2 operation, and administering archive logging requires more skills.

    3.4  Scripts provided

    The sections that follow provide the Windows scripts that are listed in Table 3-1 as-is, for your convenience. They are simple scripts to give you an understanding of how the process of backup works for file system type backups and Tivoli Storage Manager backups. Use these scripts as a basis for your own processes, and modify them as necessary.

     

    
      
        	
          Note: All examples in this chapter are based on a Tivoli Storage Productivity Center server on a Windows platform.

        
      

    

    Table 3-1   Example scripts provided

    
      
        	
          Script name

        
        	
          Function

        
      

      
        	
          TPC_start.bat

        
        	
          Starts all of the Tivoli Storage Productivity Center services

        
      

      
        	
          TPC_stop.bat

        
        	
          Stops all of the Tivoli Storage Productivity Center services

        
      

      
        	
          TPC_backup_offline_file.bat

        
        	
          Backs up the Tivoli Storage Productivity Center databases offline to a file system

        
      

      
        	
          TPC_backup_offline_tsm.bat

        
        	
          Backs up the Tivoli Storage Productivity Center databases offline to Tivoli Storage Manager

        
      

      
        	
          TPC_backup_online_file.bat

        
        	
          Backs up the Tivoli Storage Productivity Center databases online to a file system

        
      

      
        	
          TPC_backup_online_tsm.bat

        
        	
          Backs up the Tivoli Storage Productivity Center databases online to Tivoli Storage Manager

        
      

    

    3.5  Common setup steps for backups

    This section describes the first setup steps for both file system and Tivoli Storage Manager backups.

    1.	Configure the DB2 history file for the number of backup versions that you want to retain. Your organization might already have a policy for how many versions to keep.

    Change the DB2 parameter num_db_backups and set the value to the number of backup versions that you require. You also need to set the rec_his_retentn parameter to a value of -1. By setting this value to -1, rec_his_retentn follows the value set in num_db_backups.

     

    
      
        	
          Important: Changing these settings requires a stop and a start of Tivoli Storage Productivity Center services for the new settings to take effect. This restart does not necessarily need to happen immediately after the change.

        
      

    

    2.	Start a DB2 command-line processor window as shown in Figure 3-1.

     

    
      
        	
          Note: In this chapter we use both the DB2 command-line processor and also the DB2 command window. Both establish an environment for running DB2 commands, but the command-line processor expects DB2 command input, where the DB2 command window is a windows command prompt where you can also run batch scripts and windows commands, and DB2 commands must be preceded with “db2.”
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    Figure 3-1   Launch the DB2 command-line processor

    3.	A command-line processor window appears as shown in Figure 3-2.
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    Figure 3-2   DB2 command-line processor

    4.	Example 3-4 shows how to set the num_db_backups value to 4 versions and rec_his_retentn to -1 for both the Tivoli Common Reporting and the Tivoli Storage Productivity Center databases. 

    5.	Issue the following commands at the db2 => prompt in the command-line processor window (Example 3-4).

    Example 3-4   DB2 commands to configure how many backup versions to keep
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    connect to TPCDB

    update db cfg using num_db_backups 4

    update db cfg using rec_his_retentn -1

    disconnect TPCDB

     

    connect to TCRDB

    update db cfg using num_db_backups 4

    update db cfg using rec_his_retentn -1

    disconnect TCRDB

     

    quit
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          Important: When you set new values for num_db_backups and rec_his_retentn, the new values are not effective until you stop all of the database connections.

        
      

    

    6.	Restart Tivoli Storage Productivity Center and Tivoli Common Reporting to make the changes effective. You can either reboot the server, or alternatively stop and start the services as shown in Example 3-5 on page 64.

    To stop the services, use the commands shown in Example 3-5 or use the TPC_stop.bat script shown in Example 3-6. These examples apply to Windows servers, but there are equivalent shell commands for IBM AIX and Linux platforms.

    Example 3-5   Windows commands to stop and start services
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    cd \Program Files\IBM\TPC\scripts

    stopTPCData.bat

    stopTPCDevice.bat

    cd \Program Files\IBM\JazzSM\profile\bin

    stopServer.bat server1

     

    cd \Program Files\IBM\TPC\scripts

    startTPCData.bat

    startTPCDevice.bat

    cd \Program Files\IBM\JazzSM\profile\bin

    startServer.bat server1
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    Example 3-6   TPC_stop.bat script to stop TPC services
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    @echo off

     

    ::# script to stop TPC services

    @SETLOCAL

    @echo Stopping TPC services ...

    cd c:\Program Files\IBM\TPC\scripts

    call stopTPCData.bat

    call stopTPCDevice.bat

     

    cd c:\Program Files\IBM\JazzSM\profile\bin

     

    call stopServer.bat server1

     

    @ENDLOCAL

     

    :end
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    Example 3-7 shows the use of the TPC_start.bat script to start script to start Tivoli Storage Productivity Center services.

    Example 3-7   TPC_start.bat script to stop Tivoli Storage Productivity Centerservices
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    @echo off

     

    ::# script to start TPC services

     

    @SETLOCAL

     

    @echo Starting TPC services ...

     

    cd c:\Program Files\IBM\TPC\scripts

     

    call startTPCData.bat

    call startTPCDevice.bat

     

    cd c:\Program Files\IBM\JazzSM\profile\bin

     

    call startServer.bat server1

     

    @ENDLOCAL

     

    :end
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    3.6  Offline backup to a file system

    This section describes how to do an offline backup for the Tivoli Storage Productivity Center server databases to flat files in a file system. Because the offline backup method is the default method for Tivoli Storage Productivity Center, there is little DB2 configuration needed before you can perform a backup.

     

    
      
        	
          Note: Ensure that you perform the steps in 3.4, “Scripts provided” on page 61 and these steps.

        
      

    

    Complete these steps:

    1.	Choose a location to use for the DB2 backup output. Choose a directory that has enough free space to hold the number of backups that you plan to retain. We advise that you use a separate file system rather than the file system that contains the DB2 database.

    You can choose to use a location that is a remotely mounted CIFS or NFS file system, so that the backup data is secured to another server, perhaps at another location in your organization.

    This example uses E:\TPC_database_backups.

     

    
      
        	
          Important: DB2 does not create this directory for you. Create this directory before you attempt a backup. 

        
      

    

    2.	Create a batch script to control the backup process. We based our example on a Tivoli Storage Productivity Center installation on Windows.

    The script to run the backup is in the Scripts directory and shown in Example 3-8:

    C:\scripts\TPC_backup_offline_file.bat 

    Example 3-8   File C:\scripts\TPC_backup_offline_file.bat
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    echo on

     

    REM This is a sample backup script

    REM To backup TPC offline

    REM To disk file systems

     

    REM Be sure to stop the Tivoli Storage Productivity Center services, then

    PAUSE

     

    REM Starting backup of the DB2 databases

    REM ------------------------------------

     

    db2 backup database TPCDB to E:\TPC_database_backups without prompting

    db2 backup database TCRDB to E:\TPC_database_backups without prompting

     

    REM Offline backup process complete -

    REM Ok to restart Tivoli Productivity Center services!

    REM --------------------------------------------------
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    3.	To perform the backup, open a DB2 command window and run the script that you created or use the Data Studio client:

    a.	Stop the services as described in Example 3-6 on page 64

    b.	Open the IBM Data Studio Client as shown in Figure 3-3.
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    Figure 3-3   Open Data Studio Client

    4.	Configure your Tivoli Storage Productivity Center database connection as shown in Figure 3-4.
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    Figure 3-4   Configure the TPCDB database

    5.	Expand the DB2 instance and right-click TPCDB → Back Up and Restore → Back Up as shown in Figure 3-5.
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    Figure 3-5   Select Back Up

    6.	Next, you see the backup options for the TPCDB database (Figure 3-6).
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    Figure 3-6   Backup information

     –	Backup Type is full backup in this example, because only circular logging permits partial backups (see Figure 3-7).
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    Figure 3-7   Backup Type panel

     –	For Backup Image, select File System as the media type, as shown in Figure 3-8.
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    Figure 3-8   Backup Image, Media type: File system

     –	Backup options include throttling and compression (see Figure 3-9).
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    Figure 3-9   Backup options

     –	For Backup Performance, the number of table spaces (1) and buffers (2) can be increased from the default values to improve performance (Figure 3-10).
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    Figure 3-10   Backup Performance specification fields

    7.	After you have set all of the options, click Run (1) or expand the Command section (2) to see the actual DB2 command that will be executed as part of the backup, as shown in Figure 3-11.
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    Figure 3-11   Run the backup

    3.7  Online backup to a file system

    Performing online backups to a file system also requires you to set up archive logging to a file system. When operating with this method, DB2 does not clean up old and no longer necessary archive log files. Therefore, you need to put processes in place to clean up old log files after a specific amount of time to prevent the system from filling up. You also need to plan for this amount of space. The log space required for a Tivoli Storage Productivity Center database can become many times larger than the database over several weeks.

    To be able to restore an online DB2 database from two weeks ago, for example, you need log files that go back to that date. An online DB2 database backup is not stand-alone, because you cannot restore the online DB2 database backup without at least some logs for it to roll forward to a consistent state.

     

    
      
        	
          Important: Although it is straightforward to switch between a backup destination online to a file system and online to Tivoli Storage Manager, it is not as easy to switch the logging path. To switch the logging from Tivoli Storage Manager to a file system requires a stop and restart of the database, and that requires a stop and restart of Tivoli Storage Productivity Center, too. Therefore, we recommend that you choose either Tivoli Storage Manager backup or a file system backup and stay with that method.

        
      

    

    An online backup to a file system using the Data Studio Client is similar to 3.6, “Offline backup to a file system” on page 65, except that logging must be set up as archived, as described in 3.9.1, “DB2 parameter changes for archive logging to Tivoli Storage Manager” on page 80.

    3.7.1  Set up DB2 database archive logging to a file system

    Set up DB2 archive logging to a file system by completing these steps:

    1.	Make the parameter choices to configure archive logging (see Table 3-2). These parameters determine where DB2 will keep its log files, how many log files to keep, and the size of the log files. 

    Table 3-2   DB2 parameters for archive logging to a file system

    
      
        	
          DB2 parameter

        
        	
          Example value

        
        	
          Comment

        
      

      
        	
          Primary log path

        
        	
          C:\DB2_active_logs

        
        	
          The location where DB2 will keep the current logs for the database. For best performance, place the logs on a different volume than the data.

        
      

      
        	
          Archive log path

        
        	
          C:\DB2_archive_logs\TPCDB

          and

          C:\DB2_archive_logs\TCRDB

        
        	
          The location where DB2 will archive log files for both the TPCDB and TCRDB databases.

        
      

      
        	
          Failed log path

        
        	
          E:\DB2_failed_log

        
        	
          This is a location where DB2 will put log files if the archive process fails, which can happen if the file system for the primary logs fills up. Choose a location that is NOT on the same file system as the archive logs.

        
      

      
        	
          Number of primary logs

        
        	
          8

        
        	
          This is the number of primary log files DB2 will create in the primary log path. This example uses a low value. If your Tivoli Storage Productivity Center installation will manage many agents and disk subsystems, you will need to increase this number significantly.

        
      

      
        	
          Number of secondary logs

        
        	
          16

        
        	
          This is the number of logs that DB2 can use if it runs out of primary log space. This can happen if there are long-running transactions in the database.

        
      

      
        	
          Log file size

        
        	
          2500

        
        	
          This is the size of each primary and secondary log file. The value is in 4 k blocks. This example equates to 10 MB log files.

        
      

    

    2.	Choose a file system path to store the DB2 database backups. This must be created if it does not exist: 

    E:\TPC_database_backups

    3.	Stop the Tivoli Storage Productivity Center and JazzSM or Tivoli Common Reporting services by using the TPC_stop.bat script, or manually enter the commands as in Example 3-5 on page 64.

    4.	Launch a DB2 command-line processor.

    5.	Issue the commands from Example 3-9 in the command-line processor window. Substitute your chosen values for the parameters that form part of the UPDATE DB CFG command. See Table 3-2 on page 71. Note that the final two commands perform an offline backup of both databases. 

     

    
      
        	
          Important: The offline backup of both databases is required after the reconfiguration; the DB2 databases will not open until the backups are complete. 

        
      

    

    Example 3-9   DB2 command to configure archive logging to a file system
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    CONNECT TO TPCDB

     

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

     

    UNQUIESCE DATABASE

     

    CONNECT RESET

     

    UPDATE DB CFG FOR TPCDB USING logarchmeth1 “DISK:C:\DB2_archive_logs” failarchpath "E:\DB2_failed_logs" logprimary 8 logsecond 16 logfilsiz 2500 newlogpath C:\DB2_active_logs\TPCDB

     

    CONNECT TO TCRDB

     

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

     

    UNQUIESCE DATABASE

     

    CONNECT RESET

     

    UPDATE DB CFG FOR TCRDB USING logarchmeth1 “DISK:C:\DB2_archive_logs” failarchpath "E:\DB2_failed_logs" logprimary 8 logsecond 16 logfilsiz 2500 newlogpath C:\DB2_active_logs\TCRDB

     

    BACKUP DATABASE TPCDB TO “E:\TPC_database_backups”

    BACKUP DATABASE TCRDB TO “E:\TPC_database_backups
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    6.	When both database backups are complete, you can restart Tivoli Storage Productivity Center and the JazzSM or Tivoli Common Reporting server, using the TPC_start.bat script, or manually enter the commands shown in example Example 3-5 on page 64.

    Configure archive logging

    You can configure archive logging easily from IBM Data Studio Client:

    1.	Open the IBM Data Studio Client, as shown in Figure 3-12 on page 73.

    [image: ]

    Figure 3-12   Open Data Studio Client

    2.	Right-click the TPCDB database, select: Set Up and Configure → Configure Database Logging, as shown in Figure 3-13.
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    Figure 3-13   Configure database logging

    3.	Set the database logging type to archive (Figure 3-14) and the rest of the options as suggested previously in Table 3-2 on page 71 and Example 3-9 on page 72.
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    Figure 3-14   Archive logging

    3.7.2  Create online backup script to file system

    We based this example on a Tivoli Storage Productivity Center installation on Windows.

    This file is the script that you run to start the backup (Example 3-10).

    C:\scripts\TPC_backup_online_file.bat 

    Example 3-10   File C:\scripts\TPC_backup_online_file.bat
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    @echo off

     

    ::# This is a sample backup script

    ::# To backup TPC online

    ::# To file system

     

    @echo Starting backup of the DB2 databases

    ::# --------------------------------------

     

    db2 backup database TPCDB online to E:\TPC_database_backups without prompting

    db2 backup database TCRDB online to E:\TPC_database_backups without prompting

     

    @echo Offline backup process complete

    ::# ---------------------------------
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    To perform the backup, open a DB2 command window, navigate to the directory where your script was created and run it.

    To create an online backup to a file system, use the IBM Data Studio client. We won’t describe the procedure here, because it is the same as described in 3.6, “Offline backup to a file system” on page 65, except that this time the logging must be archive (rather than circular). Changing the logging is described in 3.7.1, “Set up DB2 database archive logging to a file system” on page 71.

    3.8  Offline backup to Tivoli Storage Manager

    This section describes the steps necessary to perform an offline backup of the Tivoli Storage Productivity Center server databases to a Tivoli Storage Manager server. The backup to Storage Manager is a little more complex to set up but does not require you to set aside large amounts of local disk space for backup versions on the Productivity Center server.

    This section is based on the following assumptions:

    •You have a basic working knowledge of Tivoli Storage Manager.

    •An operational Tivoli Storage Manager server already exists to which you can send backup data.

    •Your Tivoli Storage Manager administrator has defined storage, which will receive the backups, to the policies.

    •You have already installed a Tivoli Storage Manager Backup/Archive client on the Tivoli Storage Productivity Center server, and you have configured it to do standard file backups.

    •You have installed the Tivoli Storage Manager API Client on the Tivoli Storage Productivity Center server.

    •You used default installation paths for Tivoli Storage Manager.

     

    
      
        	
          Note: Stop Tivoli Storage Productivity Center and DB2 as part of this configuration process. We recommend that you reboot the Productivity Center server to complete the configuration process, because this process also adds operating system environment variables. Plan this exercise at a time when you can reboot the server.

        
      

    

    3.8.1  Add new variables to Windows

    Table 3-3 shows a list of Tivoli Storage Manager API environment variables to add to Windows. The values shown assume a default installation of Tivoli Storage Manager on the Productivity Center server.

    Table 3-3   System environment variables

    
      
        	
          Environment variable name

        
        	
          Value

        
      

      
        	
          DSMI_DIR

        
        	
          C:\Program Files\Tivoli\TSM\baclient

        
      

      
        	
          DSMI_CONFIG

        
        	
          C:\Program Files\Tivoli\TSM\baclient\dsm.opt

        
      

      
        	
          DSMI_LOG

        
        	
          C:\tsm

        
      

    

    1.	In the Windows System Properties panel shown in Figure 3-15, click Environment Variables to proceed to the next step.
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    Figure 3-15   Windows System Properties

    2.	Click New under the “System variables” section of the Environment Variables window, as in Figure 3-16.
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    Figure 3-16   Environment Variables window

    3.	Add all three new system variables that are listed in Table 3-3 on page 75. Repeat the add process shown in Figure 3-17 for each variable.
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    Figure 3-17   Adding a new System Variable

    3.8.2  Configure the Tivoli Storage Manager option file and password

    This section describes the steps necessary to configure the Tivoli Storage Manager dsm.opt option file and then set the Tivoli Storage Manager password so that the DB2 backup process can communicate with the Tivoli Storage Manager API. 

    Complete the following steps:

    1.	Edit the dsm.opt file, which is in C:\Program Files\Tivoli\TSM\baclient by default.

    2.	Set the PASSWORDACCESS GENERATE client option, as shown in Figure 3-18.
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    Figure 3-18   Example of the dsm.opt file

    3.	Now, set the Tivoli Storage Manager password so that DB2 can authenticate with the Tivoli Storage Manager server when DB2 performs a backup or restore operation: 

    a.	Open a Windows command prompt window.

    b.	Change to C:\Program Files\IBM\SQLLIB\adsm.

    c.	Run the dsmapipw command as shown in Figure 3-19 on page 78.

    d.	Enter the current and new Tivoli Storage Manager passwords. You can reuse the existing password.

     

    
      
        	
          Important: You must run the dsmapipw command even if you do not intend to change the Tivoli Storage Manager password. Running this command registers it with the Tivoli Storage Manager API. Registering this password in the setup phase means that a DB2 operator can perform backup and restore operations without needing to know the Tivoli Storage Manager client password. If an administrator changes or resets the password, run the dsmapipw command again.
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    Figure 3-19   Running the dsmapipw command

    
      
        	
          Important: The dsmapipw command displays both the old and new passwords in the window in plain text. Ensure that you perform this task in a secure area to prevent password exposure.

        
      

    

    4.	Reboot the Tivoli Storage Productivity Center server. 

    Now that you have completed the configuration steps, reboot the Tivoli Storage Productivity Center server to ensure that the environment variables are picked up by DB2.

    3.8.3  Create an offline backup to Tivoli Storage Manager script

    The script in Example 3-11 on page 79 is based on a Tivoli Storage Productivity Center installation in a Windows environment.

    As with the previous example, this script is intended to be run from a DB2 command window:

    C:\scripts\TPC_backup_offline_tsm.bat

    See Example 3-11 on page 79.

    Example 3-11   File C:\scripts\TPC_backup_offline_tsm.bat
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    @echo off

     

    ::# This is a sample backup script

    ::# To backup TPC offline

    ::# To Tivoli Storage Manager

     

    @echo Be sure to stop the Tivoli Storage Productivity Center services, then

    PAUSE

     

    @echo Starting backup of the DB2 databases

    ::# --------------------------------------

     

    db2 backup database TPCDB use tsm without prompting

    db2 backup database TCRDB use tsm without prompting

     

    @echo Offline backup process complete -

    @echo Ok to restart Tivoli Productivity Center services!

    ::# ----------------------------------------------------
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    To perform the backup, open a DB2 command window, navigate to the directory where your script was created, and run the script.

    You can create an offline backup to store in Tivoli Storage Manager by using the IBM Data Studio client. We do not describe the entire procedure here, but we describe what is different from the procedure described in Figure 3-8 on page 69 (step 5c), where the Backup Image - Media type is a file system. Here, this is the Tivoli Storage Manager image, as you can see in Figure 3-20.
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    Figure 3-20   Backup image for Tivoli Storage Manager

    3.9  Online backup to Tivoli Storage Manager

    This section describes the steps that are necessary to configure the Tivoli Storage Productivity Center database to enable it for online backup to Tivoli Storage Manager. The significant difference between online and offline backup is the need to enable archive logging on the databases. As we explained in 3.3, “Database backup method considerations” on page 60, operating in online mode provides many backup and recovery benefits at the expense of increased complexity in the database operation.

    Take time to consider the advantages and disadvantages of archive logging before continuing with this setup. For full details of DB2 logging methods, see the DB2 product manuals. See IBM DB2 Universal Database Data Recovery and High Availability Guide and Reference, SC09-4831, for detailed information about this subject.

     

    
      
        	
          Notes: 

          Stop the Tivoli Storage Productivity Center services to perform these tasks.

          DB2 requires a full backup of each database before you can start the Tivoli Storage Productivity Center and Tivoli Common Reporting databases again after these reconfiguration steps. We include the instructions to perform a full backup of each database. Allow time in your outage planning for the backups to complete.

          Also, complete the steps in 3.4, “Scripts provided” on page 61 to set the number of backup versions that you want to retain in the history file.

          Important: If you set up DB2 for online backup to Tivoli Storage Manager, you cannot easily change to an online backup to file system. Choose between these methods, because you are setting the destination for the archive logging process. If you decide in the future to change to the online file system method, you will need to reconfigure DB2 to send the archive logs to file system. This reconfiguration requires a Tivoli Storage Productivity Center restart to complete the task.

          It is possible to perform an online backup to a file system and have the archive logs going to Tivoli Storage Manager. However, we do not recommend that you do this, because of the difficulty of managing and tracking information makes this a poor practice.

        
      

    

     

    Set up and test the DB2 to Tivoli Storage Manager integration before you proceed with this section. You can follow the instructions in section 3.7, “Online backup to a file system” on page 70. When you are satisfied that DB2 is communicating with Tivoli Storage Manager and you have performed at least one successful offline backup, return to this section.

    3.9.1  DB2 parameter changes for archive logging to Tivoli Storage Manager

    To set up archive logging to Tivoli Storage Manager, complete the following tasks: 

    1.	Make several parameter choices to configure archive logging, as shown in Table 3-4 on page 81. These parameters determine where DB2 keeps its log files, the number of log files, and the size of the log files. 

    Table 3-4   DB2 parameters

    
      
        	
          DB2 parameter

        
        	
          Example value

        
        	
          Comment

        
      

      
        	
          Primary log path

        
        	
          C:\DB2_active_logs

        
        	
          This is the location where DB2 keeps the current logs for the database. For best performance, place these logs on a separate volume than the volume that holds the data.

        
      

      
        	
          Failed log path

        
        	
          E:\DB2_failed_log

        
        	
          This is the location where DB2 put log files if the archive process fails. This can happen if Tivoli Storage Manager is down or unreachable when DB2 tries to send a log file to Tivoli Storage Manager.

        
      

      
        	
          Number of primary logs

        
        	
          8

        
        	
          This is the number of primary log files that DB2 creates in the primary log path. This example uses a low value. If your Tivoli Storage Productivity Center installation will manage many agents and disk subsystems, increase this number significantly.

        
      

      
        	
          Number of secondary logs

        
        	
          16

        
        	
          This is the number of log files that DB2 can use if it runs out of primary log space. This can happen if there are long-running transactions in the database.

        
      

      
        	
          Log file size

        
        	
          2500

        
        	
          This is the size of each primary and secondary log file. The value is in 4 K blocks. This example is, therefore, 10 MB log files.

        
      

    

    2.	Stop Tivoli Storage Productivity Center and Tivoli Common Reporting services using the commands in the examples in 3.5, “Common setup steps for backups” on page 62.

    3.	Launch a DB2 command-line processor as described in Figure 3-2 on page 63.

    4.	Issue the commands shown in Example 3-12 on page 82 in the command-line processor window. Substitute your chosen values for the parameters that form part of the UPDATE DB CFG command. See Table 3-4. Note that the final two commands perform an offline backup of both databases.

     

    
      
        	
          Important: The database backups are required after this reconfiguration, and the DB2 databases will not open again until the database backups are completed. 

        
      

    

    Example 3-12   DB2 command to configure archive logging to Tivoli Storage Manager
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    CONNECT TO TPCDB

     

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

     

    UNQUIESCE DATABASE

     

    CONNECT RESET

     

    UPDATE DB CFG FOR TPCDB USING logarchmeth1 TSM failarchpath "E:\DB2_failed_logs" logprimary 8 logsecond 16 logfilsiz 2500 newlogpath C:\DB2_active_logs\TPCDB

     

    CONNECT TO TCRDB

     

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

     

    UNQUIESCE DATABASE

     

    CONNECT RESET

     

    UPDATE DB CFG FOR TCRDB USING logarchmeth1 TSM failarchpath "E:\DB2_failed_logs" logprimary 8 logsecond 16 logfilsiz 2500 newlogpath C:\DB2_active_logs\TCRDB

     

    BACKUP DATABASE TPCDB USE TSM

     

    BACKUP DATABASE TCRDB USE TSM
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    5.	When both of the database backups are complete, you can restart Tivoli Storage Productivity Center and the JazzSM/Tivoli Common Reporting server, using the TPC_start.bat script, or manually enter the commands shown in Example 3-5 on page 64.

    Configuring archive logging using IBM Data Studio Client

    Configuring archive logging can be done easily from IBM Data Studio Client, using the following steps:

    1.	Open the IBM Data Studio Client (Figure 3-21).
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    Figure 3-21   IBM Open Data Studio Client

    2.	Right-click the Productivity Center database, and select Set Up and Configure → Configure Database Logging, as shown in Figure 3-22.
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    Figure 3-22   Configure Database Logging 

    3.	Set the database logging type to archive, and the rest of the options as suggested in Example 3-12 on page 82 and Table 3-4 on page 81.
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    Figure 3-23   Archive logging

    3.9.2  Create online backup script for Tivoli Storage Manager

    We based this example on a Tivoli Storage Productivity Center installation on Windows.

    This file is the script (Example 3-13) that you run to start the backup:

    C:\scripts\TPC_backup_online_tsm.bat

    Example 3-13   File C:\scripts\TPC_backup_online_tsm.bat
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    @echo off

     

    ::# This is a sample backup script

    ::# To backup TPC online

    ::# To Tivoli Storage Manager

     

    @echo Starting backup of the DB2 databases

    ::# --------------------------------------

     

    db2 backup database TPCDB online use tsm without prompting

    db2 backup database TCRDB online use tsm without prompting

     

    @echo Offline backup process complete

    ::# ---------------------------------
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    To perform the backup, open a DB2 command window, navigate to the directory where your script was created and run it.

    Creating an online backup to Tivoli Storage Manager can be achieved using IBM Data Studio client, we won’t describe the whole procedure here, only what is different from the procedure described in Figure 3-8 on page 69 (Step 5c), where the Backup Image Media type is a file system, but here we have Tivoli Storage Manager as can be seen in Figure 3-24.
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    Figure 3-24   Backup Image - Tivoli Storage Manager

    3.10  Other backup considerations

    Apart from the DB2 databases, we recommend that you back up your Tivoli Storage Productivity Center server to protect the application itself. This includes the Tivoli Storage Productivity Center install directory tree, the DB2 install directory tree, and also the JazzSM install directory tree shown in Example 3-14 on page 85. This is easily accomplished if you have a Tivoli Storage Manager backup/archive client installed and configured on your Tivoli Storage Productivity Center server.

    Example 3-14   Tivoli Storage Productivity Center application directories to back up
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    Windows -

    C:\Program Files\IBM\TPC

    C:\Program Files\IBM\SQLLIB

    C:\Program Files\IBM\JazzSM

     

    UNIX -

    /opt/IBM/TPC

    /opt/IBM/SQLLIB

    /opt/IBM/JazzSM
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    3.11  Managing database backup versions

    In this section, we cover management of your backup data. Specify the number of Tivoli Storage Productivity Center database backup versions that you want on a file system or Tivoli Storage Manager, because DB2 does not prune earlier versions automatically.

    3.11.1  Managing backup versions for a file system

    This section describes what you need to know to manage DB2 backups to disks. DB2 does not automatically manage the deletion of the unwanted database backups or archive logs from the file system. Create a maintenance plan to delete the outdated backups. If you plan to use online backup to a file system, create a plan to delete the outdated archive logs, too.

    How DB2 organizes backups on a file system

    When you perform a backup to a file system, you need to supply the backup script with the path to use. 

    The example in Figure 3-25 shows a backup of the Tivoli Productivity Center databases that was made on July 28 2014 at 11:24. DB2 time stamps all backups in this way. If multiple database backups were performed on the same day, there are multiple files in the same directory. A similar structure is created for the Tivoli Common Reporting database. If a backup is made tomorrow, another file is created that is named by the date in YYYYMMDD format (20140729).
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    Figure 3-25   DB2 backup directory contents

    Plan to delete older backup files to suit the requirements of your backup and recovery policy.

     

    
      
        	
          Note: If you plan to use another tool to copy this backup to auxiliary storage, you can delete the entire directory contents each day when the backup is complete. Be sure to restore the database backup files to the same path that they came from before you attempt a DB2 restore.

        
      

    

     

    3.11.2  Managing archive log files on a file system

    It is necessary to configure DB2 to use archive logging if you plan to perform online backups. If you plan to perform those backups to disk, you also need to maintain the archive logs directory regularly.

    Figure 3-26 shows the logging directory structure for the TPCDB database. Over time, this directory will fill up with logs. If your recovery policy is to keep backup versions for five days, you must keep logs in this directory for at least the same period of time, because you must have online backup with logs from the same date and time for the recovery to succeed.

    Notice that the directory that holds the logs is named C0000000. This is the log cycle number. If you restore the database, the cycle number increments by one and starts in C0000001, and so on. Ensure that any automated deletion process that you implement can handle this numbering. 
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    Figure 3-26   Location of DB2 archive logs

    3.11.3  Managing backup versions that you store in Tivoli Storage Manager

    This section describes how to maintain, view, and delete backup data and archive logs that you have sent to Tivoli Storage Manager. DB2 does not automatically prune backup versions and log files from Tivoli Storage Manager. Use the db2adutl tool to perform these housekeeping functions.

     

    
      
        	
          Note: This section is not intended to be a comprehensive guide to the db2adutl tool. The intent here is to detail the commands that you likely need to maintain the data that is held in Tivoli Storage Manager on a regular basis.

        
      

    

    When to use the db2adutl command

    The db2adutlcommand-line tool communicates with Tivoli Storage Manager through its API interface. Use this tool to interrogate the backup and archive log data that is stored in Tivoli Storage Manager at any one time, to verify that you no longer require old backups, and to delete unnecessary old backups.

    When DB2 stores a backup session in Tivoli Storage Manager, DB2 always stores the backup session with a unique file name, which is the time stamp for when the backup was made. This means that these backup versions never get superseded by a new version with the same file name. The backup files remain active versions in Tivoli Storage Manager, so Tivoli Storage Manager never deletes the backup versions. Use the db2adutl command to select unwanted backup versions and tell Tivoli Storage Manager to flag them as inactive. Then, they are deleted over time, based on the standard policy rules that the administrator sets.

    You handle DB2 archive logs differently. They are stored in Tivoli Storage Manager as archive data, which means Tivoli Storage Manager retains them for a set period of time, based on set policies. You can use db2adutl to explicitly remove DB2 archive logs, but if the archive retention policy is set appropriately, that is not necessary.

     

    
      
        	
          Important: Make sure that the Tivoli Storage Manager archive retention policy that you use to store the DB2 logs is set for a sufficient period of time to allow recovery of your oldest database backup. However, you also want to make sure that the policy for the retention period is not so long that it wastes storage space in Tivoli Storage Manager.

        
      

    

    How to query backups held in Tivoli Storage Manager

    Next, we explain how to query backups that are held in Tivoli Storage Manager.

     

    
      
        	
          Note: Database names are case-sensitive in these commands. Make sure that they are uppercase. You invoke db2adutl from a standard Windows CMD window. You have already set the path information for this command by the DB2 installation process. This might not be true for UNIX platforms. This command is normally in the SQLLIB\bin directory of DB2.

        
      

    

    The following versions of db2adutl query database backup versions in different ways: 

    db2adutl query 	This command lists all of the database versions and the logs that are held for all databases stored in Tivoli Storage Manager, TPCDB in this case.

    db2adutl query database TPCDB 		This command lists all database versions and logs for the TPCDB database. Note that the database name is case-sensitive and is in capital letters.

    	Figure 3-27 on page 88 shows the sample output from this command.

    db2adutl query full	This command has a shorter output. It lists only the database backup versions and the archive logs.
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    Figure 3-27   Example of db2adutl command output

    Deleting backup versions held in Tivoli Storage Manager

    The following commands and examples show how to delete database backup versions that are held in Tivoli Storage Manager:

    •This command deletes backup versions from Tivoli Storage Manager that are older than three days (it is useful, because you can easily script it to run each day to remove the next oldest backup):

    db2adutl delete full older than 3 days

    Or specify a database name:

    db2adutl delete full older than 3 days database TPCDB

    Figure 3-28 gives you an example of running this command.
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    Figure 3-28   Example of a db2adutl delete command

    •This command deletes all backup versions from Tivoli Storage Manager, except for the last three versions (this command is useful when scripting an automatic process):

    db2adutl delete full keep 3

    Or specify a database name:

    db2adutl delete full keep 3 database TPCDB

    Managing DB2 archive log files in Tivoli Storage Manager

    The following commands are an example of how to delete database archive logs from Tivoli Storage Manager.

    You invoke the db2adutl command from a standard Windows CMD window.

     

    
      
        	
          Important: Be careful when you delete archive log files. If you delete logs that are still needed for some of your backup versions, you render those backups useless.

          Archive logs only exist in Tivoli Storage Manager if you have configured archive logging so that online backup is possible.

          Ask the Tivoli Storage Manager administrator to configure Tivoli Storage Manager to delete the archive logs on a regular basis by configuring the Tivoli Storage Manager archive copy group that DB2 uses. Set a retention period that suits your needs. If you use a general-purpose archive copy group, Tivoli Storage Manager might keep all archive logs for several years causing unnecessary use of the storage in your Tivoli Storage Manager environment.

        
      

    

    •To delete archive logs, first query the Tivoli Storage Manager server to establish which logs you want to delete. Figure 3-27 on page 88 shows example output.

    To query the Tivoli Storage Manager server for the TPCDB database, issue the command:

    db2adutl query database TPCDB

    Compare the oldest log number to the oldest backup version.

    Then, look at the list of log files from the same output to see if there are any earlier logs. If there are earlier logs and you do not want to wait for Tivoli Storage Manager to expire them, use the following command to delete them (see Figure 3-29 on page 90):

    db2adutl delete logs between S0000001 and S0000004 database TPCDB

     

    
      
        	
          Tip: When specifying log numbers, add the S at the start of the number but not the .log at the end.

        
      

    

    Use the same process for deleting archive logs from the TCRDB database by changing the database name in the db2adutl commands, as shown in Figure 3-29.
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    Figure 3-29   Example command to delete DB2 archive logs

    3.12  Restoring Productivity Center databases

    This section describes the steps necessary to restore the DB2 repository databases for Tivoli Storage Productivity Center. As with the backup process, restoring from an online backup is more complex than restoring from an offline backup.

    Restoring from an offline backup is a simple point-in-time exercise. Because the database was stopped at the time of the offline backup, it is logically consistent and you can restore the data as is. However, circular logging does not offer the ability to roll forward through database changes using the logs to recover to an exact point in time. Therefore, if you take a database backup in a 24-hour cycle, you lose updates to the Tivoli Storage Productivity Center repository that were made between these points.

    When you configure archive logging, you can restore a backup and then roll forward through the logs to any point in time to minimize data loss. This gives you an enhanced level of protection to the Tivoli Storage Productivity Center repository data at the expense of more complexity in the process. You cannot simply restore a backup taken online as is, because an online backup is not logically consistent. Therefore, after an online restoration, some roll-forward is necessary to bring the restored database to a consistent and usable state.

     

    
      
        	
          Note: We do not intend for this section to be a comprehensive guide to the DB2 restore commands. We provide the basic restore functions that you need to recover a database from both file system and Tivoli Storage Manager backups. See IBM DB2 Universal Database™ Data Recovery and High Availability Guide and Reference, SC09-4831, for detailed information about this subject.

        
      

    

    3.12.1  Restoring from offline backups

    Restoring from an offline backup is the simplest type of restore. It brings the database back to the specific point in time that the backup was created. You can then restart Tivoli Storage Productivity Center.

    Restoring an offline backup from a file system or Tivoli Storage Manager

    This is the basic set of steps to perform a restore from an offline backup:

    1.	Stop the Tivoli Storage Productivity Center services if they are still running.

    2.	Choose the backup image from which to restore.

    3.	Restore both the TPCDB and TCRDB databases.

    4.	Restart the TPC services.

    5.	Resolve potential issues after you restore. For more information, see “Potential issues after the restore” on page 100.

    Stop the Tivoli Storage Productivity Center services

    Stop the Tivoli Storage Productivity Center services using the TPC_stop.bat script shown in Example 3-6 on page 64 or by entering the commands manually.

    Choose the backup image to restore from the file system

    If the backup image that you require is stored in Tivoli Storage Manager, skip to the next step.

    Use either Windows Explorer to look at the file system where you stored the backups and choose a backup image from which to restore, or use the DB2 command list history backup all for TPCDB (in a DB2 command window) to see a list of the backup versions that are available.

    Figure 3-30 shows the backup versions of TPCDB and TCRDB available to select for restore. You can see that the file name incorporates the date and time stamp of the backup, which is specified as an argument for the restore command.
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    Figure 3-30   Viewing backup versions available for restore

    You will have two backup image time stamps. For example:

    •TPCDB database - 20140728112407

    •TCRDB database - 20140728112419

    You need these time stamp numbers for the next step, “Restore TPCDB and TCRDB databases (offline)” on page 92.

     

    
      
        	
          Note: The time stamps from the two databases are not the same, because they are backed up separately.

        
      

    

    Choose a backup image to restore from Tivoli Storage Manager

    If you have chosen a backup image from the file system, skip this step and move on to “Restore TPCDB and TCRDB databases (offline)” on page 92.

    To search for a backup image in Tivoli Storage Manager, use the db2adutl command:

    •For the TPCDB database, issue db2adutl query full database TPCDB.

    •For the TCRDB database, issue db2adutl query full database TCRDB.

    Figure 3-31 shows example output from the db2adutl command for the TPCDB database.
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    Figure 3-31   Using db2adutl to query TPCDB backup versions available in Tivoli Storage Manager

    Figure 3-31 shows the backup image time stamps for TPCDB:

    •TPCDB database - 20140801111006

    •TCRDB database - 20140801111030 (not shown in the example)

    You need these time stamp numbers for the next step. 

    Restore TPCDB and TCRDB databases (offline)

    To restore the databases, launch a DB2 command-line processor window. To restore from file system backups, issue the commands in Example 3-15, using time stamps that you selected.

    Example 3-15   Restore command from file system backups
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    restore database TPCDB from “E:\TPC_database_backups” taken at 20140728112407

    restore database TCRDB from “E:\TPC_database_backups” taken at 20140728112419
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    If you restore from Tivoli Storage Manager, use the commands in Example 3-16.

    Example 3-16   Restore command from Tivoli Storage Manager backups
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    restore database TPCDB use TSM taken at 20140801111006

    restore database TCRDB use TSM taken at 20140801111030
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    Figure 3-32 shows an example of the dialog for restoring the database from a file system.
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    Figure 3-32   Example of offline restore of TPCDB from a file system

    Use theIBM Data Studio Client and follow these steps to restore the database: 

    1.	Open the IBM Data Studio Client (Figure 3-33).
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    Figure 3-33   Opening the Data Studio Client

    2.	Configure your Productivity Center database connection (Figure 3-34 on page 94).

     

    
      
        	
          Note: Skip this step if you have it configured already.
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    Figure 3-34   Configure the TPCDB database

    3.	Expand the DB2 instance and right-click TPCDB → Back Up and Restore → Restore as shown in Figure 3-35.
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    Figure 3-35   Restore

    4.	Select Restore Type and then the type of restore. The restore must be done to the current database, as shown in Figure 3-36.
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    Figure 3-36   Restore Type panel

    5.	The next panel in the Restore section is Restore Object. 

    One important detail to pay attention to here is the “Method for selecting a backup image.” It can be either “Enter the backup image information manually,” as in Figure 3-37, or “Select the backup image from a table,” as in Figure 3-38 on page 96.
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    Figure 3-37   Restore Objects, enter backup image manually

    When the backup image is selected manually, the location, exact date and time stamp needs to be selected accurately, the data/time stamp is in the trailing file name as in Figure 3-38 on page 96.
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    Figure 3-38   Resource Objects - Select the backup image from a table

    6.	The next panel on the restore section is Restore Containers, which can be changed during the restore operation as in Figure 3-39.
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    Figure 3-39   Restore Containers

    7.	The next panel on the restore section is Restore Options, where you can choose a different history log path (Figure 3-40).
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    Figure 3-40   Restore Options

    8.	Click Run and watch for the restore operation to end successfully.

    Restart Tivoli Storage Productivity Center services

    When you have restored the TPCDB and TCRDB databases, restart Tivoli Storage Productivity Center services to bring the server back online. To do this, use the TPC_start.bat script as shown in Example  on page 64 or manually enter the commands to restart the services.

    3.12.2  Restoring from online backups

    Restoring from an online backup can be more complex than restoring from an offline backup, because there are more choices about what to do after you restore the backup image.

    You might restore to a backup image from a week ago, because you actually want your Tivoli Storage Productivity Center environment restored back to that point. You might want to restore from the last known good backup and roll forward through the archive logs to get your Tivoli Storage Productivity Center databases as close as possible to the point before the problem occurred that triggered the need to restore.

    Restoring an online backup from a file system or Tivoli Storage Manager

    This is the basic set of steps to perform a restore from an online backup:

    1.	Stop the Tivoli Storage Productivity Center services if they are not already stopped.

    2.	Choose the backup image from which to restore.

    3.	Restore the TPCDB and TCRDB databases.

    4.	Roll forward the database.

    5.	Restart the Tivoli Storage Productivity Center services.

    6.	Resolve any new agent issues after you restore.

    Stop the Tivoli Storage Productivity Center services

    Stop the Tivoli Storage Productivity Center services using the TPC_stop.bat script as shown in Example 3-6 on page 64, or manually enter the commands. The services might already be stopped if something is broken.

    Choose the backup image from which to restore 

    Choose a backup image from which to restore using the same process as you use for offline backups. 

    See “Choose the backup image to restore from the file system” on page 91 or “Choose a backup image to restore from Tivoli Storage Manager” on page 92.

    Restore the TPCDB and TCRDB databases (online)

    The initial process of restoring a database that was taken online is the same as the offline process. However, when you complete the restore, you are not ready to use the database. After you restore the backup, the database status is Roll-Forward Pending. The next section explains how to proceed from this point.

    Roll forward the databases

    After the database restore processes complete, you can start the roll forward. You cannot start Tivoli Storage Productivity Center at this point, because the databases will not open until you perform some type of roll-forward operation.

    Roll forward options in DB2 can be complex. We do not intend to provide a complete guide to DB2 roll-forward recovery.

    We describe how to roll forward in two ways:

    •Roll forward to the end of the logs

    This rolls forward from the restore point through all available log files to the most recent, consistent point in time. If you are using an old backup and there are many logs through which to roll, this method can take some time.

    •Roll forward to a point in time

    With a point-in-time roll forward, you can specify a specific point in time for the roll-forward process to stop, complete, and allow the database to open.

    Roll databases forward to the end of the logs

    To roll the database forward to the end of all of the logs after a restore, type the following commands in the DB2 command-line processor, as shown in Figure 3-41 on page 99. When each command completes, it returns an audit of the process. 

    
      
        	
          Note: The last committed transaction time is displayed in a UTC-0 time format even if your local time zone is, for example, PDT (UTC-8). Use this command for both databases.

        
      

    

    Use these commands:

    •rollforward database TPCDB to end of logs and complete

    •rollforward database TCRDB to end of logs and complete
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    Figure 3-41   Roll forward TPCDB to the end of the logs and complete

    When complete, proceed to “Restart the Tivoli Storage Productivity Center services” on page 100.

    Roll forward databases to a point in time

    Here are the commands to roll the databases forward to a particular point in time after the restore.

     

    
      
        	
          Note: By default, DB2 uses UTC-0 time for the point-in-time roll forward. Add the use local time flag to the command if you want to specify a time in your local time zone.

        
      

    

    Follow these steps: 

    1.	Use the DB2 command-line processor, as Figure 3-42 shows, to enter the rollforward command. In this example, we rolled the TPCDB database forward to a few minutes after the restore time. We entered the time using the use local time option.

    2.	Enter the point in time as YYYY-MM-DD-HH.MM.SS.

    The command for the TPCDB database is: 

    rollforward database TPCDB to 2014-08-01-17.45 using local time and complete

    The command for the TCRDB database is:

    rollforward database TCRDB to 2014-08-01-17.45 using local time and complete
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    Figure 3-42   Roll forward the TPCDB to point in time and complete

    Notice that the actual last committed transaction time (Figure 3-41) is slightly different than the time that is requested in the roll forward. This is the closest that DB2 can get to the requested time and still keep the database in a consistent state.

    Restoring from an online backup can be accomplished using IBM Data Studio Client. The procedure is similar to “Restore TPCDB and TCRDB databases (offline)” on page 92, except that for step 5, where the Media type selection is file system, it is TSM, instead as shown in Figure 3-43.
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    Figure 3-43   Online restore from Tivoli Storage Manager

    Restart the Tivoli Storage Productivity Center services

    After you complete the restore operation and the roll forward for the TPCDB and TCRDB databases, restart the Tivoli Storage Productivity Center services to bring the server back online. Use the TPC_start.bat script as shown in Example  on page 64 or enter the commands manually.

    3.12.3  Potential issues after the restore

    You will need to check your Tivoli Storage Productivity Center environment to see if there are issues to resolve following a restore of the databases. In addition to basic checks to make sure that Tivoli Storage Productivity Center and DB2 services are running, you can log in to the GUI. Changes made in Tivoli Storage Productivity Center before the restoration of the database could be lost and need to be reconfigured or recreated. These are among the possibilities:

    •Devices that were added. You might need to read these devices.

    •Agents that were deployed. You might need to run another agent deployment job with the force option to reestablish communication between these agents and the Productivity Center server.

    3.13  Repository database placement and relocation

    This following section will help you better understand the different options you have for the database placement, sizing and planning for growth, various challenges that you might encounter when administering the Productivity Center database.

    To plan for Productivity Center database growth that can occur over time as you accumulate capacity, historical and performance data, see 3.15.1, “Repository sizing formulas” on page 113 to get a more accurate number. 

    Be aware that the Productivity Center database can grow easily to 100-300GB or more.

     

    
      
        	
          Tip: It is recommended as a best practice that your IBM DB2 database be hosted on a SAN-attached file system or mount point. This will allow you to grow the database file system as needed to match the data growth requirements.

          For more information about architecture and design considerations see 2.2.3, “Design considerations for the Productivity Center environment” on page 29.

        
      

    

    Because the Productivity Center database is considered to be a critical server during performance debug efforts, and to support consistent Service Level Agreement reporting, it is recommended to configure dual paths to the storage device providing the SAN-attached volumes.

    3.13.1  Repository placement 

    No matter where you put the Productivity Center central repository, it is important that you perform regular backups just as you might for any production business application. See section 3.2, “Database backup basics” on page 59.

    The Productivity Center database repository can be installed either on a local

    disk (internal or external), or starting with Productivity Center version 5.2.0, on another server (Figure 3-44).
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    Figure 3-44   Database on separate server

    Installing the DB2 database manager on a separate server will help you to scale your Productivity Center server installation and better control the load on the servers, improving the overall performance.

     

    Regardless of whether you install the database manager on the same server with Productivity Center or separately, we recommend placing the Productivity Center database on a solid-state disk (SSD) or SAN drive attached to the Productivity Center servers.

     

    If you expect your database to grow to a size that might not fit on your local drive, or you want

    to take advantage of the speed of FC disk, then we recommend that you initially put it on a

    SAN-attached disk volume. This database grows dynamically as more records are inserted,

    and SAN-attached disk can scale more easily. Not all FC disks have the same performance characteristics, so it is important to choose a volume from a high performing device, such as an IBM System Storage DS8000.

    3.13.2  Selecting an SMS or DMS table space

    There are several tradeoffs to consider when determining which type of table space you

    need to use to store your data. Table space can be managed using either system managed

    space (SMS), or database managed space (DMS). For an SMS table space, each container

    is a directory in the file space of the operating system, and the operating system’s file

    manager controls the storage space. For a DMS table space, each container is either a fixed

    size pre-allocated file, or a physical device such as a disk, and the database manager

    controls the storage space.

     

    
      
        	
          Note: Tables containing user data exist in regular table spaces. The system catalog tables exist in a regular table space.

        
      

    

    Tables containing long field data or large object data, such as multimedia objects, exist in

    large table spaces or in regular table spaces. The base column data for these columns is

    stored in a regular table space, and the long field or large object data can be stored in the

    same regular table space or in a specified large table space. Indexes can be stored in regular

    or large table spaces.

     

    System temporary table spaces are used to store internal temporary data required during

    SQL operations such as sorting, reorganizing tables, creating indexes, and joining tables. User temporary table spaces are used to store declared global temporary tables that store application temporary data. User temporary table spaces are not created by default at database creation time.

     

    
      
        	
          Tip: Although you can create any number of system temporary table spaces, we recommend that you create only one, using the page size that the majority of your tables use. 

        
      

    

    3.13.3  Advantage of a SMS table space

    This section lists the advantages of an SMS table space:

    •Space is not allocated by the system until it is required.

    •Creating a database requires less initial work, because you do not need to predefine containers.

    •A container is a physical storage device and is assigned to a table space. A single table space can span many containers, but each container can belong to only one table space.

    3.13.4  Advantage of a DMS table space

    This section lists the advantages of a DMS table space:

    •The size of a table space can be increased by adding containers. Existing data is automatically rebalanced across the new set of containers to retain optimal I/O efficiency.

    •A table can be split across multiple table spaces, based on the type of data being stored:

     –	Long field data

     –	Indexes

     –	Regular table data

    You might want to separate your table data for performance reasons, or to increase the

    amount of data stored for a table. For example, you can have a table with 64 GB of regular

    table data, 64 GB of index data, and 2 TB of long data. If you are using 8 KB pages, the

    table data and the index data can be as much as 128 GB. If you are using 16 KB pages, it

    can be as much as 256 GB. If you are using 32 KB pages, the table data and the index

    data can be as much as 512 GB.

    •The location of the data on the disk can be controlled, if this is allowed by the operating system.

    •If all table data is in one table space, a table space can be dropped and redefined with less overhead than dropping and redefining a table.

    In general, a well-tuned set of DMS table spaces can outperform SMS table spaces.

     

    Small personal databases are easiest to manage with SMS table spaces. On the

    other hand, for large, growing databases, you probably only want to use SMS table spaces for

    the temporary table spaces, and separate DMS table spaces, with multiple containers, for

    each table. In addition, you probably want to store long field data and indexes on their own

    table spaces.

     

    For exceptionally large configurations, DB2 performs best when set up in DMS mode (variable message sign). SMS mode is the default and is simpler to use, but it has limitations when it grows.

    3.14  Relocating the database 

    Relocating the Productivity Center database might be needed due to different conditions and considerations: 

    •Running out of space on the current location

    •End of life of the current location

    •Improving the performance

     

    
      
        	
          Important: If you plan to collect performance data from a large number of devices at small time intervals, the infrastructure that you put in place needs to be able to support it. The CIMOMs that collect the data will need to work harder, and the Productivity Center repository database will need to support a higher number of transactions to keep pace.

          You might be required to perform additional tuning of the DB2 database as monitored devices increase, or if you plan to use a high sample rate.

        
      

    

    The following procedures will describe moving the database (“Moving the database using the backup/restore method” on page 104 or “Moving the database by using db2relocate” on page 111) or extending (“Moving the database by expanding, rebalancing, and removing storage paths” on page 107) the current storage of the Productivity Center database, each having pros and cons which are going to be highlighted.

    The code in Example 3-17 on page 104 will be referenced in the procedures that follow to check the size of your current database.

    Example 3-17   Database size for destination space requirement
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    db2 => connect to TPCDB

     

       Database Connection Information

     

     Database server        = DB2/NT64 10.1.4

     SQL authorization ID   = ADMINIST...

     Local database alias   = TPCDB

     

    db2 => call get_dbsize_info(?,?,?,0)

     

      Value of output parameters

      --------------------------

      Parameter Name  : SNAPSHOTTIMESTAMP

      Parameter Value : 2014-08-10-10.37.24.162000

     

      Parameter Name  : DATABASESIZE

      Parameter Value : 3549208576

     

      Parameter Name  : DATABASECAPACITY

      Parameter Value : 33465282560

     

      Return Status = 0
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    Where the TPCDB database size is 3549208576 bytes, which is approximately 3.3 GB. This is the minimum space required on the destination, but ideally more is going to be needed as the database is expected to grow. Consult 3.15.1, “Repository sizing formulas” on page 113 to determine an appropriate size for your destination.

    
      
        	
          Note: Only the Tivoli Storage Productivity Center database (TPCDB) is described in the next section. The procedure is similar for TCRDB, although the TPCDB procedure is less likely to need relocation because it isn’t expected to grow or cause performance problems. 

        
      

    

    Moving the database using the backup/restore method 

    Moving the database using the backup/restore method is the easiest option, this can be accomplished in a few steps. The operation is similar to the 3.6, “Offline backup to a file system” on page 65. This procedure requires an offline maintenance window. In our example in what it follows, the database is going to be moved from driver C:\ to drive E:\ using the drive D:\ as the backup location.

    Before starting on this operation, make sure there is sufficient space available on the destination drive.

    Complete these steps:

    1.	Verify that the destination where you want to move your database has enough space available, use the procedure in Example 3-17.

    2.	Stop the Productivity Center services (Tivoli Storage Productivity Center Data server and Tivoli Storage Productivity Center device server) by following the instructions in the “Stopping the Tivoli Storage Productivity Center servers” in the IBM Knowledge Center:

    http://ibm.co/1wAvrjX

    3.	Back up the database by using either the command-line or the IBM Data Studio client. 

     –	Command line: 

    Example 3-18 shows how to back up the database without compression.

    Example 3-18   Back up database without compression
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    CONNECT TO TPCDB

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

    CONNECT RESET

    DEACTIVATE DATABASE TPCDB

    BACKUP DATABASE TPCDB TO "D:\DB2_BACKUP" WITH 4 BUFFERS PARALLELISM 2 EXCLUDE LOGS WITHOUT PROMPTING

    CONNECT TO TPCDB

    UNQUIESCE DATABASE

    CONNECT RESET
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    To save space, the DB2 BACKUP command provides the capability to compress, as in Example 3-19. 

    Example 3-19   Backup database with compression
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    CONNECT TO TPCDB

    QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS

    CONNECT RESET

    DEACTIVATE DATABASE TPCDB

    BACKUP DATABASE TPCDB TO "D:\DB2_BACKUP" WITH 4 BUFFERS PARALLELISM 2 COMPRESS UTIL_IMPACT_PRIORITY 50 EXCLUDE LOGS WITHOUT PROMPTING

    CONNECT TO TPCDB

    UNQUIESCE DATABASE

    CONNECT RESET
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    The space being saved is significant as can be seen in Example 3-20.

    Example 3-20   Back up database with compression, space savings
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    Directory of c:\DB2_BACKUP

     

    08/11/2014  01:21 PM    <DIR>          .

    08/11/2014  01:21 PM    <DIR>          ..

    08/11/2014  11:55 AM       285,315,072 TPCDB.0.DB2.DBPART000.20140811115438.001

    08/11/2014  01:22 PM     2,265,509,888 TPCDB.0.DB2.DBPART000.20140811132141.001
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    The compressed size is 10% of the actual normal size. The only drawback is that makes the backup time slightly longer.

     –	IBM Data Studio: 

    You can use the Data Studio client as described in 3.6, “Offline backup to a file system” on page 65 and “Restore TPCDB and TCRDB databases (offline)” on page 92. The restoration must be to a different database (same name, for example, TPCDB), which can be at a different destination (drive or file system).

    4.	Drop the Productivity Center database using the following command as shown in Example 3-21.

    Example 3-21   Drop the Productivity Center database
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    db2 => drop database TPCDB

    DB20000I  The DROP DATABASE command completed successfully.
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    5.	Restore the database using the following command as shown in Example 3-22.

    Example 3-22   Restore the database using a different drive

    [image: ]

    RESTORE DATABASE TPCDB FROM "C:\DB2_BACKUP" TAKEN AT 20140811115438 TO "E:\" INTO TPCDB
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    6.	Check using the following db2 command if the database has been restored to the proper location (Example 3-23).

    Example 3-23   Check the database restoration
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    db2 => list database directory

     

     System Database Directory

     

     Number of entries in the directory = 2

     

    Database 1 entry:

     

     Database alias                       = TPCDB

     Database name                        = TPCDB

     Local database directory             = E:

     Database release level               = f.00

     Comment                              =

    Directory entry type                 = Indirect

     Catalog database partition number    = 0

     Alternate server hostname            =

     Alternate server port number         =

     

    Database 2 entry:

     

     Database alias                       = TCRDB

     Database name                        = TCRDB

     Local database directory             = C:

     Database release level               = f.00

     Comment                              = IBM Cognos Content Store

     Directory entry type                 = Indirect

     Catalog database partition number    = 0

     Alternate server hostname            =

     Alternate server port number         =
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    As Example 3-23 shows, the local database directory for TPCDB is now E: rather than C:.

    7.	Start the Productiviyt Centers services as documented in “Starting the Tivoli Storage Productivity Center servers” in the IBM Knowledge Center:

    http://ibm.co/1yrFpnz

    8.	Log in to the Productivity Center web-based GUI, where everything should operate normally.

    Moving the database by expanding, rebalancing, and removing storage paths

    The following section describes how to expand your database with additional disk and file system space.

     

    
      
        	
          Tip: Expanding the database with additional storage can be done while Productivity Center operates.

        
      

    

    With a high workload on Productivity Center (possibly due to high performance sampling rate and dense probes) and without having an appropriately sized destination for the database, sometimes the growth can fill the entire space of a file system (partition). In this case, the Tivoli Storage Productivity Center administrator will need to move the database as described in “Moving the database using the backup/restore method” on page 104, however the moving operation requires an offline maintenance window. If that is not possible, expanding the database with additional disk/filesystem is a temporary solution. This can be accomplished online while Productivity Center operates, as shown in Example 3-24 and Example 3-25.

    Example 3-24   Add a directory for expanding the database
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    db2 => connect to TPCDB

     

       Database Connection Information

     

     Database server        = DB2/NT64 10.1.4

     SQL authorization ID   = ADMINIST...

     Local database alias   = TPCDB

     

    db2 => alter database TPCDB add storage on 'c:\db2_expansion'

    DB20000I  The SQL command completed successfully.
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    Example 3-25   Adding a drive and directory for expanding the database
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    db2 => connect to TPCDB

     

       Database Connection Information

     

     Database server        = DB2/NT64 10.1.4

     SQL authorization ID   = ADMINIST...

     Local database alias   = TPCDB

     

     

    db2 => alter database TPCDB add storage on 'c:\db2_expansion' G:

    DB20000I  The SQL command completed successfully.
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    If a database is enabled for automatic storage, container and space management characteristics of its table spaces can be completely determined by the database manager. If the database is not currently enabled for automatic storage then the act of adding storage paths will enable it.

    Although expanding the database with additional storage is considered a temporary solution, something that a storage administrator typically runs to accommodate a sudden need, it can be used to move the database from one place to another.

    To move it from one storage path to another, there are a couple of additional steps that need to be performed. Besides the Add storage path, a Remove storage path, along with rebalancing, will be required, by completing these steps:

    1.	Alter the database to remove the storage path by using ALTER DATABASE.

    2.	Rebalance the containers off the storage path being dropped by using ALTER TABLESPACE ... REBALANCE.

    3.	Drop and re-create the temporary table spaces or just restart the database. This results in the containers being redefined.

    Before you begin, use the snapshot monitor to display current information about the storage paths, including the status of the database partition. A storage path can be in one of these three states: 

    Not In Use 	The storage path has been added to the database but is not in use by any table space.

    In Use 	One or more table spaces have containers on the storage path.

    Drop Pending 	An ALTER DATABASE database-name DROP STORAGE ON request has been made to drop the path, but table spaces are still using the storage path. The path will be removed from the database when there are no longer any table spaces using it.

    Next, we provide detailed steps for moving the database. Let’s say that the database is on the E:\ drive and it will be moved to C:\:

    1.	Alter the database (Example 3-26).

    Example 3-26   Alter database drop storage
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    db2 => ALTER DATABASE TPCDB DROP STORAGE ON ‘E:’

    SQL2095W  Storage path "E:" is in the drop pending state because one or more

    automatic storage table spaces reside on the path.  SQLSTATE=01691
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    This marks the storage path in drop pending state.

    2.	Use list tablespaces (or list tablespaces show detail) to display your table spaces. It is useful to make a note of the names and IDs (see Example 3-27).

    Example 3-27   Listing of table spaces

    [image: ]

    db2 => list tablespaces

     

               Tablespaces for Current Database

     

     Tablespace ID                        = 0

     Name                                 = SYSCATSPACE

     Type                                 = Database managed space

     Contents                             = All permanent data. Regular table space.

     State                                = 0x0000

       Detailed explanation:

         Normal

     

     Tablespace ID                        = 1

     Name                                 = TEMPSPACE1

     Type                                 = System managed space

     Contents                             = System Temporary data

     State                                = 0x0000

       Detailed explanation:

         Normal

     

     Tablespace ID                        = 2

     Name                                 = USERSPACE1

     Type                                 = Database managed space

     Contents                             = All permanent data. Large table space.

    State                                = 0x0000

       Detailed explanation:

         Normal

     

     Tablespace ID                        = 3

     Name                                 = TPCTBSPKEYS

     Type                                 = Database managed space

     Contents                             = All permanent data. Regular table space.

     State                                = 0x0000

       Detailed explanation:

         Normal

     

     Tablespace ID                        = 4

     Name                                 = TPCTBSPPM

     Type                                 = Database managed space

     Contents                             = All permanent data. Regular table space.

     State                                = 0x0000

    ..... more tablespaces not listed here
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    3.	Use the alter tablespace command to initiate the rebalance operation (Example 3-28).

    Example 3-28   Alter table space to rebalance table spaces
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    db2 => alter tablespace USERSPACE1 REBALANCE

    DB20000I  The SQL command completed successfully.

    db2 => alter tablespace TPCTBSPKEYS REBALANCE

    DB20000I  The SQL command completed successfully.

    db2 => alter tablespace TPCTBSPPM REBALANCE

    DB20000I  The SQL command completed successfully.

    db2 => alter tablespace TPCTBSPDATA REBALANCE

    DB20000I  The SQL command completed successfully.
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    4.	Run the alter table space command for all of the table spaces from Example 3-27 on page 108.

     

    
      
        	
          Note: Some of the temporary table spaces might fail (depending if in use). To initiate the rebalance, these can be either re-created or a simple stop/start of the database will automatically redefine them.

        
      

    

    After the last rebalance operation has completed, the storage path mentioned in the alter statement is removed. This is an asynchronous operation, and rebalancing can take some time to complete. To monitor the status of the rebalancing operation, you can run the select statement shown in Example 3-29.

    Example 3-29   Rebalance in progress monitoring
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    db2 => select varchar(tbsp_name, 30) as tbsp_name, varchar(tbsp_state, 40) as tbsp_state from table(mon_get_tablespace('',-2))

     

    TBSP_NAME                      TBSP_STATE

    ------------------------------ ----------------------------------------

    SYSCATSPACE                    REBAL_IN_PROGRESS

    TEMPSPACE1                     NORMAL

    USERSPACE1                     NORMAL

    TPCTBSPKEYS                    NORMAL

    TPCTBSPPM                      NORMAL

    TPCTBSPTEMP                    NORMAL

    TPCTBSPDATA                    NORMAL

    TPCTBSPUSRTMP                  NORMAL

    SYSTOOLSPACE                   NORMAL

     

      9 record(s) selected.

    db2 => select varchar(tbsp_name, 30) as tbsp_name, varchar(tbsp_state, 40) as tbsp_state from table(mon_get_tablespace('',-2))

     

    TBSP_NAME                      TBSP_STATE

    ------------------------------ ----------------------------------------

    SYSCATSPACE                    NORMAL

    TEMPSPACE1                     NORMAL

    USERSPACE1                     NORMAL

    TPCTBSPKEYS                    NORMAL

    TPCTBSPPM                      NORMAL

    TPCTBSPTEMP                    NORMAL

    TPCTBSPDATA                    NORMAL

    TPCTBSPUSRTMP                  NORMAL

    SYSTOOLSPACE                   NORMAL

     

      9 record(s) selected.
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          Note: “Rebalance in Progress” is displayed while the rebalance operation is taking place.

        
      

    

    5.	To verify that all of the container has been moved during the rebalance operation, use list tablespace containers for ID (where ID is the ID of the table space). See Example 3-30.

    Example 3-30   Verifying the new container path 

    [image: ]

    db2 => list tablespace containers for 0

     

                Tablespace Containers for Tablespace 0

     

     Container ID                         = 0

     Name                                 = c:\db2_path\DB2\NODE0000\TPCDB\T0000000\C0000001.CAT

     Type                                 = File
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    6.	Be sure to run the list tablespace command for all of the containers you expected to be moved onto the new storage path.

    Moving the database by using db2relocate

    The db2relocate tool allows a database administrator to physically move the location of an entire database, or one of more table space containers without having to perform a backup and restore operation (which can be time and resource consuming process).

    In addition to the user data that it stores, a DB2 database has a great deal of internal metadata that describes where all of that user data can be found, who it belongs to, and how it is referenced. Metadata is always maintained by DB2, not directly by the user nor the database administrator. At the most basic level, db2relocatedb is a tool that can make changes to this metadata.

    When you are changing the location of the database or its containers using db2relocatedb, you are actually responsible for moving or copying the files (using whatever methods you choose). The tool itself will not physically move anything; it only makes changes to DB2’s internal metadata to reflect what you have done.

    In the next example we are going to show how the Productivity Center database can be moved from one partition to another (for this example, moving from C: to D:)

    Follow these steps:

    1.	Verify that the destination where you want to move your database has enough space available, use the procedure in Example 3-17 on page 104.

    2.	Stop the TPC services (TPC data server and TPC device server) according to instructions in “Stopping the Tivoli Storage Productivity Center servers,” which you can find in the IBM Knowledge Center:

    http://ibm.co/1wAvrjX

    3.	Create a snapshot of your current configuration (this step is optional):

    a.	Create a file called summary.cmd with the following content as shown in Example 3-31.

    Example 3-31   Summay.cmd
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    list database directory

    connect to TPCDB

    get snapshot for tablespaces on TPCDB

    get db cfg for TPCDB
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    b.	Open a DB2 command window.

    c.	From the command windows navigate to the place where summary.cmd was created.

    d.	Run the db2 -f summary.cmd -vz summary-log-old.txt command.

    4.	Back up the Tivoli Storage Productivity Center as described in 3.6, “Offline backup to a file system” on page 65. Tthis step is optional, but if the space permits, it is recommended to back up in case something goes wrong.

    5.	From the DB2 command window previously open, run db2stop force to stop the database manager.

    6.	Copy specific directories from C: to D: 

    a.	Navigate to C:\DB2\NODE0000\ and copy the SQL00001 directory, with all content, to D:\DB2\NODE0000\. The new location will look like D:\DB2\NODE0000\SQL00001.

    b.	Navigate back to C:\DB2\NODE0000\ and copy the TPCDB directory, with all content, to D:\DB2\NODE0000\. The new location will look like D:\DB2\NODE0000\TPCDB.

    c.	Navigate back to C:\DB2\NODE0000\ and copy the SQLDBDIR directory, with all content, to D:\DB2\NODE0000\. The new location will look like D:\DB2\NODE0000\SQLDBDIR.

    d.	Copy the C:\DB2\TPCDB directory to D:\DB2\.

     

    
      
        	
          Note: There might be more than one SQL0000x folders (for example, SQL00001, SQL00002, and so on). To find out which one the TPCDB database is in (the one that needs to be moved), run the following command from DB2 command window:

          list db directory on C:

        
      

    

    7.	Create a file called TPCDB.cfg with the content in Example 3-32.

    Example 3-32   TPCDB.cfg
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    DB_PATH=C:\,D:\

    DB_PATH=C:\,D:\

    INSTANCE=DB2

    STORAGE_PATH=C:\,D:\
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          Note: This configuration file is used by the db2relocatedb command. The configuration parameters listed above are required for the command to work, but the configuration file can have many more options. See the “db2relocatedb - Relocate database command” page in the IBM Knowledge Center for a complete list of parameters and capabilities:

          http://ibm.co/1pK7GXq

        
      

    

    8.	From the DB2 command windows previously opened, navigate to the TPCDB.cfg file and run the following command: 

    db2relocate -f TPCDB.cfg

    9.	The command will relocate the Tivoli Storage Productivity Center database and should display output as shown in Example 3-33.

    Example 3-33   db2relocate output
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    C:\Program Files\IBM\SQLLIB\BIN>db2relocatedb.exe -f E:\TPCDB.cfg

    Files and control structures were changed successfully.

    Database was cataloged successfully.

    DBT1000I  The tool completed successfully.
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    10.	From the DB2 command window that was previously open, run db2start to start the database manager.

    11.	Delete the folders specified in step 6 from the original C: partition. This releases the space occupied by the database in its original location.

    12.	Start the TPC services as documented in “Starting the Tivoli Storage Productivity Center servers” in the IBM Knowledge Center: 

    http://ibm.co/1yrFpnz

    13.	Log in to the Tivoli Storage Productivity Center web-based GUI, where everything should operate normally.

    3.15  Simple repository sizing and tuning

    In the following sections we describe a simple way to estimate the repository size and some few simple tuning tips.

    3.15.1  Repository sizing formulas

    This section will help you roughly estimate the size of your database requirements. It is not designed to be an exact methodology to calculate the database size, but rather to give you an idea on how much space is needed for various size Productivity Center installations.

    To help you estimate the size of your database, there are two formulas to determine the requirements of storing your stage and fabrics performance-related data. In addition to the performance data, there is information stored about the capacity/configuration/data of your monitored environment, but this number is insignificant compared to performance data collections.

    Here we list two formulas, one for storage subsystems and one for fabrics:

    • For a storage device:

    (# bytes in DB for Storage Devices) = Rprs x (Vm x ((24 x CR x Rs) + (24 x Rh) + Rd))

    • For a fabric device:

    (# bytes in DB for Switch ports) = Rprs x (Pw x ((24 x CR x Rs) + (24 x Rh) +Rd))

    Where:

    Rprs	Performance record size. For a subsystem approximately 200 bytes and for switches, approximately 300 bytes.

    Vm	Number of volumes

    CR 	Collection rate. Number of performance samples in a hour, for example, 5 min = 12 samples.

    Rs 	Retention period for sample data, in days.

    Rh 	Retention period for hourly summarization data, in days.

    Rd 	Retention period for daily summarization data, in days.

    Pw 	Number of ports.

    The amount of time that you store and retain the information has also a significant bearing on your repository size.

    Next, we are going to show you samples for both default and max values for the History Retention settings, which can be controlled from the Productivity Center web-based GUI by selecting Settings → History Retention.

    Figure 3-45 on page 114 shows the default History Retention settings for performance data.

    Figure 3-46 on page 115 shows the maximum History Retention settings for performance data.

    We recommend the default values for History Retention in case your system meets only the minimum requirements for a Productivity Center server system. For an example of capacity guidelines for a midsize and large environment see Chapter 2, “Architectural design techniques” on page 23, section 2.3, “Use case example” on page 37. If your technical or business requirements need higher values, make sure that appropriate resources are available before implementing higher History Retention settings or a more frequent performance sampling interval.
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    Figure 3-45   Default History Retention for Performance Data example
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    Figure 3-46   Max History Retention for Performance Data

    In the following section, we also refer to the Tivoli Storage Productivity Center Blueprint, which you can find in the IBM SmartCloud Virtual Storage Center:

    http://ibm.co/1Adysqi

    The blueprint provides a set of hardware examples for medium and large-scale Productivity Center server environments. The reference architectures are based on IBM x86 hardware running on Microsoft Windows 2008, but from a sizing perspective, it is similar for Linux or IBM AIX systems.

    Performance formulas for midsize and large environments

    In this section, we explain how to apply the formulas for both midsize and large environments.

    Mid-size environment

    This section describes the formulas for estimating storage and switch performance data in a midsize environment. Table 3-5 provides the entities and quantities used in the formulas.

    Table 3-5   Mid-size environment - resources

    
      
        	
          Entity 

        
        	
          Quantity

        
      

      
        	
          Storage

        
        	
          10

        
      

      
        	
          Switches

        
        	
          10

        
      

      
        	
          Volumes

        
        	
          25000

        
      

      
        	
          Fabric Ports

        
        	
          500

        
      

    

    •For storage performance data using default History Retention settings:

    200 x (25000 x ((24 x 20 x 14) + (24 x 28) + 84)) = 37,380,000,000 bytes ~ 37.38 GB 

    •For switch performance data using default History Retention settings:

    300 x (500 x ((24 x 20 x 14) + (24 x 28) + 84)) = 1,121,400,000 ~ 1.12 GB

    Total = 38.5 GB

    •For storage performance data using max History Retention settings

    200 x (25000 x ((24 x 20 x 84) + (24 x 168) + 1092)) = 227,220,000,000 bytes ~ 227 GB

    •For switch performance data using max History Retention settings

    300 x (500 x ((24 x 20 x 84) + (24 x 168) + 1092)) = 6,816,600,000 ~ 6.8 GB

    Total = 233 GB

    Large environment

    This section describes the formulas for estimating storage and switch performance data in a large environment. Table 3-6 provides the entities and quantities used in these formulas.

    Table 3-6   Large environment resources

    
      
        	
          Entity 

        
        	
          Quantity

        
      

      
        	
          Storage

        
        	
          25

        
      

      
        	
          Switches

        
        	
          35

        
      

      
        	
          Volumes

        
        	
          75000

        
      

      
        	
          Fabric ports

        
        	
          1000

        
      

    

    For storage performance data using default History Retention settings:

    200 x (75000 x ((24 x 20 x 14) + (24 x 28) + 84)) = 112,140,000,000 bytes ~ 112 GB 

    For switch performance data using default History Retention settings:

    300 x (1000 x ((24 x 20 x 14) + (24 x 28) + 84)) = 2,242,800,000 ~ 2.24 GB

    Total = 114.24 GB

    For storage performance data using max History Retention settings:

    200 x (75000 x ((24 x 20 x 84) + (24 x 168) + 1092)) = 681,660,000,000 bytes ~ 681.66 GB ~ 0.68 TB

    For switch performance data using max History Retention settings:

    300 x (1000 x ((24 x 20 x 84) + (24 x 168) + 1092)) = 13,633,200,000 ~ 12.69 GB

    Total = 694.35 GB

    Performance analysis notes

    As this shows, in a medium-sized environment using default retention settings, the total is 38.5 GB while using max is 233 GB.

    In the large environment, using default History Retention settings, the total is 114.24 GB while using max 694.65 GB.

    The growth factor between having a default retention setting versus having max retention settings is roughly 84%.

    The default retention settings will keep performance data in your database (on a daily aggregation level) for a period of 3 months, but the maximum setting will allow you to keep it for 3 years.

     

    
      
        	
          IMPORTANT: The history aggregation process is a global setting, which means that the values set for History Retention are applied to all performance data and all devices. You cannot set History Retention on individual device basis.

        
      

    

    These numbers are theoretical maximums. In most typical environments, these sizes are not reached. We also aggressively set the collection rate (CR) number to CR = 20, which means 5-minute performance monitoring sampling intervals. This number is dependent on the device type. For example, IBM DS8000, IBM XIV, and IBM SAN Volume Controller are capable of 5-minute intervals, but some IBM DS3000 and IBM DS4000 series storage devices are capable of only 15-minute intervals. The same is true for certain switches.

     

    
      
        	
          IMPORTANT: Starting with Tivoli Storage Productivity Center version 5.2.2, most of the IBM storage devices and switches support 1-minute performance sampling intervals. With those frequent intervals, the amount of data that is stored in the database increases significantly. Tivoli Storage Productivity Center is configured to store only 7 days of sample data that is collected at 1-minute intervals.

          Performance monitors set to sample at 1-minute intervals for 1 week will be 2.5 times larger than 5-minute interval data for 2 weeks.

        
      

    

     

    In most environments, unless you troubleshooting performance, the performance sampling interval is set to 15, 20, 30. This reduces the size requirements for the database significantly.

    As we stated at the beginning (3.13, “Repository database placement and relocation” on page 100), it is expected for the Productivity Center database to grow over 100 - 300 GB, so having at least this amount of available space for the database is a requirement in general.

    3.15.2  Simple repository tuning

    By default, the Productivity Center databases and their associated DB2 active logs are stored on the same file system. You can achieve performance improvements by placing the logs on a separate file system or a separate disk drive to balance the I/O requirements of both tasks.

    Of the two databases, the TPCDB is the most heavily used. Therefore, it is the prime candidate for you to move its logs. The TCRDB database is used by Cognos reports and is a much less demanding database from an I/O perspective.

    To move the logs for the TPCDB database to a new location, use the following steps:

    1.	Choose a new log path location. For this example, E:\DB2_active_logs\TPCDB

    2.	Start a DB2 command-line processor.

    3.	Issue the following commands in the window:

    update db cfg for TPCDB using newlogpath E:\DB2_active_logs\TPCDB

    quit

    exit

    The new log path goes into effect the next time that the database closes and opens. Stop Productivity Center and restart it to use the new log path. Another method to use the new log path is to reboot the Productivity Center server.

    Stop Tivoli Storage Productivity Center services

    Stop the Productivity Center server by using the TPC_stop.bat script shown in Example 3-6 on page 64 or by manually entering the commands.

    Start the Tivoli Storage Productivity Center services

    Start the Productivity Center server by using the TPC_start.bat script shown in Example 3-5 on page 64 or by manually entering the commands.

    3.15.3  Self tuning capabilities

    DB2 has the ability to dynamically self-tune memory use while the database is running. By default, the TPCDB is configured with this option turned on. A suggested practice is to use the default setting, and set the memory pools and other settings that can be managed by the self-tuning memory manager (STMM) to AUTOMATIC.

    The alternative requires ongoing monitoring and analysis of memory use to facilitate manually tuning the various memory pool settings to optimal values. The amount of time and effort, and the likelihood of necessity to make changes due to growth in the database size and workload makes this option impractical for most production Productivity Center environments.

    3.15.4  Tivoli Storage Productivity Center V5.2.2 database maintenance tool

    The latest Tivoli Storage Productivity Center release includes a tool for running two of the common database maintenance tasks, statistics update and table/index reorganization.

    Statistics updates affect how efficiently DB2 retrieves data from the database. Reorganization is similar to the defragmentation process on a hard disk. Both of these processes are important steps to execute on a regular schedule to keep the database performing well.

     

    
      
        	
          Note: We recommend that you run the Productivity Center database maintenance tool as a preliminary step to your regular database backup schedule.

        
      

    

    The database maintenance tool is in the <TPC>/data/server/tools directory. It is available as both a Windows batch script and a UNIX shell script, and is executed from a command line with no arguments (Example 3-34).

    Example 3-34   Running the Productivity Center database maintenance tool
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    Windows -

    cd c:\Program Files\IBM\TPC\data\server\tools

    runTPCDBMaintenance.bat

     

    UNIX -

    cd /opt/IBM/TPC/data/server/tools

    ./runTPCDBMaintenance.sh
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    For more information, see “Maintaining and improving the performance of the database” in the Tivoli Storage Productivity Center section of the IBM Knowledge Center:

    http://ibm.co/1nO1LPI

    3.16  Migrating from physical to virtual by using VMware vCenter Converter Standalone

    VMware is one of the most popular platforms for server virtualization, it is widely used and from a migration point of view it provides the greatest flexibility, mostly because the resources can be increased on demand. 

    Although moving your Tivoli Storage Productivity Center server from Server A to Server B can be slightly complex, moving a physical Server A to a virtual Server B is actually quite simple.

    One downside of using a physical target server (Server B) is that it can eventually become a problem if the resources allocated are not adequate and Tivoli Storage Productivity Center continues to monitor (scale) more resources. Using a virtual server can solve this problem easily by adding more CPU (core) and memory (RAM). Keep in mind the capacity guidelines that are recommended for Tivoli Storage Productivity Center installations, which are documented on these web pages: 

    •Capacity Guidelines for Tivoli Storage Productivity Center

    http://ibm.co/1sx0Hwn

    •5.2.x - Hardware Support: Memory, Processor and Disk Space

    http://ibm.co/1wMt2nQ

     

    
      
        	
          Note: This procedure is applicable only if you have a VMware vCenter Server or a VMware ESX server available.

        
      

    

    Follow these steps to migrate a physical server to a virtual one: 

    1.	Download the VMware vCenter Converter Standalone:

    https://my.vmware.com/web/vmware/evalcenter?p=converter

     

    
      
        	
          Note: The VMware vCenter Converter Standalone is also referred to as the P2V (physical to virtual) converter.

        
      

    

    2.	Install VMware vCenter Converter Standalone according to their installation guide, available at the link provided in step1.

    3.	Open the VMware vCenter Converter Standalone, it will display as shown in Figure 3-47 on page 120.
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    Figure 3-47   VMware vCenter Converter Standalone

    4.	Click Convert machine.

    5.	When the conversion wizard opens, select Powered-on machine as the source and specify This local machine as in Figure 3-48.
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    Figure 3-48   Conversion - Source

    6.	Click Next.

    7.	Select VMware infrastructure virtual machine as the destination type, and then complete your vCenter or ESX server details (Figure 3-48 on page 121).
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    Figure 3-49   Conversion - Destination System, select a host for the new virtual machine

    8.	Click Next and, in the next window (Figure 3-50), select the destination virtual machine.

    [image: ]

    Figure 3-50   Select the destination virtual machine

    9.	Click Next.

    10.	Select the destination location (Figure 3-51). 
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    Figure 3-51   Destination Location

    11.	Click Next.

    12.	Edit “Data to copy” and make necessary configuration adjustments (CPU and memory). To optimize the space, you can select Min size of the partition, as shown in Figure 3-52. 
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    Figure 3-52   Options - Set up the parameters for the conversion task

    13.	Click Next.

    14.	Review the summary section as in Figure 3-53. 
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    Figure 3-53   Summary of conversion parameters

    15.	Click Finish.

    A job will be launched and the progress is displayed in the Status column (see Figure 3-54).
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    Figure 3-54   Progress of the conversion task

     

    
      
        	
          Note: The conversion job can be prone to failures, especially if your physical server has antivirus, firewall, or any configuration that prevents snapshots. The “Troubleshooting checklist for VMware Converter (1016330)” page in the VMware Knowledge Base is recommended as a troubleshooting checklist:

          http://vmw.re/1GJvTSX

        
      

    

    After the conversion has completed successfully, as indicated in the Status (see Figure 3-54), the IP address that is assigned to the physical system must be reassigned to the VMware ESX server VLAN, which can allocate it to the newly created virtual machine.

    After the IP address is changed, make sure to power-off the physical server and power-on the virtual machine Figure 3-55 on page 128.
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    Figure 3-55   Tivoli Storage Productivity Center running inside a virtual machine

  
[image: ]
[image: ]

Alerting, monitoring, and reporting

    With IBM Tivoli Storage Productivity Center, you can collect crucial pieces of information from your SAN storage environment. The web-based GUI provides an intuitive interface with which you can easily navigate through the information collected and gain useful insight into your environment. After the Productivity Center is configured to collect data from your environment, you can view the relationships between the storage volumes from your SAN storage subsystems, the SAN fabric switches in the environment, and the servers and hypervisors that are using that storage. In addition to the capacity and configuration information collected and correlated across your storage environment, Tivoli Storage Productivity Center also collects key performance data from the SAN storage equipment, and you can view that data from within the web-based GUI.

    As easy as the web-based GUI is to navigate, administrators in most environments will still want to configure Tivoli Storage Productivity Center to alert them when it detects anomalies in the environment. Also, there is the need for the product to be able to produce reports to share with team members for troubleshooting, to quantify capacity management concerns, to satisfy management-level reporting requirements.

    In this chapter, we describe examples of the Productivity Center’s ability to monitor and show ways to use it for troubleshooting. We also cover the capabilities to configure alerts that are based on changes to the environment or to define thresholds for performance metrics. Then, we highlight the addition of Cognos reports, which is included with IBM Jazz for Service Management, also known as JazzSM.

    4.1  Setting up Tivoli Storage Productivity Center monitoring and alerting for SAN storage equipment

    In previous Productivity Center versions, you had to separately add a device, then configure a probe job, and then define a performance monitor. And you had to define and schedule a separate job for each action. 

    In version 5.2.2, the dialog windows to add storage subsystems and SAN fabric switches guide you through the process of configuring probes and collection of performance data. You simply supply the time and schedule to for the probe and the frequency for collecting the performance data. Section 5.1 of the IBM Redbooks publication titledTivoli Storage Productivity Center V5.2 Release Guide, SG24-8204 provides examples of adding storage devices to the Productivity Center.

    4.1.1  Configuring alerts for SAN storage equipment

    This section describes how SNMP alerts on SAN storage equipment differs from the alerts that can be set up by using Tivoli Storage Productivity Center. Section 4.1.2, “SNMP Alerts and Tivoli Storage Productivity Center” on page 136 explains how the Productivity Center can be included as part of your storage monitoring policy.

    Alerting policy in Tivoli Storage Productivity Center

    When a storage subsystem or switch is added to the Productivity Center and the performance data collection begins, a default alerting policy is activated for the device, using performance-based threshold alerts. The actual alerts vary based on the hardware, for example IBM SAN Volume Controller, IBM DS8000, Brocade or Cisco fabric switch, or the IBM XIV Disk Storage System. 

     

    
      
        	
          Note: The performance-based thresholds are implemented as part of the performance data collection job and are evaluated according to the performance data collection interval. It is important to verify that your performance data collection jobs are running, both to gather a complete history of the device’s performance and to ensure that the defined thresholds and alerts are working.

        
      

    

    You can see the alerts that are being evaluated for a device by viewing the Performance Monitor logs, as shown in Figure 4-1 on page 131.
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    Figure 4-1   Accessing Performance Monitor logs

    At the top of the Performance Monitor log output, the alerts that are being evaluated are listed, along with the thresholds for the alert, as shown in Figure 4-2 on page 132.
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    Figure 4-2   Viewing threshold policies in the performance monitoring logs

    Table 4-1 describes the parameters for the threshold policies that are visible from within the Performance Monitor log output.

     

    
      
        	
          Note: The threshold policies in the default policy vary, based on the type of SAN equipment from which you are collecting performance data.

        
      

    

    Table 4-1   Threshold policies parameters visible from within the Performance Monitor log output

    
      
        	
          Parameter

        
        	
          Description

        
      

      
        	
          threshold_name

        
        	
          The name of the alert. This name matches the alert names that you can see in the Tivoli Storage Productivity Center stand-alone GUI.

        
      

      
        	
          component

        
        	
          Tivoli Storage Productivity Center gathers performance data for different parts of the SAN storage device. For example, node, port, mdisk. Component describes the part for which Tivoli Storage Productivity Center evaluate the thresholds. The name of the component is included in the message text when an alert is sent.

        
      

      
        	
          enabled

        
        	
          No: The alert is included in the policy but not enabled.

          Yes: The alert is enabled and will be evaluated.

        
      

      
        	
          boundaries

        
        	
          There are five comma-separated values listed for the boundaries parameter. They are described in Table 4-2.

        
      

    

    Table 4-2   Boundary parameter values

    
      
        	
          Position

        
        	
          Parameter

        
        	
           

        
      

      
        	
          1

        
        	
          Critical Stress

        
        	
          This is the upper boundary for the threshold. When this boundary is exceeded, a critical condition is recognized.

        
      

      
        	
          2

        
        	
          Warning Stress

        
        	
          This is the upper boundary for the threshold. When this boundary is exceeded, a warning condition is recognized.

        
      

      
        	
          3

        
        	
          Warning Idle

        
        	
          This is the lower boundary for the threshold. When this boundary is exceeded, a critical condition is recognized.

        
      

      
        	
          4

        
        	
          Critical Idle

        
        	
          This is the lower boundary for the threshold. When this boundary is exceeded, a warning condition is recognized.

        
      

      
        	
          5

        
        	
          Unit

        
        	
          This means the unit in which the threshold is measured.

        
      

    

    Example 4-1 shows a threshold policy that can be seen in the default policy listed in the performance log screen capture, which is shown in Figure 4-2 on page 132. 

    Example 4-1   Threshold policy 
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    CPU Utilization Threshold, component=Module/Node, enabled=yes, boundaries=90,75,-1,-1  %
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    The following attributes apply:

    Threshold Name 	CPU utilization (use) threshold.

    Component 	Module or node. This threshold is evaluated for IBM SAN Volume Controller (SVC) nodes.

    Enabled 	Yes.

    Boundaries 	Set at 90, 75, -1, -1 as in Example 4-1. The critical and warning stress thresholds are set at 90% and 75%, respectively. The value of -1 for the critical and warning idle indicates that there are no values set for these thresholds.

    Unit 	Percent.

    Creating your own alerting policies

    It’s important to be aware that, although default policies are added for you when you configure a storage subsystem to collect performance data with ­Tivoli Storage Productivity Center, not all of those policies are enabled. Also, the policies that are enabled show threshold violations in the web-based GUI, but none of the default threshold violations send an alert. To ensure that alerts are sent for threshold violations, you must perform these steps:

    1.	Configure the alert in the stand-alone GUI. 

    2.	Ensure that the alert disposition is set for that alert.

    3.	Subscribe the subsystem to that alert.

    Figure 4-3 on page 134 shows an example of creating an alert and setting the trigger action so that a notification is sent. 
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    Figure 4-3   Creating an alert in the Tivoli Storage Productivity Center stand-alone GUI

    In the example shown in Figure 4-3, the alert is configured to send an SNMP trap. The destination for that SNMP trap is determined by the alert disposition, which is configured by using the Web-based GUI path Settings → Alert Notifications → SNMP. Notice the other options available in the Triggered Actions dialog window, including TEC/OMNIbus and email.

    
      
        	
          Note: The default policies contain several threshold policies. Before you create your own policy, examine the default policies. When you create your own policy, it replaces the entire default policy; it does not simply amend it.

        
      

    

    Before you can save the alert definition, you must subscribe (add) at least one subsystem to the alert. Figure 4-4 on page 135 shows an example of subscribing SVCs to the alert. You can always add more subsystems to the alert definition later, but you must subscribe at least one before you can save the alert.
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    Figure 4-4   Subscribing subsystems to an alert

    
      
        	
          Note: Previous versions of Tivoli Storage Productivity Center used CIM agents for all communications with storage subsystems. Since V4.1, the Productivity Center uses native APIs to access IBM SVCs and IBM DS8000, IBM XIV, and IBM Storwize V7000 systems.

          Whether the CIM agent or native API return the parameters, the conditions presented are a subset of the errors that the subsystem can express. Also, the Productivity Center might not show the indications immediately. To get the clearest picture of the health of your storage environment, use the Productivity Center for the threshold-based alerts that are not available from the hardware and configure the storage subsystem to directly send SNMP traps directly to an SNMP receiver, such as OMNIbus or Tivoli Enterprise Console.

        
      

    

    You can see that the Productivity Center provides several predefined alerts during installation. They are state-based alerts. For example, the Volume Offline alert contains no threshold. It triggers an alert if any volumes are in the offline state. The state-based alerts support subscription by storage subsystem group. This provides an easy way to set alerts for groups of subsystems. All newly added subsystems are automatically assigned to the default storage subsystem group when they are added to the Productivity Center (Table 4-3).

    Table 4-3   Default storage subsystem group

    
      
        	
          Where to find

        
        	
          Variable

        
        	
          Description

        
      

      
        	
          Monitoring → Groups → Storage Subsystems

        
        	
          TPCUser.Default Storage Subsystem Group

        
        	
          Every newly discovered subsystem is assigned to this group.

        
      

    

    The threshold-based alerts are not predefined during installation. Also, the threshold-based alerts do not support subscription by storage subsystem group. You must subscribe each subsystem to a defined alert. The following tips will help you build and maintain your subsystem alerting process:

    •Examine the default threshold policy for each subsystem and fabric switch type by looking at the performance logs.

    •Determine which of those policies are most useful, and consider whether the default thresholds are appropriate.

    •Determine the best method for alerts: Email? SNMP? TEC/OMNIbus?

    •Create storage subsystem groups to make it easier to subscribe multiple subsystems to the state-based alerts.

    •Use the default storage subsystem group as a work queue to help identify new subsystems that do not have alerting defined.

    •Subscribe new subsystems to the threshold-based alerts as they are added.

    4.1.2  SNMP Alerts and Tivoli Storage Productivity Center

    In this section, we describe how the Productivity Center can enhance your storage monitoring. We explain what it can do and why you need to provide monitoring for alerts that it does not handle.

    In a storage environment without Tivoli Storage Productivity Center, there are several monitoring options:

    •Use mail (SMTP) so that every time an event happens, email is sent to one or more personal mailboxes (such as those used by operators) or to a shared mailbox (such as those shared by operators and administrators).

    •Use the built-in Call Home feature of the storage device. In case of an event, the device alerts the vendor about a possible issue.

    •Send Simple Network Management Protocol (SNMP) traps to an incident management framework.

    •View displays and consoles in the data center. That is, walk around the data center and examine each console for any error messages.

    The first three depend upon a proper configuration. For example, the correct IP addresses are entered, firewall rules are in place, and the target accepts notifications.

    The last option requires physical access to the data center. This can be less reliable because you must see the events on the screen as they occur.

    For those reasons, the first three methods are preferable, but each has a disadvantage as the subsections that follow explain.

    Email

    Email is relatively easy to set up and configure. Configure the storage devices to send email, perhaps configure alerting to be sent by email, and finally configure an email server which can relay messages to a central mail server. Sending an email to a specific person creates a single point of failure because the person might not be available and the mail will not be read. Therefore, the problem stays unresolved. Sending email to a shared mailbox increases the chances of the addressing the problem. Again, the email must be read. For some storage devices only fatal events are sent using mail.

    Call Home feature

    Call home uses either mail or a virtual private network (VPN). A VPN requires opening a port to a vendor which might be difficult, especially if the management interface for the storage device has an out-of-band IP address (RFC1918). Only hardware-related events are sent to the vendor, and you must have a service contract with the vendor for them to go out and fix the issue. Secondly you are not always notified, which means you rely on the vendor to notify you and to initiate the repair of your storage device. 

    SNMP

    SNMP is the most difficult monitoring method to set up, because it requires configuration of the storage device to send the traps. It requires a framework which can receive and understand the trap which is done by loading the storage and vendor-specific management information base (MIB) file. Also, it requires a destination from the framework to an incident management tool where the operators and users can see the events.

    SNMP

    SNMP is the most difficult monitoring method to setup, because it requires configuration of the storage device to send the traps. It requires a framework which can receive and understand the trap which is done by loading the storage and vendor specific management information base (MIB) file. Also, it requires a destination from the framework to an incident management tool where the operators and users can see the events.

    SNMP alerts on SAN storage equipment

    Most SAN storage equipment has the ability to send alerts, typically as SNMP traps, for specific hardware components that fail (for example, loss of a redundant power supply, disk drive failure). However, a device that is healthy from a hardware perspective rarely sends alerts due to aspects of performance or throughput. Tivoli Storage Productivity Center can provide those types of alerts. Tivoli Storage Productivity Center does not replace the SNMP alerts for hardware failures. Rather, it complements hardware-based alerts by providing alerts based on performance thresholds. Additionally, Tivoli Storage Productivity Center has alerts that can be sent when it finds changes in the environment, such as a storage subsystem or storage volume going offline, a system version or property change, or a new pool discovered.

    The steps to configure SNMP alerting on the SAN storage equipment and the alerts available from the equipment vary based on the device manufacturer, model, and version.

    Event definition

    An event is something that happens on a device. Events can be divided into categories:

    •Hardware-related, such as when power supplies, disks, or controllers go offline

    •Configuration changes, such as reloading zone configurations or changes in SNMP settings

    •Security, such as excessive login failure attempts or NTP update failure 

    •Environmental, such as breaching a threshold of errors or license violations 

    •Status changes, such as a port going offline or a mirror relationship stopping or pausing 

    •Clearing alerts, such as a trap clearing because a problem has been solved

    There are events that might belong in multiple categories. For example, mirrors are paused due to extensive errors on a link. The generated alerts could be because the link is broken (a hardware problem), a large number of errors (an environmental related problem) or the mirror goes from working to paused (a status change).

    All three are both vendor- and hardware-specific. Each vendor creates one or more MIB files for one or more storage devices. A MIB file is a tree structure in which each event is described. The storage device then sends the MIB file.

    Each MIB file contains some basic information: 

    •Object identifier (OID), which points to a specific error

    •Error code, which is sent with the SNMP trap and usually stored in the event log that is on the storage device

    •Severity of the event, such as warning or critical

    •Description, meaning human-readable text that explains what has happened and, in some cases what must be done

    Examples in Table 4-4 on page 138 show how different events can be described by various vendors.

    Table 4-4   Example of events from different storage devices

    
      
        	
          Storage type

        
        	
          Event ID

        
        	
          Priority

        
        	
          Condition

        
        	
          Error code

        
        	
          Event type

        
      

      
        	
          IBM SVC

        
        	
          980501

        
        	
          WARNING

        
        	
          The virtualization amount is close to the limit that is licensed.

        
        	
           

        
        	
          Environmental

        
      

      
        	
          IBM SVC

        
        	
          50010

        
        	
          CRITICAL

        
        	
          Remote copy. Relationship has been stopped due to a Persistent error DCR 82509

        
        	
          1920

        
        	
          Status

        
      

      
        	
          IBM DS8000

        
        	
          101

        
        	
          ERROR

        
        	
          PPRC Links Down

        
        	
           

        
        	
          Status

        
      

      
        	
          Brocade SAN switch

        
        	
          FW-1424

        
        	
          MINOR

        
        	
          Switch status changed from HEALTHY to DOWN

           

        
        	
           

        
        	
          Hardware

        
      

    

    Information in Table 4-4 is made by using the MIB file and converting it into the format used by your specific SNMP framework. When converted, it maps the priority from the event source (storage device) to what your SNMP framework uses. Then it determines whether some alerts need to be raised or lowered in severity, or dropped completely, because the event does not require a response.

    Tivoli Storage Productivity Center can enhance SNMP implementations from vendors by adding performance alerts. Most storage devices do not have the capability of making the type of performance measurements that it can provide because it collects and stores the metrics for each storage device. The Productivity Center can also provide basic hardware alerts for devices, such as subsystem offline or disk missing, which are based on the information collected from probes.

    Tivoli Storage Productivity Center can send alerts directly, either by mail or SNMP, or it can write the event to an event log. It can be picked up from there by another monitoring tool that examines the event log, such as with an OMNIbus event probe.

    The recommended method for Tivoli Storage Productivity Center alerts is to use a 
TEC / OMNIbus Event (see Figure 4-7 on page 139), which is the Tivoli Event Integration Facility (EIF). Events are sent to the Netcool/OMNIbus framework, and they end up in the IBM Tivoli Enterprise Console. For more information, see “Event integration with Tivoli Enterprise Console” in the IBM Knowledge Center:

    http://ibm.co/1oDV8js

    The Productivity Center is configured to send alerts to the EIF probe from the web-based GUI via Settings → Alert notifications (see Figure 4-5).
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    Figure 4-5   Alert notifications

    Enter the IP address for the server that is running the EIF probe and the port number, if it is not running on the default port 5529 (see Figure 4-6).
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    Figure 4-6   Entering IP address for EIF probe

    All alerts (default and custom) and jobs (probes and Performance Monitors) can be configured with a triggered action that sends a TEC / OMNIbus Event (see Figure 4-7).
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    Figure 4-7   Triggered action selection

    EIF is preferred over SNMP because the installed IBM Tivoli Netcool/OMNIbus EIF probe comes with a preconfigured and basic rule file for handling Tivoli Storage Productivity Center events. It easily plugs in to the Tivoli monitoring framework.

    EIF and SNMP comparison

    Table 4-5 on page 140 compares possible alerts and storage events and whether the event can be handled by the Productivity Center or an SNMP probe. For more about event types, see “Event definition” on page 137.

    Table 4-5   Alert comparison and possibilities

    
      
        	
          Event type

        
        	
          Tivoli Storage Productivity Center

        
        	
          SNMP

        
      

      
        	
          Hardware

        
        	
          Some events, such as controllers, disks, and volumes

        
        	
          Yes

        
      

      
        	
          Configuration

        
        	
          Some events, for changes in pool or cache amount

        
        	
          Yes

        
      

      
        	
          Security

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Environmental

        
        	
          Some, threshold violations

        
        	
          Yes

        
      

      
        	
          Status

        
        	
          Some, such as disk or subsystem offline

        
        	
          Yes

        
      

      
        	
          Performance

        
        	
          Yes

        
        	
          Few, and it depends on vendor

        
      

      
        	
          Job Failed

        
        	
          Yes

        
        	
          NA

        
      

    

    For some storage devices, it is possible to get limited performance statistics and threshold breaches sent with SNMP. For example, Brocade switches can use Fabric Watch, and SVC has some traps for performance on mirror operations.

    Because neither SNMP nor Tivoli Storage Productivity Center should be the only source for monitoring your storage environment, it is essential to install and configure both.

    Tivoli Netcool/OMNIbus use case

    Figure 4-8 shows an example of a high-level implementation. The diagram shows the principle. Events flow from left to right.
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    Figure 4-8   Netcool/OMNIbus high-level implementation

    The left box shows storage devices and tools used by Storage Management. The box in the middle shows event management tools managed by System Management. On the right are Incident, Problem, and Change Illustrated Parts Catalog (IPC) tools, represented by IBM Maximo® Integrated Service Management software.

    All storage devices are configured to send alerts to both Tivoli Productivity Center and to the Tivoli Netcool environment. The Productivity Center actively monitors capacity and performance of the storage devices and alerts if there is a threshold breach to Tivoli Netcool. 

     

    
      
        	
          Note: For some events, you might get alerts from both Tivoli Storage Productivity Center and SNMP. You can either configure the rule files for one or the other to not send alterts or accept that, for specific and rare cases where you lose a component such as a controller or subsystem, you will receive two alerts.

        
      

    

    The reason for storage devices sending SNMP to both the SNMP probe and Tivoli Storage Productivity Center is not because the Productivity Center can interpret or relay the trap, but because receiving an SNMP trap triggers the Productivity Center to start a probe of the device.

    To get to Job Management, start the stand-alone GUI, in the navigation tree under IBM Tivoli Storage Productivity Center → Job Management panel (see Figure 4-9).
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    Figure 4-9   Job management panel

    Then, search for the job named “CLI and Event Driven Jobs schedule,” as shown in Figure 4-10.
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    Figure 4-10   CLI and Event Driven Jobs schedule

    By opening the log file for the last run, you can see a probe job starting(see Figure 4-11)
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    Figure 4-11   Probe of the SAN switch started

    In the previous example (Figure 4-11), we used a Brocade SNMP test utility, sendtraps, to send to alerts to all configured recipients (see Example 4-2 on page 142). First, we list the recipients by using snmpconfig --show snmpv1 commands, where 10.101.10.23 is the Tivoli Storage Productivity Center server. Then, we send it by using sendtraps --send.

    Example 4-2   Brocade SNMP test utility
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    TCR_SW2:admin> snmpconfig --show snmpv1

     

    SNMPv1 community and trap recipient configuration:

      Community 1: Secret C0de (rw)

        Trap recipient: 10.101.10.18

        Trap port: 162

        Trap recipient Severity level: 4

      Community 2: OrigEquipMfr (rw)

        No trap recipient configured yet

      Community 3: private (rw)

        Trap recipient: 10.101.10.23

        Trap port: 162

        Trap recipient Severity level: 3

      Community 4: public (ro)

        No trap recipient configured yet

      Community 5: common (ro)

        No trap recipient configured yet

      Community 6: FibreChannel (ro)

        No trap recipient configured yet

     

    TCR_SW2:admin> snmptraps --send

    Number of traps sent : 27
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    4.2  Performance management reporting

    In this section, we describe real-time performance monitoring for SVC. We provide a use case that walks you through using Tivoli Storage Productivity Center to analyze the performance of the most active volumes to determine the possible cause for the high CPU use for the 
IBM SAN Volume Controller (SVC). 

    4.2.1  Real-time performance monitoring for SVC 7.3 or later

    Tivoli Storage Productivity Center supports real-time monitoring on an SVC that is running firmware 7.3 or greater. You access it as a possible action for the supported SVC, as in Figure 4-12 on page 143.
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    Figure 4-12   Accessing real-time performance monitoring for the SVC

    When you select View Real-Time Performance, you are prompted to log in to the SVC. After logging in, you see the real-time performance graphs shown in Figure 4-13.
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    Figure 4-13   Initial view of Real-Time Performance graphs

    You can choose to view Statistics by Node and view IOPS rather than MBps (Figure 4-14).
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    Figure 4-14   Options in Real-Time Performance views

    4.2.2  Use case: Performance analysis using Productivity Center reports

    When you receive alerts, you can use Tivoli Storage Productivity Center to determine the root cause and determine whether any other aspects of your environment are affected. 

    In this use case, we walk you through the steps where we discover a Warning threshold of 82% for a node in an SVC storage system. We then run a performance analysis on the most active volumes in that environment to determine the possible cause of the high CPU use. 

    In this scenario, during a periodic examination of the dashboard, you see an alert notification that shows the number of Unacknowledged Alerts that were generated within the last hour, as shown in Figure 4-15.

    [image: ]

    Figure 4-15   Dashboard view of Unacknowledged Alerts

    To examine the alert, click View all alerts (Figure 4-15). This shows all of the alerts, both acknowledged and unacknowledged (Figure 4-16 on page 145). 
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    Figure 4-16   List of alerts

    If you are unsure what the value is for the Warning level of the CPU, use the threshold alert. You can roll your cursor over the alert to view the text of the warning, as shown in Figure 4-17. When the text of the alert is shown, you can click the message number to open the local online help that was installed with the product. The online help provides a more thorough explanation of the warning and suggests possible actions for resolving the alert (Figure 4-17).
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    Figure 4-17   Roll over the alert condition to view values and the link to the online help

    In this example, the value of the Warning threshold is 82% use. When you right-click the alert and select View Alert (Figure 4-18), you can view details about the specific alert.
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    Figure 4-18   Right-click the alert to view details

    The alert details panel in Figure 4-19 on page 146 provides extensive information about the alert, including the creator of the alert, the affected resources, and a graphical representation of the violation (Figure 4-19 on page 146).
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    Figure 4-19   Details panel of a CPU Utilization alert

    Click the Volumes tab (Figure 4-19) to view the most active volumes and to determine the possible cause of the high CPU utilization for node1 of the SAN Volume Controller (SVC), as shown in Figure 4-20.
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    Figure 4-20   Volumes contributing to a CPU Utilization alert

    You can see from the list of volumes in Figure 4-20 that the host labeled student3 has the most active volume, with a Total I/O rate of 7,593.68 ops/sec. Examine the storage mapped to student3 by adding the host as an agentless server. 

    1.	To add an agentless server, navigate to the Servers panel (Server Resources → Servers) and select Add Server. Because you are adding an agentless server, do not deploy an agent. Select Manually when prompted. 

    The name student3 was listed as the host for the volume. Because no agent has been deployed to the server, the listed name was not retrieved from the server. Instead, the name has been retrieved from the TPCDB database. The name was entered manually and correlated with the WWPN on that device by a storage administrator. In this case, the correlation is defined and stored on the SVC. When the SVC is probed, the correlated data is saved in the TPCDB database. Because the information is entered manually, the actual host name might be different from the one entered for the WWPN. 

     

    
      
        	
          Note: Some systems have multiple WWPNs. With the possible exception of an HBA on a cluster server, we suggest creating a unique alias for each WWPN to expedite identification and troubleshooting.

        
      

    

    2.	Type student3 in the Hostname or IP address field. (Enter the IP address if you are deploying a Storage Resource Agent, or SRA). When prompted, accept the defined ports. In this case, do not add additional ports for the student3 host. 

    After the server is added, it is listed with all other servers (Figure 4-21), as you can see when you click Server Resources → Servers.
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    Figure 4-21   student3 agentless server added to list of servers.

    3.	Right-click the listed agentless server (student3 in Figure 4-21) and select View Details to examine the statistics for the volumes mapped to the host-bus adapter (HBA) of student3. When the student3 panel is displayed as in Figure 4-22 on page 148, select Volumes under the Related Resources section.
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    Figure 4-22   Select Volumes in the Related Resources section

    4.	Click the Performance tab (Figure 4-23 on page 149) and select Total I/O Rate Overall so that only the total I/O rate for the three volumes is shown. 
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    Figure 4-23   Total I/O rate performance of student3 volumes

    5.	The three volumes appear to have a fairly high I/O rate. Open the chart in a new, separate window by clicking the icon in the upper-right corner as in Figure 4-23.

    We know that similar volumes on two other hosts are performing at the same rate (see Figure 4-20 on page 146). That could account for the high CPU use of the SVC. Because these are all using the same SAN, examine the switch ports for these volumes to ensure that the ports are not being overdriven. 

    Examine fabric ports using Tivoli Storage Productivity Center

    1.	From the student3 Details panel, select Switches in the Related Resources section (Figure 4-24). We verify that no port throughput has reached a plateau. 
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    Figure 4-24   Select the switch view 

    2.	To view the data rate for all of the ports on the switch, right-click the switch as in Figure 4-25 on page 150 and select View Details.
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    Figure 4-25   Right-click switch to view details

    3.	To view the performance chart for the ports on the switch, select Ports in the Internal Resources section. When the list of port appears, select the Performance tab to view the most active ports. In that view, examine the Performance data for the last 12 hours. The chart in Figure 4-26 shows Total Port Data Rate. 
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    Figure 4-26   Select Performance to view the most active ports

    4.	For the time sample of the last 12 hours, you can see that no ports have reached plateaus, so for the switch, no throughput is restricted. Click the icon in the upper right to open this chart in a new window. 

    Examine performance of SVC fabric ports

    Next, we examine the SVC ports to see whether any of those ports are being overdriven.

    1.	Select Storage Systems, and, from the list of systems, right-click SVC → View Details. From the Internal Resources section for the SVC, select Ports(8) and click the Performance tab for the ports. The default view shows the Total Port Data Rate. To select the Total I/O Rate, select the plus symbol next to Metrics (Figure 4-27). 
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    Figure 4-27   Click the plus to view and select other parameters.

    2.	We select Total I/O Rate when the list appears (Figure 4-28) and clear the Total Data Rate box.
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    Figure 4-28   Select I/O Rate and clear the selection of Data Rate.

    3.	When we click OK, the Total Port I/O Rate for the five busiest ports is shown in the chart as in Figure 4-29. Press Ctrl and select the remaining three ports in the table below the chart so that all eight ports of our two-node cluster are displayed in the chart. Notice that the time sample is for the previous 12 hours. 
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    Figure 4-29   Performance (Total I/O Rate) of eight SVC ports

    4.	We open this chart in a new window by selecting the icon in the upper right of the chart so that three charts are open in separate windows. The first separated window (Figure 4-30 on page 153) is a 1-hour performance chart of the three mapped drives on student3. The second open window (Figure 4-31 on page 154) is a 12-hour performance chart of the five busiest ports on the fabric switch to which the student3 server is attached. The third window (Figure 4-32 on page 154) contains the 12-hour performance chart of the Total I/O Data Rate of the SVC ports.

    5.	Each separate window has an additional icon for synchronizing all three. In Figure 4-30 on page 153, when we click the icon on the first separated window, the time span for the other two windows synchronizes with the selected window and changes from 12 hours to 1 hour, as shown in the next three charts.

    Figure 4-30 shows a 1-hour performance chart of three mapped drives on student 3.
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    Figure 4-30   Use icon to synchronize other windows

    Figure 4-31 shows a 12-hour performance chart of the five busiest ports on the fabric switch to which the student3 server is attached
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    Figure 4-31   One-hour performance of fabric port switches

    Figure 4-32 contains the 12-hour performance chart of the Total I/O Data Rate of the SVC ports.
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    Figure 4-32   One-hour performance of SVC ports

    If we experience throughput problems, we can use the synchronized charts to view the state of each component within the same time span to help determine where the issue is. When we examine one chart and locate a specific time where the problem occurs, we open that chart in its own window. We then open other related charts, each in its own window. When we select the synchronize icon, the other separate windows will synchronize with the selected window. 

    4.3  Managing monitoring and alerting data

    Tivoli Storage Productivity Center can collect a large amount of data. Consequently, the data repository (database) increases in size over time. To help you manage the data, the Productivity Center provides simple Data Lifecycle Management configuration options.

    For History Retention, Tivoli Storage Productivity Center categorizes its data into categories:

    •Capacity History where you define how long to keep a history of the capacity data that is collected for the monitored resources. Maximum retention: 

     –	72 weeks for Daily samples

     –	96 weeks for Weekly samples

     –	48 months for Monthly samples

    •Performance Data collected by all of the performance monitors. Maximum retention: 

     –	12 weeks for Sample data

     –	24 weeks for Hourly data

     –	156 weeks for Daily data

    •Maximum retentions for Other data: 

     –	52 weeks for Missing Resources, which replaces “Removed resource retention” (see 4.3.2, “Removed resource retention” on page 164) 

     –	12 weeks for Alert logs

     –	20 runs for Job logs

    To configure these options to meet your requirements to retain collected data, use the web-based GUI and select Settings → History Retention, as shown in Figure 4-33:
[image: ]

    Figure 4-33   Opening Settings and then History Retention in the web-based GUI

    The default settings are shown in Figure 4-34 on page 156.
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    Figure 4-34   Default History Retention settings

    Click Edit to change the settings to meet your needs (see Figure 4-35 on page 157). You can also choose to reset to the original default settings.
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    Figure 4-35   Editing History Retention settings

    4.3.1  Alerts

    Every threshold violation, external indication, or job error saves an alert to the Tivoli Storage Productivity Center repository.

    When you install Tivoli Storage Productivity Center, the default thresholds listed in Table 4-6 are defined. See the online help or the IBM Tivoli Storage Productivity Center Version 5.2.2 User’s Guide, SC27-4060, to determine initial values. 

    Table 4-6   Default enabled thresholds

    
      
        	
          Threshold name

        
        	
          Enabled components or devices

        
      

      
        	
          NVS Full Percentage

        
        	
          TotalStorage IBM Enterprise Storage Server®, IBM DS6000, IBM DS8000 controller

        
      

      
        	
          Cache Holding Time

        
        	
          TotalStorage Enterprise Storage Server, DS6000, DS8000 controller

        
      

      
        	
          Write-cache Delay Percentage 

        
        	
          TotalStorage Enterprise Storage Server, DS6000, DS8000 controller, SAN Volume Controller node

        
      

      
        	
          Port Send Bandwidth Percentage 

        
        	
          TotalStorage Enterprise Storage Server, DS8000, SAN Volume Controller, switch port, XIV

        
      

      
        	
          Port Receive Bandwidth Percentage

        
        	
          TotalStorage Enterprise Storage Server, DS8000, SAN Volume Controller, switch port, XIV

        
      

      
        	
          Port Congestion Index

        
        	
          Switch port, DS8000 port, SAN Volume Controller port, 
IBM Storwize V7000 port

        
      

      
        	
          Port Send Bandwidth Percentage

        
        	
          TotalStorage Enterprise Storage Server, DS8000, SAN Volume Controller switch port, XIV

        
      

      
        	
          Port Receive Bandwidth Percentage

        
        	
          TotalStorage Enterprise Storage Server, DS8000, SAN Volume Controller switch port, XIV

        
      

      
        	
          Disk Utilization Percentage

        
        	
          TotalStorage Enterprise Storage Server, DS6000, DS8000 array

        
      

      
        	
          Peak Back-end Write Response Time

        
        	
          SAN Volume Controller Node

        
      

      
        	
          Port to Local Node Send Response Time 

        
        	
          SAN Volume Controller Node

        
      

    

     

    
      
        	
          Important: To disable a default threshold, you must define the threshold as an alert, and then disable the newly defined alert.

        
      

    

    When a default threshold value is exceeded, the Tivoli Storage Productivity Center server generates a Threshold Violation and lists the violation in the web-based GUI. Alerts are not triggered for the default threshold violations. If you want Tivoli Storage Productivity Center to generate an alert, then you must define the alert. Alerts are defined in the stand-alone GUI as shown in Table 4-7.

    Table 4-7   Location to define alerts for devices

    
      
        	
          Alert type

        
        	
          Location in stand-alone GUI

        
      

      
        	
          Computer, file system, directory, hypervisor, other NAS alerts

        
        	
          Data Manager → Alerting 

        
      

      
        	
          Storage subsystems

        
        	
          Disk Manager → Alerting

        
      

      
        	
          Fabric, switch endpoint devices

        
        	
          Fabric Manager → Alerting

        
      

    

    Alerts can be viewed from the lower-right section of the web-based GUI dashboard, as shown in Figure 4-36.
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    Figure 4-36   Link to “View all alerts” on the web-based GUI dashboard

    In the Alert Notifications panel (Settings → Alert Notifications), you can define how to handle alert events. Figure 4-37 shows the various options that are available.
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    Figure 4-37   Configuration options for alert disposition in the web-based GUI

    Alert suppression

    You can configure alerts so that every threshold violation triggers an alert. You can also suppress an alert so that not every threshold violation triggers an alert. You have two choices when suppressing an alert: 

    •Suppress the alert unless the violation has occurred for a specified length of time.

    •Suppress the alert if the violation has repeated within a specified length of time. 

    Example of alert suppression

    In this section, we demonstrate the use of a suppressed alert.

    For a SAN Volume Controller, we defined a suppressed alert for Total Port I/O Rate Threshold, as shown in Figure 4-38 on page 160. The alert will not trigger unless the condition has been violated continuously for 10 minutes. This means that the Total Port I/O Rate must fall below 100 for 10 consecutive minutes to trigger a Warning Idle alert or fall below one minute to trigger a Critical Idle alert. 
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    Figure 4-38   Total Port I/O Rate Threshold alert definition

    In our lab, we are rewiring some ports for the SVC. When we examine the performance chart for the SVC ports shown in Figure 4-39, we see that the I/O rate for two ports has dropped suddenly. The ports are both Port 3 on two nodes, node1 and node2. 
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    Figure 4-39   Two SVC ports drop at 16:02. 

    For this SVC, we are collecting sample data every minute. If the alert is not suppressed, we receive an alert every minute. The suppression of the alert allows for these types of events. 

    After several minutes have passed, we examine the alerts for the SVC, as shown in Figure 4-40 on page 161, and we see that no I/O alerts were triggered.
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    Figure 4-40   No I/O alerts triggered for the SVC.

    However, the list of threshold violations in Figure 4-41 shows that Port I/O rates have dropped. Because we are collecting data every minute, a new threshold violation for each port I/O will appear. Threshold violations are different from alerts and are not affected by alert suppression settings, but the threshold levels are defined by the alert levels, which is why we are seeing threshold violations for the two SVC ports. 
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    Figure 4-41   Threshold violations for the SVC ports.

    Before 10 minutes have elapsed, Figure 4-42 on page 162 shows that the I/O rate for one of the ports exceeds the minimum threshold. 
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    Figure 4-42   Port I/O rate exceeds minimum thresholds.

    The I/O Rate for the other port remains below the minimum threshold. At 16:12 a critical alert is listed for node 2 port3 as shown in Figure 4-43.
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    Figure 4-43   Critical alert generated because violation occurs continuously for 10 minutes. 

    Re-examining the list of Threshold violations in Figure 4-44 on page 163, we see that at 16:12, the violation for node 1 port 3 (5005076801302041) ceases and the violation for node 2 port 3 (55050786013017D1) continues to trigger. Because we continue to sample performance data every minute, the threshold violations for node 2 port 3 are triggered every minute. 

     

    [image: ]

    Figure 4-44   Threshold violations occur for each data sample captured.

    After 20 minutes, when we examine the alert for node 2 port 3, we see in Figure 4-45 that there have been two occurrences of the alert. This is because the 10-minute clock for the alert starts at zero after the first alert is triggered. 
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    Figure 4-45   Two occurrences of the Total port I/O rate threshold. 

    4.3.2  Removed resource retention

    These settings control how long the software retains data collected from devices that are removed from the Productivity Center. Depending on the license that you have, there are two places where you can control how long this data will continue to be available after a device is removed:

    •In the web-based GUI, go to Settings → History Retention as shown in Figure 4-34 on page 156. This option is found under Other, Data for missing resources.

    •If you have the Virtual Storage Center (VSC) license, the stand-alone GUI has two additional options specific to database monitoring under Administration → Configuration, as shown in Figure 4-46.
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    Figure 4-46   Removed History and Removed Resource Retention for Databases options

    4.3.3  History Aggregator

    The History Aggregator enables jobs to sum data in an enterprise environment for historical reporting purposes, such as summary statistics and user space use statistics. It is extremely important. Check the state of the History Aggregator regularly. Improper maintenance in this area can negatively affect historical data trends. Run the History Aggregator daily, which is the default. Click Administrative Services → Configuration → History Aggregator to configure the aggregator. Figure 4-47 on page 165 shows the configuration pane. The History Aggregator is used within Tivoli Storage Productivity Center for data but also removes old Alert Log records.

     

    
      
        	
          Note: The History Aggregator does not create hourly and daily performance samples from more granular data samples.
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    Figure 4-47   History Aggregator

    4.4  Data Path Explorer

    The Data Path Explorer provides a graphical depiction of the device connections for storage systems, hypervisors and servers. The device must either have storage that is assigned to a resource or be a resource where storage is assigned. 

    A data path shows the connectivity between host connections, servers, hypervisors, storage systems, and the fabrics through which they share storage. You can use the data path view to monitor status and pinpoint problem areas in selected data paths. This view includes graphical and tabular representations of the top-level resources in a data path.

    To view the data path of a device, you must add the device to your environment and probe it. 

    You can use the data path view to complete the following actions: 

    •View the path of data that is shared between resources. 

    The data path view shows only the resources that have storage mapped between them. For example, a data path for storage systems will show only the storage system and the systems that have data mapped from that storage system. There might be ports on which Tivoli Storage Productivity Center can report, but if storage is not mapped from that storage system, those ports (nor their hosts) will show in the data path explorer graphic. 

    •View the fabrics through which resources in a data path are communicating.

    •View the propagated status of the top-level resources that are in a data path.

    •View the status of the internal resources for top-level resources that are in a data path.

    •Customize the appearance of the data path view to suit the needs of your environment.

    •Export the data paths view as an image or CSV file.

    Information about a data path is organized into two views: a graphical view and a table view. The graphical view shows icons for connected resources with a line that represents the data path. The table view includes a row for each resource in a data path. 

    Example topology views

    In this example, we have four servers. Two servers are virtual machines (VMs). The servers named student3 and student9 are physical boxes. Servers tpcserver and vc41 are VMs. 

    We right-click a server and select View Data Path. 

    For the student3 server, which is an agentless server, we see the data path shown in Figure 4-48. We can view it because the data path has been discovered and inserted into the TPCDB database by probing the SVC. We do not know the status of the server.
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    Figure 4-48   Data path of agentless server student3

    On the student9 server, we have deployed a Storage Resource Agent (SRA). The data path for student9 is shown in Figure 4-49. Because the SRA is installed on student9, you can see its status. Additionally, because the SRA is installed on a server that is connected to the SAN, the fabric component of the SRA is activated which means the additional WWPNs that are in the same zone as the device are reported to the Tivoli Storage Productivity Center server. The other WWPNs are not shown because they are not part of the data path for student9.
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    Figure 4-49   Data path of student9 server with Storage Resource Agent installed 

    When examining a VM, Tivoli Storage Productivity Center can provide connection information for the VM if the hypervisor for that VM is being monitored by the Tivoli Storage Productivity Center server. The data path for the VM, vc41, (Figure 4-50) is shown because we are monitoring the hypervisor of vc41. The hypervisor for the VM tpcserver (Figure 4-51) is on an unmonitored hypervisor, so no data path is available for the host.
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    Figure 4-50   Data path of VM running on a monitored hypervisor
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    Figure 4-51   No data path for VM running on an unmonitored hypervisor

    When viewing the data path, from the list in the lower left, select an icon to filter the view and show objects that are in a specific state (Figure 4-52).
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    Figure 4-52   Filters for data path explorer

    Access the data path for a storage system from the Details view of the storage system (Figure 4-53 on page 168 and Figure 4-54 on page 168).
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    Figure 4-53   Select Data Path from the Details view of a storage system
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    Figure 4-54   Data path of a SAN Volume Controller

    Navigating the Topology View

    You can modify, export, and print the Topology View as described in the following section.

    Select the Hierarchical icon to change the tree structure and connections in the Topology View (Figure 4-55).
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    Figure 4-55   Use the Hierarchical icon to modify the tree structure

    From the Actions menu in the Topology View (Figure 4-56), when you select Export as Image, you can export the Topology View as a JPG or PNG graphic file. Using the Export option, you can save the view in CSV format.
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    Figure 4-56   Actions menu in the Topology View

    The remaining selections in the Actions menu correspond to the icons that are listed to the left of the Actions menu (Figure 4-57). 
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    Figure 4-57   Topology View icons

    Save Customizations

    When you select Save Customizations, you can save the modified hierarchy or restore the default view. 

    Print

    You can print the existing view to a printer or save it as a bitmap file.

    Select

    Select an object to view its properties or open its Details view.

    Zoom Select

    Left-click and drag the mouse over an area to zoom. The area you select will fill the screen. 

    Zoom In and Zoom Out

    Increase or decrease the resolution or detail of the view. After zooming in, hold the left mouse button to drag the objects in the view. 

    Fit Contents

    Re-enter and fit all of the objects into the pane. 

    The Table View tab (Figure 4-58) provides a list of the objects shown in the Topology View. 
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    Figure 4-58   Table View of data path

    4.5  Cognos reports overview

    Install the Cognos reporting components using the Tivoli Storage Productivity Center installation program. You can install Cognos reports before or after installing the Tivoli Storage Productivity Center server, and the reporting components can be installed on a different server from the Tivoli Storage Productivity Center server. 

    4.5.1  Viewing and modifying a predefined report

    Tivoli Storage Productivity Center has many useful predefined reports. Use the web-based GUI to start the IBM Cognos Reports GUI. Then, view and modify the format of one of the predefined reports.

    1.	In the Tivoli Storage Productivity Center web-based GUI, move your cursor to the Reporting icon on the left and click View predefined reports as shown in Figure 4-59
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    Figure 4-59   Select to view predefined reports

    
      
        	
          Note: If you have recently restarted your server or any of the services that support Cognos reporting, and if you receive the IBM Cognos error that says “The dispatcher cannot service the request at this time,” we suggest that you wait another 5 minutes for the reporting service to start.

        
      

    

    2.	When prompted, log in with the user name that was defined during the installation of Jazz for Service Management. The reporting GUI opens to the default tab Public Folders tab. Select IBM Tivoli Storage Productivity Center Predefined Reports, as shown in Figure 4-60. For this example, run a predefined Storage Systems report.
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    Figure 4-60   Selecting Storage Systems, a predefined Cognos report

    3.	Click Managed Disks → Most Active Managed Disks.

     

    
      
        	
          Note: Wait for the page to load. It might take a few moments.

        
      

    

    As shown in Figure 4-61 on page 172, the report of most active managed disks is sorted by data rate against the selected SVC.
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    Figure 4-61   Creating report of most active MDIsks.

    4.	When we click Finish, the report takes a moment to generate, and we see list of most active MDisks, as shown in Figure 4-62.
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    Figure 4-62   Report of Most Active Managed Disks

    5.	We want to save the report as a PDF, so we click the icon shown in Figure 4-63 on page 173 and select View in PDF Format. We can also save the report in HTML, PDF, XML, Excel, and CSV formats.
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    Figure 4-63   View the existing report in PDF format

    The report is now in PDF format.

    6.	To save this version of the report, we click Keep this version and select Save Report, as shown in Figure 4-64.
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    Figure 4-64   Save the PDF version of the report

    The report is saved, but now the default action for that report is to view that version of the report. If you do not specifically select the option to run the report again (see Figure 4-68 on page 174), the PDF never changes even if the data is updated. We want to generate a new report each time, so we must change the default action. 

    7.	As shown in Figure 4-65, click the return arrow in the upper right of the panel to return to the list of Managed Disks reports. 
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    Figure 4-65   Use the return arrow to view the report list

    The icon for the Most Active Managed Disks report format is displayed as a PDF, as shown in Figure 4-66.
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    Figure 4-66   Click More to change the default action

    8.	We can run the report each time by selecting the green arrow, but that is not the default action. To change the default action so that the report is run each time we access it, we click More for the report.

    9.	Then, we click Set properties as shown in Figure 4-67.
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    Figure 4-67   Click Set properties to change the default action

    10.	We click the Report tab as shown in Figure 4-68, and then open the Default action menu to change the default action from View the most recent report to run the report.
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    Figure 4-68   Change the Default action to run the report

    11.	After making our selections, we click OK.

    4.5.2  Configuring email in Cognos

    We configure Cognos so that users can send reports or send links to reports automatically when the report is generated. Using emails, when a scheduled report is run, specified users will receive the email automatically. 

    You must configure your local email account. Then, you configure Cognos to send email from the reporting GUI. In our scenario, our email server and addresses have been configured. 

    1.	To configure Cognos to send email, we select the Windows Start menu and click All Programs → Tivoli Common Reporting 3.1.0.1 → IBM Cognos Configuration.

    2.	From the IBM Cognos Configuration - tpcserver panel, when we select Data Access → Notification as shown in Figure 4-69 on page 175, the Notification - Component Properties panel displays. 
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    Figure 4-69   Cognos Notification - Component Properties panel

    3.	To configure email, see Figure 4-70 on page 176 for each step:

    a.	We clicked the Value field SMTP mail server and entered the value of our mail server, including the port number for incoming mail.

    b.	We clicked the Value field for the Default sender and defined a default sender for outgoing messages. This must be a valid email address on a defined mail server.

     

    
      
        	
          Note: If your server does not require an authentication user ID and password, you do not need to do steps 3 and 4. 

        
      

    

    c.	Our server requires an account and password for authentication. This ID might be the same or different from the default sender. When we clicked the Value field for the Account and password, an icon of a pencil appears in the Value field (Figure 4-70 on page 176). 

    d.	We click the pencil icon, and then we enter the account and password.

    e.	Then, we click OK. 
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    Figure 4-70   Steps to configure email in Cognos

     

    
      
        	
          Note: If you do not know the required values, contact your mail administrator.

        
      

    

    4.	After the values are entered, we click File → Save. Cognos verifies the changes are valid as shown in Figure 4-71.
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    Figure 4-71   Save changes in Cognos and verify changes

    5.	After the changes are saved and verified, we test the connection to the mail server by right-clicking Notifications and selecting Test as in Figure 4-72 on page 177.
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    Figure 4-72   Testing Cognos notification configuration

    This tests the connection to the email server, as shown in Figure 4-73, and then it sends email to the mail server to verify that Cognos can send mail to it. 
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    Figure 4-73   Testing the Cognos connection to mail server

    As shown in Figure 4-74, an email message is sent from Cognos to the default sender’s mailbox with a subject of Test message from IBM Cognos Configuration. The sender and recipient are both the defined default sender. This verifies that your Cognos email configuration is successful.
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    Figure 4-74   Test email sent from Cognos

    4.5.3  Scheduling a report for distribution

    This use case shows how to send a report by mail at some interval to some users. You are prompted through the steps to do the following tasks:

    •Schedule a report of the most active volumes of an SVC, to run daily.

    •Output the report as a PDF and email it to selected users.

    1.	To do this, we first access the Tivoli Storage Productivity Center Reporting GUI interface from the web-based GUI by selecting Reporting → View predefined reports (see Figure 4-75 on page 178).
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    Figure 4-75   Cognos predefined reports

    2.	If the Reporting GUI already started, click Public Folders → IBM Tivoli Storage Productivity Center Predefined Reports.

    3.	From the Predefined Reports menu, select Storage Systems (Figure 4-76).
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    Figure 4-76   Storage Systems selected

    4.	Next, select Volumes (see Figure 4-77 on page 179).
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    Figure 4-77   Volumes

    You will now see a list of reports for volumes. Select the Schedule icon (marked 2 in see Figure 4-78) for the Most Active Volumes report (marked 1). The Schedule icon is to the left of the More link
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    Figure 4-78   Schedule for the Most Active Volumes report

    5.	Next, define the schedule. 

    By default, the By Week tab is selected and the report is scheduled to run on the current day. Under Weekly Frequency, select the check box so that the report is run Daily (1 in Figure 4-79 on page 180. We have selected to run it only on weekdays. If the report must be run every 6 hours on weekdays, we would have entered that in the bottom of the box (marked 1). For example: Every 6 hours, starting 8:00 AM and ending 5:00 PM.
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    Figure 4-79   Schedule options

    6.	Select the End by option (2 in Figure 4-79) if you are not going to run the report indefinitely. Because we want the report every day from now on, we have selected No end date.

    7.	When your schedule has been configured, you must set the various options so the report is sent by email and in PDF format. Also select the storage systems for which you want to run the report. Look farther down the window, where you see the default options that are shown in Figure 4-80.
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    Figure 4-80   Options and values

    8.	In the Options section, select Override the default values (marked 1 in the screen capture) and PDF (2). In the delivery section, select Send a link to the report by email (3). The Options section should then look like Figure 4-81 on page 181.
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    Figure 4-81   Options menu with PDF and email selected

    9.	To select recipients and attach the report, change the default setting by selecting the Edit the options link next to Send a link to the report by email (3 in Figure 4-81).

    10.	When prompted, either enter the recipients’ email addresses (1 in Figure 4-82) or select them from Contacts or Distribution Lists in Cognos (2).

    11.	Include a message in the Body field to those who will receive the report, and change the subject if necessary (3).

    12.	Then, select the Attach the report check box (4), and clear the Include the link to the report check box (see Figure 4-82).
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    Figure 4-82   Email options

    13.	When email options have been set, click OK to return to the report scheduling form.

    14.	In the Prompt values section at the bottom, select Override the default values, and click the Set link under Override the default values (see Figure 4-83 on page 182).
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    Figure 4-83   Prompt values

    15.	Clicking Set causes a new page to load. Wait a few moments for the next page to load. When prompted, select the SVC from the list of storage systems (1), and accept the default setting (2), as shown in Figure 4-84. If you have many storage systems, you can filter them by using the drop-down Storage System Configuration menu, where you can choose either Storage systems (for example, DS8000) or Virtualizers (for example, SVC).
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    Figure 4-84   Select reporting storage system

    16.	When you are ready, click Finish. 

    17.	When you return to the Scheduling window, click OK in lower-left corner to complete the schedule.

    18.	To view the scheduled events, in the Tivoli Common Reporting GUI (Figure 4-85), select Launch in the upper right, and then select IBM Cognos Administration.
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    Figure 4-85   Launch IBM Cognos Administration

    19.	Select Upcoming Activities (1 in Figure 4-86) to see the list of soon-to-be-scheduled reports. You can see the report that you just scheduled in the bottom (2), with the name and when it is scheduled to run.
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    Figure 4-86   Upcoming activities

    20.	If you want to test that the scheduled report works and do not want to wait until it is scheduled to run, you can run a test report. Select Schedule from left menu (1) as shown in Figure 4-87.
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    Figure 4-87   “Run the schedule once” selected on the drop-down menu

    21.	Next, select the arrow (2) and, from the drop-down menu, select Run the schedule once (3 in Figure 4-87). You then see the same options in the window shown previously in Figure 4-80 on page 180, except that, as Figure 4-88 on page 184 shows, there is a Run button rather than an OK button.
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    Figure 4-88   Options run.

    22.	You can either run the report with the options already entered or change them, as previously shown. Clicking Run opens a window that asks for confirmation that you want to save the report to the local file system, so click OK (see Figure 4-89).
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    Figure 4-89   Confirmation for saving

    23.	You will then see and overview of settings for the report (Figure 4-90 on page 185). When you are satisfied that they are correct, click OK.
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    Figure 4-90   Report overview

    24.	Then you return to the Scheduled window (Figure 4-91), where you now see your report twice: one scheduled and one being executed. In this example, both reports are running (executing) because the schedules times have been reached.
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    Figure 4-91   Scheduled reports executing

    4.5.4  Saving Cognos reports to external file systems

    At times, you might want to place Cognos reports in folders that are outside of Cognos. For example, you can configure Cognos to run a scheduled report periodically and send the report to a shared folder for others to view. With a periodic report, others are kept informed about the updated status of the storage environment. 

    Configuring Cognos to save reports to a file system

    Configure Cognos so that you can save your reports to locations outside of Cognos, such as a shared file system or a website. By default, the ability for Cognos to write to an outside folder is disabled. You must edit the Cognos global configuration and add a target folder in Cognos.

    1.	Start Cognos configuration by selecting Start → All Programs → Tivoli Common Reporting 3.1.0.1 → IBM Cognos Configuration.

    2.	From the IBM Cognos Configuration - tpcserver window, click Actions → Edit Global Configuration as shown in Figure 4-92. 
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    Figure 4-92   Edit Cognos global configuration

    3.	When the Global Configuration panel opens, click the General tab (marked 1 in Figure 4-93).
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    Figure 4-93   Cognos Global Configuration panel

    4.	Click the Value column for the Archive Location File System Root variable (2 in Figure 4-93).

    You must enter a URI in this field, as outlined in the yellow help window that is displayed (3 in Figure 4-93 on page 186). The location that you enter in the Archive Location File System Root field must be an existing folder and it must be in URI format. 

    In this example, we enter the following URI (Figure 4-93 on page 186, step 2):

    file://c:/temp/archive

    5.	To save a document in a file system outside of Cognos, you must define a folder in Cognos to designate where you want to save the document. Any folder that you define in Cognos is a subfolder of the value in Archive Location File System Root. For example, if you create a folder in Cognos called finance, the complete path name of the folder becomes c:/temp/archive/finance.

    6.	After clicking Test at the bottom of the panel (4 in Figure 4-93 on page 186), verify that the test is successful (Figure 4-94), and then close the results panel.
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    Figure 4-94   Cognos configuration test successful

    7.	Click OK to close the Global Configuration panel.

    8.	After closing the configuration panel, you must still save the changes by clicking File → Save. Cognos Configuration verifies settings before stopping and restarting the service (Figure 4-95).
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    Figure 4-95   Save changes, and Cognos verifies changes

    9.	Click Close to close the checklist, and then close the IBM Cognos Configuration utility.

    Restart Jazz for Service Management

    After you modified Cognos so that you can export reports to external file systems, you must restart the Jazz for Service Management profile service for the changes to be recognized in Cognos.

    1.	Open the Windows Services panel by clicking the Windows Start button, type services.msc, and press Enter.

    2.	Right-click the IBM WebSphere Application Server V8.5 - JazzSMProfile service and select Restart (Figure 4-96).
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    Figure 4-96   Restarting the JazzSM profile service

    Modifying Cognos to export reports

    It might take a few minutes after the JazzSM profile service starts before anyone can access the reporting views in the Tivoli Storage Productivity Center web-based GUI. If you receive a message that the dispatcher cannot service the request at this time, wait for five minutes.

    1.	In the Tivoli Storage Productivity Center web-based GUI, select Reporting → View Predefined Reports.

    2.	If you are prompted, log in. Click Launch in the upper right and select IBM Cognos Administration (Figure 4-97).
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    Figure 4-97   Launching Cognos administration

    3.	To define an external file system, begin by clicking the Configuration tab and then clicking Dispatchers and Services (Figure 4-98 on page 189).
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    Figure 4-98   Launching Dispatcher and Services configuration

    4.	Click the icon in the upper right to Define file system Locations. The icon looks like a folder with two lines extending underneath it. You can position your cursor over the icons to get the description of each button (Figure 4-99).
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    Figure 4-99   Define file system locations icon

    5.	Click the New link on the right side of the page (Figure 4-100).
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    Figure 4-100   Defining an external file system in Cognos

    The Name field is a label for identifying the configuration that, in this example, is the directory path where the report is stored. We labeled this configuration Performance, and we designated web_perf_data as the location for the exported reports (see Figure 4-101 on page 190). Do not enter a URI as specified in the text. The value we enter is appended to the value entered in the Cognos configuration, which is c:\temp\archive. When the report is generated and exported, it is in the c:\temp\archive\web_perf_data folder.
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    Figure 4-101   Entering an external folder name

    6.	When you click Finish, verify the defined name and location, and then close the panel (Figure 4-102). 
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    Figure 4-102   Defined external folder name

    Saving a report to an external file system

    We use the newly defined external file system that was configured in Cognos, c:\temp\archive\web_perf_data, to save a predefined report to a location outside of Cognos. Although this file system is local, a remotely mapped file system can be used for others to access, or the file system can be a location for hosting a web application. If the report is scheduled to run periodically, users can view the updated reports to examine changes in their environments.

    1.	Click Launch → IBM Cognos Connection to return to the Public Folders list (see Figure 4-103).
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    Figure 4-103   Launching Cognos connection

    2.	Select IBM Tivoli Storage Productivity Center Predefined Reports → Storage Systems, and then click the green arrow after the report named “Performance of One Storage System” to run the report with options (Figure 4-104).
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    Figure 4-104   Performance of One Storage System report selected

    3.	For this report, focus on the delivery because you are exporting the report to an external folder. In the Delivery section, click Save the report. (Figure 4-105).
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    Figure 4-105   Selecting the option to save a report

    4.	To save the report to a file system, click the advanced options link on the right side of the panel (Figure 4-106 on page 192).
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    Figure 4-106   Select advanced options to save to an external folder

    5.	In the Delivery section on the right side of the Advanced Options panel, select the check box to Save to the file system (Figure 4-107).
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    Figure 4-107   Select to save to the file system

    6.	Click Edit the options to view the various ways and locations that you can save the report (Figure 4-108). If you have more than one external folder defined, you can specify the target folder here. But because you have only one external folder defined, labeled Performance, there are no other choices.
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    Figure 4-108   Options for saving Cognos reports

    7.	Make no further changes, and click Cancel.

    8.	Verify that these parameters are selected (see Figure 4-109):

     –	Time and Mode:

    Run in the background:

    Now

     –	Formats:

    HTML

    Enable selection-based interactivity

     –	Prompt values:

    Prompt for values

     –	Delivery:

    Save the report

    Save to the file system
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    Figure 4-109   Options for running a Cognos report

    9.	Click Run, and wait for the report.

    10.	When prompted, select a storage system, and then click Finish (Figure 4-110 on page 194).
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    Figure 4-110   Setting a storage system

    Notice in the line that refers to saving to the file system that the Location is Performance (Figure 4-111). Performance is the label assigned to the web_perf_data folder. 

    11.	Verify the parameters, select the check box for View the details of this report after closing the dialog, and click OK. 
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    Figure 4-111   Verifying report parameters

    12.	Click Refresh in the upper right (Figure 4-112 on page 195) every few seconds until the Completion time has a value.
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    Figure 4-112   Click refresh until the report shows a completion time

    13.	You can view the report in Cognos by clicking Yes under the Report outputs section (Figure 4-113).
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    Figure 4-113   Click Yes to view the report output.

    14.	Verify that the report is also stored in C:\temp\archive\web_perf_data. 

    15.	Double-click the file that ends in mht to view the report.

    16.	Close all browser windows and tabs except for the Tivoli Storage Productivity Center web-based GUI.

    4.5.5  Create a report by using Query Studio

    If the predefined reports do not suit your needs, you can use Query Studio to create and modify reports. In this example, we will demonstrate some of the capabilities of Query Studio by explaining how to create a report that shows the amount of local and mapped storage on servers both in total and for each server. 

    For this exercise, open Query Studio by selecting Reporting → Create Capacity Reports (Figure 4-114 on page 196). 

    The Create performance reports selection also initiates Query Studio but with different packages. 
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    Figure 4-114   Starting Query Studio to create capacity reports

    Define server and storage device relationships

    In the initial Query Studio window, the left side has a menu of possible tasks to perform by using the packages that are listed in Figure 4-115. For this example, we are concerned with the relationship between the servers and the storage devices, not the switches or fabrics.

    [image: ]

    Figure 4-115   Tasks and packages 

    1.	To add the list of servers to the report, expand Server to Storage Systems → Server Resources → Server (Figure 4-116 on page 197). Right-click Server Name and select Insert. The list of servers displays in the right pane. 
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    Figure 4-116   Insert Server Name in report

    2.	Now, add the list of storage associated with the servers. In the Server Resources branch, expand Logical Volumes → Capacity and Usage Metrics. Right-click Logical Volume Capacity and select Insert. This shows the total logical volume capacity on the server, including both the local physical drives and the virtual drives.

    3.	Add the Storage Virtualizer Name to the report by expanding Storage Virtualizer Resources → Storage Virtualizers and double-clicking Storage Virtualizer Name. When you add the storage virtualizer name, the type of storage is separated and shows the virtualized and nonvirtualized storage. The exception in the list is tpcserver, which is a VM using a nonmonitored SVC. Notice that vc41.storagelab.austin.ibm.com is also a VM and is using only virtual storage. 

    4.	Next, move the Storage Virtualizer Name column to the second column. Right-click the column and select Cut (Figure 4-117).
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    Figure 4-117   Cutting a column in Query Studio

    5.	Right-click the Logical Volume Capacity (GB) column and select Paste. The contents of the clipboard are pasted to the left of the selected column (Figure 4-118). 
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    Figure 4-118   Pasting a column in Query Studio

    
      
        	
          Note: In the left pane, selecting Edit Data lists describes all of the available edit functions and their associated icons, many of which are listed at the top of the right pane. The same is true for the other menu items in the left pane. Notice that in the Manage File menu item, you can open your report in Report Studio. 

        
      

    

    6.	Now you have the columns in the correct order. Clear all of the columns by clicking outside the table. 

    Add one parameter to act as a filter when you generate the report. Any storage mapped to a host where an SRA is installed appears as a Server Disk Model of 2145, and the local disk will have a defined and known model type. 

    a.	Add the Server Disk Model column (Server Resources → Server Disks → Vendor, Model and Device Information → Server Disk Model) to the end of your report.

    b.	Right-click the Server Disk Model column and select Filter (Figure 4-119).
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    Figure 4-119   Applying a filter in Query Studio

    c.	Because you want only physical servers that have SRAs installed, select the check boxes to not show server model types of Unknown or Virtual Disk (Figure 4-120 on page 199), and then click OK.
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    Figure 4-120   Filter selections

    d.	If you want to select how to filter the Server Disk Model every time that you run the report, select Prompt every time the report runs. 

    At the moment, your report looks like Figure 4-121. Notice that the defined filter is shown at the top of the table.
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    Figure 4-121   Sample of report view

    e.	To make this easier to read, group by Server Name and by Storage Virtualizer Name. Select the Server Name column, and then select Change Layout in the left pane. 

    f.	Next, click the Group icon, select the Storage Virtualizer Name column, and click the Group icon again. 

    g.	Then, select Collapse Group. 

    Collapsing the group shows only the totals for the group and not the individual volumes and this eliminates the Server Disk Model column from the view, but the filter is still applied to that column. 

    The resulting table is shown in Figure 4-122. 
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    Figure 4-122   Storage grouped by server

    7.	Now, select the Storage Virtualizer Name column (Figure 4-122) and select the Pivot icon in the left pane. 

    This creates a table showing logical volume capacity by server and by type. So that you can see at a glance the amount of total mapped storage versus total local storage and the amount of local and mapped storage on each server (Figure 4-123).
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    Figure 4-123   Server storage by server and by type

    8.	To change the title and to hide the filter names, from the Change Layout menu, select Edit title area (Figure 4-124).
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    Figure 4-124   Change title and suppress filter list report.

    The final report looks like Figure 4-125, and you save it by using the Save to Disk icon (Figure 4-126). If you accept the default location for saving the report, be sure to make note of the path so you can find it later.
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    Figure 4-125   Logical volume capacity by server and by type
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    Figure 4-126   Save to Disk icon in Query Studio

    If SRAs are deployed to other servers, the new server is added to the list of servers when you run the report. 

    4.5.6  Restoring default reports

    Restore deleted reports with the package recovery functions.

    1.	Locate the installation media for Tivoli Storage Productivity Center 5.2.1. The default reports are in the first of two Tivoli Storage Productivity Center installation disk archives. In this exercise, they are extracted in the F:\tpc directory.

    2.	From a Windows command prompt, change to the C:\Program Files\IBM\JazzSM\reporting\bin directory and run the following command:

    trcmd.bat -import -bulk f:\tpc\data\gui\TPC_deployment_pckg.zip -user smadmin -password Object00

    3.	Return to the IBM Cognos Reports web GUI and click Public Folders > IBM Tivoli Storage Productivity Center Packages to restore the reports that were deleted.
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Security considerations

    In this chapter, we cover key security topics for Tivoli Storage Productivity Center. A good working knowledge of these topics is vital for application installation, configuration, administration, and maintenance. This chapter includes the following topics:

    •Security vulnerabilities

    •Authentication concepts and components

    •Tivoli Storage Productivity Center (internal) user IDs

    •Users of Tivoli Storage Productivity Center

    •Querying and testing LDAP and Active Directory

    •Configuring LDAP and Active Directory

    5.1  Data and access considerations

    Tivoli Storage Productivity Center stores several types of information about storage subsystems, SAN switches, computers, clusters, file systems, and more. Tivoli Storage Productivity Center stores only structural and informational data and never touches client-specific data. The most sensitive data that is stored is:

    •IP addresses

    •Host names

    •Usernames and passwords of your CIM Agent and out-of-band agents

    •File names

    •Directory names

    •User account names

    5.1.1  Security vulnerabilities

    The Tivoli Storage Productivity Center application incorporates many other underlying software components. Like any software application, fixes or patches might be published to correct security problems that are discovered in the application or for the component software upon which it relies.

    Some of these software components might be affected:

    •IBM WebSphere software

    •IBM DB2 software

    •Java software

    •Server operating system software

    In general, check the Tivoli Storage Productivity Center “Platform Support: Agents, Servers and Browsers” web page for security fixes or patches that affect the software and components:

    http://www.ibm.com/support/docview.wss?uid=swg27039833

    Fixes published separately for component software that Tivoli Storage Productivity Center uses might not be tested or compatible with Tivoli Storage Productivity Center.

    We recommend that you consult with IBM support for guidance before applying patches for any of the underlying component software used in Tivoli Storage Productivity Center. We also recommend that you have current backups for the Tivoli Storage Productivity Center server. See 3.2, “Database backup basics” on page 59 and 3.3, “Database backup method considerations” on page 60 for details about database backups that are necessary for recovery in the event that any upgrade or fix/patch introduces problems.

    5.2  Authentication concepts and components

    In this section, we describe the types of authentication and their implementation in Tivoli Storage Productivity Center V5.2. First, we review the components that are factors in authentication. Then, we explain implementing authentication in Tivoli Storage Productivity Center and the configurations options.

    5.2.1  WebSphere Application Server in Tivoli Storage Productivity Center

    IBM WebSphere Application Server is used by Tivoli Storage Productivity Center components to do the authentication. For WebSphere, a user ID can be defined in different ways, which are listed in Table 5-1.

    Table 5-1   User ID repositories

    
      
        	
          User ID type

        
        	
          Description

        
      

      
        	
          Operating system (OS)

        
        	
          The user ID is defined in the local OS, so the user ID can be used only on that server. 

        
      

      
        	
          External repository

        
        	
          A central repository of user IDs that can be used across multiple systems. Many organizations already use a central repository, and now they want to use that for Tivoli Storage Productivity Center also. This makes sense, because with the adoption of functions like provisioning and custom reporting using a web front end, the group of users accessing Tivoli Storage Productivity Center is getting larger.

        
      

      
        	
          Others

        
        	
          IDs that are typically defined within the context of a single application or device. The ID is not visible to the operating system.

          WebSphere refers to such a repository as the file registry. An example of such a user is the default JazzSM administrator, smadmin. 

        
      

    

    Tivoli Storage Productivity Center can use any of the three repository types, but there is some configuration work necessary. The configuration itself is not performed during the installation of Tivoli Storage Productivity Center, but you need to decide what kind of internal user IDs you are going to use. This is an important point so we have separated this in its own section 5.2.2, “Difference between Productivity Center “users” and “user IDs”” on page 206.

    What you also need to understand is that when you have installed the optional Tivoli Storage Productivity Center Reporting component there are really two WebSphere Application Servers running:

    •WebSphere Application Server used by Tivoli Storage Productivity Center, Tivoli Storage Productivity Center for Replication, and the Tivoli Storage Productivity Center web-based GUI. 

    •WebSphere Application Server that comes with JazzSM to work with Tivoli Common Reporting/Cognos.

    The point is that you need to configure both WebSphere Applications Servers. 

    5.2.2  Difference between Productivity Center “users” and “user IDs”

    You often hear Tivoli Storage Productivity Center users or Tivoli Storage Productivity Center User IDs and might think they are the same. But there is a difference between the two terms:

    •Tivoli Storage Productivity Center (internal) user IDs

    These are user IDs that are used by Tivoli Storage Productivity Center and its components to communicate with each other. An example is the user ID used by Tivoli Storage Productivity Center and Cognos to log in to DB2. 

    You can find more about the Tivoli Storage Productivity Center (internal) user IDs in section 5.3, “Tivoli Storage Productivity Center internal user IDs” on page 210.

    •Tivoli Storage Productivity Center users

    These are the user IDs used by the administrators to log on to Tivoli Storage Productivity Center. When talking about the requirement to use an external authentication service, such as LDAP or Active Directory, these IDs are typically the ones that are centrally configured. The requirement is that Tivoli Storage Productivity Center accept the ID stored in those repositories when a user logs in to Tivoli Storage Productivity Center.

     

    
      
        	
          Note: The following components of the Tivoli Storage Productivity Center environment are capable of working with LDAP or Active Directory user names:

          •Tivoli Storage Productivity Center web-based GUI

          •Tivoli Storage Productivity Center stand-alone GUI

          •Tivoli Storage Productivity Center Command Line Interface (tpctool)

          •Tivoli Storage Productivity Center for Replication web-based GUI

          •Tivoli Storage Productivity Center for Replication Command Line Interface

          •Tivoli Common Reporting/Cognos: Requires configuration separate from Tivoli Storage Productivity Center configuration. 

        
      

    

    You can find more about Tivoli Storage Productivity Center users and the authentication configuration in 5.4, “Users of Tivoli Storage Productivity Center” on page 217. 

    5.2.3  Difference between “authentication” and “authorization”

    We use the terms authentication and authorization in this chapter, so to make sure that you understand what we mean, we explain both:

    Authentication 	This is the process of checking whether users are who they claim to be by asking for a password and validating that against the user data repository (the place where the user IDs and passwords and password hashes are stored).

    Authorization	This is the level of access that a user has, for example administrator as opposed to user or guest. In Tivoli Storage Productivity Center terms this is the role to group mapping. In order to get access to Tivoli Storage Productivity Center you need to belong to a group that is configured in Tivoli Storage Productivity Center. Depending of the assigned role for that group, you can perform different tasks.

    Both authentication and authorization are implemented in multiple components of Tivoli Storage Productivity Center, as shown in Table 5-2. 

    Table 5-2   Authentication and authorization

    
      
        	
          Component

        
        	
          Description

        
      

      
        	
          Tivoli Storage Productivity Center

        
        	
          Groups get assigned roles.

        
      

      
        	
          Tivoli Storage Productivity Center for Replication

        
        	
          Groups or users get assigned roles.

        
      

      
        	
          Reporting and Cognos

        
        	
          By default, any authenticated user has access to reports.

        
      

      
        	
          WebSphere

        
        	
          Required only for Tivoli Storage Productivity Center configuration, but WebSphere also implements roles for users.

        
      

    

    5.2.4  Places of configuration

    Figure 5-1 shows a high-level diagram of the Tivoli Storage Productivity Center environment. 
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    Figure 5-1   Tivoli Storage Productivity Center environment

    You can see that most of the Tivoli Storage Productivity Center components (shown in the upper left corner) are using the embedded WebSphere Application Server and that there is a second (full) WebSphere Application Server used by Tivoli Storage Productivity Center Reporting. The WebSphere Application Server is using a concept of federated repositories which means that it can be configured to work with different types of directories where user IDs are stored. The embedded WebSphere has a file registry enabled and the localOS repository. Users from the file repository can only be used for users of Tivoli Storage Productivity Center.

    On the right side you can see the optional Tivoli Storage Productivity Center Reporting component, which is installed using JazzSM. It includes Tivoli Common Reporting, Cognos and its own WebSphere Application Server. After the installation this WebSphere Application Server is only configured to work with the file registry and a single user that was created during the JazzSM installation (this user is called smadmin by default).

    In Microsoft Windows environments where the server that Tivoli Storage Productivity Center runs on is a member of a domain, there are two ways for the WebSphere Application Server to communicate with the Active Directory server:

    Directly	You must configure the LDAP repository. 

    Implicitly	By communicating with the local operating system by using the local OS repository. 

    You can see in Figure 5-1 that, by default the WebSphere Application Server used by Cognos has only the file registry enabled. Therefore, after the installation, you cannot use user IDs that were defined in the operating system to log on to Cognos. For more information about this, see Notes on page 209. 

    5.2.5  User ID and repository combinations 

    Now that we have explained user IDs and repositories, we have illustrated the concepts in Figure 5-2 to show how they can be combined.
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    Figure 5-2   Authentication in Tivoli Storage Productivity Center 

    The user authentication is configured after the installation of Tivoli Storage Productivity Center. Local authentication is the default.

    In 5.3, “Tivoli Storage Productivity Center internal user IDs” on page 210, there are four combinations of the individual configurations:

    •Local/Local

    This is probably the configuration used most often. The Tivoli Storage Productivity Center (internal) user IDs are defined in the local OS and the IDs that are used by the groups of people who use the Productivity Center. For this setup, no additional configuration is required. However, it is important to remember that the WebSphere instance installed with JazzSM for Cognos reporting is a separate instance which, by default, authenticates only against its internal file repository. When the standard installation is finished, the only user who can access Cognos reports is the JazzSM administrator that was configured during installation (the default user ID is smadmin).

    Because there are no special considerations for Tivoli Storage Productivity Center users, we have not focused on this configuration. You can find more information in 5.3.3, “Scenario 1. Installation where users and groups reside in a local OS context” on page 213. 

    •Local/External 

    This is the configuration that many administrators want to implement, and that we typically recommend. The Tivoli Storage Productivity Center internal user IDs are users defined in the local operating system. The people that work with Tivoli Storage Productivity Center can use their centrally managed user IDs so that they do not need to remember multiple IDs and change multiple passwords.

    For Microsoft Windows, there are two ways to implement this configuration, which we describe in 5.3.3, “Scenario 1. Installation where users and groups reside in a local OS context” on page 213 and 5.3.4, “Scenario 2. Installation where users and groups reside in domain context” on page 215. Method 1 is the same configuration that you choose in Linux or UNIX environments. It is the setup that we recommend. 

    For detailed information, see these subsections: 

     –	5.4.2, “Method 1: Authentication directly through LDAP” on page 218

     –	5.4.3, “Method 2. Implicit authentication” on page 223

    4.	External/Local

    This setup is possible. However, it really does not make sense to spend the effort of using external IDs for the Tivoli Storage Productivity Center internal users, while the people working with Tivoli Storage Productivity Center can only use the local OS user IDs.

    5.	External/External

    This is the most complex setup scenario and it is only supported in a Windows Active Directory Domain environment. If the Tivoli Storage Productivity Center internal users need to be configured within an external authentication repository you must ensure that these users have sufficient permissions on the local computer. 

    The permissions stated as Act as part of the operating system and Log on as a service must be granted to the ID that is used as the internal user.

    This works only with the implicit communication to the Active Directory Server, so there is no need for configuration changes in WebSphere Application Server (other than adding the localOS authentication to the Cognos WebSphere). This scenario requires additional configuration on the local OS which increases the complexity and the probability for installation errors. We do not recommend this scenario.

     

    
      
        	
          Notes:

          In Tivoli Storage Productivity Center V5.1, Tivoli Common Reporting was integrated with Cognos and configured in Tivoli Integrated Portal by using the local OS authentication. With the replacement of Tivoli Integrated Portal by JazzSM, starting with Tivoli Storage Productivity Center V5.2, the default authentication for Tivoli Common Reporting is now the file-based repository. 

          This simply means that the Cognos web-based GUI checks the user ID and password entered against its internal file-based repository rather than checking with the local operating system. Therefore, you need to use the same user ID and password that you have entered during the JazzSM installation to access Cognos.

          Authentication with LDAP can be configured manually after the installation.

        
      

    

    5.3  Tivoli Storage Productivity Center internal user IDs

    In this section, we explain the different user IDs in a Tivoli Storage Productivity Center environment, where they are defined, and how they are used. 

    5.3.1  Technical user IDs

    Earlier we said that using user IDs that are configured in external authentication repositories is more complex. There are environments that consider external authentication to be more secure, so they do not generally allow the use of local user IDs on servers. The exception to this rule is the implementation of local user IDs if they are technical user IDs. Technical user IDs are typically:

    •User IDs without the ability to log in interactively.

    •Allowed to be defined as a local user ID in the server operating system.

    •Set up with passwords that never expire. 

    Password considerations

    If the password of a Tivoli Storage Productivity Center (internal) user ID is expired, the product does not work properly. Tivoli Storage Productivity Center provides a password tool to change the password of the user IDs. You must invoke the password tool manually after the password of a Tivoli Storage Productivity Center (internal) user ID has been changed. 

    If you have installed the Reporting component, you must manually change the DB2 password in the Cognos administration.

    If you do not use technical user IDs, the risk of Tivoli Storage Productivity Center outages increases. When you are discussing the Tivoli Storage Productivity Center setup, make sure that you consider that the Tivoli Storage Productivity Center internal user IDs can be implemented as technical user IDs.

    5.3.2  Functional user IDs

    Table 5-3 lists the functional users that are used in a typical Tivoli Storage Productivity Center installation.

    Table 5-3   Tivoli Storage Productivity Center internal user IDs

    
      
        	
          Referred to as

        
        	
          Description

        
      

      
        	
          Common user 

          See Figure 5-3. 

        
        	
          This is the central user ID in Tivoli Storage Productivity Center. It must be part of the local administrator group and, for most installations, is used by the following applications: 

          •The Tivoli Storage Productivity Center processes to log in to DB2 to use the TPCDB.

          •You can choose a different ID to log in to the database if you select “Configure database repository,” as in Figure 5-3. 

          •Use Cognos to log in to DB2 to access the TPCDB database and use the content store (TCRDB).

          •In Tivoli Storage Productivity Center V5.1, this was automatically. In Tivoli Storage Productivity Center V5.2, you must enter the ID and password yourself during the JazzSM installation. You have the option to choose a different ID (see Figure 5-4). 

          •The WebSphere Application Server used by Tivoli Storage Productivity Center. It is set as the default administrator for that WebSphere.

           

          In addition, the ID can be used: 

          •As the default login to Tivoli Storage Productivity Center to start using it. 

          •As the default login to Tivoli Storage Productivity Center for Replication to start using it. 

          •As the default administrator of the WebSphere Application Server used by the Tivoli Storage Productivity Center processes.

        
      

      
        	
          JazzSM administrator (smadmin)

          See Figure 5-4. 

        
        	
          This is not an operating system user ID. It is defined in the WebSphere file repository of JazzSM.

          The ID is used:

          •As the default login to the Tivoli Common Reporting/Cognos application that is running in that WebSphere server.

          •as the administrator for the WebSphere Server that gets installed with JazzSM.

          This user ID cannot be defined with a user ID in an external authentication service. 

        
      

    

     

    
      
        	
          Note: Another user ID, the tpcFileRegistryUser. such as the smadmin user, this is an internal user in the WebSphere Application Server that the Tivoli Storage Productivity Center processes use. The tpcFileRegistryUser exists so that you have another user to access WebSphere Application Server in case you have locked yourself out while changing the authentication setting. The password for this user ID is the one that was set for the common user during the installation of Tivoli Storage Productivity Center. The password does not change if the password of the common user is changed by using the change password tool. Store it in a safe place in case you need it later.

        
      

    

    There can be additional user IDs that you need for a complete Tivoli Storage Productivity Center implementation. For example, the IDs to access CIM agents. The purpose of Table 5-3 is to explain the internal users of Tivoli Storage Productivity Center.

    The common user ID is defined on the panel shown in Figure 5-3.
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    Figure 5-3   Common user name and Password definition

    The JazzSM administration user is defined during the installation on the Specify Credentials panel shown in Figure 5-4. 
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    Figure 5-4   Definition of the JazzSM administrator

    5.3.3  Scenario 1. Installation where users and groups reside in a local OS context

    This scenario explains the highlighted part of the diagram in Figure 5-5.
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    Figure 5-5   Authentication - Scenario 1

    When to use local user IDs for the Tivoli Storage Productivity Center 

    In general this is the simplest setup for Tivoli Storage Productivity Center. We suggest using this scenario when possible. Choosing this setup does not prevent you from configuring an external authentication service later on. It reduces the complexity for creating and adjusting a common user ID.

    Considerations when using local user IDs

    There are only a few considerations for this scenario:

    •You can use the DB2 user ID created by the DB installer as the Tivoli Storage Productivity Center common user. 

    •No extra configuration is required when using the db2admin (which is typically the Windows-specific DB2 user) as common user. On AIX and Linux, that user is typically db2inst1.

    •The common user does not need to have the rights to log on to the system locally or remotely, so you can remove those rights and make it a technical user ID. With this setup, you should be able to comply with the security rules in most organizations and use a setup that most Tivoli Storage Productivity Center installations use.

    Requirements when using local user IDs

    These are the requirements when you implement this configuration:

    •Most often, the ID is the db2admin user. On IBM AIX and Linux systems, that user is typically db2inst1. When that user was created during the DB2 installation, all of the required properties are already set for that user ID.

    •If you create a new user ID as the common user, you need to make sure that the following properties are set before you start the installation:

     –	Add the local user account that you want to use as the common user to the local Administrators group in Windows, system group in IBM AIX, or root group in Linux. 

     –	Windows: Set the property Act as Part of the Operating System for the domain user in Security Policies.

     –	Windows: Set Log on as a Service for the user in Security Policies.

     

    
      
        	
          Tip: The Windows operating system can deny a user account the right to log on to a computer. By default, there are no accounts denied the ability to log on locally.

          On Windows you can revoke the right to log on locally from the common user ID. In some organizations, this prevents the local user ID from being seen as a security violation. 

          These are the steps to configure this restriction:

          1.	From the Windows Start menu, select Administrative Tools → Local Security Policy. 

          2.	Navigate to Local Policies → User Rights Assignment. 

          3.	Search for “Deny log on locally” and double-click it. 

          4.	Add the user to the properties. 

          Several methods might accomplish the same result for AIX or Linux, but they have not been tested for inclusion in this section.

          After making the changes, restart the server to make sure that the changes are in effect.

        
      

    

    5.3.4  Scenario 2. Installation where users and groups reside in domain context

    This scenario explains the highlighted part of the diagram in Figure 5-6.
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    Figure 5-6   Authentication, Scenario 2

    External IDs with domain user IDs

    When the environment requires that there are no locally defined users on the Tivoli Storage Productivity Center server itself, choose this scenario. As an alternative, you might be able to get an exception noting that this local user account is used only by the application and not an individual.

    Considerations when using external and domain user IDs

    There are several considerations when it is required to have user IDs that are not local:

    •It is more likely that the user ID needs to have its password changed regularly. In this case you must reconfigure Tivoli Storage Productivity Center. For a high-level description, see 5.3.5, “Changing Tivoli Storage Productivity Center internal user ID passwords” on page 217. 

    •Communication errors with the external authentication server cause Tivoli Storage Productivity Center to not function properly. Where the external authentication context is used, not all components of Tivoli Storage Productivity Center will work properly until the authentication service is restored. This can result in Tivoli Storage Productivity Center not being able to start, and therefore no data is collected. 

    Requirements for external user IDs 

    In this section, we look at the requirements when you implement a configuration using an Active Directory Domain user ID. 

    •If you use an Active Directory Domain user ID for the common user, make sure that the following properties are set before you start the installation:

     –	Add the local user account or the domain user account that you want to use as the common user to the local Administrators group. 

     –	Set Act as Part of the Operating System for the domain user in Security Policies. 

     –	Set Log on as a Service for the domain user in security policies

    •Activate extended security during the DB2 installation or use the db2extset command to activate this after the DB2 installation. 

    For information about extended security in DB2, see “Extended Windows security using DB2ADMNS and DB2USERS groups” in the IBM Knowledge Center:

    http://ibm.co/1pTGjKz

    •Allow Active Directory groups in DB2.

    Granting DB2 SYSADM authority

    If it is a Windows domain, the user account is used to install Tivoli Storage Productivity Center. The user account might not have the DB2 sysadm authority, because DB2 goes to the domain controller computer to list the groups. Before you install the Productivity Center, you must grant the Windows domain user account the DB2 sysadm authority. There are different ways to configure this:

    •Add the domain user to the local Administrators group. 

    •Add the domain user to the local DB2ADMN group. 

    •Specify a domain group to be treated as DB2 administrators.

    If you choose either of the first two options, you need to change the DB2_GRP_LOOKUP environment variable. This variable controls whether groups are enumerated on the local machine, or where the users are defined (on the local machine for a local user or at the domain level if for a domain user).

    When Tivoli Storage Productivity Center uses domain users and the DB2 administrator role is derived from being a member of a local group, the DB2_GRP_LOOKUP needs to overwrite the default DB2 behavior. This is done by completing the following steps:

    1.	Click Start → Command Prompt.

    2.	Right-click Command Prompt and select Run as administrator.

    3.	Enter these commands:

    db2cmd

    db2set -g DB2_GRP_LOOKUP=local,TOKENLOCAL

    db2 force application all

    db2stop

    db2start

    db2set -all

    If you chose the third option (Specify a domain group to be treated as DB2 administrators), you need to create a domain group and add to it the users that you want to have SYSADM authority. The DB2 database manager can be configured to enumerate groups for users at the location where the users are defined. Either the DB2_GRP_LOOKUP variable is not set or it needs to be set to domain.

    •Update the sysadm_group database manager configuration parameter in this group by using the following commands:

    DB2 UPDATE DBM CFG USING SYSADM_GROUP group_name

    DB2STOP

    DB2START

    You can find more information about DB2 prerequisites and security settings for DB2 V10.1 at the following pages of the IBM Knowledge Center:

    Prerequisites for a DB2 database server installation (Windows)

    http://ibm.co/1wVBXTP

    DB2 and Windows security introduction

    http://ibm.co/1GRi8l0

    5.3.5  Changing Tivoli Storage Productivity Center internal user ID passwords 

    To change the Tivoli Productivity Center internal user IDs passwords within the applicatinon, use the changepasswords tool. This tool is found in the service directory of the Tivoli Storage Productivity Center server installation directory. By default, this is <TPC install directory>\service directory.

    You also need to manually change the DB2 password of the user ID that is stored within Cognos. Figure 5-7 shows an example of a prompt for a DB2 user ID and password if the stored information is no longer valid.
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    Figure 5-7   Example of password prompt 

    To change the password stored in Cognos, see Appendix B, “Change password” on page 315.

    5.4  Users of Tivoli Storage Productivity Center

    The users that are working with Tivoli Storage Productivity Center are the typically the storage administrators in an organization. The user IDs used by the storage administrators have special security restrictions enforced, for example, that the password needs to be changed every three months.

    The storage administrators typically want to use the same user ID that they already use elsewhere to log in to the Tivoli Storage Productivity Center web-based GUI (and other interfaces). They do not need another user ID with another password. To make this work Tivoli Storage Productivity Center must perform the authentication of users through an external authentication service. 

    Tivoli Storage Productivity Center also supports role-based authorization to specify the rights a user has in Tivoli Storage Productivity Center. This concept is known as Role to Group Mapping in previous versions of Tivoli Storage Productivity Center. With Tivoli Storage Productivity Center V5.2 it was moved from the stand-alone GUI to the web-based GUI. A detailed explanation can be found in Chapter 3.3, “User roles in Tivoli Storage Productivity Center V5.2,” of the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204.

    5.4.1  External authentication configuration methods

    Now that you have an understanding of the types of users in the Tivoli Storage Productivity Center environment, we review the different ways to configure the authentication by using an external authentication service.

    Depending on your specific environment, there are three ways, as listed in Table 5-4, to configure Tivoli Storage Productivity Center after it is installed. Keep in mind that, by default, Tivoli Storage Productivity Center uses local OS authentication for the stand-alone GUI and the web-based GUI.

    Table 5-4   Authentication scenarios

    
      
        	
           

        
        	
          Method 1

        
        	
          Method 2

        
      

      
        	
          Operating system

        
        	
          UNIX/Windows

        
        	
          Windows

        
      

      
        	
          Member of the domain

        
        	
          Not required, but possible

        
        	
          Required

        
      

      
        	
          Authentication:

        
        	
          LDAP direct

        
        	
          Implicit

        
      

    

    When using a Windows server that is a member of a Microsoft Windows Active Directory Domain you can still use Method 1.

     

    
      
        	
          Note: Tivoli Storage Productivity Center supports only Microsoft Windows Active Directory and LDAP authentication. 

        
      

    

    5.4.2  Method 1: Authentication directly through LDAP

    This scenario explains the highlighted part of the diagram in Figure 5-8.
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    Figure 5-8   Authentication - Method 1

    When to use authentication directly through LDAP

    The most obvious situation for using the LDAP authentication configuration method is when Tivoli Storage Productivity Center server is not running on a Microsoft Windows operating system.

    If the Tivoli Storage Productivity Center server runs on Microsoft Windows there are several important requirements to use implicit authentication, which in many environments cannot be implemented.

    Even if the Tivoli Storage Productivity Center server is running on a Windows server, there are situations when the implicit authentication will not work. For example, there are customer environments where you have difficulties authenticating users and you cannot turn on the Computer Browser Service (Computer Browser service is the mechanism that collects and distributes the list of workgroups and domains and the servers within them). In that situation, you must configure WebSphere Application Server to communicate directly with the Active Directory Server by using the LDAP protocol. 

    Another less likely situation is that the Tivoli Storage Productivity Center server runs on Windows but the authentication service is not a Microsoft Windows Active Directory.

    Considerations for using authentication directly through LDAP

    There are several considerations for using LDAP authentication: 

    •Can be used with servers on UNIX, Linux and Windows.

    •Can be used even if the Windows server is part of a Windows Active Directory Domain. 

    •For successful authentications with Active Directory using LDAP as the protocol the WebSphere Application Server needs to be configured manually.

    •If the server is part of a domain, the localOS repository can also try to resolve domain user IDs. There are some situations where you might want to disable this implicit authentication function:

     –	If you have duplicate user IDs, you might encounter problems in this setup. For example, if the server gets added to a domain after the Tivoli Storage Productivity Center configuration is complete and has been tested. You might be advised by the Tivoli Storage Productivity Center support to turn this function off, as it is not really needed in this situation.

     –	If the domain is large the performance of the user ID lookup during the authentication might take a long time. During the LDAP and Active Directory setup, where in the directory hierarchy the search starts is configured. This search configuration cannot be done in the localOS. Turning off the lookup through the localOS repository can speed up the search.

    Ask IBM support for instructions on how to turn off the domain lookup through the localOS repository.

    •If the external authentication service is configured within WebSphere, WebSphere gives preference to the external repository over localOS repository. This means you can log in directly with an external or domain user. The same is true for local users, unless the same local user name also exists in the external repository. In this case you must use the computer name as a prefix, because WebSphere gives the user from the external repository the higher priority.

    •If Tivoli Storage Productivity Center is running on Windows and, depending on the OS configuration, the WebSphere localOS authentication can implicitly authenticate users against the external repository. In this situation WebSphere will:

     –	First try to validate the user ID and password with the external repository

     –	Second, try the local OS. 

    This is called domain over local functionality.

    If you have a user ID defined with the same name in the external repository and locally on your Windows system, you must add the domain or local computer name as a prefix yourself to tell WebSphere Application Server exactly which user ID to use. This trick only works in a Windows environment.

    •If Tivoli Storage Productivity Center is running on a UNIX platform, implicit authentication through the localOS cannot be performed. If there is a user ID in local OS context and in LDAP you get an error when you try to log in to Tivoli Storage Productivity Center with this user ID. The reason is that WebSphere Application Server cannot clearly resolve the user ID. In this case, you must rename either the local user or the LDAP user, because there is no work-around by using the computer or domain name as a prefix.

    •If more than one external authentication service is used you are responsible to ensure there are no duplicates. Otherwise WebSphere Application Server does not authenticate the user because it cannot be resolved to a unique ID.

    The same is true for group names that you want to configure within Tivoli Storage Productivity Center, 

    You must also be sure not to configured group names in the Tivoli Storage Productivity Center role mapping that can be resolved in more than one repository. 

    Requirements for using authentication directly through LDAP

    In this section we list the requirements for implementing authentication directly through LDAP.

    The following are Tivoli Storage Productivity Center configuration requirements for using authentication directly through LDAP: 

    •The directory service is supported by WebSphere

    •Firewall must be open so that the server that Tivoli Storage Productivity Center is running on can communicate with the external directory server

    The following are the Tivoli Storage Productivity Center (internal) user IDs requirements for using authentication directly through LDAP:

    •DB2 configuration: No special requirements other than the regular Tivoli Storage Productivity Center requirements. 

    •Tivoli Storage Productivity Center common user: No special requirements other than the regular Tivoli Storage Productivity Center requirements.

    In a Windows environment, the user ID used for the common user is typically the db2admin user. On IBM AIX and Linux systems, that user is typically db2inst1. When that user was created during DB2 installation, all of the required properties were set for that user ID.

    The system administrator needs to provide the information in Table 5-5 to configure WebSphere Application Server to work with an external authentication server. 

    Table 5-5   Required information

    
      
        	
          Information

        
        	
          Description

        
        	
          Example

        
      

      
        	
           Primary host name 

        
        	
          Primary directory server DNS name or IP address

        
        	
          AD.briefing-center.com

        
      

      
        	
          Port

        
        	
          Port of primary directory server

        
        	
          No SSL: 389

          With SSL: 636

        
      

      
        	
          Failover server used when primary is not available

        
        	
          DNS name or IP address and port for one or more failover directory servers

        
        	
          AD2.briefing-center.com

        
      

      
        	
          Directory server type

        
        	
          Type of the external authentication server

        
        	
          •Microsoft Windows Active Directory

          •IBM Tivoli Directory Server

        
      

      
        	
          Bind distinguished name

           

        
        	
          The user ID used to log in to the directory server to perform queries.

        
        	
          CN=Markus Standau,CN=Users,DC=briefing-center,DC=com

        
      

      
        	
          Bind password

        
        	
          The password for “Bind distinguished user”

        
        	
           

        
      

      
        	
          Login properties

        
        	
          Specifies the property names to use to log in to the application server.

           

          This field takes multiple login properties, delimited by a semicolon (;). 

           

          All login properties are searched during login. 

        
        	
          uid;cn

        
      

      
        	
          Distinguished name of a Base Entry that uniquely identifies this set of entries in the realm

        
        	
          A Base Entry is the entry into the hierarchical directory tree where the search for user IDs and group names starts.

        
        	
          CN=Users,DC=briefing-center,DC=com

        
      

    

     

     

    
      
        	
          Note: To better understand what the distinguished name of a base entry that uniquely identifies this set of entries in the realm really is, we created this simple picture of a sample LDAP tree:

                        briefing-center.com

                           /                     \

                       Users               Groups

                         |- user_1          |- group_1

                         |- user_ ...        |- group _...

                         |- user_n          |- group_n

          The base entry that uniquely identifies this set of entries in the realm is briefing-center.com. From this point, both users and groups can be resolved.

        
      

    

    The information in Table 5-5 is typically provided by the administrator who is in charge of the directory server. If you know directory services, you might be able to find the information yourself. For Windows there is a tool available called ldp.exe that lets you browse the directory. If the tool is not installed, it can be downloaded from this Microsoft web page:

    http://technet.microsoft.com/en-us/library/cc772839(v=ws.10).aspx

    Additional information about using the ldp.exe tool is available in the Tivoli Storage Productivity Center V5.1 Technical Guide, SG24-8053.

    Implementation of authentication directly through LDAP

    Now we provide a brief summary of the steps to configure authentication directly through LDAP: 

    1.	Back up the WebSphere configuration. 

    2.	Start the administrative console. 

    3.	Add the directory server to the WebSphere configuration. 

    4.	Enable the new repository and specify the search/Base Entry in the directory server. 

    5.	Disable the implicit domain lookup through the localOS repository. 

    6.	Restart the WebSphere Application Server. 

    7.	Log in to the Tivoli Storage Productivity Center web-based GUI and configure the Role to Group mapping.

    The details of the implementation are described in 5.6, “Configuration of WebSphere Application Server for LDAP or Active Directory authentication” on page 239.

    5.4.3  Method 2. Implicit authentication

    The implicit authentication scenario explains the highlighted part of the diagram in Figure 5-6.
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    Figure 5-9   Authentication - Method 2

    At first, this might sound like the easier configuration but actually the requirements are such, that in many environments this cannot be used.

    When to use implicit authentication

    You can only use the implicit method if the Tivoli Storage Productivity Center server runs on a Microsoft Windows operating system, and the server is a member of a Microsoft Windows Active Directory (AD).

    Considerations for using implicit authentication

    Here we list the considerations for using implicit authentication. 

    •For successful authentications against a Microsoft Windows Active Directory (AD), the WebSphere configuration does not need to be changed, because authentication is handled over the authentication mechanism for local users (localOS in WebSphere). 

    •Because Tivoli Storage Productivity Center does not directly communicate with the AD server, we recommend using local user IDs for the technical users. 

    •Tivoli Common Reporting, by default, authenticates only against its internal file repository. Relying on implicit authentication for Tivoli Storage Productivity Center does not address authentication for Tivoli Common Reporting and Cognos.

    Requirements for using implicit authentication

    For the implementation of Scenario 2 and Method 2 you need to ensure that the following requirements are met:

    •Operating system requirements 

     –	Tivoli Storage Productivity Center server runs on Microsoft Windows.

     –	The server is correctly added to the Microsoft Windows Domain.

     –	Computer Browser Service must be running.

     –	NetBIOS protocol needs to be enabled. 

     –	File and Printer Sharing needs to be enabled. 

    •Tivoli Storage Productivity Center configuration

     –	No configuration changes required.

    •Tivoli Storage Productivity Center (internal) user ID requirements

     –	DB2 configuration: No special requirements other that the regular Tivoli Storage Productivity Center requirements.

     –	Tivoli Storage Productivity Center common user: No special requirements other than the regular Tivoli Storage Productivity Center requirements. 

    Most often, the user ID used for the common user is the db2admin user. When that user was created during the DB2 installation all of the required properties are already set for that user ID. on AIX and Linux that user is typically db2inst1. 

    Implementation of implicit authentication

    No implementation steps within Tivoli Storage Productivity Center are required, because this is the default configuration for the Tivoli Storage Productivity Center install.

    5.5  Testing your Active Directory configuration

    This section illustrates an example of verifying the directory information before configuring WebSphere Application Server. For simplicity, the lab environment uses one server with Active Directory and one server with Tivoli Storage Productivity Center. The directory structure is fairly simplistic but adequately conveys the concepts.

    Conceptually, there are only two questions that need to be resolved to ensure correct LDAP configuration:

    •Can I query the directory to list users?

    •Can I access the groups to which the user belongs?

    5.5.1  Enabling tracing in Active Directory

    To gather the filter statements used in the section 5.5.2, “Using an LDAP browser tool to validate information gathered to enable LDAP authentication” on page 225, a lab environment was constructed containing Microsoft Windows Active Directory. Tivoli Storage Productivity Center was installed and configured to authenticate against Active Directory. 

    Queries to Active Directory were traced by making the following registry changes:

    •Under this locaiton, set the DWORD value of the 15 Field Engineering key to 5: 

    HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\NTDS\Parameters\Diagnostics

    •Under this location, create the Expensive Search Results Threshold key, and set the DWORD value to 1:

    HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\NTDS\Parameters

    This technique traces all queries to Microsoft Active Directory. It is better to use it only in a test environment, because it might create an additional load on the domain controller.

    After these registry settings are finished, queries against Active Directory can be viewed in the Event Viewer, as shown in Figure 5-10.
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    Figure 5-10   Active Directory queries logged in Event Viewer

    The filter statements shown in the next section have been obtained using this technique.

    5.5.2  Using an LDAP browser tool to validate information gathered to enable LDAP authentication

    There are many tools which can be used to browse and query a directory. To show the concepts related to querying the directory, the Softerra LDAP Browser is used in this example.

    Connecting to the directory in the LDAP browser

    A connection to the directory in the Softerra browser is configured using the following information:

    Table 5-6   Active Directory information

    
      
        	
          Parameter

        
        	
          Value

        
      

      
        	
          Primary Host Name

        
        	
          console.enablement.ibm.lab

        
      

      
        	
          Port

        
        	
          389 (non-SSL)

        
      

      
        	
          Directory Server Type

        
        	
          Microsoft Windows Active Directory

        
      

      
        	
          Bind Distringuished Name

        
        	
          CN=student1,CN=Users,DC=enablement,dc=ibm,dc=lab

        
      

      
        	
          Login Properties

        
        	
          uid;cn

        
      

      
        	
          Base DN (or Search DN)

        
        	
          dc=enablement,dc=ibm,dc=lab

        
      

    

     

    In Figure 5-11, The host, port and base DN (distinguished name) are entered. This example did not use SSL, so port 389 was used and the Use Secure Connection was left unchecked.
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    Figure 5-11   Configuring connection to the directory in the LDAP Browser

    In Figure 5-12, the user ID and password to be used to connect to the directory have been added.

    The “Try matching credentials for referral rebind” check box is checked (Figure 5-12). That setting is necessary when there are multiple domains in an LDAP environment. For instance, a user account in Domain A might contain a reference to a group in Domain B, which is outside of the domain in which the account is created. Although this scenario does not exist in the lab environment used for this example, it is likely to be the case in a real-world scenario.
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    Figure 5-12   Adding the ID and password to access the directory

     

    
      
        	
          Important: Notice that the mechanism in Figure 5-12 is set to Simple because the configuration of the bind DN in WebSphere is performed with simple authentication. If you need to set the authentication to another mechanism with this tool, you might not be able to configure WebSphere by using this ID.

        
      

    

    Listing users in the directory using an LDAP browser

    After you’ve gathered sufficient information to be able to configure the LDAP browser to connect to the directory, verify that you can return a list of users from the directory. The LDAP browser must know where in the directory to start the query (base DN), how to query the directory (filter), and what information to return (attributes). Example 5-1 shows that information.

    Example 5-1   Filter to query the directory
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    Base DN (Search DN) :

    DC=enablement,DC=ibm,DC=lab

     

    Filter:

    ( & (objectCategory=CN=Person,CN=Person,CN=Schema,CN=Configuration,DC=enablement,DC=ibm,DC=lab) (sAMAccountName=*) )

     

    Attributes:

    sAMAccountName,cn,sn,objectGUID,objectClass,mail
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    Figure 5-13 shows an example of querying the directory to return the list of users.
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    Figure 5-13   Using LDAP browser to list users

    If the list of users returned by the query contains the users that you’d like to grant access to Tivoli Storage Productivity Center, the information you gathered so far is sufficient.

    If the output returned does not contain the list of users that you expected, one of the following items might be the problem:

    •The Base DN (Search DN) is incorrect.

    •The bind ID is unable to traverse the directory adequately.

    •The host specified in the connection properties does not access the directory tree at an adequate level.

     

    
      
        	
          Note: The filter statement used in this example was obtained by tracing queries to Active Directory for a working Tivoli Storage Productivity Center configuration, so changing the filter statement is not helpful for this exercise.

        
      

    

    For an exceptionally large domain, the list returned might be excessive. It might be wise to modify the filter so that a smaller list of users is returned. Example 5-2 shows the filter to list only user IDs that begin with the letters “hl.” 

    Example 5-2   Filter example
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    Filter:

    ( & (objectCategory=CN=Person,CN=Person,CN=Schema,CN=Configuration,DC=enablement,DC=ibm,DC=lab) (sAMAccountName=hl*) )
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    Listing groups in the directory using an LDAP browser

    The functions which you can perform within Tivoli Storage Productivity Center for any user ID are determined by the role which that ID possesses (examples: administrator, monitor, or external application). Tivoli Storage Productivity Center maps the roles to groups. The role which a user possesses in Tivoli Storage Productivity Center is determined by comparing the groups of which that user ID is a member against the mappings of groups to roles. 

    Example 5-3 shows querying the directory for a list of groups.

    Example 5-3   Query the directory for a list of groups

    [image: ]

    Base DN (Search DN):

    DC=enablement,DC=ibm,DC=lab

    Filter

    ( & ( objectCategory=CN=Group,CN=Schema,CN=Configuration,DC=enablement,DC=ibm,DC=lab) (cn=*) )

    Attributes:

    objectGUID,objectClass,cn
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    An example of listing groups from the directory using an LDAP browser is shown in Figure 5-14. 
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    Figure 5-14   Using LDAP browser to list groups.

    If the groups returned from the query contain the groups that you intend to use to assign Tivoli Storage Productivity Center roles, you have successfully gathered the information required to enable LDAP authentication for the Productivity Center.

    If the output returned does not contain the list of groups that you expected, then the problemis likely to be similar to the example of querying users:

    •The Base DN (Search DN) is incorrect.

    •The bind ID is unable to traverse the directory adequately.

    •The host specified in the connection properties does not access the directory tree at an adequate level.

    As in Figure 5-13, the list of groups might also be excessively large for a real-life domain. To list only groups beginning with either “TPC” or “Storage,” the filter is shown in Example 5-4 on page 230.

    Example 5-4   Filter to list only certain groups
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    Filter:

     

    ( & ( objectCategory=CN=Group,CN=Schema,CN=Configuration,DC=enablement,DC=ibm,DC=lab) (| (cn=TPC*) (cn=Storage*) ) )
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    The results of the modified query are shown in Figure 5-15. 
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    Figure 5-15   Using LDAP browser to return a subset of groups

    5.5.3  Verify the LDAP authentication configuration in WebSphere Application Server

    The previous section illustrated validating the information used to configure LDAP authentication by connecting and querying the directory in the same manner that WebSphere Application Server performs. Using the instructions provided in section 5.6, “Configuration of WebSphere Application Server for LDAP or Active Directory authentication” on page 239 and the information supplied in Table 5-6, LDAP authentication for Tivoli Storage Productivity Center was configured for the lab environment. 

    This section shows how to verify that the LDAP configuration in WebSphere Application Server to allow domain users to access Tivoli Storage Productivity Center.

    First, we can compare the credentials and settings from the previous section with what we’ve configured in WebSphere Application Server as shown in Figure 5-16.
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    Figure 5-16   Configuring Repository Properties in WebSphere

    Setting the base DN in WebSphere Application Server is done on a separate window. Figure 5-17 shows that base DN set to dc=enablement,dc=ibm,dc=lab, as in our LDAP browser example (Figure 5-13).
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    Figure 5-17   Configuring the Base DN for a WebSphere Repository

    Now that the settings in WebSphere Application Server match what had been configured in the LDAP browser, listing users and groups through the WebSphere Application Server console produces similar results.

    To list users, navigate to the Manage Users page in the WebSphere console. The menu is shown in Figure 5-18.
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    Figure 5-18   Navigating to the Manage Users option in WebSphere

    Figure 5-19 shows the output from listing users. The list is somewhat longer than what was returned in the LDAP browser. This is because the authentication in WebSphere is federated. You are actually seeing a concatenation of the local OS users, the WebSphere file registry users, and the users from our connection to Active Directory.

    [image: ]

    Figure 5-19   Listing users in the WebSphere console

     

    
      
        	
          Note: The search filter is initially set to * (asterisk). Remember to click Search to populate the list.

        
      

    

    Table 5-7 shows examples from Figure 5-19 and lists the repository from which the unique name was obtained.

    Table 5-7   Identifying the repository from the Unique Name

    
      
        	
          Number in Figure

        
        	
          Unique Name

        
        	
          Repository

        
      

      
        	
          1

        
        	
          uid=TPCSERVER\localadmin,o=localOS

        
        	
          local OS

        
      

      
        	
          2

        
        	
          CN=Betty Boop,CN=Users,dc=enablement,dc=ibm,dc=lab

        
        	
          Active Directory

        
      

      
        	
          3

        
        	
          uid=tpcFileRegistryUser,o=defaultWIMBasedRealm

        
        	
          WebSphere file registry

        
      

    

    To see how to access the Manage Groups option in WebSphere, see the screen capture in Figure 5-20.
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    Figure 5-20   Navigating to the Manage Groups options in WebSphere

    Because the groups and users might be implemented in different parts of the directory tree, it is equally important to verify that the groups listed are what is expected. Figure 5-21 shows the list of groups returned. Like the list of users, the groups are also federated, so it includes local OS groups, local file registry groups, and groups returned from Active Directory.
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    Figure 5-21   Listing groups in the WebSphere console

    
      
        	
          Note: The search filter in the “Search for” field (Figure 5-21) is initially set to * (asterisk). Remember to click Search to populate the list.

        
      

    

    5.5.4  Other useful commands to query LDAP or Active Directory

    There are other tools and commands that can be used when you are trying to gather and verify user account and directory information for LDAP configuration:

    ldifde 	A Microsoft Windows command-line tool that is built into Windows Server 2008 and later. You can use this command to export directory information to a file to see how account entries are structured to properly configure queries. See Figure 5-22 and Figure 5-23 for an example of the ldifde command and its output.
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    Figure 5-22   ldifde command example
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    Figure 5-23   ldifde command output that was redirected to the redbook.ldif output file

    dsquery 	A Windows command used to query Active Directory. It must be run from an elevated (administrative) command prompt on a server that has the Active Directory Domain Services (AD DS) role installed. Figure 5-24 and Figure 5-25 show how you use the dsquery command. Example 5-5 shows the dsquery command syntax.

    Example 5-5   dsquery command syntax
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    dsquery user -d <domain> -u <user> -p <password>

    dsquery group -d <domain> -u <user> -p <password>

    [image: ]

    [image: ]

    Figure 5-24   Querying user information using the dsquery command
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    Figure 5-25   Querying group information using the dsquery command

    ADExplorer 	A a no-charge Windows sysinternals utility to view or modify Active Directory objects as shown in Figure 5-26. It is a simple Windows .exe command that is invoked from a windows command prompt.
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    Figure 5-26   Specifying the Active Directory connection information for ADExplorer

    Figure 5-27 shows an example of viewing the group attribute information with ADExplorer.
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    Figure 5-27   Viewing group attribute information with ADExplorer

    Figure 5-28 shows an example of viewing the user account attribute information with ADExplorer.
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    Figure 5-28   Viewing user account attributes with ADExplorer

    There are also two Windows management console snap-in commands that can be used: dsa.msc and adsiedit.msc. They are available on Windows servers that have the Active Directory Services role configured.

    5.6  Configuration of WebSphere Application Server for LDAP or Active Directory authentication

    To configure a Tivoli Storage Productivity Center server to use an external authentication server follow the steps described in this section. You can use the description for configuring the WebSphere Application Server of Tivoli Storage Productivity Center and also for the WebSphere Application Server that is used by JazzSM and the Reporting.

    5.6.1  Configuration steps 

    The Tivoli Storage Productivity Center product documentation provides detailed information and screen captures of the steps. So we encourage you to read “Changing the user authentication configuration” in the Tivoli Storage Productivity Center section of the IBM Knowledge Center:

    http://ibm.co/1s0ZlKj

    Complete the following steps:

     

    1.	Back up the WebSphere configuration.

    See “Adding an LDAP repository to the federated repositories” in the Tivoli Storage Productivity Center section of the IBM Knowledge Center:

    http://ibm.co/1vpiMxk

     

    2.	Start the administrative console:

    a.	Start WebSphere Application Server in Tivoli Storage Productivity Center: 

     •	In the Tivoli Storage Productivity Center web-based GUI, open the User Management panel and click the link under the headline that says “Verify authentication mechanism” (see Figure 5-29).

    If you prefer, you can use the following web address instead:

    https://<TPC server>:9569/ibm/console/logon.jsp

     •	Log in to the administration console with a local administrator ID or as a Tivoli Storage Productivity Center common user. 
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    Figure 5-29   Tivoli Storage Productivity Center User Management

    b.	Start WebSphere JazzSM and Tivoli Storage Productivity Center reports:

     

     •	To start the administrative console of JazzSM, use the Start menu entry in Windows:

    Start → IBM WebSphere → IBM WebSphere Application Server V8.5 → Profiles JazzSMProfile → administrative console

     •	If you’d rather, you can use this web page if your are using the default port: 


    https://<JazzSM server>:16316/ibm/console/logon.jsp

    Log on as the smadmin user.

     

    
      
        	
          Note: If you cannot get a web browser connection, make sure that any firewall between the browser and the Tivoli Storage Productivity Center server allows incoming traffic to the WebSphere ports, or run the browser locally on the Tivoli Storage Productivity Center server. These are the ports that are used for communication:

          •WebSphere with Tivoli Storage Productivity Center: 9569

          •WebSphere with JazzSM: 16316

        
      

    

    3.	Add the directory server to the WebSphere configuration as an additional repository:

    a.	Open Security in the navigation pane on the left.

    b.	Click Global security to open the window in Figure 5-30. 
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    Figure 5-30   “Global security” window in WebSphere

    c.	Click Configure to open the window in Figure 5-31. 
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    Figure 5-31   Global security → Federated repositories

    d.	You can see that there are 	two repositories defined:

     •	InternalFileRepository

     •	localOS

    This means that you can log in with either a user ID defined within WebSphere (InternalFileRepository) or with a user ID defined in the local operating system. The user ID must be part of a group that has a role defined in Tivoli Storage Productivity Center.

     

    
      
        	
          Note: Figure 5-31 was captured from the WebSphere Application Server administration console of Tivoli Storage Productivity Center. For that reason, you can see that two authentication methods are already configured. By default, the “Allow operations if some of the repositories are down” option is checked. This enables you to still log in to Tivoli Storage Productivity Center when the external repository is down. Make sure that the option remains checked.

          If you are working with the WebSphere Application Server of JazzSM and you have not specified an additional method of authenticating users, only the file repository is listed. Figure 5-32 is an example of that same page with only one repository configured. The “Allow operations if some of the repositories are down” option is not checked. You must enable this option now that you are adding a repository.

        
      

    

    e.	Click Manage repositories to continue to Figure 5-32. 
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    Figure 5-32   Global security → Federated repositories → Manage repositories

    f.	Click Add and select LDAP from the drop-down menu to open the window shown in Figure 5-33. 
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    Figure 5-33   New LDAP repository

    g.	On this panel, you need to provide the information in the LDAP window on the left side of the center pane. Notice that the fields on the right are optional, but it is likely that you need to fill them in also.

    The information that must enter is the information in Table 5-5. 

     

    
      
        	
          Note: It is important to select the correct directory type. For example, choosing IBM Tivoli Directory Server when you actually want to configure Microsoft Active Directory will not work.

        
      

    

    h.	When you are finished, scroll down and click OK. WebSphere will exit the panel but you still must commit the changes on the next window, which is shown in Figure 5-34. 
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    Figure 5-34   Save changes

    i.	In the Messages area at the top click the word Save. 

    j.	After you have saved the changes, the message disappears but the “Manage repositories” panel stays open. 

    k.	Click Global security → Federated repositories.

    4.	Enable the new repository and specify the search/Base Entry in the directory server. 

    The next step is to tell WebSphere Application Server to use the new repository and specify where in the directory tree of the new repository it should look for users that attempt to log on to Tivoli Storage Productivity Center.
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    Figure 5-35   Global security → Federated repositories 

    a.	Click Add Base entry to Realm to continue to Figure 5-36.

     

    
      
        	
          Note: Depending on the version of WebSphere Application Server, this button will have a different name. For example, the version that is installed with Tivoli Storage Productivity Center Reporting uses the token label that says “Add repositories (LDAP, custom).”
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    Figure 5-36   Add Base entry to Realm

    b.	Provide the information about where WebSphere Application Server is to start to search for user IDs. See Table 5-5. 

    c.	When you are done, click OK and a Messages confirmation dialog appears as shown in Figure 5-37. 
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    Figure 5-37   Save the changes

    d.	Make sure the “Allow operations if some of the repositories are down” option is still enabled. 

    e.	Click Save to continue.

    5.	Disable the implicit domain lookup through the localOS repository using the following command:

     

    C:\Program Files\IBM\TPC\ewas\bin\wsadmin.bat -lang jython -username <user name> -password <password> -f C:\Program Files\IBM\TPC\web\scripts\disableLocalOSdomainContext

     

    6.	Restart the WebSphere Application Server. 

    This step depends on which WebSphere Application Server you have configured:

     –	WebSphere Application Server with Tivoli Storage Productivity Center

    Restart the IBM WebSphere Application Server V8.0 - TPCWebServer service

     –	WebSphere Application Server of JazzSM 

    Either restart the IBM WebSphere Application Server V8.5 - JazzSMProfile service or, from the Windows Start menu, click IBM WebSphere → IBM WebSphere Application Server V8.5 → Profiles → JazzSMProfile and select these options:

     •	Stop the server

     •	Start the server

     

    
      
        	
          Note: Before you restart the server, make sure that WebSphere was completely stopped. See section 3.7.1 Restarting WebSphere from the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204.

        
      

    

    7.	Log in to the Tivoli Storage Productivity Center web-base GUI and configure the Role to Group mapping. For information about this step, see the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204. 

    When you log in with a local user ID, for example administrator, you must now use this syntax for the user ID:

    <server name>\<user name>

     

    
      
        	
          Note: After WebSphere is restarted, you can open the administrative console again and open Users and Groups. You should be able to search for entries in the directory server when either Manager Users or Manage Groups is selected.

        
      

    

    5.6.2  Secure communication between Tivoli Storage Productivity Center and the LDAP repository

    At this point the communication between Tivoli Storage Productivity Center and the directory server is not using a secure communication. For more information, you can download the IBM Tivoli Storage Productivity Center Version 5.2 Installation and Configuration Guide, SC27-4058, as a PDF file from the IBM Knowledge Center: 

    http://ibm.co/1vtps2H

    See “Enabling secure communication between Tivoli Storage Productivity Center and the LDAP repository” in the IBM Tivoli Storage Productivity Center version 5.2 section of the IBM Knowledge Center:

    http://ibm.co/1vpCwkw
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Health checks

    IBM Tivoli Storage Productivity Center is a powerful tool that you can use to manage and monitor the health of your information technology infrastructure. But to fully reap the benefits and realize the value of software, the administrator must take steps to maintain and protect the server environment.

    In this chapter, we cover considerations of server environment’s health and explore some of the IT infrastructure health check features provided by the Productivity Center.

    The following topics are covered:

    •6.1, “Tivoli Storage Productivity Center Server health checks” on page 248

    •6.2, “System management” on page 254

    •6.3, “Database maintenance tool” on page 259

    •6.4, “Storage health check using the web-based GUI” on page 261

    •6.5, “Verify that your GUI is performing properly” on page 266

    6.1  Tivoli Storage Productivity Center Server health checks

    Periodic Tivoli Storage Productivity Center server health checks are an important part of maintaining a smoothly functioning Productivity Center environment. It is also an important part of disaster recovery readiness.

    Health checks ensure that all of the components are running and functioning properly, so you know that the information that you need to collect is being collected. Health checks include verifying that data is being collected in a timely manner. It is also helpful to have a written list of the necessary procedures and information that is required to bring Tivoli Storage Productivity Center back online in case of a disaster. The key task is to make sure that you have a good backup policy to recover in case of disaster.

    It is particularly important to conduct a health check before major configuration changes or upgrades, because a poorly functioning Productivity Center environment is likely to lead to errors, failure, and instability (for example, server hangs, needing frequent reboots, missed data collection).

    This section describes the tasks that need to be performed to ensure a healthy Tivoli Storage Productivity Center environment.

    6.1.1  Environmental documentation

    Do you have a document that has a record of your critical Tivoli Storage Productivity Center server configuration information? This is vital information for the team that is administering and maintaining Tivoli Storage Productivity Center and for situations that require IBM Support assistance. The following list includes examples of the information to document:

    •What Tivoli Storage Productivity Center components installed and where:

     –	Host names

     –	IP address

     –	Version of IBM DB2 database software and each of the Tivoli Storage Productivity Center application components

     –	Specifications of server (CPU, memory, disk, virtual or physical, and so on)

    •Other software components installed, for example CIMOM and SMI-S agents, including this information about each one:

     –	Host name

     –	IP address

     –	Version

    •Deviations from a standard or default install:

     –	Different installation path or drive for Tivoli Storage Productivity Center or DB2

     –	Multiserver installation details

     –	Special ports used for Tivoli Storage Productivity Center components

    •Where to find or obtain the binary files for installation

    •Special user IDs and their passwords:

     –	DB2 admin, Tivoli Storage Productivity Center service accounts, Tivoli Storage Productivity Center common user account, JazzSM WebSphere Application Server administrator

    •Single sign-on for Tivoli Storage Productivity Center and IBM Cognos, as applicable

    •External authentication mechanisms, such as Microsoft Windows Active Domain (Windows AD) or LDAP. 

    •The user account that is required to enable or configure external authentication (for example, the Bind user for Windows AD or LDAP).

    When documenting user IDs, it is a good practice to verify that administrative user accounts have been configured according to company security standards, with the following considerations:

    •Have the required controls and procedures been documented and followed?

    •Have password expirations been set?

    All of this information should be collected upon installation and reviewed periodically to ensure that it is correct and current.

    It is important to review server specifications before applying any major upgrades, such as upgrading to Tivoli Storage Productivity Center version 5.2, where the 32-bit platform is no longer supported.

    6.1.2  Tivoli Storage Productivity Center documentation

    When you have brought the Tivoli Storage Productivity Center back online, you still need to configure the various components. Therefore, you need to have documented the settings that have been configured and changed over time, such as the following examples:

    •Access information to storage arrays and switches, such as this information:

     –	IP address, user name, and password or SSH

     –	Frequency for probes and performance monitors

     –	Monitoring of group membership

     –	Which custom alerts the switches are members of

    •Access to and configuration of these components:

     –	SMI-S agents

     –	Hypervisors

     –	Storage Resource Agents

    •Alert and monitoring settings

     –	Configuration of custom alerts and thresholds

     –	Configuration of event notifications and their destinations

    •Profiles and filters for data management

    •Data retention settings for the various components recorded

    Without this information, you cannot restore your monitoring environment to the same settings as before.

    6.1.3  Tivoli Storage Productivity Center logs

    We recommend that you regularly review the most recent Tivoli Storage Productivity Center server logs for error messages that identify problems that need to be resolved. These are the log files and locations:

    •Data server:

     –	C:\Program Files\IBM\TPC\data\log\server_xxxxxx.log

     –	C:\Program Files\IBM\TPC\data\log\TPCD_xxxxxx.log

     –	C:\Program Files\IBM\TPC\data\log\Scheduler_xxxxxx.log

    •Device server:

     –	C:\Program Files\IBM\TPC\device\log\msgTPCDeviceServer.log

     –	C:\Program Files\IBM\TPC\device\log\traceTPCDeviceServer.log

     –	C:\Program Files\IBM\TPC\device\log\dmSvcTrace.log

    If problems are identified within the data or device server logs, it can be beneficial to examine other log files:

    •Web server

     –	C:\Program Files\IBM\TPC\web\log

     –	C:\Program Files\IBM\JazzSM\reporting\logs

    •JazzSM or Tivoli Storage Productivity Center for Replication:

     –	C:\Program Files\IBM\TPC\wlp\usr\servers\replicationServer\logs

     –	C:\Program Files\IBM\TPC\wlp\usr\servers\deviceServer\logs

     –	C:\Program Files\IBM\TPC\ewas\profiles\WebServerProfile\logs

    To avoid disk or file system “full” problems, check the Tivoli Storage Productivity Center server directories for old or large logs, dumps, and so on that can be deleted to save space. 

    For more information see the IBM Technote titled “Managing TPC Log Files to Reduce TPC Server Disk Space Use”:

    https://www.ibm.com/support/docview.wss?uid=swg21297506

    As that Technote explains, there are settings in Tivoli Storage Productivity Center that control the number and size of log files that get created. These settings can be checked to make sure that you are not keeping too many logs and that you do not have tracing enabled when it is not needed.

     

    
      
        	
          Tips: Changing trace levels is not recommended unless advised by IBM Support.

          Always return trace and logging settings back to default or normal values after troubleshooting data has been collected.

        
      

    

    For details about configuring trace levels, see 6.2.2, “Component servers” on page 256.

    Another possibility for limiting disk space is changing the Tivoli Storage Productivity Center log file and History Retention settings, to keep them for less time. Configuration is performed from Web UI → Settings → History Retention (see Figure 6-1).
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    Figure 6-1   Log file retention settings

    If you are having problems with the size of log files or the disk space use on your Tivoli Storage Productivity Center server and suspect that it might be due to excessive logging, search for the following file patterns:

    •DEBUG_M

    •heapdump*

    •javacore* 

    An example of a result from a Windows environment is shown in Figure 6-2, where you can see that more than 100 MB can be deleted.
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    Figure 6-2   Search result for heapdump files

     

    
      
        	
          Note: Manually deleting log files from the Productivity Center data server or data agents can result in errors in the Tivoli Storage Productivity Center GUI if you attempt to view a job log file that has been manually deleted.

        
      

    

    6.1.4  DB2 health and recoverability

    This section provides important considerations for maintaining DB2 health and recoverability:

    •Do you make regular backups of the Tivoli Storage Productivity Center database? Check to make sure you have a current or recent backup and that scheduled backups are taking place as planned.

    •Are you regularly using the Tivoli Storage Productivity Center database maintenance tool to help keep the database running efficiently? For more information, see 6.3, “Database maintenance tool” on page 259.

    •Are the DB2 services running? Is the DB2 TCP/IP port (usually port 50000) present in a netstat command output and in LISTENING state?

    •Locate and scan the db2diag.log file for error messages and conditions that require action or attention. 

     

    
      
        	
          Note: if this file is exceptionally large, consider running a db2support command to capture the current log, and then run db2diag -A to archive the current log and then initialize and create a new one.

        
      

    

    •Consider installing and using IBM Data Studio for DB2 V10.1 and newer versions. This gives you access to tools that are equivalent to the Health Center in the deprecated DB2 Control Center.

     

     

     

     

    
      
        	
          Notes: The IBM DB2 Control Center tools were deprecated in DB2 version 9.7, so you are encouraged to adopt IBM Data Studio and IBM InfoSphere Optim tools for managing DB2 databases. IBM Data Studio 3.1 was released in October 2011. At the time of publication of this book, version is supported. See the “Migrating from DB2 Control Center to IBM Data Studio” web page for helpful instructions:

          http://ibm.co/1ulW7a5

        
      

    

    To view the health summary of the TPCDB database, you need to have the Data Studio Client web console (it is not available in the thin client, IBM Data Studio). Under the Monitor tab, you’ll see “View health summary,” as shown in Figure 6-3.
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    Figure 6-3   IBM Data Studio Client, Monitor tab 

    The Data Studio Client web console displays a health summary of the TPCDB database, as shown in Figure 6-4. 
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    Figure 6-4   IBM Data Studio client, Health Summary view in the web console

    For migrating from DB2 Control Center to IBM Data Studio, see “Migrating from DB2 Control Center to IBM Data Studio, a comprehensive guide for DB2 Control Center users to learn and start using IBM Data Studio:”

    http://ibm.co/1ulW7a5

    6.1.5  Overall server health

    As a general check of the environment, we recommend that you check server operating system health, with the following considerations:

    •Do you have backup software running on your server to back up the server for disaster recovery? Check to make sure that you have a current or recent backup of the server that can be used for recovery and that scheduled backups are taking place as planned.

    •Check your system disks and file systems for adequate disk space. For the OS, for example: 

     –	C:, /root, /tmp file systems, application

     –	Tivoli Storage Productivity Center install disk and file system

     –	DB2 install and database disk and file system

    •Check your system and application event and error logs, errpt and syslog for error messages or conditions that need action or attention. 

    •Ensure that necessary patches have been applied.

    It is also recommended to evaluate the performance when generating Cognos reports. The Tivoli Storage Productivity Center (TPC) Blueprint contains guidelines for what is expected:

    http://ibm.co/1Adysqi

     

    
      
        	
          Note: Running times in the blueprint are guidelines. They are not absolute for expected results.

        
      

    

    6.2  System management

    The Productivity Center web-based GUI for version 5.2.2 includes a new menu item called “System Management.” From there, you can get an overview of services and resource use for both the Productivity Center installation and the DB2 database.

    Click the Home icon to see the menu with the System Management option (Figure 6-5).
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    Figure 6-5   System Management

    6.2.1  Overview

    The following section explains the functions of the Tivoli Storage Productivity Center Systems Management Overview menu.

    The first menu item is the Overview, from which you can see the following information:

    •Status of Tivoli Storage Productivity Center services 

    •Storage use by Tivoli Storage Productivity Center 

    •Option to create logs for support 

    For details, see Figure 6-6, where Overview is marked 1, Tivoli Storage Productivity Center application service status is marked 2, Tivoli Storage Productivity Center application storage use is marked 3, and the button to “Create logs” is 4.
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    Figure 6-6   System Management overview

    Each Tivoli Storage Productivity Center application Service can in any of these statuses:

    Normal	Eeverything is working as expected.

    Warning	Service is running with warning conditions or a service that it depends on has an Error or Unknown status.

    Error	Service is running with errors or is down.

    Unknown	Status is undetermined.

    In the previous example, you can see that all services are running with a Normal status.

     

    
      
        	
          Note: If the Productivity Center is deployed in a multiple server configuration, the status for each component and where it is installed is shown.

        
      

    

    Storage use by the Productivity Center application is shown, so yo can track and forecast the capacity use and needs for the Productivity Center server to allow for the possibility of adding more storage capacity when it is needed. Data is collected by probing the server.

    The “Create logs” button (Figure 6-6) is used for gathering log files when engaging support for help. When you click the button, collection is started. When it is completed, the log files can be downloaded and sent to IBM Software Support (Figure 6-7).
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    Figure 6-7   System management creating logs

    When that is finished, there is a link next to “Create logs” button (Figure 6-8).
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    Figure 6-8   System management download logs

    Click the link, and a dialog window opens so you can save the file.

     

    
      
        	
          Note: From the Component Servers panel (see 6.2.2, “Component servers” on page 256 for details), you can adjust the level of trace recording for each component server. For the Device server, you can adjust the trace level for individual services. By selectively raising trace levels before creating logs, you can provide IBM Software Support with more information about particular component servers that might be the source of the problem.

        
      

    

    6.2.2  Component servers

    If you need detailed information about used and available resources, such as memory or disk, or to change the trace level, go to Component Servers under System Management (Figure 6-5 on page 254).

    In Component servers, there are several things you can configure:

    •Change Trace (log) level for the different Tivoli Storage Productivity Center components. 

    In this example (Figure 6-9 on page 257), you see these levels:

     –	The Web server is running at high (1).

     –	The Data server is running at low, which is default (2).

     –	The Device server has five components. Performance Management is running at the medium level, and the rest are running at low (3).

    •There is a direct link to the JazzSM WebSphere Application Server (4), where you can do various configurations. For more information, see Chapter 5, “Security considerations” on page 203.

    •There are also two buttons for restarting the data server (Stop and Start, step 5 in the screen capture) and the device server (step 6 in the screen capture). You now have three ways of managing these services:

     –	Use the Stop and Start buttons that you find when you click System Management → Component Servers (see Figure 6-9 on page 257).

     –	On Windows, go to Server Management → Services, where you can stop, start, or restart these two services:

     •		IBM Tivoli Storage Productivity Center - Data Server

     •	IBM Tivoli Storage Productivity Center - Device Server

     –	Use the scripts provided with Tivoli Storage Productivity Center in the main directory. For Windows, the default path is C:\Program Files\IBM\TPC\scripts, and these are the script names:

     •	stopTPCData.bat 

     •	startTPCData.bat

     •	stopTPCDevice.bat

     •	startTPCDevice.bat
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    Figure 6-9   System management component servers

     

    
      
        	
          Note: There is no trace level to set for the replication server.

        
      

    

    6.2.3  Database

    New in version 5.2.2 is a graphical view of DB2 resources, both current and historical.

    From System Management (Figure 6-5 on page 254) select Database as shown in Figure 6-10 on page 258.
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    Figure 6-10   System management database

    You can see the current use of memory and disk for the DB2 databases, plus the status and version (level) of DB2, marked 1 in Figure 6-10.

    The Capacity graph (Figure 6-10) depicts use during the past 30 days. Data was collected by using a probe. It can be used for trending and forecasting the needed capacity for DB2.


    
      
        	
          Note: The amount of data needed for DB2 can be adjusted by using “History Retention period” under Settings in the web-based GUI.

        
      

    

    For more information about checking database health, see 6.1.4, “DB2 health and recoverability” on page 251.

     

    6.3  Database maintenance tool 

    Starting with version 5.2.2, a tool for Tivoli Storage Productivity Center database maintenance is provided. Use that tool to maintain the database tables and indexes that are used by the Productivity Center. If necessary, the tool reorganizes the database tables and indexes.

    The tool provides the following support:

    •Runs the DB2 reorgchk command with the runstats option (to determine whether tables and indexes need to be reorganized)

    •Runs a reorg on tables and indexes

    •Runs another runstats to update the statistics after reorganization


    
      
        	
          Note: It is not necessary to stop Productivity Center services to run the tool.

        
      

    

    To analyze and reorganize databases, follow these steps:

    1.	On the system where Tivoli Storage Productivity Center is installed, start a command prompt with administrative privileges:

     –	On Windows, start the command with “Run as administrator.”

     –	On UNIX, start a shell, and either change to root or run commands using the sudo command.

    2.	Change to the one of the following directories, depending on your environment:

     –	Windows operating systems: 

    	C:\Program files\IBM\TPC\data\server\tools\

     –	Linux and UNIX operating systems: 

    	/opt/IBM/TPC/data/server/tools/

    3.	Enter the appropriate command to run the database maintenance tool to analyze and reorganize databases:

     –	Windows operating systems:

    	runTPCDBMaintenance.bat

     –	Linux and UNIX operating systems:

    	runTPCDBMaintenance.sh

     

    
      
        	
          Notes: Before running runTPCDBMaintenance.bat, ensure that at least 20% of the capacity on the volume where the TPCDB resides is available.

          For large databases, it might take considerable time to run the tool. Example 6-1 on page 260 shows the results of running the database maintenance tool in a Windows environment. In this example, the process completed in approximately four minutes.

        
      

    

     

    Example 6-1   Running run Tivoli Storage Productivity CenterDBMaintenance.bat
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    C:\Program files\IBM\TPC\data\server\tools\>runTPCDBMaintenance.bat

     

    2014-07-25 11:06:09.591-07:00 Starting TPC database maintenance.

    2014-07-25 11:06:10.808-07:00 Running runstats.

    2014-07-25 11:07:48.714-07:00 Runstats complete.

    2014-07-25 11:07:48.714-07:00 Reviewing table statistics and starting reorg if needed.

    2014-07-25 11:07:51.272-07:00 Reorg will be run on the following tables:

    2014-07-25 11:07:51.288-07:00 T_GROUP

    2014-07-25 11:07:51.288-07:00 T_PLAN_PMAC_POLICY

    2014-07-25 11:07:51.304-07:00 T_PMM_METRIC

    2014-07-25 11:07:51.335-07:00 T_RES_ATTRIBUTE

    2014-07-25 11:07:51.413-07:00 Reviewing index statistics.

    2014-07-25 11:07:57.731-07:00 Reorg indexes will be run on the following tables:

    2014-07-25 11:07:57.731-07:00 T_ALERT_LOG

    2014-07-25 11:07:57.762-07:00 T_PMM_COUNTER

    2014-07-25 11:07:57.762-07:00 T_PMM_METRIC

    2014-07-25 11:07:57.762-07:00 T_PMM_THRESHOLD

    2014-07-25 11:07:57.809-07:00 T_RES_ELEMENT_PROBE_STATUS

    2014-07-25 11:07:57.824-07:00 T_RES_FILESYSTEM

    2014-07-25 11:07:57.824-07:00 T_RES_HOST

    2014-07-25 11:07:57.856-07:00 T_RES_REPLN_SES_TYPES

    2014-07-25 11:07:57.902-07:00 T_RES_THIN_PROVISIONING_PROFILE2SUBSYSTEM

    2014-07-25 11:07:57.934-07:00 T_STAT_DB_SUM_HIST

    2014-07-25 11:07:57.934-07:00 T_STAT_DEFINITION

    2014-07-25 11:07:57.949-07:00 T_STAT_FS_HIST

    2014-07-25 11:07:57.949-07:00 T_STAT_TOTALS

    2014-07-25 11:07:57.949-07:00 T_STAT_USER_HIST

    2014-07-25 11:07:57.980-07:00 Type "stop" to stop the reorg process at the next available opportunity.

    2014-07-25 11:07:57.980-07:00 Running reorg on tables.

    2014-07-25 11:07:57.980-07:00 Processing table T_GROUP (1/4) ...

    2014-07-25 11:07:58.932-07:00 Processing table T_PLAN_PMAC_POLICY (2/4) ...

    2014-07-25 11:07:59.837-07:00 Processing table T_PMM_METRIC (3/4) ...

    2014-07-25 11:08:02.114-07:00 Processing table T_RES_ATTRIBUTE (4/4) ...

    2014-07-25 11:08:03.019-07:00 Reorg on tables completed.

    2014-07-25 11:08:03.019-07:00 Running reorg on indexes.

    2014-07-25 11:08:03.019-07:00 Processing indexes for table T_ALERT_LOG (1/14) ...

    2014-07-25 11:08:03.596-07:00 Processing indexes for table T_PMM_COUNTER (2/14) ...

    2014-07-25 11:08:04.283-07:00 Processing indexes for table T_PMM_METRIC (3/14) ...

    2014-07-25 11:08:04.954-07:00 Processing indexes for table T_PMM_THRESHOLD (4/14) ...

    2014-07-25 11:08:05.375-07:00 Processing indexes for table T_RES_ELEMENT_PROBE_STATUS (5/14) ...

    2014-07-25 11:08:05.812-07:00 Processing indexes for table T_RES_FILESYSTEM (6/14) ...

    2014-07-25 11:08:06.295-07:00 Processing indexes for table T_RES_HOST (7/14) ...

    2014-07-25 11:08:06.748-07:00 Processing indexes for table T_RES_REPLN_SES_TYPES (8/14) ...

    2014-07-25 11:08:07.138-07:00 Processing indexes for table T_RES_THIN_PROVISIONING_PROFILE2SUBSYSTEM (9/14) ...

    2014-07-25 11:08:07.559-07:00 Processing indexes for table T_STAT_DB_SUM_HIST (10/14) ...

    2014-07-25 11:08:07.949-07:00 Processing indexes for table T_STAT_DEFINITION (11/14) ...

    2014-07-25 11:08:08.354-07:00 Processing indexes for table T_STAT_FS_HIST (12/14) ...

    2014-07-25 11:08:08.838-07:00 Processing indexes for table T_STAT_TOTALS (13/14) ...

    2014-07-25 11:08:09.244-07:00 Processing indexes for table T_STAT_USER_HIST (14/14) ...

    2014-07-25 11:08:09.712-07:00 Reorg on indexes completed.

    2014-07-25 11:08:09.712-07:00 Running runstats.

    2014-07-25 11:10:21.641-07:00 Runstats complete.
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    For more information about the database maintenance tool, see “Reorganizing database tables” in the IBM Knowledge Center:

    http://ibm.co/1yrP5yo


    
      
        	
          Tips: We recommend that you run the Tivoli Storage Productivity Center database maintenance tool as a preliminary step in your regular database backup schedule.

For large-scale environments, the recommendation is to run the database maintenance tool even more often than you do regular backups, especially where many operations are performed with Tivoli Storage Productivity Center (for example, devices are being added or removed or provisioning requests are processed).

        
      

    

    6.4  Storage health check using the web-based GUI

    From the web-based GUI, you can get a high-level overview of the status of the environment that Tivoli Storage Productivity Center monitors.

    For help on using and navigating through the web-based GUI, see the IBM Redbooks publication titled IBM Tivoli Storage Productivity Center V5.1 Technical Guide, SG24-8053.

    From the dashboard, there are two important considerations for Storage health checks:

    •Is the consolidated and propagated status Normal (green) for all components?

    •Are all probes and monitors running?

    Figure 6-11 on page 262 shows the fully integrated web-based GUI and main dashboard. The status of all devices in the storage and fabric environment is reflected in the top half of the screen (1), including the dashboard and the details pane for the device. Status changes of components of devices are propagated upward so that the device reflects the status of the component. 

    In version 5.2, the panel in the center of the bottom row of panels in the main dashboard has been changed to show information solely about Performance Monitors. In previous releases, that panel was used to show information about recent jobs. Now it is more focused, and you can easily see whether all performance jobs are running as expected.
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    Figure 6-11   Tivoli Storage Productivity Center dashboard

    6.4.1  Component status

    The status for the components in the environment can be seen in the box marked 1 in Figure 6-11:

    •Five servers are running normal (green)

    •Six hypervisors, with one or more reporting an error (red)

    •Two fabrics are running normal (green)

    •Two switches are running normal (green)

    •Two storage systems, with one or more reporting an error (red)

    The status shown is the status reported by the devices (servers, switches, or storage systems). Status can be reported on many different levels or components, such as ports, disks, or array groups. The value shown in the dashboard is the highest severity reported for each device.

    Hovering your mouse cursor over an object, for example hypervisors, shows the count of messages for each state, as in Figure 6-12.
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    Figure 6-12   Health check of hypervisors

    In this example, the status of one hypervisor is normal, one is Warning, and four show Error. The most severe status is Error, so the hypervisor icon on the dashboard shows an Error status.

    You can drill down through the devices to find the exact components that are associated with the reported status (see Figure 6-13).
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    Figure 6-13   Hypervisor list

     

    
      
        	
          Note: It is the Status that is reported to the user through the web-based GUI, not any other issues that the device might have with probes or performance monitors or scans.

        
      

    

    When all of the causes have been either fixed (repaired) or the status show Acknowledged by the operator as being okay, the status for the device changes to green (normal). If a hardware error is marked only as Acknowledged in the web-based GUI, without the problem being fixed, when there is a new probe of the device, the error will reappear in the alert list.

    For more information about component status see “How status is determined” in the Tivoli Storage Productivity Center section of the IBM Knowledge Center:

    http://ibm.co/1qD1fjR

    6.4.2  Probe and job status

    There are two kinds of scheduled tasks which can be performed on a Tivoli Storage Productivity Center Server. One type of task is a probe, which applies to all devices regardless of type: hypervisor, server, switch, or storage subsystem. A probe applies at the fabric level, too. You can also collect performance data at the switch level. 

    The other type of scheduled task depends on the device in question:

    •If the device type is a server, the other type of job is a scan, which is configured from the stand-alone GUI. 

    •If the device type is a storage subsystem or switch the other type of job is a performance monitor.

    For configuration and setting up probes and monitors, see Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204. 

    For all mentioned jobs it is important to check the status to ensure they are running as configured. It is recommended to setup alerts for each job, however this section will show how to check status manually. 

    We recommend that you check the monitor, which means doing a manual check periodically to ensure alerting is working.

    Performance Monitors can also be checked directly from the dashboard. See 2 in Figure 6-11 on page 262. You can see the status of all monitors and drill down further if you choose.

    Probes must be checked from each of the device-specific pages in the web-based GUI or by using the Alerts page under Home (see Figure 6-14). From the same page, it is also possible to check Performance Monitors.

     

    
      
        	
          Important: Ensure that all jobs are configured to send alterts if they fail. 

Now that you have taken the time to configure the alert, you need to know if it fails. After you have configured an alert, make sure that you have also set up Alert Notifications within the web-based GUI. Otherwise, when the alerts are triggered, they will go nowhere. 
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    Figure 6-14   Alert page

    From the Alerts page, use the filter function. For example, enter Probe into the filter (1 in Figure 6-15). In this example, there are only four alerts, so filters are not necessary.
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    Figure 6-15   Alerts example

    Hovering your mouse cursor over Condition text shows the same detail as when you click Condition. In this example, notice that the Performance Monitor status says “Warning” because it failed to collect any new data.

    If there are many alerts and you are interested in only a specific type (internal resource, for example) or name, use the filter function in the upper-right corner (see Figure 6-16). The search word entered can be applied to all columns or specific ones by clicking the magnifying glass and selecting the column to apply the search to. In this example, we search for IBM DS8000, which is IBM type 2107.
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    Figure 6-16   Alert example. search for DS8000

    When issues have been fixed, either mark the alert as “Acknowledged” or remove it so that it will not continue to be seen as an unresolved issue.

    During normal operations of the Tivoli Storage Productivity Center web-based GUI, many times the consolidated, propagated statuses or alerts are Acknowledged or Unacknowledged.

    Some alerts might be triggered by conditions that commonly occur and can be ignored. By selecting Acknowledge, you are indicating that these alerts were reviewed and do not require immediate attention. The acknowledged alerts move to the end of the list, so you can quickly identify the other alerts in the list that must be reviewed and resolved. 

    If you want to review all of the acknowledged alerts in one place, you can use the Alert page (Figure 6-14 on page 264) to review what has been acknowledged. Hover your cursor over the Alerts component, as in Figure 6-17.
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    Figure 6-17   Acknowledged alert in Alert panel

    Click the component to filter on the type only. By default the main Alert page will display all alerts from all components (Storage, Server, for example)

    By hovering your cursor over a dashboard item, you can gather the total of the consolidated (device level) statuses, as in Figure 6-18 on page 266, but this does not display details about the propagated (internal component) acknowledged items. It is not possible to gather a total for all of the internal component statuses that were acknowledged.
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    Figure 6-18   Acknowledged consolidated status

    
      
        	
          Important: Data collection is important for Tivoli Storage Productivity Center and the virtual storage center because the data is only as current as your most recent probe, scan, or performance data collections. At a minimum, configure the failure alert for the History Aggregator. This job is a key to controlling the size of your database.

        
      

    

    6.5  Verify that your GUI is performing properly

    The web-based GUI along with the stand-alone GUI is your window to the health of your information technology infrastructure. It is important to check for problems that can affect GUI performance and reliability:

    •Do attempts to log in to the GUI fail?

    •Does the GUI hang, or does the screen take a long time to paint?

    •Are icons, buttons, or other features of the GUI missing or unexpectedly nonfunctional?

    These are all symptoms of GUI performance issues. There are several areas to check to troubleshoot and resolve problems:

    •Check database health:

     –	Is DB2 running properly? Are the DB2 services running and the DB2 port (50000 by default) present in netstat command output and listening?

     –	Are Tivoli Storage Productivity Center services running? Are the device server services all up and running?

    •Check the Tivoli Storage Productivity Center server logs, especially these three:

     –	<TPC>/data/log/server_xxxxxx.log and TPCD_xxxxxx.log (look for SQL errors or repository database connection errors)

     –	<TPC>/device/log/traceTPCDeviceServer.log (look for authentication and login errors)

    •Check whether you browser is supported: 

    Is the web browser that you are using a supported type and version?

    Try a different web browser or different newer version to see whether the login page displays the message in Figure 6-19 on page 267 or Figure 6-20 on page 267.
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    Figure 6-19   Non-standard browser
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    Figure 6-20   Unsupported browser

    •If you are trying to connect from a remote server, try using a browser connection locally on the Tivoli Storage Productivity Center server itself (if possible).

    If you encounter problems in the web-based GUI, try to login with the stand-alone GUI (or the web-based GUI if you are having problems in the stand-alone GUI).

  
    Data management techniques

    l[image: ][image: ]n this appendix, we show examples of how you can use the IBM Tivoli Storage Productivity Center Data component to actively manage and control data in an environment. This includes how to create scripts that the Productivity Center can call to perform custom-designed tasks. 

     

    
      
        	
          Notes:

          Use the stand-alone GUI to access the functions for the Data component of Tivoli Storage Productive Center.

          The Data component has not changed since Tivoli Storage Productivity Center V3. Therefore, screen images for that earlier version are reused in this appendix.

          For the Productivity Center to collect the information from servers that is required for the Data function, Storage Resource Agents (SRAs) must be deployed to the servers and scan jobs must be configured.

        
      

    

     

     

    A.1  How to spot files that are not backed up on Windows 

    It is not uncommon for an organization that manages a large number of servers to make an occasional mistake when making changes to their storage infrastructure.

    Experience shows that one common mishap is when one group of administrators adds a new storage volume to a server but forgets to inform the group that manages the backups. This condition can go unnoticed for months, sometimes years. The backup administrators do not see any errors, because the existing jobs continue to complete without errors. But they miss the new volume entirely.

    Usually, the first time that anyone notices this mistake is when someone requests a restore, only to find that there is no data available for the new volume. Incidents such as this are often costly to an organization. In some cases, these incidents can lead to legal action if the organization is required to retain copies of data for compliance reasons.

    Tivoli Storage Productivity Center for Data can help you guard against this type of incident by watching for files that are not backed up regularly and then alerting you about this situation. 

     

    
      
        	
          Note: This function relies on the concept of an archive attribute on a file. Therefore, it is only relevant to computers using versions of the Windows operating system supported by the Tivoli Storage Productivity Center Storage Resource Agent. When you modify a file on a Windows machine, the archive flag is set for the file by the operating system. This function has existed since MS-DOS. This function provides a way to indicate to the backup software that a file has changed and requires backup. The backup software then resets the archive attribute when it backs up the file, so the cycle continues.

        
      

    

    The ability to spot files works with any vendor’s backup software that resets the archive flag after copying a file. We show this function working with Tivoli Storage Manager.

    In addition to the ability to spot these files, Tivoli Storage Productivity Center has direct integration with Tivoli Storage Manager that you can use to trigger a backup of potentially unprotected data. The Productivity Center can work in a similar manner with other vendor’s backup products. The ability to call user-defined scripts allows it to pass a list of files to another program that backs up the files. 

    A.1.1  Set up a custom constraint and define data files and types to ignore

    To make a “modified but not backed up” alert or report meaningful, you need to filter out all of the files that are intentionally excluded from a backup process. These files can be temporary files or they can be directories or files with a particular extension. 

    If you have specified for your backup software to exclude this type of data, you need to specify for Tivoli Storage Productivity Center to ignore this type of data as well. Otherwise, meaningless alerts will trigger every day, and then when a real problem occurs, you will likely miss or ignore the alert. To do this, set up a custom-defined constraint within Tivoli Storage Productivity Center for Data that defines the exact criteria for the alerts that youwant.

     

    
      
        	
          Tip: You will need the details of data that has been specifically excluded from backup cycles. Your backup administrator has these details. Often, organizations have a standard set of excludes that apply across many machines. If there are several distinct sets of excludes that are applied across your organization, you need to set up a separate constraint in Tivoli Storage Productivity Center for each exclude and apply it to the appropriate machines.

        
      

    

    Define a constraint in Tivoli Storage Productivity Center

    Define a new constraint in the Data Manager, which is included in the software. A constraint is a file, file system, or something that you do not want in your environment. An example of a constraint is “We do not want files that have not been backed up, but ignore those files that we know are excluded.” If the constraint is breached, Tivoli Storage Productivity Center has found data that is not backed up and will do something about it, based on what you have defined for the alert and violated condition.

    Set up backup software 

    Now that you have defined the constraint, the Productivity Center looks for files that meet the constraint conditions every time that a scan is performed against the applicable host or file system. Assuming that your backup software has reset the archive flag correctly on your files and that you have set the file and directory exclusion correctly, a constraint is triggered only if there are files that the backup process misses.

     

    
      
        	
          Note: By default, Tivoli Storage Manager does not reset the archive flag on a file when it backs it up. For this reset, you need to configure an option file setting on Storage Manager Windows clients and then run one normal backup process (incremental or full). This allows Storage Manager to set the archive flag on files to be consistent with what it stored previously. See the next section, “Configure Tivoli Storage Manager to reset the archive flag”, for how to do this.

          If you use another vendor’s backup software, check how it handles the archive flag. Configuration might be necessary.

        
      

    

    Configure Tivoli Storage Manager to reset the archive flag

    1.	To activate archive flag handling on Storage Manager Windows clients, set the following option in the client option file, dsm.opt:

    dsm.opt setting

    RESETARCHIVEATTRIBUTE      YES

    This option can also be set in a client option set. If you do not know how to do this, consult your Tivoli Storage Manager administrator. 

    2.	Figure A-1 on page 272 shows the Tivoli Storage Manager client GUI Preferences panel. Check Reset archive attribute, then click Apply. Close and restart the client for the changes to take effect.
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    Figure A-1   Set the archive flag on the Tivoli Storage Manager preference panel

    After you configure Tivoli Storage Manager, Tivoli Storage Manager must go through one normal backup cycle to set the archive flag. 

     

    
      
        	
          Considerations: 

          •There are other applications, such as Ntbackup.exe, which also manipulates or examine the Windows archive attribute. Be sure that you understand the ramifications of using this option in conjunction with these products. 

          •This option does not apply to archive, image, or server-free operations. 

          •This option does not apply to backing up Microsoft Windows 7, Windows Server 2008, or Windows Server 2012 System State or System Services. 

          •This option applies only to files. It does not apply to directories. 

          •The use of this option during incremental backup applies only to those operations that require the examination of the stored client attributes on the server. Therefore, this option does not apply to journal-based backup or incremental-by-date processing. Also, this option does not apply to files that are excluded from backup and, therefore, not examined during an incremental backup operation. 

          •The client does not guarantee the accuracy of the current Windows archive attribute setting. For example, if this option is selected and a file examined by a reporting product indicates that the Windows archive attribute is OFF, that does not necessarily equate to having a valid, active backup of a file on the server. This situation might occur due to several factors, including the following conditions: 

           –	The third-party product is manipulating the Windows archive attribute. 

           –	The file space was deleted from the server. 

           –	The backup tape was lost or destroyed. 

          •This can be set on the server by setting client options. 

          •This option does not affect restore processing. 

        
      

    

    Run a constraint report

    The constraint condition is checked each time that any scan runs against the machines and a file system is specified in the constraint.

    If you have specified an email address in the constraint alerts panel, you will receive one email message for each file system that contains files that are not backed up. 

    1.	To get a report of the files that meet the defined constraint, run a constraint violation report, as shown in Figure A-2 on page 274. 

    Then, click Generate Report.
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    Figure A-2   Run a constraint report

    2.	To show the files that are not being backed up, right-click the constraint name and select Show Violating Files, as in Figure A-3.
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    Figure A-3   Show violating files

    Figure A-4 on page 275 shows a report of the files that violate this constraint and, as a result, are not getting backed up by your backup software.
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    Figure A-4   Report of files not being backed up

    Use this information to take remedial steps to ensure that these files are backed up in the future. Or if you are satisfied that these files should be excluded, edit the constraint filter in the reportEnhance duplicate file searching.

    The next section covers how the Productivity Center software searches for and reports on duplicate files in an environment and what configuration changes you can make to customize its focus when necessary.

    A.1.2  How Tivoli Storage Productivity Center identifies a duplicate file

    There have been several misconceptions about how the Productivity Center identifies duplicate files. 

    By default, it does not find every instance of a duplicate file across your environment. Instead, it performs duplicate file processing only on the file names that are stored in its repository. By default, these file names are collected by the following profiles:

    •TPCUser.Largest Files 

    •TPCUser.Largest Orphans 

    •TPCUser.Most at Risk 

    •TPCUser.Most Obsolete

    By default, these profiles collect 20 file names per client for the largest files. Therefore, when the Productivity Center looks for duplicate files, it looks at only a small number of file names per machine. So any duplicates that it finds are in the top 20 largest, largest orphans, or most at-risk files. In many situations (if not most), this limited level of spotting duplicates is too small to be of any significant use, because it will not find the true extent of a duplicate file problem in this default configuration.

    Conversely, if the Productivity Center attempts to check for duplicate files among all of the files in your environment and there are 10 million files to look through (not an unrealistic figure these days), clearly, the repository becomes huge, even if only 1% of your files are duplicates.

    That’s why you need a balanced approach. Configure the Productivity Center to look for more file names but target its focus at specific file systems and file types where you suspect there is a problem or where the problem is most likely to exist.

    For example, collecting all of the file names on the C: drives for all of your Windows machines tells you only what you already know, because the same file names exist on all of them. Therefore, storing all of these file names for this reason produces a poor report value for the effort involved in collecting, storing, and managing the file name data.

    There is greater value, perhaps, in collecting file names of all of the Microsoft Office file types (*.doc, *.xls, *.ppt) and media files (*.mp3 or *.avi) in users’ file and print directories. Reporting at this level can spot spreadsheets that were created by one person but then emailed to many people and then detached multiple times. Also, the Productivity Center can spot video files or jokes from external sources that employees have shared with others through email and then detached.

     

    
      
        	
          Note: Tivoli Storage Productivity Center matches duplicates by file name and file size only. It does not open or examine the content of any files nor perform any kind of checksum processing.

        
      

    

    Create a profile to target duplicate file names for processing

    With an understanding of how Tivoli Storage Productivity Center looks for duplicate files, you can create targeted profiles that can collect a large number of file names but profiles that target specific servers (perhaps file and print) and focus on specific types of files.

    1.	From the navigation panel on the left, shown in Figure A-5 on page 277, select Data Manager → Monitoring and right-click Profiles to create a new profile. 

    2.	In the Create Profile panel on the right, enter a profile description, check the boxes shown under “Gather information on the,” and then enter several files. This example specifies 1,000 files for each type. This means that for each server targeted by this profile, the Productivity Center will gather up to 4,000 file names for the largest files, the largest orphan files, the most obsolete, and the most at risk.

    Adjust these numbers as appropriate for your environment. You might decide to look for the 4,000 largest files and not bother with the other types.
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    Figure A-5   Create a profile to collect file names for duplicate matching

     

    
      
        	
          Tip: To understand the impact that this type of profile has on the size of the Productivity Center database, see Chapter 2, “Architectural design techniques” on page 23. 

        
      

    

    3.	Now, move to the File Filters tab and create a filter to find only the types of files in which you are interested. If you are interested in all file types, leave the file filters blank.

    4.	Click New Condition to the right of the panel in Figure A-6 on page 278 to build the file filter.
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    Figure A-6   Create a file filter

    Figure A-7 shows the Create Condition dialog box, where you can see that we added several file extension names that are of interest to us for this example. You can add more conditions that target file owners, file age, or other criteria, as necessary.

    [image: ]

    Figure A-7   Add file types to filter

    5.	When you have completed your profile configuration, click OK. Use Ctrl+S to save the profile and give it a unique name, as in Figure A-8 on page 279. Then, click OK.
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    Figure A-8   Save profile

    Create a targeted scan job

    After you define the new profile, add it to a scan job so that it can start to collect data. It is likely that the existing scan jobs in your environment are general and wide-ranging. If you add this new profile to your existing scan jobs, the new profile is applied to all servers and all file systems in the environment. This gathers a lot of data and enlarges the amount of stored data unnecessarily.

    To restrict this profile to the servers and file systems that are of most interest for duplicate file reports, create a new scan job with a limited scope of servers and a limited scope of file systems.

    1.	Right-click Scans to create a new scan job. 

    Then, select the computers and file systems that you want to target. Figure A-9 shows that we selected only the tivoli30 computer.
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    Figure A-9   Create a new scan job

    2.	Move to the Profiles panel by selecting the Profiles tab, as in Figure A-10 on page 280, and select the new profile to include it in the scan job.
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    Figure A-10   Add the new profile to the scan job

    3.	Select the When to Run tab. On the panel, define how often you want to run this scan or a start time. 

    In this example, we want to run the job immediately, so we click Run Now rather than scheduling a time to run this job. Notice that Enabled in the upper right corner is checked (Figure A-11 on page 281). 
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    Figure A-11   Define when to scan

    4.	Save the new scan job by clicking Ctrl+S and give it a unique name as in Figure A-12. Then, click OK.
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    Figure A-12   Save new scan job

    If the scan job is set to Run Now, the notice in Figure A-13 appears. 
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    Figure A-13   Job Scan submitted

    The time required to complete this scan depends on many factors in your environment.

    A.1.3  Run duplicate reports

    Duplicate file reports differ from other reporting types in that you do not specify a profile for the report to use to select data. Instead, duplicate matching looks through all stored file names in the Productivity Center repository. The profile example that we created in “Create a profile to target duplicate file names for processing” on page 276 will have collected many new file names for the specified pattern match: *.doc, *.xls, *.ppt, and *.avi. To create a duplicate file report that is targeted at them, build a filter into the report.

    1.	Start by launching the report panel, as in Figure A-14. 
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    Figure A-14   Running a duplicate file report

    2.	Click Filter in the upper right corner of the panel to build a custom filter. Figure A-15 shows the filter prepared for *.doc, *.xls, *.ppt, *.avi, and *.mp3 file types. 

    Click OK when you finish. When you generate the report, it will contain only duplicate files of the types that are specified in the Value 1 field (Figure A-15). 
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    Figure A-15   Custom filter

    Figure A-16 shows the filtered report. In this example, you can see several duplicate copies of what seem to be music albums.
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    Figure A-16   Filtered duplicate file name report

    A.2  Defining scripted actions

    Tivoli Storage Productivity Center can call external programs and scripts that are based on the results of quotas and constraints. This capability enables you to create custom functions that take action when predefined conditions arise.

    Here are several examples, but you are not limited to these examples:

    •Alert to a third-party monitoring tool: Tivoli Storage Productivity Center can send outbound alerts in several ways using SNMP, Tivoli Enterprise Console (TEC)/OMNIbus, Windows event log, and email. 

    You might choose to send alerts to pagers, smartphones, or other third-party tools. You can use scripts to pass information to these tools in a custom-written format.

    •Delete and clean up unwanted files: Set a constraint that looks for and deletes files that are known to contain viruses or prohibited content. You can set a constraint that looks for files that contain copyrighted material that is not permitted in your organization. You can use this function to prevent users from storing media files such as MP3s and videos in their home directories. You can use this capability as a proactive space control mechanism to stop users from storing personal files that consume too much storage.

    You can set Tivoli Storage Productivity Center up to identify the violating files and invoke a script to delete the files.

    •Archive old files: Set up a constraint to identify files that have not been accessed for an extended period of time and to archive these files to a third-party product.

    Although there is direct integration between Tivoli Storage Productivity Center and Tivoli Storage Manager, you might use another vendor’s backup or archive software. By using script functions, you can conceivably integrate the Productivity Center with any other vendor tools that support your planned activities.

    •Avoid full file systems: You can set a space trigger at 95% file system use. Breaching this threshold can invoke a script that performs cleanup actions that you define, such as removing outdated .tmp files or other data that can be deleted.

    A.2.1  Example of deleting unwanted *.tmp files

    This example demonstrates how you can use scripts to delete files that unnecessarily consume storage and lead to file system full conditions if they are left unchecked.

    By using these scripts, the Productivity Center can be proactive with these tasks and avoid potentially expensive unplanned downtime. In certain environments today, storage administrators might get an alert about a file system that is almost full. They then have two options: Either increase the size of the file system or reduce the amount of data stored within the file system.

    The file system might be full for a genuine business reason, perhaps temporary work files of application logs have been left to grow unchecked for too long. Administrators can often find themselves trying to resolve an emergency situation, which is inconvenient, stressful. That is often unnecessary if you define certain simple automated processes to keep known culprits under control.

     

    
      
        	
          Description of this example: This constraint example deletes *.tmp files from the directory named temp in the Document and Settings areas of Windows users. If an application ends in an uncontrolled manner, *.tmp files can build up over time, because these files never get deleted.

          The constraint looks for *.tmp files that have not been accessed for three days. This typically indicates that the application that created them is unlikely to ever remove them.

        
      

    

    Create a script to delete files

    There are two ways for the Productivity Center to execute user-written scripts, both of which are covered in these subsections that follow:

    •“User-written scripts stored on the Productivity Center server” on page 284

    •“User-written scripts stored on the target server” on page 285

    User-written scripts stored on the Productivity Center server

    User-written scripts must reside in these locations:

    •Windows: <TPC Installation Directory>\data\scripts

    •UNIX: <TPC Installation Directory>/data/scripts

    When the script is executed, a copy of the script is pushed to the target server and executed from the relevant directory:

    •Windows: <agent install_dir>\agent\scripts\temp

    •UNIX: <agent install_dir>/agent/scripts/temp

     

    
      
        	
          Note: When executing a user-written script stored on the Productivity Center server, avoid a script that calls another user-written script. The server will push only the script defined to Productivity Center, so if your user-written script calls another user-written script, you must take action to place the second script in the appropriate location on the target server.

        
      

    

    User-written scripts stored on the target server

    If you use a user-written script stored on the target server, the script must reside here:

    •Windows: <agent install_dir>\agent\scripts

    •UNIX: <install_dir>/IBM/TPC/agent/scripts

    Each machine where want this script to execute needs a copy of it in its script directory.

    1.	Create a script, as shown in Figure A-17. 

    2.	Place it on the machines that you want it to run on, in the path that you just specified for your operating system. 
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    Figure A-17   delete_files.bat sample script

    By default, this script lists only the files that it will delete; it does not delete them. After your constraint runs a few times and you are satisfied that the files selected for deletion are the correct files, remove the REM from the last line of the script. The next time that a scan runs, the constraint will be triggered, and this script will delete the files.

    Create a constraint to identify old .tmp files

    Create a constraint that specifies the type of files that you want Tivoli Storage Productivity Center to remove routinely. To create the constraint, complete these steps:

    1.	Click Administrative Services → Data Manager → Policy Management → Constraints. 

    2.	Start by naming your constraint and selecting the file systems against which you want your constraint to run. The example in Figure A-18 shows all file systems have been selected. If you have a multi-platform environment, select only the Windows machines, because this example is specific to Windows only.

    [image: ]

    Figure A-18   Create constraint for tmp files

    3.	Next, create a filter to identify the files that you want Tivoli Storage Productivity Center to delete. Click Edit Filter on the upper right of the panel in Figure A-19 on page 287. An Edit Filter dialog box appears as in Figure A-20 on page 287.

    [image: ]

    Figure A-19   Create a file filter

    4.	This example filter has two conditions: 

     –	File names are *.tmp and exist in C:\Documents and Settings\<any dir>\Local Settings\temp.

     –	Files have not been accessed for at least three days.

     

    
      
        	
          Note: Using the percent symbol (%) wildcard in a path statement means any. Therefore, the example in Figure A-20 will search all of the Local Settings\temp in all users’ profile directories.
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    Figure A-20   Edit Filter window

    5.	Next, move to the Alert panel by selecting the Alert tab, as in Figure A-21. 

    a.	Set the Condition to Violation Files Consume More Than 1 Kilobytes. 

    b.	Then, check Run Script and click Define. 

    c.	If you want Tivoli Storage Productivity Center to send email to an administrator when the constraint is triggered, check Email and enter a list of the addresses to which to send alerts.
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    Figure A-21   Set alert preferences

    6.	In the Specify Script dialog box in Figure A-22, enter the name of the script, which is delete_files.bat in this example. Then, ensure that Where to Run is set to (triggering computer).
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    Figure A-22   Define the script name

    7.	When you have defined the script name, click OK. Then click Ctrl+S to save the constraint and give it a unique name as in Figure A-23. Click OK.
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    Figure A-23   Specify Constraint name and save constraint

    Run the constraint

    Tivoli Storage Productivity Center processes the newly created constraint at the next scheduled scan of the machines to which the constraint applies. When the scan job finishes, each agent sends a new package of analysis data to the Productivity Center server. The server analyzes this data and, if it identifies any files that meet the filter conditions, calls the delete_files.bat script on the triggering machine and passes a list of files to the triggering machine for processing.

    If you want to perform an immediate scan to test the constraint, you can instruct a scan job to run now, as in Figure A-24 on page 290.
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    Figure A-24   Run scan now

    View the results of the constraint

    When this example constraint finds *.tmp files that meet the conditions for deleting, the Productivity Center runs the specified script and creates an alert in the Alert Log. Figure A-25 on page 291shows the results of the actions taken in this example.

    Click the magnifying glass to the left of the alert to see the detailed log information.
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    Figure A-25   Viewing the Alert Log

    Figure A-26 shows the detailed log information for the constraint. To view the log that was generated by the script, click View Script Log.

    [image: ]

    Figure A-26   Constraint information

    The script log looks similar to Figure A-27.

     

    
      
        	
          Note: By default, the sample script lists the file names that were passed to it by Tivoli Storage Productivity Center, but it does not delete them. This enables you to test the process to ensure that you are satisfied with the results before the sample script deletes the files or does anything destructive.

          The last line of the script contains the delete routine. When you are satisfied with the results, remove the comment from the last line. 
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    Figure A-27   Viewing the script log

    A.3  Spotting unusual data growth incidents

    Tivoli Storage Productivity Center can help you to be proactive in spotting storage-related events that can lead to unexpected storage shortages. Learning from previous events can reduce support diagnosis time for recurring events.

    A.3.1  Data growth scenario

    Consider the following scenario as an example.

    The incident

    A user calls the service desk because the user has trouble logging on to the Windows desktop this morning. It is taking much longer than usual. This Windows user has a roaming profile that is stored on a file server at a remote location over a wide area network link.

    Level 1 support finds no problems with the profile server, and other users have logged on successfully from the same location. They pass the call to Level 2 support.

    Level 2 support spends some time looking at the issue and discovers that yesterday this user installed CD software on his workstation and extracted about 4 GB of music. The user saved this music in a folder on his desktop. Because this is a roaming profile, all of the data was stored remotely on the profile server. When the user attempted to log in the next day, the user experienced a long delay because the large profile had to be downloaded over a slow wide area network.

    The user was unaware that this type of action can cause a problem.

    The outcome

    In this case, Level 2 support told the user not to store personal MP3 files on company equipment, and Level 2 support deleted the data.

    After the event, the administrators looked at Tivoli Storage Productivity Center and saw a sudden increase in MP3 data logged on the previous day.

    Lesson learned

    Being able to see what happened after the event adds little value in terms of stopping another user from making a similar mistake a week later. Moreover, the service desk personnel must go through the same support cycle to diagnose and correct the problem again.

    Using Tivoli Storage Productivity Center, this organization expressed in a policy what happened that day so that, in the future, the software spots the sudden growth in a user’s profile. It can then alert support staff that there is a potential problem and take proactive rather the reactive steps to correct the problem. 

    Having an alert also shortens the time that it takes to diagnose a problem by giving support staff a heads up on an issue.

    Over time, as these storage-related events occur, you can express each event as a policy in Tivoli Storage Productivity Center. It becomes a knowledge base of known storage issues and can help storage support become far more proactive in handling problems.

    A.3.2  Spot data growth policy setup

    Using the example scenario in A.3.1, “Data growth scenario” on page 293, this section details how to express this situation in Tivoli Storage Productivity Center so that it can generate an alert if this event recurs.

    There are several ways to handle this situation:

    •Set a trigger if a user’s profile directory reaches a defined size limit (directory alert).

    •Look for an increase in one day in newly created files of any type in a profile directory.

    •Look for an increase in one day of new MP3 files in a profile directory.

    The following steps describe how to look for growth of more than 4 MB of MP3 files in one day in the user profile directories.

    1.	Start by creating a new constraint, as in Figure A-28.
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    Figure A-28   Create a constraint

    2.	On the first constraint panel, select the file systems that contain the profile directories of the users to monitor. Then, give the constraint a meaningful name as in Figure A-29.
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    Figure A-29   Select file systems for this constraint

    3.	Click the Options tab and click Edit Filter as in Figure A-30.
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    Figure A-30   Edit Filter

    Figure A-31 shows a filter that has the following characteristics:

     –	The file names end in mp3 and are in any directory below E:\Profiles, which is the top-level directory for the user profiles on this system.

     –	Matching files were created within the last day.

     

    
      
        	
          Note: If you scan only the file system in question one time each week, adjust the filter to look for mp3 files created in the last seven days rather than in the last day.

        
      

    

    Build your filter in a similar manner to suit your environment. You might want to change the filter to report on all files that were created in the last seven days in profile directories, not just mp3 files. Adjust the file names and file types that match the filter criteria as required.
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    Figure A-31   Edit Filter

    4.	Click the Alert tab seen in Figure A-32 on page 297, and add an email recipient to receive the alerts. 

    Then, set a value for the trigger condition. In this example, we set the condition to take effect if there are more than 4 MB of newly created files found each day. Adjust this value as appropriate for your environment.
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    Figure A-32   Define constraint trigger and alerting

    5.	Save the new constraint by clicking Ctrl+S and give the new constraint a meaningful name as in Figure A-33. Click OK.
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    Figure A-33   Save Constraint name

    A.3.3  Activate the constraint

    Tivoli Storage Productivity Center acts on the newly created data constraint at the next scan of the appropriate file systems. If you want to test the constraint operation manually, run a scan job against the computer and the file system.

    When the scan job completes and sends the results to the server, it triggers an alert if necessary.

    A.3.4  Report the constraint

    This section describes how to report on the constraint that you set up in the previous section for spotting sudden data growth in the profile directories of the users.

    Email alerts

    If you configured the constraint to send email alerts to an administrator, this is a sample of the output you can expect. If there are multiple users who violate the constraint on the same day, the Productivity Center server generates multiple email alerts (one for each user), as shown in Example A-1.

    Example A-1   Sample constraint email alert
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    Alert administrator. Monitor profile growth has been triggered. 

     

    File system E:/ on host vmware01.vmware.com has violated a file system constraint. 11 file(s) consuming 48.24MB or 2.37% of the file system capacity are in violation of the conditions defined in this constraint. The constraint threshold is 4MB. 

     

    User jason has 4 files consuming 17.54MB of storage. 

     

    Your largest violating files are: 

     

    E:\Profiles\Jason\My Music\track4.mp3

    E:\Profiles\Jason\My Music\track3.mp3

    E:\Profiles\Jason\My Music\track2.mp3

    E:\Profiles\Jason\My Music\Track1.mp3

    [image: ]

    Constraint reports

    To see the constraint report through the Productivity Center GUI, follow these steps:

    1.	Choose the constraint report type and click Generate Report as in Figure A-34 on page 299.
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    Figure A-34   Choose constraint report

    This produces a report for all constraint types unless you choose to filter it. Figure A-35 shows that the Monitor profile growth constraint has been triggered and that there are 48.24 MB of files that are MP3 files that were created in the last day. 

    2.	Right-click the constraint, and choose either Show Violating Files or Show Violating Owners.
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    Figure A-35   Constraint reports

    Figure A-36 show the files that violate the constraint definition.
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    Figure A-36   Violating files

    Figure A-37 shows the violating users.
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    Figure A-37   Violating users

    A.4  Tivoli Storage Manager automatic archiving and integration 

    This section describes how Tivoli Storage Productivity Center, in combination with Tivoli Storage Manager, provides a policy-driven file archive function.

    Tivoli Storage Manager already contains functions and policies for the controlled retention of data for a defined or indefinite period. The Productivity Center can act as an intelligent front-end processor for this capability by using powerful policies to accurately define what gets archived and when it gets archived.

     

    
      
        	
          Note: Do not confuse this function with space management tools that leave behind a file stub. The purpose of archiving in this section is to identify data that has business value but no longer justifies the cost of being kept on a server’s disk storage.

        
      

    

    You might implement file archives in these situations:

    •Example one: Use of employer-provided drives for personal use

    Organizations that provide their users with a networked home share drive find that users use and abuse this space frequently. Laptop computer users might treat this area as a backup for data that they keep on their computers.

    Perhaps users create a .zip file of versions of data from their laptops on the network share drive, never use the compressed data, and over time, create more .zip files. 

    These .zip files can be large but still contain some valid data for a user. One way to manage the number of .zip files that are kept on disk storage is to have the Productivity Center monitor the home directories for the users and look specifically for .zip files that have not been accessed for a long time, perhaps nine to 12 months.

    When Tivoli Storage Productivity Center finds .zip files that meet this threshold, it instructs Tivoli Storage Manager to archive and delete the .zip files, thus freeing the disk space.

    With proper configuration, Tivoli Storage Productivity Center can then email the owner of the files to tell them that their old files have been archived and that the owners can retrieve the old files if they ever need them by placing a server desk request.

    You can set up the Tivoli Storage Manager policy to have a fixed retention of two years, for example. After that, the files expire and are deleted.

    •Example two: Folders contain files that are rarely accessed

    Similar to example one, Tivoli Storage Productivity Center might monitor folder areas that contain many document files for correspondence with clients and suppliers.

    These documents might have a short life in terms of their access but require long-term retention as reference material to record transactions with clients and suppliers.

    From the time that a user creates a document, the user frequently accesses and updates the document for one or two weeks before sending out the final version. After that, the document remains static with perhaps infrequent read access over the next two to three months. After that, the document is not accessed for extended periods unless an issue arises.

    Tivoli Storage Productivity Center can monitor these folder areas for document files that have not been accessed for four months and then archive these files to Tivoli Storage Manager as a group, perhaps once a month.

    This recovers the storage space and prevents someone from altering the file later.

    A.4.1  Defining an archive policy

    This section describes how to build a policy in Tivoli Storage Productivity Center that identifies the data that you want to archive. 

    This example looks in users’ directories for .zip files that have not been accessed for six months.

    Understanding the impact of the archive policy

    Before implementing a policy that archives and deletes files, it is important to understand the impact of the policy. If the policy recovers only a few megabytes of storage, the policy is not worth the effort of implementing the process.

    1.	To find out how much storage .zip files consume in users’ home directories, create a profile to collect the specific information for reports (Figure A-38). 
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    Figure A-38   Create profile

    The profile in Figure A-39 collects history for the 20 largest and most obsolete .zip files. 
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    Figure A-39   Create profile

    2.	On the File Filter panel, create a filter similar to the filter in Figure A-40 on page 304, which targets.zip files in the users home directories that have not been accessed for 168 days.
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    Figure A-40   Create file filter

    3.	Save the profile and give it a name, as in Figure A-41, and then click OK. 
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    Figure A-41   Save profile

    4.	Next, either add the profile to an existing scan job or create a new scan job. Figure A-42 on page 305 shows the Profiles page of the existing default scan. 

    Select the profile from the left panel and add it to the Profiles to apply to Filesystems panel on the right. 

    Save the profile by using Ctrl+S. 
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    Figure A-42   Add profile to an existing scan job

     

    
      
        	
          Tip: If the type of data for which you scan only exists in a small number of file and print servers, consider creating a scan job that runs only against those specific servers. That way, you apply the profile to machines where the profile is most likely to find the data. 

          Keeping the number of profiles to a minimum within a scan job improves scan performance.

        
      

    

    The next time that the scan job runs, the scan job collects specific information about old .zip files in the targeted directory.

    Running a targeted report

    Reporting data is available after the scan job that was configured in “Understanding the impact of the archive policy” on page 302 has run against the appropriate servers.

    Figure A-43 on page 306 shows an Access Time report. Notice that the profile has been set to Old ZIP files. This means that the statistic you are given only counts those files that are .zip files and older than 168 days.
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    Figure A-43   Running a report on old .zip files

    Figure A-44 on page 307 shows the results. The analysis of the data on our test machine shows 12 files that total 71.96 MB. Therefore, if you implement a policy to archive these files, this is the maximum space that you can recover. Based on the results in your environment, you can make a decision about the viability of implementing an automatic archiving process for this set of data.

    [image: ]

    Figure A-44   Access Time by Computer report

    A.4.2  Configuring automatic archiving to Tivoli Storage Manager

    This section describes the steps to configure the Productivity Center to archive files to Tivoli Storage Manager, based on a policy. The instructions are based on these assumptions about the configuration:

    •You have already installed and configured a Tivoli Storage Manager backup or archive client on the machines that contain the files to archive. For more information, see 	IBM Tivoli Storage Manager Backup-Archive Clients: 

    http://ibm.co/1qu6SAN

    •The Storage Manager client does not need to enter a password to send files. If a password is required in your environment, enter an extra command-line option in Tivoli Storage Productivity Center.

    •You have configured an archive management class in Storage Manager to receive files.

    Work with your Tivoli Storage Manager administrator to establish this configuration.

    To create the constraint that selects older .zip files and archives them to Tivoli Storage Manager, follow these steps:

    1.	Right-click Constraint to create a new constraint as in Figure A-45 on page 308.
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    Figure A-45   Create a constraint

    2.	Select the specific machines and file systems to which this constraint applies. In the example in Figure A-46, we selected only the E: drive, because this drive is where the user profile directories exist. You can select multiple machines and file systems on this panel.
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    Figure A-46   Select the file systems

    3.	Select the Options tab as in Figure A-47. Create a filter that specifies the path, the file type, and the access time requirements. In this example, we want to include both:

     –	All .zip files in any directory below E:\Profiles.

     –	All .zip files that have not been accessed in 168 days.

    4.	Click Edit Filter to build the filter as in Figure A-47.
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    Figure A-47   Edit constraint filter

    5.	Build a file filter to your requirements (Figure A-48).

    [image: ]

    Figure A-48   Edit filter

    6.	Select the Alert tab to configure Tivoli Storage Manager archive and email alerts, as in Figure A-49. Set the Triggering Condition to Violating Files Consume More Than 1 Kilobytes so that all files that match the filter are archived.
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    Figure A-49   Configure Tivoli Storage Manager and email alerting

    7.	Check Archive / Backup and click Define to configure the Tivoli Storage Manager archiving.

    8.	In Figure A-50, click Archive and Delete After Successful Archive. Tivoli Storage Manager deletes the files from storage when it has a good copy of the files. 

    9.	Then, click OK.
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    Figure A-50   Tivoli Storage Manager configuration panel

     

    
      
        	
          Note: If you need to specify extra parameters for Tivoli Storage Manager client passwords or non-default archive management classes in Tivoli Storage Manager, enter these command options on this panel.

        
      

    

    10.	In Figure A-49 on page 310, add an email recipient. This recipient is a storage administrator or monitored account. To send an email to each user that lists the users’ files that were archived, check email to Constraint Violator. 

    Next, click Edit email to create a meaningful email to send to the users who have violated the constraint. Figure A-51 shows the default system-generated email, which is too generic and unsuitable for informing users about what has happened to their files.

    Change the text of the Subject and Text to something more informative, such as what Figure A-51 shows.
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    Figure A-51   Default system-generated email

    Figure A-52 shows a more informative email for the user. It addresses the user with the <User> name, tells the user what happened, why, and how to get the files back in the future. This email message also lists the files that were affected by this action.
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    Figure A-52   Customized user email

    11.	Save the new constraint with Ctrl+S and give it a name, as shown in Figure A-53. Then, click OK.
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    Figure A-53   Name the new constraint

    A.4.3  Viewing the results of an archive event

    Tivoli Storage Productivity Center processes the constraint each time that a scan runs on the machines to which the constraint applies. If Tivoli Storage Productivity Center finds files that match the constraint, the scan process automatically calls Tivoli Storage Manager and archives the files.

    The administrator and users receive email if files are archived, as shown in Example A-2.

    Example A-2   Sample email sent to a user
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    Dear amit

     

    Tivoli Storage Productivity Center has recently archived a number of .zip files that you own and have not accessed in 6 months.

     

    These files no longer exist on disk storage.

     

    If you require these files again in the future, please call the service desk, which will be able to retrieve them for you.

     

    Below is a list of files archived.

     

    Your largest violating files are: 

     

    E:\Profiles\Amit\my_zips.zip

    E:\Profiles\Amit\backup_my_laptop.zip

    E:\Profiles\Amit\A_loadoffiles.zip
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    To see details of what the scan did and to see any messages from Tivoli Storage Manager, view the scan log for each machine. 

    Figure A-54 shows you the standard Tivoli Storage Manager output for the archive process.
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    Figure A-54   Detailed scan log showing Tivoli Storage Manager messages
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Change password

    This appendix provides information about how and where to change the password in these Tivoli Storage Productivity Center components:

    •Tivoli Storage Productivity Center

    •DB2 connection

    •Jazz for Service Management 

    •Tivoli Common Reporting

    Depending on the installation method chosen for the Tivoli Storage Productivity Center application, you have either single or multiple servers. It is possible to use a single or multiple common user IDs for the different components, as mentioned previously.

    This appendix covers how to perform the following tasks:

    •“How and why to set up and change passwords” on page 317

    •“Default user names” on page 317

    •“Change the common user and JazzSM passwords” on page 318

    •“Change the Tivoli Common Reporting password (Cognos)” on page 322

    •“Change the Tivoli Common Reporting password” on page 325

    •“Renew your user password in Tivoli Common Reporting” on page 330

    B.1  Overview

    Since the introduction of Tivoli Storage Productivity Center Version 5, you can authorize users from multiple realms (external authentication services) at the same time, not just one realm.

    User IDs are stored in various places:

    •Local operating system (OS)

    •WebShpere Application Server in these locations:

     –	eWAS component of Tivoli Storage Productivity Center

     –	Within IBM Jazz for Service Management (JazzSM)

    •External repositories, such as Microsoft Windows Active Domain 

    •Lightweight Directory Access Protocol  (LDAP)

    •Microsoft Windows Active Directory (AD)

    For this reason it is now possible to use multiple user IDs as the administrative user for the various components within a Tivoli Storage Productivity Center installation. Even when you see only one ID, this one gets stored in multiple places, so you need to update in multiple places it in case you change that users password. This this reason, it is best to use a local user ID with a password that never expires, but also that the user can't log in interactively 

    Figure B-1 provides an overview of Tivoli Storage Productivity Center components, authentication environment, and passwords.
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    Figure B-1   Tivoli Storage Productivity Center authentication environment

    B.2  How and why to set up and change passwords 

    Before you start to change a password, it is helpful to know why you should change the passwords and why using multiple user IDs might be a good idea.

    For security reasons, these are good practices:

    •Have different functional user IDs for the different components in the Productivity Center, so you can track changes, which is useful for audits.

    •Treat the common user ID as a functional user ID that is not being used for anything other than internal communication within the Tivoli Storage Productivity Center.

    •Change administrative user IDs passwords at least every 90 days.

    •Implement Individual user IDs for Tivoli Storage Productivity Center users so you can track access and changes, which is useful for audits.

    B.3  Default user names

    During installation, several user names are created that can be shared among Productivity Center components. The default user name and corresponding components are shown in Table B-1.

    Table B-1   Default user IDs and corresponding Tivoli Storage Productivity Center components

    
      
        	
          Default user name

        
        	
          Components

        
      

      
        	
          smadmin

        
        	
          •JazzSM, WebSphere Application Server administrator

          •Tivoli Common Reporting administrator

          •Tivoli Storage Productivity Center for Replication administrator

        
      

      
        	
          db2admin

        
        	
          •Tivoli Storage Productivity Center common user ID, often db2admin

          •DB2 administrator for TPCDB and TCRDB databases, often db2admin

          •Tivoli Storage Productivity Center Administrative group is mapped to the local Administrators group, typically with administrator and db2admin as default user names

        
      

    

     

    
      
        	
          Note: Within Tivoli Storage Productivity Center, there as an emergency administrative user ID created in WebSphere, named tpcFileRegistryUser. That ID has the same password as the Tivoli Storage Productivity Center common user ID.

        
      

    

    Depending on the installation method, one or more of these user IDs can be of these types: 

    •Domain user

    •Local user

    •Local user on a different server when using the multi-server installation

     

    
      
        	
          Note: Most of the user IDs can be changed later, except the common user ID.

        
      

    

    B.4  Change the common user and JazzSM passwords

    For Tivoli Storage Productivity Center and JazzSM, there is one tool that changes the password in each application, one at the time. The Change Password tool is in the Productivity Center main directory, in the subfolder named service. On a Microsoft Windows system, this is the default:

    C:\Program Files\IBM\TPC\service\changepasswords.bat

    This tool must be started by using Run as administrator. Otherwise, you get the error messages shown in Figure B-2. 
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    Figure B-2   Change Password tool startup error

    After the tool has started, you have two options, as shown in Figure B-3: 

    •Change the JazzSM password, which is used for Tivoli Common Reporting. 

    •Change the password for the common user ID, which is used by Tivoli Storage Productivity Center.
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    Figure B-3   Change Password Tool start page

    B.4.1  Change the password for JazzSM

    1.	To change the password for JazzSM, select the first option, Change Jazz for Server Management Password, and then click OK to get to the window shown in Figure B-4 on page 319, where you can enter a new password.
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    Figure B-4   Change Password JazzSM

    2.	The tool specifies the administrative JazzSM user ID (smadmin) in the upper-right corner, as shown in Figure B-4. This user is created within WebSphere Application Server, so you can change the password directly. Enter a new password for the JazzSM administrator and click OK.

    3.	When asked for confirmation, click Yes as shown in Figure B-5.
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    Figure B-5   Confirm password change

    4.	Then, follow the change password process. As Figure B-6 shows, the last line should say “Complete.”
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    Figure B-6   JazzSM change password progress screen output

    5.	The easiest way to validate the new password is to log in to the JazzSM WebSphere Application Server:

    https://vsc.tcr.local:9569/ibm/console/logon.jsp 

    Figure B-7 shows the WebSphere Integrated Solutions Console.
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    Figure B-7   Verify the JazzSM password

    B.4.2  Change the common user ID password

    1.	To change the common user ID password, select the second option, Changing the Tivoli Storage Productivity Center and DB2 passwords for user (Figure B-7), which opens the window shown in Figure B-8.
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    Figure B-8   Change the common user ID password

    New for Tivoli Storage Productivity Center Version 5.2 is the first line (Figure B-8 on page 320), which instructs you to change the password at the operating system (OS) level before changing the password in the tool. Notice that the tool specifies which realm and user name is associated with the common user ID.

    In this example the realm is VSC, which is the host name for the Tivoli Storage Productivity Center server. This means that the ID tpcadmin common user is a local user.

    2.	When you have changed the tpcadmin password at the OS level by using Server Manager, enter the new password twice and then click OK.

    3.	When asked for confirmation, click Yes as shown in Figure B-9.
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    Figure B-9   Confirm password change

    4.	Then, follow the change password process status updates shown in Figure B-10, where you can see all of the different places the common user ID is used, and therefore password must be changed.

    The last line must say “Complete” for the password change to be successful.
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    Figure B-10   Common user ID change password process

    5.	To verify that the password has been changed and is working, simply try to log in to the web-based GUI at the address:

    https://localhost:9569/srm

    6.	Enter the common user ID (tpcadmin) and the new password, as shown in Figure B-11 on page 322.
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    Figure B-11   Validate common user ID

    B.5  Change the Tivoli Common Reporting password (Cognos)

    After the password for the common user ID has been changed, you must also change the password in Tivoli Common Reporting. If you try to access Tivoli Common Reporting from web-based GUI, or directly from this URL, you will see an error message shown in Figure B-12:

    https://localhost:16311/tarf/servlet/dispatch?b_action=xts.run&m=portal
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    Figure B-12   Tivoli Common Reporting connection error

    This error occurs because the common user ID password has changed, and the same user ID is also used for Tivoli Common Reporting. The new password is stored in IBM Cognos business intelligence and performance management software, which is not updated by the Change Password tool.

    1.	To change the password for Tivoli Common Reporting for connecting to DB2, you must go to IBM Cognos Configuration, which is in the Tivoli Common Reporter group in the Start menu on the server where you have installed JazzSM.

     

    
      
        	
          Tip: The easiest way to find IBM Cognos Configuration on Windows is to go to the Start menu and, in “Search for programs,” type IBM Cognos. This method is available only for the user who installed JazzSM. 

        
      

    

    The Cognos Configuration program must be started with administrative privileges. Right-click and select Run as administrator.

    2.	When the program is running, navigate to IBM Content Store (seeFigure B-13 on page 323).
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    Figure B-13   Tivoli Common Reporting tool

    3.	To update the password, click the Value field for User ID and password (Figure B-14). The pencil icon next to that field is for editing the user ID and password for Tivoli Common Reporting connection to the TCRDB database.
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    Figure B-14   Tivoli Common Reporting tool password change

    4.	Enter the common user ID password, as shown in Figure B-15 on page 324.
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    Figure B-15   Update password for TCRDB

     

    
      
        	
          Note: It is also possible to change the user name for connection to TCRDB, if it is required to have separate user names for TPCDB and TCRDB.

        
      

    

    An example is where one database can only have one functional user ID due to security and audit, so you can track changes.

    Another reason to change the user ID for TCRDB, is where TCRDB only contains statistical data such as Tivoli Common Reporting report definitions and output of Tivoli Common Reporting reports, for which access is not considered confidential. Therefore the password for TCRDB doesn't need to be changed, like an administrative user ID does.

    B.5.1  Change the DB2 password stored in Cognos

    Next, you need to change the DB2 password that is stored within Cognos, because the Change Password tool does not do this for you. The procedure is simple, but the panel is not easy to find in Cognos.

    1.	Enter the password, and click OK. To save the configuration, click the diskette icon, as shown in Figure B-16.
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    Figure B-16   Save password

    2.	Then, follow the steps for changing the password as shown in Figure B-17 on page 325.
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    Figure B-17   Tivoli Common Reporting Change password process

    3.	When you are finished, restart JazzSM WebSphere Application Server.

    JazzSM WebSphere Application Server can be restarted from command line, as shown in Example B-1.

    Example: B-1   Restart JazzSM WebSphere Application Server
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    C:\Program Files\IBM\JazzSM\profile\bin>stopServer.bat server1

     

    C:\Program Files\IBM\JazzSM\profile\bin>startServer.bat server1

    ADMU0116I: Tool information is being logged in file E:\Program

               Files\IBM\JazzSM\profile\logs\server1\startServer.log

    ADMU0128I: Starting tool with the JazzSMProfile profile

    ADMU3100I: Reading configuration for server: server1

    ADMU3200I: Server launched. Waiting for initialization status.

    ADMU3000I: Server server1 open for e-business; process id is 4108
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    It can also be restarted by using WebSphere Application Server admin tool from the start menu entry in Windows:

    Start → IBM WebSphere → IBM WebSphere Application Server V8.5 → Profiles → JazzSMProfile → stop the server

    You can find the “start the server” script in the same location. 

    4.	After starting “administrative console of JazzSM,” wait approximately five minutes tto initiate.

    B.5.2  Change the Tivoli Common Reporting password 

    When JazzSM WebSphere Application Server has started, change the password on the database link from Cognos to the TPCDB database.

    1.	Open Cognos from the Tivoli Storage Productivity Center web-based GUI. After you are logged in to Cognos, follow these steps: 

    2.	Start the Administration from the Launch menu on the upper-right corner, as shown in Figure B-18 on page 326.
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    Figure B-18   Start Cognos Administration

    3.	From the Administration panel shown in Figure B-19, click the Configuration tab.
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    Figure B-19   Cognos Configuration admin panel

    4.	In the Configuration panel shown in Figure B-20, Data Source Connections is preselected on the left. Select TPCDB.
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    Figure B-20   Cognos Configuration panel

    5.	Under Actions, click More, as shown in Figure B-21.
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    Figure B-21   Cognos Action panel

    6.	The panel in Figure B-22 on page 327 shows the “Available actions” for the TPCDB database. Click View signons from the list to see the user ID that Cognos is using to log in to Tivoli Storage Productivity Center. 
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    Figure B-22   Options to modify the data source

    7.	Figure B-23 shows that Cognos is using the db2admin user ID to access the TPCDB database. Click More again to see the list of available actions for the db2admin user ID. 
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    Figure B-23   Stored user ID

    8.	When the panel with the current properties of the tpcadmin user ID is displayed (Figure B-24), click the Signon tab.
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    Figure B-24   Properties of stored user ID

    9.	From the Signon tab, click Edit the signon as shown in Figure B-25 on page 328. Cognos displays the panel in Figure B-26 on page 328, where you can enter the new password for the stored DB2 user ID. 
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    Figure B-25   Signon properties

    10.	Enter the new password and confirm it by entering it a second time in the box marked as step 1 in the screen capture. Then, click OK (step 2 in Figure B-26).
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    Figure B-26   Enter new password

    11.	To test that the password entered is working, navigate back to the panel shown in Figure B-26. The easiest way is to click the Close button (x) in upper-right corner, as shown in Figure B-27.
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    Figure B-27   Close change password

    12.	Then, click Cancel in the panel shown in Figure B-28 on page 329.
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    Figure B-28   Available actions

    13.	Click the first TPCDB on the breadcrumb trail at the top of the window, as shown in Figure B-29.
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    Figure B-29   Stored user ID

    14.	Select More at the far right (Figure B-30).
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    Figure B-30   TPCDB properties

    15.	Select Test the connection from the middle of the window, as shown in Figure B-31.
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    Figure B-31   Database connection test

    16.	Click the Test button on the top, as shown in Figure B-32 on page 330.
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    Figure B-32   Test the connection

    The test result status should show “Successful,” as you see in Figure B-33.

    [image: ]

    Figure B-33   Test result

    17.	Click the Home label on the top toolbar to exit Cognos administration.

    You do not need restart any service or process. The updated password will be used for the next connection to the Tivoli Storage Productivity Center TPCDB database.

    B.5.3  Renew your user password in Tivoli Common Reporting

    We have previously described why administrative users must change the password (see B.2, “How and why to set up and change passwords” on page 317). The same or similar rules apply to users. Your company’s policy might dictate that users must change password at specific intervals, such as 90 days.

    Tivoli Common Reporting stores your password for running scheduled reports. Therefore, when you change your password on the operating system or where your personal user ID is stored, you must also enter your password into Tivoli Common Reporting so that any scheduled reports you have set up will continue to run. This process in Tivoli Common Reporting is also called “Renew your credentials.”

     

    
      
        	
          Note: If any scheduled reports are running under a functional user ID, such as tpcadmin, this process must also be completed when you change that password.

        
      

    

    1.	After logging in to Tivoli Common Reporting (from the Reporting link in the web-based GUI, for example), you will see the link to click to navigate to My Preferences. It is in the section under the icon that is shaped like a person in the upper-right corner (see Figure B-34).
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    Figure B-34   Cognos User My Preferences

    2.	From the “Set preferences” panel, select the Personal tab, as shown in Figure B-35.
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    Figure B-35   Personal tab

    3.	From the Personal tab window (Figure B-36 on page 332), check the information about your ID or the functional user ID. At the bottom on the page, there is a link for “Renew the credentials.” 

     

    
      
        	
          Note: If there is no “Renew the credentials” link but there is a link that says “First you must create the credentials,” instead, it means that you have no scheduled reports, so you do not need to renew your credentials.
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    Figure B-36   “Renew the credentials” link shows, rather than “First you must create the credentials”

    4.	In the next window you are prompted for the new password, after entering it, click OK (see Figure B-37).
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    Figure B-37   Enter the new password

    When your new password has been verified, you see the window shown in Figure B-38 with a message that says “Your credential has been renewed.”
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    Figure B-38   Verification

    Then, any scheduled reports that you have initiated can run again.

    Figure B-39 on page 333 shows the window to create credentials if you need to do that instead.
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    Figure B-39   Create Credentials meaning no scheduled reports in Tivoli Common Reporting

  
    Related publications

    The publications listed in this section are particularly suitable for more detailed information about the topics covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information. Some publications referenced in this list might be available in softcopy only.

    •IBM Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204

    •IBM Tivoli Storage Productivity Center V5.1 Technical Guide, SG24-8053

    •Tivoli Storage Productivity Center for Replication for Open Systems, SG24-8149

    •IBM Tivoli Storage Productivity Center for Replication for System z, SG24-7563

    •IBM Tivoli Storage Manager as a Data Protection Solution, SG24-8134

    •IBM Network Advisor, TIPS1124

    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Other publications

    These publications and web pages are also relevant as further information sources:

    •IBM Tivoli Storage Productivity Center Version 5.2.2 User’s Guide, SC27-4060 

    http://ibm.co/1x41FDz

    •IBM DB2 Publications page in the IBM Knowledge Center:

    http://ibm.co/1r1S0tN

     –	IBM DB2: Data Recovery and High Availability Guide and Reference, SC10-4228 

     –	IBM DB2 Universal Database Data Recovery and High Availability Guide and Reference, SC09-4831

    Online resources

    These websites are also relevant as further information sources:

    •IBM Knowledge Center, Tivoli Storage Productivity Center

    http://www.ibm.com/support/knowledgecenter/SSNE44/welcome

    •Installing Tivoli Common Reporting

    http://ibm.co/1zHsQpx

    •Request for Enhancements

    http://www.ibm.com/developerworks/rfe

    •Service Management Connect 

    http://www.ibm.com/developerworks/servicemanagement/

    •Tivoli Storage Productivity Center Interoperability Matrix 

    http://www.ibm.com/support/docview.wss?&uid=swg21386446

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

     

  
    IBM Tivoli Storage Productivity Center Beyond the Basics

    IBM Tivoli Storage Productivity Center Beyond the Basics

    IBM Tivoli Storage Productivity Center Beyond the Basics

    IBM Tivoli Storage Productivity Center Beyond the Basics

    IBM Tivoli Storage Productivity Center Beyond the Basics

    IBM Tivoli Storage Productivity Center Beyond the Basics

  
    IBM Tivoli Storage Productivity Center

    Beyond the Basics

     

    Learn to effectively use Tivoli Storage Productivity Center 

Expertly manage the database repositories

Create customized reports and alerts

    You have installed and performed the basic customization of IBM Tivoli Storage Productivity Center. You have collected performance data and generated reports. Now it’s time to learn the best ways to use the software to manage your storage infrastructure. This IBM Redbooks publication shows the best way to set up the software, based on your storage environment, and then how to use it to manage your infrastructure. It includes experiences from IBM clients and staff. 

    •Architectural design techniques (sizing your environment, single versus multiple installations, physical versus virtual servers, deployment in a large, existing storage infrastructure) 

    •Database and server considerations (database backup and restoration methods and scripts, using IBM Data Studio Client for database administration, database placement and relocation, repository sizing and tuning, moving and migrating the server)

    •Alerting, monitoring, and reporting (monitoring thresholds and alerts, performance management and analysis of reports, real-time performance monitoring for IBM SAN Volume Controller)

    •Security considerations (Tivoli Storage Productivity Center internal user IDs, user authentication configuration methods, how and why to set up and change passwords, configuring, querying, and testing LDAP and Microsoft Active Directory)

    •Heath checks (server heath and logs, health and recoverability of IBM DB2 databases, using the Database Maintenance tool)

    •Data management techniques (how to spot unusual growth incidents, scripted actions for Tivoli Storage manager and hierarchical storage management)

    This book is for storage administrators who are responsible for the performance and growth of the IT storage infrastructure.
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