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    Preface

    This IBM® Redbooks® publication will help you install, tailor, and configure IBM ProtecTIER® products with IBM Tivoli® Storage Manager to harness the performance and the power of the two products working together as a data protection solution.

    This book goes beyond the preferred practices of each product and provides in-depth explanations of each of the items that are configurable, and the underlying reasons behind the suggestions. This book provides enough detailed information to allow an administrator to make the correct choices about which methods to use when implementing both products to meet and to exceed the business requirements.

    This publication provides descriptions and guidance about the following topics:

    •Terminology and concepts of ProtecTIER and Tivoli Storage Manager 

    •Planning for ProtecTIER to run with Tivoli Storage Manager

    •Setup and configuration of the IBM ProtecTIER device as a storage pool in the Tivoli Storage Manager environment, primarily as a Virtual Tape Library (VTL) interface, with a description as a File System Interface (FSI)

    •Day-to-day administration of ProtecTIER when it is used in a Tivoli Storage Manager environment

    •Overview of how to plan for disaster recovery in a ProtecTIER and Tivoli Storage Manager environment

    •Monitoring and problem solving: How a system administrator can review ProtecTIER logs and Tivoli Storage Manager server logs to identify the source of problems

    •Hints, tips, and use cases for ProtecTIER and Tivoli Storage Manager administrators

    This book is intended for storage administrators and architects who have ordered and installed IBM ProtecTIER Products and want to implement Tivoli Storage Manager as part of a data protection solution. This book is also intended for anyone that wants to learn more about applying and using the benefits of ProtecTIER running with Tivoli Storage Manager.

    Authors
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IBM Tivoli Storage Manager and IBM ProtecTIER

    This chapter provides an introduction and overview of the concepts that will be used to describe using IBM ProtecTIER as part of an IBM Tivoli Storage Manager data protection solution.

    In this chapter. we introduce three main concepts and provide important definitions of terms that are used with those concepts and detailed throughout this book:

    •Time

    •Hardware potential

    •Space potential

     

    1.1  Introduction

    IBM Tivoli Storage Manager is a software solution that is designed to make data protection efficient and cost-effective, exploiting ease of use and automation. The product uses a database structure to allow many configurable options that enable the administrator to customize the backup and restore solution to the client’s requirements. This customization makes Tivoli Storage Manager a robust offering.

    IBM also offers IBM ProtecTIER as a software and hardware solution that uses state of the art data reduction technologies. These two offerings from IBM are designed to work together to provide the ultimate data protection solution to clients. The combination of these products will save clients both administrative time and storage cost by maximizing the way that the data is stored and protected. This chapter provides an introduction for Tivoli Storage Manager and ProtecTIER administrators and architects that will allow them to maximize the benefits each product has to offer. At the same time, this book provides the understanding and details to customize both products to meet the exact needs of their business.

    1.2  Concepts

    The major task of protecting critical business data revolves around three items that have finite limits. By understanding how each of these limits affects the others, an administrator can configure and maintain the solution to harness its potential. The following factors affect the task of protecting critical business data:

    •Time in a cycle 

    •Rate at which the data center can move data

    •Amount of space available for holding the data

    Every solution is going to have its own unique set of variables. Therefore, the optimal settings are different for each implementation. The criteria for deciding which settings will work best needs to remain the same. This section provides information about the building blocks for this data protection solution.

    1.2.1  Time

    The first finite item, time, can be defined by determining the following criteria:

    •Backup cycle

    •Maintenance cycle

    •Retention cycle

    Backup cycle

    Initially, it is important to know the shortest period of time where the data protection activities first repeat. This might be daily, if there are data sets that are backed up every day. It might be even shorter, if there are items that are backed up more than one time a day.

    Maintenance cycle

    The second period of finite time includes the routine tasks that can be scheduled by the administrator that allow Tivoli Storage Manager to do its background work. This might be daily or weekly, or any schedule that makes sense in the environment. 

    Retention cycle

    The third period is based on the length of time that data is retained, which is known as retention. Retention can be more difficult to determine because Tivoli Storage Manager can be configured to use forever incremental. The value that is best used for this measurement is the time that an item that has been replaced is kept before it is permanently removed. This period is used to determine information around the term that is referred to as steady state. Steady state is the point where the system is removing the same amount of data that is being added in each of the other two time periods, the backup cycle and maintenance cycle.

    1.2.2  Hardware potential

    The second finite item that is considered throughout this publication is the hardware potential. Hardware potential is based on the performance potential of all parts of the infrastructure. 

    Performance potential includes the processing power of the servers and clients. It includes the bandwidth of the network connectivity. It also includes the bandwidth of the storage that is part of the backup solution. Each component in the solution will have its physical limits, which are critical to understand the limitations.

    1.2.3  Storage space

    The third finite item is the amount of storage space that is available for holding the data that needs to be protected. When ProtecTIER is added to the solution, the space is still limited, but the actual limit is a virtual value, which can vary. It is important to keep the space limit as a finite value so that it can be used as the third critical factor to the backup solution.

    This book uses these three concepts to explain all the aspects of using a ProtecTIER system with the Tivoli Storage Manager software. 

    1.3  Terminology and concepts

    This is a good time to provide several other important terms that will be used in this publication. Several of these terms are used with different meanings, depending on what aspect is described, so this section explains how to differentiate common terms. For a complete list of terms and definitions, see the “Glossary” on page 287.

    1.3.1  Chunk

    A term that is used throughout this book is chunk. A chunk is the concept of dividing data up into parts that help with identifying matching data. A chunk is usually referred to with a size value. Other terms that can be linked to the concept of a chunk are block size, buffer size, or file size. In general, each time that it is used, chunk refers to a section of actual data that can be processed by an algorithm to identify matches. Chunk is mentioned here, because it is important not to assume that every time the word is used it has the same meaning. It needs to be reviewed in context with the current topic or explicitly spelled out. 

    1.3.2  Data deduplication

    Another term that is critical to understand are the words for the process of finding matches and using the matching data in a way to reduce the amount of data that has to be stored. This is called factoring, factoring ratio, finger printing, change rate, deduplication, data reduction, and other terms. It can also be referred to as copies of data. The important thing to understand with this term is its inverse relationship to the other two finite items. It is inverse, because the better it is, the less it uses, and as you near perfection, instead of working toward zero, it ends up working toward infinity. It is not possible to store an infinite amount of data in a limited amount of space. Using the factoring ratio to perform calculations is not a good approach, because we are trying to deal with finite items. Therefore, we refer to the change rate, in a percentage form, so that we have a finite range of 0% - 100%, and it will no longer be inverse to time and throughput.

    1.3.3  Node

    The term node is used in multiple ways. When used in this document, it is used with another term so that the meaning is clear, for example, Tivoli Storage Manager server node and ProtecTIER server node. 

    1.3.4  Nominal space

    Another important term that is used often but has many other definitions is the term nominal. In ProtecTIER, the term is used for the nominal space available for storing data. It is often then linked to the data that is in the nominal space by referring to nominal data. This can be dangerous, because the concept behind nominal space is that it is not real, but instead, the anticipated space to hold the data. When describing backup data to be saved on ProtecTIER, it might be better to think of it as actual data. It is likely that both terms will be referred to as though they are interchangeable, but really they refer to a container and the items that go into the container.

    1.4  Summary

    To summarize, always consider the following three components:

    •Time with three cycles: backup period, maintenance period, and retention period

    •Hardware potential (both processing and transferring)

    •Storage space with a varying change rate

    When planning and configuring ProtecTIER with Tivoli Storage Manager, understanding how the three factors affect each other and how to design the data protection solution to maximize these three factors will help you result in the most efficiency.
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Planning for ProtecTIER running with Tivoli Storage Manager

    This chapter describes the planning topics that you need to consider to correctly implement an IBM ProtecTIER environment that is integrated with IBM Tivoli Storage Manager. 

    In this chapter, we cover the following topics:

    •The differences between ProtecTIER deduplication and Tivoli Storage Manager

    •The concepts of data protection using data replication from ProtecTIER and Tivoli Storage Manager perspectives

    With these concepts, we guide you through several preferred practices to size the Virtual Tape Library (VTL) and cartridges.

    2.1  Planning overview - General concepts

    Data deduplication reduces capacity requirements by only storing one unique instance of the data on disk and creating pointers for duplicate data elements. IBM has a family of storage solutions that offer the benefits of data deduplication for client storage efficiency.

    We describe the similar features, terminology, and concepts of ProtecTIER and Tivoli Storage Manager and when to use each of them.

    Tivoli Storage Manager and ProtecTIER are the highest scaling data protection and deduplication solutions in the industry and they work well together. Figure 2-1 on page 6 shows an overview of various aspects of data reduction using both technologies, which result in data reduction, as detailed in the following sections of this chapter:

    •Deduplication

    •Compression

    •Progressive incremental 

    [image: ]

    Figure 2-1   Overview of data reduction with ProtecTIER and Tivoli Storage Manager

    The following facts help demonstrate this partnership between ProtecTIER and Tivoli Storage Manager:

    •ProtecTIER incorporates special Tivoli Storage Manager parsing for more efficient deduplication of Tivoli Storage Manager data.

    •Tivoli Storage Manager capacity pricing now gives credit for ProtecTIER deduplication. See 2.9.2, “Tivoli Storage Manager Suite for Unified Recovery ProtecTIER option” on page 32.

    •Tivoli Storage Manager 6.3 includes a Virtual Tape Library (VTL) awareness option that significantly increases mount performance and the number of virtual drives. See 3.6.3, “Configuring the Virtual Tape Library from the Tivoli Storage Manager” on page 120.

    •Tivoli Storage Manager can be used with ProtecTIER replication (for data) and the IBM DB2® database high availability and disaster recovery (HADR) (for the Tivoli Storage Manager database). 

    •You can use both Tivoli Storage Manager and ProtecTIER deduplication in the same backup environment, but not typically with the same data.

     

    2.1.1  Tivoli Storage Manager deduplication versus ProtecTIER deduplication 

    The native data deduplication function was introduced to the Tivoli Storage Manager in Version 6. IBM Tivoli Storage Manager provides two options for performing data deduplication: server-side data deduplication and client-side data deduplication. Both methods use the same process to identify redundant data; however, the time and location of the deduplication processing are different. 

    In server-side data deduplication, processing takes place exclusively on the server after the data is backed up (Figure 2-2). 
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    Figure 2-2   Tivoli Storage Manager server-side deduplication

    In client-side data deduplication, the processing is distributed between the server and the backup-archive client during the backup process. With this process, there is a reduction of the network bandwidth utilization between client and server, but an increase in the processing power workload in the client (Figure 2-3).
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    Figure 2-3   Tivoli Storage Manager Client-side deduplication

    Deduplication is only part of the equation when considering data reduction. The focus must also include Tivoli Storage Manager progressive incremental backup.

     

    
      
        	
          Note: For more details about Tivoli Storage Manager data deduplication, see the Tivoli Storage Manager Information Center:

          http://pic.dhe.ibm.com/infocenter/tsminfo/v6r4/topic/com.ibm.itsm.srv.doc/t_dedup.html

        
      

    

    IBM TS7600 ProtecTIER uses a technology called IBM HyperFactor® that deduplicates data in-line while the data is received from the backup application. HyperFactor is based on a series of algorithms that identify and filter out duplicated elements of a data stream that previously were stored by ProtecTIER. 

    It is important to understand the main differences between ProtecTIER deduplication and Tivoli Storage Manager deduplication, to make an informed decision about which of these two deduplication solutions is a better fit for your business environment. This section highlights these characteristics.

    The first focus item is where the deduplication process is performed. There is a concept of in-line deduplication versus post-processing deduplication: 

    •In-line deduplication is the concept where the data deduplication occurs while the data is being received by the backup server, that is, before it stores the information on the disk. Therefore, the deduplication process happens immediately. 

    •Post-processing deduplication is the concept where the data deduplication is performed after the data ingestion. The data is first stored in a temporary area, and then in a secondary step, the data is read from this temporary area to perform the deduplication process. When the deduplication is in process, the unique data is stored again. In this case, data must be processed twice (during ingestion and again in subsequent deduplication).

    ProtecTIER uses the in-line deduplication. Tivoli Storage Manager server-side deduplication uses the post-processing method.

    Figure 2-4 on page 9 shows an example of how data is deduplicated in both processes. Assume an ingestion of 10 TB of backup data, and assume that the unique data after deduplication represents 5 TB: 

    •In the post-processing deduplication, the backup application ingests and stores 10 TB in the temporary space. Then, it will read 10 TB again to execute the deduplication process and store 5 TB of unique data back to the disk. 

    •In the ProtecTIER in-line approach, the backup application ingests 10 TB and before storing it to the disk, ProtecTIER performs the deduplication so that, in fact, the data stored will be only 5 TB. 
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    Figure 2-4   Post-processing compared to in-line deduplication

    Deduplication is high in memory and processing power consumption. When choosing Tivoli Storage Manager native server-side deduplication, you need to size your Tivoli Storage Manager server correctly. You need to consider server memory and processing power. For example, it is suggested to use a minimum of 16 GB when running Tivoli Storage Manager deduplication. You also need to plan the Tivoli Storage Manager database space and storage requirements for the sequential-access disk temporary storage pool used for storing data before the deduplication process to identify the duplicates.

    By choosing ProtecTIER, you need to acquire ProtecTIER hardware and licenses for the amount of data to be deduplicated. Alternatively, you do not need to increase your Tivoli Storage Manager server, because all the workload is done in ProtecTIER hardware, which was correctly sized for its purpose. 

    The Tivoli Storage Manager client-side deduplication is also considered an in-line process. In this case, space savings occur immediately, because the Tivoli Storage Manager client removes the duplicated data before sending it to the backup server. And then, the data is stored directly in the storage pool enabled for deduplication in the Tivoli Storage Manager server. 

    By choosing the Tivoli Storage Manager client-side deduplication, you can reduce the amount of data that is sent over the local area network (LAN). Alternatively, the workload to identify the duplicates can overwhelm the client. Be aware that backup over the storage area network (SAN), also known as LAN-free backup, is not allowed in the Tivoli Storage Manager client-side deduplication. 

    Tivoli Storage Manager and ProtecTIER work well together but you typically choose one of the technologies to perform data deduplication, not both simultaneously.

    Table 2-1 on page 10 shows a quick reference guide for making the best choice for your business needs: ProtecTIER or Tivoli Storage Manager native deduplication.

    Table 2-1   When to use ProtecTIER or Tivoli Storage Manager native deduplication

    
      
        	
          ProtecTIER

        
        	
          Tivoli Storage Manager

        
      

      
        	
          High performance is needed to reduce backup and recovery times. Capacity scaling up to petabytes of primary data to be deduplicated is required.

        
        	
          Tivoli Storage Manager Client deduplication is effective when you have network bandwidth constraints. 

        
      

      
        	
          When the total amount of data backuped up per day exceeds 400 TB of data (original data plus or retained versions). 

           

          To back up objects bigger than 300 GB or for daily backup data, ingest > 10 TB (but, it also works great for smaller data amounts).

        
        	
          Sufficient Tivoli Storage Manager server resources can be made available and you want deduplication operations to be completely integrated within Tivoli Storage Manager.

        
      

      
        	
          Deduplicating across multiple backup servers is needed to maximize deduplication and also use LAN-free backups.

        
        	
          You want the benefits of deduplication without an additional investment.

        
      

      
        	
          Up to 1600/2200 MB/sec (2500/3200 MB/s with a two-node cluster) in-line deduplication.

        
        	
          No special license is needed because it is already included with Tivoli Storage Manager.

        
      

    

    For details the items, discussed in Table 2-1, and Tivoli Storage Manager effective planning and deduplication best practices refer to:

    http://ibm.co/1m3id8O

    Figure 2-5 shows a summary of the main differences between ProtecTIER and Tivoli Storage Manager server-side and client-side deduplication.
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    Figure 2-5   ProtecTIER and Tivoli Storage Manager server-side and client-side deduplication comparison

     

    
      
        	
          Note: The following useful links provide more information about Tivoli Storage Manager deduplication methods:

          •http://bit.ly/1jXccwc

          •http://bit.ly/1hux7mc

          The following link provides information about determining the impact of deduplication on a Tivoli Storage Manager server database and the storage pools: 

          http://www-01.ibm.com/support/docview.wss?uid=swg21596944

        
      

    

    2.1.2  Tivoli Storage Manager replication versus ProtecTIER replication

    Tivoli Storage Manager node replication is the process of incrementally copying, or replicating, data that belongs to backup-archive client nodes. Data is replicated from one IBM Tivoli Storage Manager server to another Tivoli Storage Manager server. 

    The purpose of replication is to maintain the same level of files on the source and the target replication servers. When client node data is replicated, only the data that is not on the target replication server is copied.

    If a disaster occurs and the source replication server is temporarily unavailable, client nodes can recover their data from the target replication server. If the source replication server cannot be recovered, you can convert client nodes for store operations on the target replication server.

    A single target replication server can have multiple source replication servers. However, a source replication server can replicate data to only one target replication server at a time.

    The Tivoli Storage Manager node replication requires that the target replication server is accessible from a source replication server by using an IP connection. 

    Also, additional Tivoli Storage Manager server capacity requirements (processing power, memory, and Tivoli Storage Manager database and storage pool space) need to be considered when implementing Tivoli Storage Manager node replication. 

    Here are the recommended combinations of processors/memory for running replication:

    •Without deduplication, at least 4 processors, 64 GB of memory

    •With deduplication enabled, at least 8 processors, 128 GB of memory

    For further details refer to the following website:

    https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/Tivoli+Storage+Manager/page/Guidelines+for+node+replication

    For example, a minimum of 32 GB of server memory is advised when implementing Tivoli Storage Manager node replication. We suggest a minimum of 64 GB of server memory when both replication and deduplication are implemented.

     

    
      
        	
          Note: For more details about Tivoli Storage Manager node replication, see the Tivoli Storage Manager Information Center:

          http://bit.ly/SbQvhi

        
      

    

    Figure 2-6 on page 12 shows an example of a Tivoli Storage Manager node replication topology.
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    Figure 2-6   Tivoli Storage Manager node replication example

    The ProtecTIER replication is also an IP-based replication. It supports many-to-one topology and many-to-many (bidirectional) replication between ProtecTIER systems. 

    You can have different models of ProtecTIER systems in a replication relationship. For example, a TS7650G ProtecTIER cluster gateway can replicate with a TS7620 ProtecTIER express.

    ProtecTIER replication occurs based on policies, in which you can define the destination and the cartridges that will be replicated to the other site. You can define replication priorities and even replication windows to not affect the network.

    ProtecTIER has bandwidth-efficient replication, which allows only the data that is already deduplicated to be replicated to the target ProtecTIER. Therefore, with nominal data of 100 GB, which becomes 10 MB after deduplication, only this 10 MB is transferred over the network, reducing the network bandwidth utilization. 

    With Tivoli Storage Manager, ProtecTIER replication can be used as a way to build a disaster and recovery solution. For more information, see Chapter 5, “Disaster recovery” on page 171.

    Figure 2-7 on page 13 shows an example of a ProtecTIER many-to-many replication topology.
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    Figure 2-7   ProtecTIER many-to-many replication topology

    Table 2-2 shows a quick reference guide for when to use ProtecTIER or Tivoli Storage Manager node replication.

    Table 2-2   When to use ProtecTIER or Tivoli Storage Manager replication

    
      
        	
          ProtecTIER replication

        
        	
          Tivoli Storage Manager node replication

        
      

      
        	
          Network bandwidth is a concern and you also need many-to-many replication (up to four ProtecTIERs).

        
        	
          Data is also stored in disk storage pools and not in the ProtecTIER.

        
      

      
        	
          ProtecTIER is integrated with Tivoli Storage Manager.

        
        	
          Only one source-target Tivoli Storage Manager node exists.

        
      

      
        	
          Tivoli Storage Manager server performance is not affected during the replication.

        
        	
          Different Tivoli Storage Manager server operating systems are on the source and the target.

        
      

    

    2.2  Resources

    In addition to this book, there are other excellent references and resources for planning ProtecTIER and Tivoli Storage Manager integration.

    Consider the following documents:

    •Chapter 3, “Planning for deduplication and replication” in IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968:

    http://www.redbooks.ibm.com/abstracts/sg247968.html?Open

    •Chapter 13, “Tivoli Storage Manager” in IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025:

    http://www.redbooks.ibm.com/abstracts/sg248025.html?Open

    •Tivoli Storage Manager Information Center - Data deduplication planning guidelines:

    http://bit.ly/1huOenX

    •Tivoli Storage Manager Information Center - Planing replication:

    http://bit.ly/1nvTP2M

    2.3  Support matrix

    We explore how to use the interoperability matrix to identify hardware and software compatibility when using ProtecTIER with Tivoli Storage Manager.

    2.3.1  Independent Software Vendor matrix

    The Independent Software Vendor (ISV) compatibility matrix specifies the supported backup software and version. It is essential to verify that your current backup software and version match the ProtecTIER system requirements. The ISV interoperability matrix also contains helpful information about hosts, device drivers and topology, qualified switches and directors, front-end and back-end host bus adapters (HBAs) and firmware levels, and qualified back-end disk arrays.

    At the time of writing this book, this is the direct link for the latest version of the ISV Interoperability matrix:

    http://public.dhe.ibm.com/common/ssi/ecm/en/ivl12348usen/IVL12348USEN.PDF

    You can also find the current version of the ISV matrix under the ProtecTIER product website:

    http://www.ibm.com/systems/storage/tape/ts7650g/index.html

    For the current list of supported products, or for more information about hardware support, see the IBM System Storage® Interoperation Center (SSIC) at this website:

    http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

    To better understand how to use the ISV matrix, you must first notice that it is a compiled document with all ProtecTIER versions. Therefore, each time that a new matrix is released, it is placed at the beginning of the document. The latest version of the ISV matrix for ProtecTIER appears in the first pages, but older versions of the ProtecTIER ISV matrix are also in the same document. You can optionally search for the string “ProtecTIER Release” to understand where each document starts.

    Additionally, to use the ISV matrix effectively, you need to understand the table structure for the application. In this scenario, we use the current version of ProtecTIER, which is the Version 3.3 document. 

    First, you need to find the backup application, for example, Tivoli Storage Manager Version 6.2 running in an IBM AIX® server 6.1. Then, locate the operation system version where the Tivoli Storage Manager server is installed. You will find the minimum Tivoli Storage Manager version (5.5.2, 6.1, or 6.2) supported with ProtecTiER 3.3 (Figure 2-8 on page 15).

    If a Tivoli Storage Manager server is running with Version 5.4 in an AIX 6.1 environment, this version is not supported when you use ProtecTIER 3.3. However, if you scroll down several pages until you see previous versions of ProtecTIER, you will find that the ProtecTIER Version 3.1 is supported in this release of Tivoli Storage Manager. 
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    Figure 2-8   Example of ISV matrix

    You also need to verify the notes for each type of backup application for additional information about device drivers to work with ProtecTIER and the backup application. For example, using ProtecTIER Version 3.3 with Tivoli Storage Manager, there are the following notes: 1, 2, 7, 20, 24, 27. These notes also need to be considered when planning ProtecTIER to work with Tivoli Storage Manager:

    (1) For driver information, refer to IBM Redbooks IBM PT Best Practice Guide. Link:http://www.redbooks.ibm.com/ 

    (2) For CPF and DPF feature, refer to IBM Redbooks IBM PT Best Practice Guide.Link:http://www.redbooks.ibm.com/

    (20) IBM tape device drivers can be downloaded from:

    (24) For AIX IBM Tape Driver :Atape.driver 12.3.9.0 is the minimum supported code level

    For RH IBM Tape Driver Lin_tape 1.73.0-1 is the minimum supported code level

    For SUSE IBM Tape Driver lin_tape-1.74.0-1 is the minimum supported code level

    For Solaris IBM tape drive: IBMtape.4.2.7.1 is the minimum supported code level

    For HP IBM tape drive: Atdd.6.0.2.15 is the minimum supported code level

    For Windows 2008 IBM Tape Driver IBMTape.x64_w08_6218 is the minimum supported code level

    (27) For RH6 only RH6.2 and lower are supported 

    2.4  Business requirements

    Business requirements might be the most important factor when it comes to planning your solution. Business requirements can also be referred to as a service level agreement (SLA) if your data protection solution is provided as a service to other departments. Or, other companies might use this service as a solution to protect their data.

    The business requirements are affected by the same three main categories that are mentioned in Chapter 1, “IBM Tivoli Storage Manager and IBM ProtecTIER” on page 1: 

    •Time

    •Hardware potential, and amount of unplanned maintenance or outages

    •Space potential

    Each item needs to be documented and considered as the plans are created. With deduplication, there are other factors that will be added to the formulas that will result in being able to make the final plan:

    •How much the data changes between backups?

    •How many copies of data are retained before they are expired?

    •What are the differences in types of data that will be stored on the ProtecTIER system?

    All of the items in both lists will differ for any solution, and they can also change over time. It can be complicated to determine the answers at any specific time. However, if they are considered and it is understood how and why each of the items was determined, later when adjustments need to be made, or real use measurements are made, the solution will be positioned to spot the discrepancies and to make adjustments if needed. This will enable the solution to continue performing as required by the business.

    The alternative, to just start using a solution and see how it goes, will not set the stage to be able to understand and adjust as needed. For example, if you discover that your backups are not completing in the correct amount of time, you can get the measurements from the systems and compare them to your planned numbers. Then, verify which ones are out of line with the planned objectives and quickly determine what it will take to solve the issue. If you have no planned numbers to which to compare, the measurements will not be as useful in determining how to solve the issue.

    2.5  Hardware considerations

    The topic of business requirements will set the stage for determining the hardware that is needed to meet those requirements. In certain cases, the solution might be all new hardware and can be planned all at one time. In other cases, the planning might involve several existing servers and need to be planned to accommodate the existing equipment. In many cases, deduplication is introduced into a running solution where storage needs are quickly outgrowing processing needs. In this case, the hardware considerations need to include the existing processing power. Do not plan to introduce so much storage that the processing power and network bandwidth will fall short.

    The hardware considerations will affect the three topics described in Chapter 1, “IBM Tivoli Storage Manager and IBM ProtecTIER” on page 1. The hardware considerations will allow a solution to be changed or created that will be able to perform the required workload, and hold the required amount of data, for the required amount of time.

    It is possible to implement a new ProtecTIER and repository and learn that the existing servers are unable to drive the new system anywhere near the potential, which leaves the solution unable to grow at all. In almost all scenarios, changing or upgrading the hardware is the way to overcome any shortages, but planning how the hardware will work together is important.

    For the current list of supported products, or for more information about support, see the System Storage Interoperation Center (SSIC) at this website:

    http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

    The interoperability matrix, mentioned in the 2.3.1, “Independent Software Vendor matrix” on page 14, also contains these topics: hosts, drivers, and topology; qualified switches and directors; front-end and back-end HBAs and firmware levels; and qualified back-end disk arrays.

    Figure 2-9 on page 18 shows the current available ProtecTIER hardware. There are two main models: 

    •IBM TS7620 ProtecTIER Deduplication Appliance Express

    This model is available in three configuration options: Virtual Tape Library (VTL), OpenStorage (OST), or File System Interface (FSI). The TS7620 ProtecTIER Deduplication Appliance Express is an integrated server and storage hardware platform that ships with IBM ProtecTIER deduplication software preinstalled. This solution has a preconfigured repository and can be configured with the VTL interface. It is designed for mid-sized companies, with an integrated appliance in 6 TB and 12 TB physical capacities, which can be upgraded to 23 TB or 35 TB.

    For more information about the TS7620 ProtecTIER, see the product website:

    http://www.ibm.com/systems/storage/tape/ts7620/index.html

    •IBM System Storage TS7650G ProtecTIER Deduplication Gateway

    This model is also available in three configuration options: VTL, OST, or FSI. The TS7650G ProtecTIER Deduplication Gateway is designed to meet the disk-based data protection needs of the enterprise data center and to help enable significant infrastructure cost reductions. The solution offers industry-leading in-line deduplication performance and scalability up to 1 petabyte (PB) of physical storage capacity per system, and can provide up to 25 PB or more backup storage capacity. Available in a single-node or cluster version, it can be connected to several models of external storage systems to build its repository. It can handle up to 2,500 megabytes per second (MBps) or up to 9 terabytes per hour (TBph) VTL sustained in-line deduplication backup performance. It can handle up to 3,200 MBps or more (11.4 TBph) VTL sustained recovery performance.

    For more information about the TS7650 Gateway ProtecTIER, see the product website:

    http://www.ibm.com/systems/storage/tape/ts7650g/index.html
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    Figure 2-9   IBM ProtecTIER TS76xx Deduplication family

    2.5.1  Fault tolerance: Data Path Failover (DPF) and Control Path Failover (CPF)

    When planning your data protection solution, it is important to consider how many single points of failure are allowed. If single points of failure are accepted, it is important to ensure that they are understood. 

    The ProtecTIER systems use the IBM Tape Device Driver, which allows the ProtecTIER to have extra levels of fault tolerance called Data Path Failover (DPF) and Control Path Failover (CPF). These two items provide the redundancy between the different systems. 

    Tivoli Storage Manager has built-in fault tolerance. A ProtecTIER can be ordered with two nodes to add an extra layer of fault tolerance, and CPF/DPF adds fault tolerance for the connection between the two nodes. A Tivoli Storage Manager server or storage agent must have enough Fibre Channel adapters installed for CPF/DPF to be able to have multiple paths to each drive. CPF does not require extra adapters, because the ProtecTIER can make the control device available on all ports. Each additional layer of fault tolerance must be part of the planning process, so that the solution can be designed correctly.

    For more information about DPF/CPF, see Chapter 7, “Host attachment considerations for VTL” of the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025.

     

    2.5.2  Growth

    When planning the data protection solution, it is important to look at the business growth projections and determine the growth projection point for which to plan the system. With a data center that is expecting quick growth, it might make sense to start with a solution that is sized and planned for two years in the future. If it is anticipated that there will be growth, it might make sense to plan based on cost, but to allow the plan to be ready for an increase and expansion. A common example is to create a small repository, but plan it with the performance numbers that will be required if it were to grow to ten times its size, or whatever factor makes sense. This approach can allow a lower startup cost and also help delay future cost increases, without losing the initial investment. Without considering the growth of the business needs, it is easy to find the solution incorrectly sized within a short time. The ProtecTIER planning teams can help determine the best way to plan the solution with the information that is provided during the planning stage. 

    The planning can help you to choose the correct TS7600 model and help you to plan the Tivoli Storage Manager server requirement and any network requirements that might change.

    2.6  Tivoli Storage Manager structure

    This section covers several aspects of the Tivoli Storage Manager structure, such as copy storage pools, host adapters, and Tivoli Storage Manager device drivers. We also compare a VTL against storage disk pool and physical tape libraries.

    2.6.1  Virtual Tape Library and File System Interface

    A VTL is a combination of high-performance SAN-attached disk and high-performance servers emulating a tape storage device. VTLs can optionally include a data deduplication function that reduces the amount of data that is stored on disk by only storing unique data elements, which is the case in ProtecTIER. 

    There are no physical tape drives in a VTL. ProtecTIER stores all data in disk, which is also called a repository. From that disk space, it stores the virtual volumes (virtual cartridges) and the metadata used to locate the data on it. This virtualization feature enables a flexible configuration for the VTL, so that you can create or delete many virtual libraries, drives, cartridges, and slots. ProtecTIER VTL uses software to emulate an automated SCSI tape library with Linear Tape-Open generation 3 (LTO-3) drives.

     

    
      
        	
          Note: When defining cartridges, you do not need to specify a cartridge size equal to LTO-3, which is 400 GB. For more details, see 2.8.6, “Volume sizes” on page 28.

        
      

    

    With ProtecTIER TS7650 Gateway, you can create up to 16 virtual libraries, 512 virtual drives, and 512,000 virtual cartridges.

    When ProtecTIER presents the library and tape drives to Tivoli Storage Manager, it appears to the backup application as a physical library model TS3500. So, all applicable commands that the Tivoli Storage Manager administrators perform for tape libraries, such as defining paths, labeling cartridges, and check-in and check-out, are also done when using the ProtecTIER VTL. Virtual tape is also a sequential device, so if a client mounts a virtual tape in a virtual drive, even though it is all in disk, no other client can access the same virtual drive or virtual tape until it completes.

    A VTL provides high-performance backup and restore by using disk arrays and virtualization software. With up to 2,500 MBps or more in-line data deduplication performance, it is important to remember that the performance is driven to the number of parallel sessions to the VTL. The more sessions, the better performance. 

    Although the VTL is the most common use of ProtecTIER with Tivoli Storage Manager, there is also the File System Interface (FSI) option. FSI will present a volume as a disk space to the Tivoli Storage Manager through a LAN. The advantage is that this disk volume, which can be defined as a storage pool in Tivoli Storage Manager, will have the deduplication feature natively performed by ProtecTIER. This can be an easier solution for small-business clients that do not have a SAN in the backup environment. The speed of the solution will be limited by the throughput of the available LAN adapters (1 Gbps or 10 Gbps). For more information about FSI, see this website:

    http://www.redbooks.ibm.com/abstracts/tips0990.html?Open&cm_sp=MTE27339

    2.6.2  Physical tape compared to ProtecTIER virtual tape library

    Physical tape libraries can still be used in the Tivoli Storage Manager server, even when using the ProtecTIER VTL. You can define different storage pools and determine by backup policy that backups with long retention, such as an annual backup, are sent directly to physical tapes. The daily backup can be sent to the VTL. Also, you can use the physical tape library to execute a copy storage pool to protect your data. We will explore this scenario in 2.6.7, “Copy storage pools” on page 22.

    Table 2-3 compares the VTL and physical tape library.

    Table 2-3   Comparing VTL with a physical tape library

    
      
        	
          ProtecTIER VTL

        
        	
          Physical tape library

        
      

      
        	
          It is a sequential device; only one client can access the tape drive at a time.

        
        	
          It is a sequential device; only one client can access the tape drive at a time.

        
      

      
        	
          There is no delay on mounting virtual tape into the virtual tape drive.

        
        	
          It has a mount delay to locate the tape in the library, mount the tape into the drive, and locate the data inside the tape.

        
      

      
        	
          You cannot physically eject the tape, but replication is available for backup purposes.

        
        	
          It can eject tapes for offsite backup purposes.

        
      

      
        	
          You can dynamically grow or decrease the dimension of the tape library in the number of drives and slots. A small outage just to restart the ProtecTiER process takes around 10 - 15 minutes.

        
        	
          Changing tape library dimensions requires hardware maintenance, which can take several hours.

        
      

      
        	
          Performance is driven by the back-end disk and SAN connectivity. You need multiple threads in parallel to reach high performance.

        
        	
          Performance is driven by the tape drive model and the SAN connection. Single thread performance usually is better than the VTL.

        
      

    

    2.6.3  Node replication

    Tivoli Storage Manager node replication replicates all data and metadata for a specified client to another Tivoli Storage Manager server, ensuring completeness and consistency of data and metadata. It is the process of incrementally copying or replicating client node data from one Tivoli Storage Manager server to another for disaster recovery. It uses incremental data transfer with deduplication to reduce bandwidth.

    You can have a many-to-one transfer to a target server and the remote Tivoli Storage Manager server can be a hot standby for the primary server. It is a native solution with no dependency on a specific storage device and it supports dissimilar hardware and configurations. Therefore, a Tivoli Storage Manager on an AIX platform can replicate with a Tivoli Storage Manager on the Microsoft Windows platform. 

    The following types of client node data can be replicated:

    •Active and inactive backup data together, or only active backup data

    •Archive data

    •Data that was migrated to a source replication server by Tivoli Storage Manager for Space Management clients

    Tivoli Storage Manager V6.3 servers or later can be used for node replication. However, data for client nodes that are running a client level V6.3 or earlier can be replicated.

    In 2.1.2, “Tivoli Storage Manager replication versus ProtecTIER replication” on page 11, we compare the Tivoli Storage Manager node replication with ProtecTIER native replication.

    Tivoli Storage Manager node replication is better suited to restore individual Tivoli Storage Manager servers or a select number of critical nodes where waiting to retrieve off-site tape is not an option. The time that it takes to recall off-site tapes must be compared to the amount of time that it will take to transmit the data from one site to another site across a network link.

    2.6.4  Disk storage pool compared to ProtecTIER VTL storage pool

    The ProtecTIER VTL is built in a disk storage system. However, it behaves as a tape library, not as a disk storage pool.

    The Tivoli Storage Manager disk storage pool can still be used in a Tivoli Storage Manager server when you have a ProtecTIER system. Depending on the type of data, you can still send it to the disk storage (STG) pool. Table 2-4 provides a comparison of the ProtecTIER VTL with a disk storage pool.

    Table 2-4   Comparing VTL with a disk storage pool

    
      
        	
          ProtecTIER VTL

        
        	
          Disk storage pool

        
      

      
        	
          Sequential access: A volume can be accessed 
by only one operation - either read or write.

        
        	
          Random access: A volume can be accessed by two or more operations.

        
      

      
        	
          Space allocation is by storage pool volume and it is controlled by the ProtecTIER VTL.

        
        	
          Space allocation is by disk block, which incurs overhead on the Tivoli Storage Manager server.

        
      

      
        	
          LAN-free backup and restore are available.

        
        	
          No LAN-free backup operation is supported.

        
      

      
        	
          Volume space recovery depends on storage pool reclamation. Backup disk space can be reclaimed on reuse or relabeled.

        
        	
          Space can be recovered immediately when all files in aggregate are expired.

        
      

    

    2.6.5  Host adapters for Tivoli Storage Manager and ProtecTIER

    When using physical tape drives, the Tivoli Storage Manager administrator needs to calculate now many physical tape drives are supported by each host bus adapter (HBA). For example, suppose that a client has a physical tape library with six tape drives of model LTO-6. Each drive LTO-6 supports up to 160 MBps of data transfer rate, so the total throughput will be 6 x 160 MB/s = 960 MB/s. 

    Now, suppose that the Tivoli Storage Manager server has HBAs of 4 Gbps, which means that each adapter will reach at maximum 500 MBps. To support the six tape drives that are LTO-6, the Tivoli Storage Manager needs at least two adapters of 4 Gbps to allow the aggregated throughput of 960 MBps.

    When using ProtecTIER, the concept is different. It does not matter how many virtual tape drives you will have in the ProtecTIER, because you can have up to 512 drives in a cluster solution. What matters is the ProtecTIER front-end adapter. Each ProtecTIER TS7650 node model DD5 has four 8 Gbps adapters, so the transfer rate of all virtual tape drives will be limited to the throughput of these adapters. When planning your Tivoli Storage Manager server, consider how many adapters you can have based on the ProtecTIER environment. The ideal configuration is to have a one-to-one relationship, but you can have more than one Tivoli Storage Manager server sharing the same ProtecTIER, or even storage agent client. 

    2.6.6  Tivoli Storage Manager device driver component

    When using Tivoli Storage Manager with ProtecTIER, the IBM Tape Device Driver must be used as a device driver. 

    Generally, devices must not use native operating system drivers with Tivoli Storage Manager. If you install the Tivoli Storage Manager device component, it is advised to remove the native drivers to prevent conflicts with the native operating system device driver. 

     

    
      
        	
          Important: During the Tivoli Storage Manager installation, select Tivoli Storage Manager devices (Example 2-1 on page 22).

        
      

    

    Example 2-1   Tivoli Storage Manager component selection during installation
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    ===================

    Component Selection

    -------------------

     

    Select the components to install.

     

        1- Tivoli Storage Manager server

        2- Tivoli Storage Manager server languages

        3- Tivoli Storage Manager license

        4- Tivoli Storage Manager devices => DO NOT INSTALL

        5- Tivoli Storage Manager storage agent

     

    ENTER A COMMA-SEPARATED LIST OF NUMBERS REPRESENTING THE OPTIONS WANTED: 1,2,3
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    2.6.7  Copy storage pools

    Tivoli Storage Manager has a feature called copy storage pool. Copy storage pools contain active and inactive versions of data that is backed up from primary storage pools. Copy storage pools provide a means of recovering from disasters or media failures. 

    For example, when a client attempts to retrieve a file and the server detects an error in the file copy in the primary storage pool, the server marks the file as damaged. At the next attempt to access the file, the server can obtain the file from a copy storage pool. 

    Moving copy storage pool volumes off-site provides a means of recovering from an onsite disaster.

    When using ProtecTIER as your primary storage pool, you can optionally create a copy storage pool to a physical tape library. This can be an alternative way to protect your data when there is no ProtecTIER replication. 

    Several companies require that even if you have replication in place, certain critical data must have a copy located on physical tape. This can be accomplished by performing the copy storage pool function, using the BACKUP STGPOOL command. Be aware that movement or copy to physical tape requires “rehydration” of the deduplicated data. 

     

    
      
        	
          Tip: With Tivoli Storage Manager, you can also write data simultaneously to a primary storage pool, copy storage pools, and active-data pools. The simultaneous-write function increases your level of data protection and reduces the time required for storage pool backup. 

        
      

    

    2.7  Data lifecycle

    When planning ProtecTIER with Tivoli Storage Manager, you need to think about the lifecycle of the data. The following sections describe the Tivoli Storage Manager administrative processes, such as retention and volume expiration.

    2.7.1  Tivoli Storage Manager wheel of life

    Figure 2-10 on page 24 is known as the Tivoli Storage Manager wheel of life. It describes the cycle of how data is managed by Tivoli Storage Manager, including data retention and expiration.
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    Figure 2-10   Tivoli Storage Manager wheel of life

    The cycle starts with the client backup execution, where all clients send data to the Tivoli Storage Manager server during a backup window. All data is attached to a management class. The management class contains the retention period and the destination storage pool, where the data will first be stored, for example, in the disk storage pool and in the ProtecTIER VTL. You can have multiple management classes in place, so not all data will be stored in the same location or with the same retention. The management class retention and destination must be defined according to your business needs.

    After the backups are completed, the administrative process of the Tivoli Storage Manager begins. Usually, these processes can be scheduled as administrative schedules in the Tivoli Storage Manager. 

    One of the processes is migration, where data is migrated between pools. Typically, the data is migrated from the storage pools to tape storage pools (virtual or physical). From the ProtecTIER perspective, it is not advised to migrate data from the VTL to a physical tape, treating the VTL as a regular disk storage pool. By migrating this way, the deduplication rate is affected because the ProtecTIER repository will not have any pattern to compare during the deduplication process.

    Another process is the backup storage pool. The backup storage pool process copies data to a copy storage pool. In a scenario with ProtecTIER without replication, the client can make a backup storage pool from the ProtecTIER VTL to physical tapes.

    Expiration is another important process. It maintains the data retention cycle. The expiration process will validate that each data is still valid; which means, the data is under the retention policy. Then, if the data exceeds the retention, it will be expired from the Tivoli Storage Manager database, releasing space in tape and disk storage pools. Node replication might be scheduled after expiration to ensure that data pending expiration will not be replicated, wasting bandwidth.

    The reclamation process is related to expiration. The reclamation process will reclaim space. For example, suppose that a tape volume is 100% full. After the expiration process runs, 80% of the data inside that volume is expired. The tape will contain only 20% of usable data. If you have two more tapes in the same situation, the Tivoli Storage Manager will report three tapes with only 20% of use. The reclamation process will move this usable data to a new tape, which will show filling status with 60% of utilization, and will release the three tapes, making them scratch.

    2.7.2  Retention

    Data retention is defined by the Tivoli Storage Manager management class. You can have multiple management classes, depending on the type of data you want to store and the business need. 

    It is a good practice to keep the data in the ProtecTIER VTL as long as possible. Avoid using the VTL storage pool as a temporary pool because the ProtecTIER needs to have data inside its repository to compare with new data to find duplicated blocks. More data in the repository helps to maintain and even improve the deduplication factoring ratio. For more details about the ProtecTIER deduplication factoring ratio, see Chapter 2, “Deduplication Considerations” in the IBM ProtecTIER PGA 3.3x Implementation and Best Practices Guide, SG24-8025.

    When using node replication, it is ideal to keep the policy structures across multiple Tivoli Storage Manager servers in sync. If retention policies are not managed centrally, it might be ideal to temporarily turn off expiration during a disaster recovery scenario to ensure that data is not prematurely expired if a mistake is made with the policy structure.

    2.7.3  Volume maintenance

    From the ProtecTIER perspective, the expiration and reclamation process will help to maintain the repository utilization. It is important to use the option RELABELSCRATCH when defining the library into Tivoli Storage Manager, so the space is released in the ProtecTIER repository when the expiration and reclamation occur. For more details about the RELABELSCRATCH option, see 3.6.3, “Configuring the Virtual Tape Library from the Tivoli Storage Manager” on page 120. 

    2.8  Installation planning

    This section will cover main topics that help to plan the installation, such as prerequisites, cabling, and capacity planning.

    2.8.1  Prerequisites

    Before installing ProtecTIER and Tivoli Storage Manager, ensure that you complete all of the prerequisites. Your ProtecTIER needs to be powered on and all the LAN management cabling needs to be in place, including the Fibre Channel cables to the storage back end.

    The SAN zoning, when not using direct-attached storage, must also be performed before the ProtecTIER implementation. 

    These guides can help you identify the requirements for each model of ProtecTIER:

    •IBM System Storage TS7610 and TS7620 ProtecTIER Deduplication Appliance Express Introduction and Planning Guide, GA32-0913:

    http://www.ibm.com/support/docview.wss?uid=ssg1S7003963

    •IBM System Storage TS7620 ProtecTIER Deduplication Appliance Express Installation and Setup Guide for VTL, and OpenStorage Systems, GA32-0914:

    http://www.ibm.com/support/docview.wss?uid=ssg1S7003959

    •IBM System Storage TS7650G ProtecTIER Deduplication Gateway Introduction and Planning Guide, GA32-0918-06:

    http://www.ibm.com/support/docview.wss?uid=ssg1S7004277

    •Installation Roadmap Guide for IBM System Storage TS7650G ProtecTIER Deduplication Gateway Version 3.3.2, GA32-0921-09:

    http://www.ibm.com/support/docview.wss?uid=ssg1S7004398

    2.8.2  Cable considerations

    Cabling is one of the most important components to check before starting the ProtecTIER installation. The publications listed in 2.8.1, “Prerequisites” on page 26 contain detailed diagrams about how to cable.

     

    
      
        	
          Note: Pay special attention to the ProtecTIER cluster configuration. All the cables need to attach to each specific port position.

        
      

    

    The ProtecTIER installation process verifies the cables and will stop the process if a cable is not attached correctly.

    This message is one of the messages that can display during the ProtecTIER configuration process when the cables are not correct: 

    “Error: installation found switch with 3 active ports. Since there is no such switch in ProtecTIER configuration, install will fail.” 

    2.8.3  Multisite rollout

    Tivoli Storage Manager and ProtecTIER both provide replication function. With replication comes an added planning consideration. Several environments have systems at multiple sites. Ideally, it is great to be able to implement systems in parallel at multiple sites. It is even better to have administrators equally trained and with the same set of skills, so they can be at each location at the same time to roll out the equipment.

    One option for the multisite rollout that is often used is to build all the systems at one location to allow side-by-side creation of the replication solution. Then, after the solution is working correctly, relocate it to the remote site and make the required changes for the solution to work in the new data center. This approach can be used in the scenario where everything is purchased new at the same time, and the scenario where replication is added to an already running data protection solution. 

    When planning a multisite rollout, consider the following items:

    •Distance between sites

    •Ability for administrators to be at each site at the same time or able to get there quickly

    •What control over the remote site will be available

    In several disaster recovery (DR) solutions, the remote site is hosted by another company that offers the DR location as a service. In these scenarios, it can be harder to implement the other systems and move them to the vendor’s location because they might have strict controls and rules regarding access.

    In other scenarios, the locations can be fully running data centers that are staffed by administrators 24x7 and each system will have its own administrators. 

    Use these items to help you plan how to implement and roll out a DR solution for the data protection solution.

    2.8.4  Staged final plans

    Implementing a new data protection solution or changing an existing solution can be time-consuming, and it might take months to complete all the function. It might be part of the planning to consider how a system can begin to be used, while additional function is added. 

    A simple example of implementing a new data protection solution is to start with a single item, and get it working in the existing environment and then move on to the next component. Installing a Tivoli Storage Manager server and connecting clients to it, then adding a single ProtecTIER to the environment and storing backups on the ProtecTIER, and finally adding a remote location to which to replicate is a common approach. 

    It is important to consider the final requirements when staging your approach, so that each step along the way will be performed with the next steps in mind. It might be that at the initial stage, the solution is more of a trial type of implementation, and the final plan might be overlooked or not fully considered. This will likely lead to extra work to implement the final plan after it is determined what is needed. For this reason, it is important to consider how much time will be involved to get to the final solution and how each part of the implementation will be staged.

    2.8.5  Capacity considerations

    Deduplication results will vary based on data type and backup data change rate. There is certain data that will deduplicate better and other types of data that will not result in good deduplication rates. Figure 2-11 on page 28 is a quick guide of the best and worst data types for the deduplication.
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    Figure 2-11   Good and bad data types for deduplication

    There is a tool called ProtecTIER Planner that helps to perform the ProtecTIER sizing. The information required by this tool is usually entered by your IBM representative or Business Partner.

    However, the client must provide the information about the environment. The more detail provided, the more accuracy the ProtecTIER Planner can provide. The planning is based on each type of data, such as databases, mail, and file server.

    Gather information for each data type:

    •Backup period (daily/monthly)

    •Retention policy

    •Full backup and incremental backup policies

    •Amount of TB transferred during full backup

    •Amount of TB transferred during incremental backup

    •Percentage of change rate between backups 

     

    
      
        	
          Note: In 7.2.3, “ProtecTIER sizing questionnaire” on page 235, there is an example of a questionnaire for gathering information about the client’s environment to size ProtecTIER. 

        
      

    

    2.8.6  Volume sizes

    Although the ProtecTIER VTL emulates LTO3 drives, you do not need to specify the cartridge size equal to an LTO-3 tape, which is 400 GB or 800 GB (compressed). Even if you will migrate or copy the virtual cartridge to a physical volume, the cartridge size can be different than the physical tape size. Tivoli Storage Manager is able to manage the tapes and adjust the data to the tapes, such as appending more than one tape’s content to a physical volume. To the Tivoli Storage Manager, the file matters most because backup is not handled per tape. 

    Be careful to not define a volume that is too small. For example, it will not help if you have a database in which each data file is a 250 GB file size and you define tapes of 100 GB. This will cause the data to be split in more than one tape. Analyze your environment and try to find the most feasible value. 

     

    
      
        	
          Tip: A large tape block size positively affects your deduplication ratio. To optimize the backup server, set the block size for data that is sent to the (virtual) tape drives to be at least 256 KB. This situation positively affects your HyperFactor deduplication ratio.

        
      

    

    2.8.7  Nominal data

    Nominal space is the container that holds actual data. For details about nominal space, see 1.3.4, “Nominal space” on page 4.

    When planning a deduplication solution, it is important to understand the concept of nominal data. If we refer to it as actual data, or if we refer to it as original data, focus on what data actually needs to be protected. As an example, if you have a server that has 3 TB of application-allocated disk, it is not correct to take the value of 3 TB and use that as nominal data. 

    Nominal data, or actual data, must be calculated as the combination of the active data, the amount it changes, and how long it will be retained. 

    Also, the data might be stored using other means of data reduction technology that must be ignored in the calculations. That way, planning efforts will not accidentally take credit for the same data reduction savings more than one time. So, if the server compresses 12 TBs of data into the 3 TBs of local disk, when it is backed up to the data protection solution, it is likely best to use the value of 12 TBps to start the calculations for the planning. 

    This is how nominal data, or actual data, needs to be used. Because data reduction is often multiplied to reach the total reduction values, if a value is considered twice, it can cause the final result to miss by as much as 50% or more. By starting with the largest value, and representing it as nominal data, there is no risk of it being larger than planned.

    2.9  Licensing

    The next section describes the licensing options for ProtecTIER and the new ProtecTIER bundle, which is more cost-effective for Tivoli Storage Manager environments.

    2.9.1  Licensing options

    ProtecTIER V3.3 systems can be configured as a VTL system, an OST interface system, or an FSI system. These options are mutually exclusive. At this time, a ProtecTIER system can only be configured as one of these types of systems. You cannot configure two or three of these system types on a single ProtecTIER system. 

    For the IBM System Storage TS7650G ProtecTIER Deduplication Gateway (Gateway), you need to add a feature to define the type of application to be used:

    •ProtecTIER for Virtual Tape Library (VTL) application: FC 9022

    •ProtecTIER for OpenSTorage (OST) application: FC 9023

    •ProtecTIER for File System Interface (FSI) application: FC 9024

    There are three types of Enterprise Edition licenses for any of the previous application options:

    •Capacity license allows you to make local backup with deduplication active. It is based per terabyte of usable space of back-end storage disk, which is the total usable space after the raw space is formatted after the RAID configuration.

    •Replication license allows replication between ProtecTIER systems, to send data, receive data, or both. Replication is required on every system that participates in the replication grid, whether a source system, target system, hub, or spoke. This license is based on the amount of data that needs to be replicated per target. For bidirectional replication, both sides send and receive, so both sides need a replication license.

    •Cluster license enables a cluster for a ProtecTIER gateway, which means it gives you the right to connect an additional node to an existing repository. This license is only required with a cluster ProtecTIER hardware configuration.

    For the IBM TS7620 ProtecTIER Deduplication Appliance Express, also known as Entry Edition, there are four models available: limited capacity (6 TB), full capacity (12 TB), full capacity plus one expansion drawer (23 TB), and full capacity plus two expansion drawers (35 TB). You can upgrade from limited capacity to the largest model. There are feature options if you want to upgrade. The license options available for these models are simpler, and define which application type will be used: 

    •ProtecTIER for Virtual Tape Library (VTL) application: FC 9022

    •ProtecTIER for OpenSTorage (OST) application: FC 9023

    •ProtecTIER for File System Interface (FSI) application: FC 9024

    After you choose the application and initial capacity, you can license, optionally, for capacity and replication. All initial capacity will be licensed for deduplication and replication:

    •ProtecTIER Entry Edition Capacity 1 for 6 TB

    •ProtecTIER Entry Edition Capacity 2 for 12 TB

    •ProtecTIER Entry Edition Capacity 3 for 23 TB

    •ProtecTIER Entry Edition Capacity 4 for 35 TB

    There are features available to order if you want to upgrade from small to medium capacity. 

    Optionally, you can license the replication feature, which must match the capacity with the required element:

    •Replication Small Capacity

    •Replication Medium Capacity

    The Capacity licenses are based on the entire licensed capacity of the repository, where licensed capacity is defined as user data LUN size times the number of LUNs in decimal terabytes (1 TB = 1,000,000,000,000 bytes). There are also tiers (or ranges) of capacity to consider. 

    The Capacity tiers Gateway option is sold per terabyte:

    •1 - 12 TB

    •13 - 32 TB

    •33 - 64 TB

    •65 - 100 TB

    •101 - 250 TB

    •251+ TB (convenience bundle of 250 TB available)

    For example, if you want to buy a 35 TB ProtecTIER repository size, you need the following capacities:

    12 x Capacity - 1 to 12 TB + 20 x Capacity - 13 to 32 TB + 3 x Capacity - 33 to 64 TB

     

    
      
        	
          Note: More information about licensing is at the ProtecTIER Information Center website:

          •http://bit.ly/1ms0FDP

          •http://bit.ly/1nVIiIr

        
      

    

    Figure 2-12 on page 32 shows an example scenario for licensing. It consists of two single-node ProtecTIER TS7650G and one cluster-node ProtecTIER TS7650G, all of them in a many-to-many replication relationship. The following list shows the capacity license required in the example scenario and is further illustrated in Figure 2-12 on page 32:

    •Hub A: You need the 40 TB Capacity license for the right to deduplicate local backups on your 40 TB repository regardless of whether you use 1 TB or 40 TB for local backup. You also need the 40 TB Replication license for the right to participate in a replication setup with your 40 TB repository regardless of whether you send or receive 1 TB or 40 TB, or both.

    •Hub B: Similar to Hub A, you need a 40 TB Capacity license for the right to deduplicate local backups on your 40 TB repository regardless of whether you use 1 TB or 40 TB for local backup. You also need a 40 TB Replication license for the right to participate in a replication setup with your 40 TB repository regardless of whether you send or receive
1 TB or 40 TB, or both.

    •Hub C: You need an 80 TB Capacity license for the right to deduplicate local backups on your 80 TB repository regardless of whether you use 1 TB or 80 TB for local backup. You also need an 80 TB Replication license for the right to participate in a replication setup with your 80 TB repository regardless of whether you send or receive 1 TB or 80 TB, or both. Because it is a cluster node, you need an 80 TB Cluster license for the right to attach a second node to form a cluster on your 80 TB repository.

     

    
      
        	
          Note: For the example shown in Figure 2-12 on page 32, you need to size all ProtecTIER repositories in a many-to-one or many-to-many replication configuration. The repositories cannot be less than sum of local and replicated backups. 
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    Figure 2-12   Sample scenario for licensing

    2.9.2  Tivoli Storage Manager Suite for Unified Recovery ProtecTIER option

    On August 23, 2013, IBM announced Tivoli Storage Manager Suite for Unified Recovery V6.4.1. For the first time, clients can use IBM ProtecTIER deduplication to lower terabytes (TB) managed in their Tivoli Storage Manager environment. This new functionary can have implications when you compare cost models for Tivoli Storage Manager.

    Assume a client has IBM ProtecTIER with a total aggregate of usable physical capacity (excluding any capacity for disaster recovery sites used for replication only) of 20 TB, and they will use the 20 TB physical capacity as part of their Tivoli Storage Manager primary storage pool. They will require Proof of Entitlements (PoEs) of 20 TB of the IBM Tivoli Storage Manager Suite for Unified Recovery, regardless of the amount utilized.

    So, if the IBM ProtecTIER has a total physical capacity available of 20 TB and the client has 10 TB stored, the licensing requirement is 20 TB. Based on the deduplication ratio achieved by the client, the 20 TB can represent 80 TB or more in pre-deduplicated capacity.

    To control the growth of data, clients are turning to dedicated deduplication appliances, such as ProtecTIER, to reduce the size of their storage pools and slow growth rates.

    Only native Tivoli Storage Manager deduplication is recognized for Tivoli Storage Manager Suite for Unified Recovery licensing purposes. Clients are demanding this recognition for external deduplication.

    The Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option offering will allow clients to recognize this efficiency when Tivoli Storage Manager is used with ProtecTIER, creating an incentive to deploy an IBM-on-IBM solution. Figure 2-13 depicts the benefits of the Unified Recovery ProtecTIER Option. 
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    Figure 2-13   Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option example

    Figure 2-13 shows an example where a client has 1 petabyte (PB) in their Tivoli Storage Manager primary storage pool, then moves 600 TB to ProtecTIER, which after (assume 4:1) deduplication is 150 TB. With the standard license, the client will have to buy 1 PB of Tivoli Storage Manager Suite for Unified Recovery capacity licenses.

    This will allow clients to buy 400 TB of Tivoli Storage Manager Suite for Unified Recovery standard tiers, plus 50 TB of the Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option. 

     

    
      
        	
          Note: Licensees must obtain sufficient entitlements for the total aggregate usable physical capacity of the IBM ProtecTIER repositories that are available to the Tivoli Storage Manager primary storage pool, excluding the capacity for disaster recovery sites used for replication only.

        
      

    

    Another case where clients can benefit from the Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option is existing clients that use the ProtecTIER system as part of their primary storage pool. So, it can be converted from Processor Value Unit (PVU) to terabyte. For example, a client has 200 TB of Tivoli Storage Manager Suite for Unified Recovery and they have a 50 TB ProtecTIER that is 50% utilized. The deduplication ratio they experience is 4:1, which means that the 25 TB on ProtecTIER represents 100 TB of standard Tivoli Storage Manager Suite for Unified Recovery capacity.

    The client can convert 100 TB of their Tivoli Storage Manager Suite for Unified Recovery entitlement to 25 TB of the Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option. The Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option licensing requires that the total capacity of the ProtecTIER available to Tivoli Storage Manager is licensed.

    Because this example uses a 50 TB ProtecTIER with 50% utilization, and this represents 
25 TB of Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option, they will require an additional 25 TB of Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option to be compliant. List price reductions can be around 40%. 

     

    
      
        	
          Note: You can obtain more information about the Tivoli Storage Manager Suite for Unified Recovery ProtecTIER Option at this website: 

          http://bit.ly/1ouSRG1
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Setup and configuration details

    This chapter provides details about setup and configuration of the IBM ProtecTIER device as a storage pool in a Tivoli Storage Manager environment. ProtecTIER can be used as both a Virtual Tape Library (VTL) or File System Interface (FSI). In this chapter, we describe the VTL and provide detailed explanations of the configuration options. The FSI option is covered in the following publications:

    •IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968

    •IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025

    In this chapter, the following topics are described:

    •Device presentation

    •Host implementation

    •Mixed environments

    •Tivoli Storage Manager parameters

    •First-time installation of Tivoli Storage Manager considerations

    •Configuration changes

    This chapter also builds on the previous planning chapter. Each item that will be configured will have been planned in advance. However, because business requirements are an important part of planning, and those requirements often change, this chapter contains information to assist with changing the configuration after it has run for a while. The section about changing your configuration is intended to help when the initial planning needs to be adjusted or the ProtecTIER needs to be expanded or modified.

    IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968, describes the implementing the ProtecTIER. For this chapter, it is assumed that the ProtecTIER is up and running and installed with the help of an IBM installation specialist or IBM Business Partner. The ProtecTIER can be installed using the information in Chapter 2, “Planning for ProtecTIER running with Tivoli Storage Manager” on page 5.

    3.1  Setup and configuration overview

    This section provides the tasks required to set up and configure the Tivoli Storage Manager solution to use the ProtecTIER devices to store data from backup clients. It will cover topics in the order that you will typically follow to build either a simple or complex environment. 

    A simple environment starts with a single Tivoli Storage Manager server and a single ProtecTIER library or FSI share. The complexity of the environment can grow as more of each item is added. This can include Tivoli Storage Manager library clients, storage agents, and multiple ProtecTIER libraries or shares. The complexity can also be increased by adding replication and disaster recovery sites.

    The most complex environments can have several instances of Tivoli Storage Manager servers, each managing several library client and storage agents and both ProtecTIER VTL devices and ProtecTIER FSI shares, each being fully replicated in a many-to-many relationship between multiple cities or locations.

    Setup and configuration involve three main components:

    •The Tivoli Storage Manager server and its operating system

    •The ProtecTIER device as a storage component

    •The infrastructure that connects theTivoli Storage Manager to the ProtecTIER, either a local area network (LAN) or storage area network (SAN). FSI uses LAN, and VTL uses SAN.

    In simple configurations, one administrator might have ownership of all three components, but in more complex environments, there might be entire teams responsible for each of them. It is also possible that the first item in the previous list is divided into two groups of administrators: Tivoli Storage Manager administrators and the operating system administrators. For the purposes of this publication, it will be assumed that the reader has access to all of the management tools involved. Also, in cases where there are teams that perform each type of administration task, the reader must adjust as needed to ensure that each team owns the appropriate task.

    A fairly simple configuration with a few Tivoli Storage Manager backup servers and a single ProtecTIER VTL cluster is shown in Figure 3-1 on page 37. The simplest configuration removes all but one of the Tivoli Storage Manager servers and uses a single node ProtecTIER cluster. The SAN that connects the ProtecTIER can also be reduced to direct-connected Fibre Channel cables. 
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    Figure 3-1   Simple Tivoli Storage Manager environment with a 2-node ProtecTIER TS7650G gateway

    The simplest configuration consists of only a Tivoli Storage Manager server, direct attached via Fibre cables directly to a TS7620 ProtecTIER as shown in Figure 3-2. The ProtecTIER TS7620 contains the disk storage for the repository built into it.
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    Figure 3-2   Tivoli Storage Manager single server and TS7620 ProtecTIER appliance direct attached

    3.2  Presenting devices

    This section describes how to present ProtecTIER VTL devices to a Tivoli Storage Manager server. The ProtecTIER FSI does not emulate tape devices so this section will not apply to the FSI platform. The following topics are included:

    •SAN zoning

    •Device fanout

    •LUN masking

    •LAN-free servers and sharing

    •Multiple libraries

    The following section describes the devices from the host operating system perspective. This section only covers the connectivity to the Tivoli Storage Manager server host bus adapter (HBA) ports.

    3.2.1  SAN zoning

    ProtecTIER VTL is offered in two main formats: the IBM System Storage TS7650G ProtecTIER Deduplication Gateway and the IBM System Storage TS7610/TS7620 ProtecTIER Deduplication Appliance express models. The TS7650 models include Fibre Channel (FC) adapters for connecting both the Tivoli Storage Manager server and an external storage array for the repository storage. The TS7610/TS7620 models have the storage array for the repository built-in. 

     

    
      
        	
          Note: The following ProtecTIER products are withdrawn and can no longer be directly ordered:

          •TS7650 ProtecTIER Deduplication Appliance, 3958-AP1.

          •TS7610 ProtecTIER Deduplication Appliance Express, 3959-SM1. This product was replaced by the TS7620 ProtecTIER Deduplication Appliance Express, 3959-SM2.

          For more information, see this website:

          http://www.ibm.com/common/ssi/index.wss 

        
      

    

    The ProtecTIER front-end ports can be displayed in the ProtecTIER Manager software by highlighting a node in the cluster as shown in Figure 3-3.
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    Figure 3-3   ProtecTIER Manager view of a ProtecTIER node and its front-end ports

    The ProtecTIER solution only has two rules for zoning. For details, see the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025. You must follow these rules:

    •A ProtecTIER server front-end port shares zones with only the Tivoli Storage Manager backup server FC ports.

    •Each zone contains only one ProtecTIER front-end port.

    These rules are worth explaining. The first rule is to not zone a front-end port with the back-end storage on the repository. It also means do not zone it with other devices that the Tivoli Storage Manager server might use, including physical tape drives or other removable media devices. 

    The second rule fits with the first rule but is restated because it is common in most storage devices to allow all of the ports from the same unit to be zoned together. With the ProtecTIER, this is not allowed. Even the other ports on the same node, or on the other node in the cluster, or ports on a second ProtecTIER, are not allowed to be zoned with a ProtecTIER front-end port.

     

    
      
        	
          Tip: It is suggested to use one-to-one zoning, which addresses the previous concern. However, do not intentionally create zones that have paired two illegal items. The concept of one-to-one zoning implies that one initiator will be zoned with one target. With a Tivoli Storage Manager server, the ProtecTIER front end is the target and the Tivoli Storage Manager server HBA is the initiator.

        
      

    

    Zoning is completed by creating as many different zones as needed to provide access for all of the FC HBA ports that will be used. An example of one-to-one zoning is shown in Example 3-1.

    Example 3-1   One-to-one zoning for ProtecTIER front-end ports
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    zone:  PTTSMSERVER_CELCIUS_P0

                    10:00:00:00:c9:7c:72:34

                    21:00:00:1b:32:07:86:22

    zone:  PTTSMSERVER_CELCIUS_P2

                    10:00:00:00:c9:7c:72:32

                    21:00:00:1b:32:07:86:22

    zone:  PTTSMSERVER_CENTIGRADE_P0

                    10:00:00:00:c9:7c:6d:50

                    21:00:00:1b:32:07:86:22

    zone:  PTTSMSERVER_KELVIN

                    10:00:00:00:c9:7c:6d:44

                    21:00:00:1b:32:07:86:22
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    This zoning allows the Tivoli Storage Manager server named PTTSMSERVER to see each of two ports on this fabric from each node in the ProtecTIER cluster. In this case, PTTSMSERVER is using only one HBA. The four zones in Example 3-1 will result in four paths between the PTTSMSERVER and the ProtecTIER cluster.

    The one-to-one zoning scheme allows each target to have only one initiator that is in the zone with it. If you have more client HBA worldwide port names (WWPNs), each WWPN gets its own zone.

    The pattern is repeated on a second fabric to allow redundant fabrics. It is not against the rules to have more than one initiator in a zone to allow fewer zones. The drawback to the multiple initiators in the same zone is that if a SAN event causes one initiator to perform recovery steps on its connection to the SAN, such as loop reset, the other initiators in the same zone might have an interruption. The one-to-one zoning from the preferred practices prevents initiators from interacting with each other.

    The zoning rule for the ProtecTIER ports prevents the target port types from being discovered by another ProtecTIER and inadvertently discovering target devices on its port. The zoning rule to not allow the front-end port to be zoned with anything other than backup hosts prevents the other hosts from performing disruptive activities on the ProtecTIER devices. Also, it prevents other physical tape drives or disk drives from being discovered by the ProtecTIER ports.

    Using a naming scheme for the zones that are created can both help troubleshooting and administration because each zone name can identify what the two ports are. This is not as easy to do when you have more than one target and one initiator as shown in Example 3-2.

    Example 3-2   Example names for zoning
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    Client_Slot_Port_PTNode_Slot_port

    TSM3_S5_P1_PTVTL01_S1_P1

    CSNIS8P2_PTNODEAS2P2
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    Using a consistent naming scheme, such as the naming scheme in Example 3-2, will help both troubleshooting and making changes in the future because the purpose of each zone will be clear. Using alias names for the WWPNs can also be helpful with the zoning because an alias can match the portion of the name of each zone. Be careful not to forget the one-to-one rule when making an alias because it is possible to join two or more WWPNs with a single alias. 

    3.2.2  Device fanout

    Device fanout is automatic on the ProtecTIER nodes but it can be changed when a virtual library is created. Device fanout refers to which virtual tape drives will be presented on which ProtecTIER ports. Each ProtecTIER node has either two or four ports: two ports for the 3959 machine type (TS7610/TS7620) and four ports for the 3958 machine type (TS7650/TS7650G). A two-node cluster has a possible eight ports.

    When a virtual library is created, it automatically evenly divides the drive across all of the ports on both nodes. In most cases if your zoning has a zone for every client’s FC HBA and every node port, the automatic fanout will be perfect for allowing a path to all of the drives. Sometimes in the planning, there might be clients that only have one HBA, but other clients might have two HBAs and an environment set up with a redundant fabric.

    The common approach to device fanout is to create the correct number of drives so that each port can be evenly balanced. In a two-node cluster, this is a number that is divisible by eight, and in a two-port express model, it is any even number. There is no rule about device fanout and it is acceptable to create the number of drives you want for each port. But you cannot specify which drive will be on which port at the time of the library creation. The ProtecTIER wizard automatically puts the drives in order on the ports. 

    After a library is created, it can be changed with the Change Dimensions wizard and the Reassign Devices wizard. The Change Dimensions wizard allows you to add more slots, Import/Export slots, and drives. The Assign Devices wizard lets you modify the number of drives on each port. In each of these wizards, you can change the robot device. The robot device supports control path failover (CPF) so that it can be visible on each port with more than one instance. It is possible to have it visible on only one port if CPF is not needed. CPF is described in more detail in 3.3.4, “Verifying Control Path Failover and Drive Path Failover” on page 70.

    The following three images, Figure 3-4 through Figure 3-6 on page 42, show the drive and robot assignments in the Create/change and Reassign wizards in the ProtecTIER Manager graphical user interface (GUI).

    [image: ]

    Figure 3-4   Example device assignment dialog in the ProtecTIER Create Library wizard
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    Figure 3-5   Example: Reassign Devices wizard
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    Figure 3-6   Example: Change Dimensions wizard

    Notice in Figure 3-6 on page 42 that there are two new drives added to the library that will allow each port to have drives and result in even fanout. Before, as in Figure 3-5 on page 42, there were not enough drives to allow each port to have a device. This is an extreme example in this particular case because it is likely that there will be more than eight drives on a two-node cluster. It can be possible to unintentionally limit the devices to ports through a combination of zoning, port assignment, and LUN masking. In simple environments, the easiest method allows zoning and masking to present all ports and all devices to your client HBAs. As the environment gets more complex, there will be times that access will need to be limited. It is important to know how all three of these factors affect each other.

    3.2.3  LUN masking

    LUN masking is displayed as a special area of the ProtecTIER GUI that allows the administrator to control the devices that will be visible to any specific WWPN or group of WWPNs. The LUN Masking wizard allows you to create groups of initiators so that you can then easily change the devices that your client might see. Then, all of the ports in the group will have the same changes. The common approach to LUN masking is to limit the number of devices that a client HBA will be able to access or use. The LUN Masking wizard also allows the device’s SCSI ID to be assigned. 

    LUN masking has three main panels that allow the administrator to plan and prepare to implement LUN masking: 

    •Host initiator management

    •LUN masking groups and library mappings

    •Enable/disable LUN masking

    The first part of LUN masking is the initiator management or the Host Initiator Management wizard, as shown in Figure 3-7 on page 44.

    [image: ]

    Figure 3-7   Example: Host Initiator Management wizard

    The alias name in the Host Initiator Management wizard can be matched to the alias given in the zoning definitions on the SAN. The Modify button at the bottom of the wizard lets you enter the alias name as shown in Figure 3-8.
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    Figure 3-8   Example: Host initiator alias using same naming convention as the SAN alias

    The name used in Figure 3-8 matches the name shown in Example 3-2 on page 40. Using this method and adding groups will help to keep the devices easy to administer. As a system gets more complex, the organization and naming will be helpful to changing and troubleshooting the devices. It is common that during changes or during initial implementation that some of the host client HBAs might not appear to configure the devices as expected. Reviewing the zoning, port assignment, and LUN masking will be simpler when a consistent naming convention is used.

    The second part of LUN masking is the grouping and assignment of the devices to each group. A group can be a single initiator if that is all that is needed. If Tivoli Storage Manager has multiple HBAs that will connect to the ProtecTIER, it is a preferred practice to make a group of all those HBAs. Then, the tape and robot devices can be easily mapped to all of the HBAs at one time, as shown in Figure 3-9.
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    Figure 3-9   LUN masking group with two HBA WWNs from same Tivoli Storage Manager server

    The library mappings can then be configured for each group, as needed. In a simple configuration, the library mappings will have all of the drives and all of the robot paths mapped to the group. As a system becomes more complex, this is where the administrator can control which groups get to see the libraries, robot paths, and drives that each group will be allowed to access. This can be powerful when you have multiple libraries that need to be managed by one Tivoli Storage Manager server and other clients or storage agents that only need to access drives in one of the libraries. A library mapping with more than one library is shown in Figure 3-10 on page 46.
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    Figure 3-10   Example: Multiple libraries and drives mapped to the same group

    In a simple configuration, the panel in Figure 3-10 only has one library and all drives and robots are included. Even though it is common for a simple configuration to not implement LUN masking, it is suggested. It is possible to have a zoning mistake that can allow a rogue WWPN to access the library devices. LUN masking adds another layer of security and protection. It is often not until later after a zoning mistake is made that the mistake is identified, and it is not always easy to tell from the symptoms that it is a zoning error. The symptom might be intermittent random resets every few days. LUN masking adds the extra layer to prevent this situation.

    The third part of LUN masking is the step to enable it. The enable LUN masking function allows you to configure all the groups and device assignments before activating the configuration, so that the hosts that are zoned are not affected until it is enabled. This approach prevents an outage that can happen if you enable LUN masking before any groups or mappings are created. There is a warning that lets you know the risk as shown in Figure 3-11.
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    Figure 3-11   Warning message about enabling or disabling LUN masking

    This warning is important. You need to understand what might happen in each of the three states that it can be in when you select it:

    •Brand new LUN masking configuration: Changing from disabled to enabled

    When LUN masking is first created, it is better perform this function before a host is allowed to discover devices, but in some hosts, the devices might already be found by the client system. At that point, any changes might result in the client generating errors and maintaining devices that it configured before the LUN masking change. If the host client configured devices earlier, it might be best to remove all devices just before enabling LUN masking. Then, as the warning message instructs, rescan the devices after the LUN masking is enabled. This will ensure that the only devices that are configured on the client are the ones intended by the LUN masking definition. 

    •Existing LUN masking: Changing from enabled to disabled

    When you have existing LUN masking, changing from enabled to disabled is risky because it might result in a drastic change. When LUN masking is disabled, all configured libraries, robots, and drives are automatically visible to any WWPN that is zoned. If you have a simple configuration that matches LUN masking to zoning, the risk is not present. However, in a configuration that has many clients that have been configured to be restricted to a limited set of drives, the simple click of disable can potentially create many unwanted drive definitions that can take a long time to clean up. The suggestion is to never disable the LUN masking after it is configured, but instead to modify the LUN masking to accomplish the objective.

    •Existing LUN masking: Changing from disabled to enabled

    When you have existing LUN masking and you change it from disabled to enabled, there is also risk. The option is meant to be used after you set up the LUN masking groups and the library mappings. Then, if the LUN masking matches what the clients have configured, the change will have no impact. The risk is that usually the LUN masking configuration will not match the current running configuration. The suggestion in this case is to treat the change the same as though it is a new implementation with new LUN masking being configured. Unless extreme caution is used when enabling LUN masking, it might be best to remove all of the devices before enabling the LUN masking and then re-scanning and configuring the devices after LUN masking is enabled.

     

    
      
        	
          Note: The main difference in the first and third scenarios is that in the first case, it is assumed that the system is not already up and running in a production environment and that there are not many hosts that have devices already configured. In the third case, it is assumed that there are already multiple clients using the devices and the change is made to help with sharing or balancing the devices. The wizard warning does not explain the potential for disruption.

        
      

    

    It is suggested that after LUN masking is enabled, rather than disable it, use the Configuration wizard to accomplish any needed changes. If LUN masking was never enabled and needs to be enabled without any disruption, it is possible to do so. Be careful creating all of the LUN masking groups, library mappings, and LUN assignments so that the final LUN masking configuration matches what the host clients currently use before LUN masking is enabled. To assist with matching the devices in LUN masking to the current configurations on the hosts, see 3.3.1, “Correlating devices” on page 51. You need to pay close attention to the device serial number and the LUN as shown in Figure 3-12 on page 48.
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    Figure 3-12   Configure LUN masking showing the serial and LUN number of each mapped device 

    LUN masking is important to consider because it allows an additional layer of protection from zoning errors and it also allows the isolation of library devices from different groups of clients.

    Even in an environment that has only a single client, it is worth the effort to use LUN masking. If the needs of the environment change, the LUN masking is already enabled and ready to expand to meet those needs. You can avoid the complicated scenario where you have to take a complete outage to enable it later.

    3.2.4  Library and drive sharing

    Tivoli Storage Manager has different roles for servers that require an understanding of how the ProtecTIER devices will be LUN masked. A tape library is managed by one Tivoli Storage Manager instance. In a Tivoli Storage Manager library-sharing environment, this instance is called a Library Manager. This system will be the owner of the library and it will perform all the tape mounts on behalf of the library clients, storage agents, and data movers. It will track the ownership of the tape cartridges. There can also be library clients, storage agents, and data movers. These systems all work together to provide multiple ways to get the backup data from the client to the storage pools. 

    ProtecTIER has virtual drives that allow an administrator to provide as many drives as needed up to the limit of the ProtecTIER hardware. When the environment was planned, a certain number of drives were planned to allow enough cartridges to be mounted to meet the business requirements. When planning a physical library, there is usually more consideration in favor of using a limited number of drives, because drives are expensive. When planning the ProtecTIER VTL, there is a lot more flexibility. After the number of drives is decided, they can be assigned to each of the types of Tivoli Storage Manager systems.

    The Library Manager will need to have all the drives and robots mapped to it. This will require that the Library Manager is also zoned to all of the ports on the ProtecTIER. The library clients will need to have all of the drives mapped to it, but not the robot devices. Storage agents and data movers will have a subset of drives mapped to them so that they have enough drives available to send the required amount of data in the time period that is planned. Using library clients, storage agents, and data movers allows a backup environment to get more data saved in storage pools in less time. In most cases, it is suggested to map all drives to all storage agents and data movers, allowing the Library Manager to control all the resources as the other systems need them. When there are hundreds of drives, it might be too much overhead for certain systems to configure that many drives and a smaller subset can be used.

    When creating a library and drives and mapping them to the different types of servers in the environment, it is important to keep the device fanout in mind. It is possible to restrict certain servers from accessing all ports, and limiting the drives that are used, but it is important to understand the different ways to restrict and what effect that might have on performance capability. By allowing for maximum fanout for any server in the environment, the chances of reaching a bottleneck due to a restriction are lower. 

     

    
      
        	
          Tip: Assigning drives across all the ports will work best if subsets are created in multiples that match the number of ports available on the ProtecTIER cluster. In a two-node cluster, subsets of multiples of eight allow an even fanout as the drives are assigned. In a single node cluster, subsets of four or two allow an even fanout, depending on whether it is a 3958 or 3959 machine type. Usually in the more complex environments, the ProtecTIER cluster will be a 3958 two-node cluster.

        
      

    

    A complex environment with several library clients and many storage agents or data movers can become difficult to administer if all systems are given all drives because the overhead of managing the sharing starts to affect the efficiency of the environment. 

     

    
      
        	
          Tip: If each storage agent or data mover has its own subset of drives dedicated to it, the drive availability will be more predictable. If all systems have access to all ports on the ProtecTIER, it is best to zone all of the ports and use LUN masking to create the required subsets of drives.

        
      

    

    If any storage agents only have a single HBA in a dual-fabric environment, special considerations can be used, because those storage agents will only be able to use the drives on the ports that are connected to one of the fabrics. In this case, the subsets of drives will be half as many as the storage agents or data movers that have HBAs on both fabrics.

    In terms of LUN masking groups, it is a good plan to create a group for all HBAs in the Library Manager, then another group for all of the HBAs in all of the library clients. This will allow the separation of the robot devices from the Library Manager and the library client. Also, it will be possible to create a separate group for each storage agent or data mover, so that the drives can be isolated to each particular system. It is acceptable to combine storage agents or data movers in a LUN masking group, but then those systems will contend for the drives that have been included. As long as there are enough drives in the group for all the members, it does not cause any problems and might allow more effective use of the daily schedule.

    3.2.5  Multiple libraries

    ProtecTIER terminology can sometimes lead to confusion because the term “Virtual Tape Library” is used to describe the whole ProtecTIER cluster. Also, Tivoli Storage Manager uses the term “library” surrounded by virtual tape to mean a logical device to move cartridges from slot to drive and back, which is also referred to as a media changer or robot. 

    In a VTL environment, the devices are virtualized in a way that allows you to create as many devices as you need. In a simple configuration, a single virtual library with a few drives might be all that is needed. When the environment becomes more complex, it might make more sense to create more libraries, then to create one giant library with all the drives. To describe this topic, the terms need to be clear. First, the ProtecTIER can be referred to as the Virtual Tape Library and each of the logical elements can be referred to in the following way: 

    •Library: Collection of robots/drives and slots

    •Drives: Logical device that can mount a cartridge for read or write

    •Robot: Logical device that can be used to move cartridges to and from drives and slots

    •Slot: Storage location for cartridges that are not in use

    •Cartridge: Logical container that is used to hold data (also known as a volume)

    •Import/Export slots: Used to move cartridges in and out of storage locations

    •Shelf: Virtual location for cartridges that are not currently in any library 

    Each ProtecTIER system can have as many of these items as needed except for the shelf item. There is only one shelf in any ProtecTIER repository. The shelf is normally associated with replication, but when you have more than one library created, the shelf can be used as the means to move cartridges between libraries and the import/export slots.

    If the environment has a clear way to divide the data that it is storing, it might be a good plan to create two libraries on the ProtecTIER. This will allow cartridges to have separate bar code ranges. With clear blocks of bar code ranges dedicated to types of workloads, it can be easier to review the ProtecTIER factoring results. For more details about monitoring factoring results, see Chapter 6, “Monitoring and problem solving” on page 183.

    Tivoli Storage Manager can manage multiple libraries in a couple of different ways that allow additional options if there are special business requirements. In a solution where it is important to keep things as simple as possible, a single library and one set of drive and cartridge resources usually work best. This way, Tivoli Storage Manager can manage all the resources out of a single group of devices and use them as needed, both for emergency restores and for reclamations and migrations. If the requirement is to have more granularity and control, libraries can be added to partition the ProtecTIER resources while using the single repository to maximize factoring across libraries. When more than one library is created, it has no negative impact on the ability to match data for duplication and adds the simple grouping of data types because each library can have its own bar code ranges.

    Space utilization also must be considered with more than one library. Each defined cartridge will get its share of the available space so that if one library is underutilized, it is sometimes possible to have free space on empty cartridges in that library, while the other libraries are low on space. The solution to resolve this imbalance is to delete empty bar codes from the underutilized library and extend the range of bar codes by adding new tapes to libraries that need the most space. These types of activities can lead to more administrative work in the long run, but they provide more options to create a complex environment. 

    In environments where there are needs for different Tivoli Storage Manager instances, it might be best to create a library for each instance so that there is no sharing between the Tivoli Storage Manager servers. Using multiple libraries is a way to control at which level the resources will be shared because each library will have its own set of logical elements as shown in the previous list.

    3.3  Host implementation, procedures, and options

    Tivoli Storage Manager runs on most operating systems (OSs), including HP-UX, Linux, Microsoft Windows, Solaris, and AIX. When ProtecTIER devices are presented to each of these operating systems, it is important to understand their representation and how they are configured. This section covers the operating system-based tasks that are performed when configuring and setting up the ProtecTIER devices for Tivoli Storage Manager.

    3.3.1  Correlating devices

    Correlating devices refers to matching the OS device name to the ProtecTIER virtualized device. Each OS uses a slightly different representation to display devices that it has configured. It is possible to simply let the OS and Tivoli Storage Manager handle all the devices without matching them. However, it is a preferred practice to correlate devices before configuring anything else, because it will help to verify that everything was discovered as planned.

    In the ProtecTIER GUI panel, three important elements are useful when correlating devices: 

    •Device serial number

    •Device element address

    •Device WWPNs (path information)

    These elements are all displayed on a few different panels in the ProtecTIER GUI as shown Figure 3-13 on page 52.

    [image: ]

    Figure 3-13   Example view of serial numbers for all libraries in ProtecTIER Manager GUI

    The image in Figure 3-13 shows the top level of libraries selected, so the information in the right pane of the panel shows all of the libraries that are configured. The drop-down list over the right pane of the panel will let you filter on LUN masking groups. This helps to correlate devices on the host that are part of a LUN masking group as seen in Figure 3-14 on page 53. The information is also available on each library when you select those libraries. Library VTL2 is shown in Figure 3-15 on page 53.
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    Figure 3-14   Display of only devices in a LUN masking group
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    Figure 3-15   Drive view on a single library - VTL2

    These panels (Figure 3-13 on page 52 through Figure 3-15 on page 53) show you the three items required to correlate the devices on the OS after they are configured. It is common to want to be able to correlate the LUN ID of the device. However, the LUN ID might change with LUN masking changes. The LUN ID might have different values on each port that has the device configured and therefore it is not useful for correlating. Using the logical element address (LEA) shown in Figure 3-15 on page 53 in the address row and the serial number with the WWPN of the port will be enough to correlate all information about any device and its path. When the device is part of a LUN masking group, the panel in Figure 3-15 on page 53 does not show the LUN ID unless you view the LUN masking information directly in the LUN masking panels as shown in 3.2.3, “LUN masking” on page 43.

    Device serial numbers follow a specific pattern that can help with correlation. When a library is created, the robot device is given the highest serial number that is generated randomly. In the VTL2 library, the robot is 1680292999. Every library ends in “999” on ProtecTIER VTLs. The drives that are associated with that robot and part of the library are then numbered sequentially starting from “000”. In Figure 3-15 on page 53, you can see each drive serial increasing in order. You can also see the ProtecTIER node, port number, and LEA for those drives. To match the port number with the WWPN name, view the General tab (Figure 3-16).

    Correlating information on AIX

    We describe several AIX list commands that display information about configured devices. In Figure 3-16, the ProtecTIER information is shown.

    [image: ]

    Figure 3-16   Library DAIXLIBR information

    The AIX command lsdev lists the devices that are configured in the AIX Object Data Manager (ODM) as shown in Example 3-3. This display does not give us any of the actual data, but it is the starting point because it shows the current name of the devices and whether they are Available or Defined. Available means that the last time cfgmgr or another scan checked the SAN, these devices were ready and online. If the state is Defined, there is an entry for the device in the AIX ODM but the last time the SAN was scanned, the devices were not found or not ready. This output also shows drives as rmt“x” and the robot or changer as smc. The Atape device driver provides the configuration scripts that generate these names. If the names have mt or lb, another driver is used.

    Example 3-3   AIX lsdev command output
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    # lsdev -Cc tape

    rmt0 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt1 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt2 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt3 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    smc0 Available 0A-08-02 IBM 3584 Library Medium Changer (FCP)
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    The first step for correlating device information is to choose one of the devices from the list in Example 3-3 and run lscfg -vl for a specific device as shown in Example 3-4. We see the full information needed to correlate this to the WWPN and serial. In this case, the serial appended the additional numbers 0402 to the end of the serial as shown in the GUI. The smc device in AIX always has these four extra characters. This is the way that the Atape device driver reports the serial number.

    Example 3-4   AIX lscfg for smc device
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    # lscfg -vl smc0

      smc0             U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L0  IBM 3584 Library Medium Changer (FCP)

     

            Manufacturer................IBM

            Machine Type and Model......03584L32

            Serial Number...............0010926729990402

            Device Specific.(FW)........0100
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    Displaying drive information is shown in Example 3-5. In this example, the rmt0 is on the same ProtecTIER port as the robot device (smc), which ends in C6D50. That is port 0 on the ProtecTIER node that is named centigrade, as shown in Figure 3-16 on page 54.

    Example 3-5   AIX lscfg for rmt device
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    # lscfg -vl rmt0

      rmt0             U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L1000000000000  IBM 3580 Ultrium Tape Drive (FCP)

     

            Manufacturer................IBM

            Machine Type and Model......ULT3580-TD3

            Serial Number...............1092672000

            Device Specific.(FW)........5AT0
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    The last information needed to correlate is the WWPN of the adapter on the AIX host that connects to the device that we identified. The starting point is the location code in the lsdev (Example 3-3 on page 55). In this example, all of the devices are on the same adapter with the location 0A-08-02. However, in most AIX servers, there might be more than one adapter with devices defined. Also, with redundancy and LUN masking groups, it is possible that a serial number has two or more AIX device names, one for each adapter that has configured it. 

    If you have configured for redundancy, you see multiple names for the same serial number. As long as this is the way that the devices are planned, it is acceptable. It is easiest to simply make a cross-reference of the location codes to your AIX adapters all at one time so that you can read the AIX adapter information directly from the lsdev output. 

    To match the AIX adapters to location code, use the lsdev and lscfg commands as shown in Example 3-6. From these two commands, fcs0 is shown to be the adapter with the WWPN that ends in 5741 (Network Address). The WWPN needs to match what was defined in the LUN masking and zoning described earlier in this chapter.

    Example 3-6   lsdev for fcs devices and lscfg for one of the results 
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    # lsdev -C |grep fcs

    fcs0       Available 0A-08         FC Adapter

    # lscfg -vl fcs0

      fcs0             U787B.001.DNWBA72-P1-C2-T1  FC Adapter

     

            Part Number.................LP10000-M2

            Serial Number...............BG43265133

            Network Address.............10000000C9405741

            ROS Level and ID............02881955

            Device Specific.(Z0)........1001206D

            Device Specific.(Z1)........00000000

            Device Specific.(Z2)........00000000

            Device Specific.(Z3)........03000909d

            Device Specific.(Z4)........FF801413

            Device Specific.(Z5)........02881955

            Device Specific.(Z6)........06831955

            Device Specific.(Z7)........07831955

            Device Specific.(Z8)........20000000C9405741

            Device Specific.(Z9)........TS1.91A5

            Device Specific.(ZA)........T1D1.91A5

            Device Specific.(ZB)........T2D1.91A5

            Device Specific.(ZC)........00000000

            Hardware Location Code......U787B.001.DNWBA72-P1-C2-T1

    [image: ]

    It might be helpful to use the sort option with lsdev to sort on field 1 or 3, depending on which order is most helpful at the time. This can be useful when there are a mixture of physical drives and virtual drives, and when new drives or libraries are added. AIX will add the new device names in whatever order it can, based on gaps in previous names or added to the end when there are no gaps. On a new setup, it is typical that the rmt names are in a logical sequential order, but it is not maintained by AIX. After time and changes, for example, the use of rmdev commands or dimension changes in the ProtecTIER, the device names can end up in a sporadic order. For options for the AIX names, see 3.3.2, “Naming devices” on page 68. 

    Finally for AIX, the LEA can be displayed using the Atape device driver tools. This information is not used at the OS level often, but within Tivoli Storage Manager, the ATAPE command, and error logs, it can be helpful to know the LEA of the device. The itdt command as shown in Example 3-7 on page 57 has the LEA and the serial number for the drive at that address. Using the steps provided previously, the serial number can then be matched to the device name. The itdt command can be used to show information about each device as needed either interactively or directly from the command line.

    Example 3-7   itdt devids command to show element address	
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    # ./itdt -f /dev/smc0 devids

    Reading element device ids...

     

    Drive Address 2

     Drive State ................... Normal

     ASC/ASCQ ...................... 0000

     Media Present ................. No

     Robot Access Allowed .......... Yes

     Source Element Address Valid .. No

     Accessor Preferred Zone........ A (TS3500 only)

     Media Inverted ................ No

     Same Bus as Medium Changer .... Yes

     SCSI Bus Address Valid ........ No

     Logical Unit Number Valid ..... No

     Volume Tag .................... <not valid>

     Device ID ..................... IBM     ULT3580-TD3     1092672000

     

    Drive Address 3

     Drive State ................... Normal

     ASC/ASCQ ...................... 0000

     Media Present ................. No

     Robot Access Allowed .......... Yes

     Source Element Address Valid .. No

     Accessor Preferred Zone........ A (TS3500 only)

     Media Inverted ................ No

     Same Bus as Medium Changer .... Yes

     SCSI Bus Address Valid ........ No

     Logical Unit Number Valid ..... No

     Volume Tag .................... <not valid>

     Device ID ..................... IBM     ULT3580-TD3     1092672001

    ...
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    The LEA 2 in the ProtecTIER Manager GUI in Figure 3-16 on page 54 for this library has serial number 1092672000. This AIX server has that device at /dev/rmt0, which is on the WWPNs 10000000C9405741 and 10000000C97C6D50 initiator and target pair.

    Correlating information on Linux

    The Linux OS can be installed in many distributions and each distribution might automatically install tools to help with correlating the devices from a ProtecTIER system. The ProtecTIER devices require the IBMtape (lin_tape) driver, which also provides the tools to display information. Linux has a four-level hierarchical addressing scheme for FC-attached SCSI devices: 

    •SCSI adapter [host]

    •Channel number [bus]

    •ID number [target]

    •LUN [lun]

     

    
      
        	
          Note: ProtecTIER devices are attached as SCSI devices on Linux.

        
      

    

    If your Linux distribution has lsscsi installed, you can use that command as shown in Example 3-8. This output does not show any of the information that we need to correlate the devices yet, but it is helpful to show which host bus is finding the tape and robot devices. If the system has only one or two FC HBAs, it might be simpler. The following example shows that bus 4 is zoned to two target IDs. Each one is shown with the third number 4:0:0:x versus 4:0:1:X. The same is true for the host bus numbered 8:0:X:X. 

    Example 3-8   lsscsi displays the SCSI information for devices
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    lsscsi|egrep "tape|medium"

    [4:0:0:0]    mediumx IBM      03584L32         0100  -

    [4:0:0:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:0:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:0:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:0]    mediumx IBM      03584L32         0100  -

    [4:0:1:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:4]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:0:0]    mediumx IBM      03584L32         0100  -

    [8:0:0:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:0:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:0:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:0]    mediumx IBM      03584L32         0100  -

    [8:0:1:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:3]    tape    IBM      ULT3580-TD3      5AT0  -
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    After the IBMtape driver is installed, Linux has device names for the tape drives. By default, these devices are given names, such as /dev/IBMtape0 or /dev/IBMchanger0. As shown in Example 3-9, the devices can be listed.

    Example 3-9   ls /dev/IBM* output
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    $ ls /dev/IBM*

    /dev/IBMchanger0  /dev/IBMtape10   /dev/IBMtape2n  /dev/IBMtape6n

    /dev/IBMchanger1  /dev/IBMtape10n  /dev/IBMtape3   /dev/IBMtape7

    /dev/IBMchanger2  /dev/IBMtape11   /dev/IBMtape3n  /dev/IBMtape7n

    /dev/IBMchanger3  /dev/IBMtape11n  /dev/IBMtape4   /dev/IBMtape8

    /dev/IBMtape      /dev/IBMtape12   /dev/IBMtape4n  /dev/IBMtape8n

    /dev/IBMtape0     /dev/IBMtape12n  /dev/IBMtape5   /dev/IBMtape9

    /dev/IBMtape0n    /dev/IBMtape1n   /dev/IBMtape5n  /dev/IBMtape9n

    /dev/IBMtape1     /dev/IBMtape2    /dev/IBMtape6
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    The Linux IBMtape driver (lin_tape) also has the utility itdt. It can be used in interactive mode to scan devices and to display information about each device. The output from a scan in interactive mode is shown in Example 3-10 on page 59. This output shows the SCSI host information (Host, Bus, ID, and LUN) and the serial number. The next example depicts that this host, vtl2tools, has drives from two libraries, and only one robot device, from library 1680292999, as shown in Figure 3-14 on page 53 when LUN masking was described.

    Example 3-10   Itdt scan example
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    IBM Tape Diagnostic Tool Standard Edition  - Device List

     

           Host Bus  ID   LUN  Model          Serial       Ucode  Changer     [#]

     +----+----+----+----+----+--------------+------------+------+------------+-+

     | 0  | 4  | 0  | 0  | 0  | 03584L32     | 02929990402| 0100 |            | |

     | 1  | 4  | 0  | 0  | 1  | ULT3580-TD3  | 1680292004 | 5AT0 | 02929990402| |

     | 2  | 4  | 0  | 0  | 2  | ULT3580-TD3  | 1494009004 | 5AT0 |            | |

     | 3  | 4  | 0  | 0  | 3  | ULT3580-TD3  | 1494009012 | 5AT0 |            | |

     | 4  | 4  | 0  | 1  | 0  | 03584L32     | 02929990402| 0100 |            | |

     | 5  | 4  | 0  | 1  | 1  | ULT3580-TD3  | 1680292000 | 5AT0 | 02929990402| |

     | 6  | 4  | 0  | 1  | 2  | ULT3580-TD3  | 1364286006 | 5AT0 |            | |

     | 7  | 4  | 0  | 1  | 3  | ULT3580-TD3  | 1494009000 | 5AT0 |            | |

     | 8  | 4  | 0  | 1  | 4  | ULT3580-TD3  | 1494009008 | 5AT0 |            | |

     | 9  | 8  | 0  | 0  | 0  | 03584L32     | 02929990402| 0100 |            | |

     | 10 | 8  | 0  | 0  | 1  | ULT3580-TD3  | 1680292006 | 5AT0 | 02929990402| |

     | 11 | 8  | 0  | 0  | 2  | ULT3580-TD3  | 1494009006 | 5AT0 |            | |

     +----+VVVV+VVVV+VVVV+VVVV+VVVVVVVVVVVVVV+VVVVVVVVVVVV+VVVVVV+VVVVVVVVVVVV+-+

     

     

     [S] Scan          [T] Test         [D] Dump          [F] Firmware Update

     [E] Encryption    [W] Full Write   [U] Tape Usage    [O] Other...

     

    <[H] Help | [Q] Quit | + | - | Line # | Command >
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    The next part for correlating devices in Linux is to match the host and target ID to WWPNs on the Tivoli Storage Manager server and the ProtecTIER. The command shown in Example 3-11 displays all WWPNs or information about each WWPN. Host4 and host8 are used in this case to match the WWPN of the devices listed in Example 3-10 on 4:0:X:X.

    Example 3-11   Linux command to show all FC host WWPNs	
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    $ cat /sys/class/scsi_host/host?/device/fc_host:host?/port_name

    0x2102001b32470c23

    0x2103001b32670c23

    0x2100001b32070c23

    0x2101001b32270c23

    0x2102001b32478322

    0x2103001b32678322

    0x2100001b32078322

    0x2101001b32278322

    0x10000000c950a0f6

    $ cat /sys/class/scsi_host/host4/device/fc_host:host4/port_name

    0x2101001b32270c23

    $ cat /sys/class/scsi_host/host8/device/fc_host:host8/port_name

    0x2101001b32278322
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    Next, the WWPN of the ProtecTIER can be displayed with the commands shown in Example 3-12 on page 60.

    Example 3-12   Linux command to show WWPN of ProtecTIER ports
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    cat /sys/class/scsi_host/host4/device/fc_host:host4/device/rport-4:0-?/fc_remote_ports:rport-4:0-?/port_name

    0x10000000c97c7234

    0x10000000c97c6d50
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    If the sysfsutils package is installed, the following commands can show the information in the previous directories shown in Example 3-13. The “...” lines in the example show where unrelated lines were removed from the systool output because they related to the disk storage.

    Example 3-13   Linux systool output
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    $ systool -c fc_host -A port_name

    Class = "fc_host"

     

    ...

     

      Class Device = "host4"

        port_name           = "0x2101001b32270c23"

     

        Device = "host4"

     

    ....

      Class Device = "host8"

        port_name           = "0x2101001b32278322"

     

        Device = "host8"

    ...

     

    $ systool -c fc_remote_ports -A port_name

    Class = "fc_remote_ports"

     

    ...

     

      Class Device = "0-0"

        port_name           = "0x10000000c97c7234"

     

        Device = "rport-4:0-0"

     

    ....

     

      Class Device = "0-0"

        port_name           = "0x10000000c97c7232"

     

        Device = "rport-8:0-0"

     

    .....

     

      Class Device = "0-1"

        port_name           = "0x10000000c97c6d50"

     

        Device = "rport-4:0-1"

     

    ....

     

      Class Device = "0-1"

        port_name           = "0x10000000c97c6d44"

     

        Device = "rport-8:0-1"

     

    ...
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    The final piece to correlating the devices is to match the name of the device to the SCSI host information. On Linux, in the directory /sys/class/lin_tape, each of the devices are linked. As shown in Example 3-14, you can see the host information with a ls command, or additionally, you can display the serial number from the file within each device’s directory.

    Example 3-14   Correlating device name to the SCSI host information
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    $ pwd

    /sys/class/lin_tape/IBMtape0

    $ ls -l

    total 0

    -r--r--r-- 1 root root 4096 Nov 13 13:00 dev

    lrwxrwxrwx 1 root root    0 Nov 13 13:00 device -> ../../../devices/pci0000:40/0000:40:0f.0/0000:41:00.0/0000:42:01.0/0000:44:00.1/host4/rport-4:0-0/target4:0:0/4:0:0:1

    lrwxrwxrwx 1 root root    0 Nov 13 13:00 subsystem -> ../../../class/lin_tape

    -rw-rw-rw- 1 root root 4096 Nov 13 13:00 sys_encryption_proxy

    -rw-rw-rw- 1 root root 4096 Nov 13 13:00 sys_encryption_write

    --w------- 1 root root 4096 Nov 13 13:00 uevent

    $ cat device/serial_num

    1680292004
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    We correlated /dev/IBMtape0 to serial 1680292004 that is attached to the WWPNs (4:0:0:1), which are host4 0x2101001b32270c23 and target 0 x10000000c97c7234. They are also shown in the ProtecTIER Manager GUI as shown in Figure 3-17.
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    Figure 3-17   Linux device correlated: IBMtape0 to serial 1680292004

    The LEA information is the same as in the AIX section, using itdt to show the devids output. Example 3-15 on page 62 shows the device that was correlated.

    Example 3-15   itdt output showing the LEA and serial number
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    $ /root/IBMtape/itdt -f /dev/IBMchanger0 devids

    Reading element device ids...

    ...

     

    Drive Address 6

     Drive State ................... Normal

     ASC/ASCQ ...................... 0000

     Media Present ................. No

     Robot Access Allowed .......... Yes

     Source Element Address Valid .. No

     Accessor Preferred Zone........ A (TS3500 only)

     Media Inverted ................ No

     Same Bus as Medium Changer .... Yes

     SCSI Bus Address Valid ........ No

     Logical Unit Number Valid ..... No

     Volume Tag .................... <not valid>

     Device ID ..................... IBM     ULT3580-TD3     1680292004

     

    ...
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    Figure 3-18 shows the LEA information in the ProtecTIER Manager GUI.
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    Figure 3-18   LEA shown on Drives tab of the library

    Correlating information on Microsoft Windows

    In Microsoft Windows after Tivoli Storage Manager is installed, there is a utility called tsmdlst.exe that can be used to display tape devices and their serial numbers as shown in Example 3-16 on page 63.

    Example 3-16   tsmdlst.exe example output
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    C:\Program Files\Tivoli\TSM\console>tsmdlst

     

    Tivoli Storage Manager -- Device List Utility

     

    Licensed Materials - Property of IBM

     

    5697-TSM (C) Copyright IBM Corporation 2000, 2005. All rights reserved.

    U.S. Government Users Restricted Rights - Use, duplication or disclosure

    restricted by GSA ADP Schedule Contract with IBM Corporation.

     

    Computer Name:      PTTSMSERVER

    OS Version:         5.2

    OS Build #:         3790

    TSM Device Driver:  TSMScsi - Not Running

     

    No HBAs were detected.

     

    TSM Name     ID   LUN  Bus  Port SSN                   WWN               TSM Typ

    e  Device Identifier

    --------------------------------------------------------------------------------

    --------------------------------

    lb1.0.0.3    1    0    0    3    0014940099990402      -                 LIBRARY

       IBM     03584L32        0100

    mt1.1.0.3    1    1    0    3    1494009004            -                 LTO

       IBM     ULT3580-TD3     5AT0

    mt1.2.0.3    1    2    0    3    1494009012            -                 LTO

       IBM     ULT3580-TD3     5AT0

    lb2.0.0.3    2    0    0    3    0014940099990402      -                 LIBRARY

       IBM     03584L32        0100

    mt2.1.0.3    2    1    0    3    1494009000            -                 LTO

       IBM     ULT3580-TD3     5AT0

    mt2.2.0.3    2    2    0    3    1494009008            -                 LTO

       IBM     ULT3580-TD3     5AT0

     

    Completed in: 0 days, 0 hours, 0 minutes, 0 seconds.
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    Example 3-16 does not show the WWPNs for each device. In Windows, it might be complicated to match the mt2.1.0.3 value to the WWPN. Without installing additional utilities, you might be required to make conclusions based on the serial numbers and the WWPN versus the Tivoli Storage Manager name and the serial number. However, itdt can also be used to help with matching the names to the WWPN. Our example system has only QLogic branded HBA cards, so the following images show the WWPN information from the SANsurfer utility as shown in Figure 3-19 on page 64. SANsurfer is on the QLogic site. As of the writing of this book, use the following website:

    http://bit.ly/1mMe4ID
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    Figure 3-19   SANsurfer with port 2 highlighted

    After expanding the Tape Robot entry, the LUN list is shown for that target as shown in Figure 3-20 on page 65.
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    Figure 3-20   SANsurfer display of LUNs on a particular target WWPN

    The IBMtape driver for Windows has a Graphical Edition or Standard Edition for the itdt utility. It can be used to help with device correlation from the serial number to the WWPNs of the HBAs on ProtecTIER and the Tivoli Storage Manager server. The main consideration for Windows is that the external programs provided by the HBA vendor or Microsoft do not completely map the device serial number to a WWPN. 

    The only time that you need the additional information is when you are using Data Path Failover (DPF) and Control Path Failover (CPF) and have the same serial number in more than one path. Then, the itdt utility can be used to show the names that go with the primary path and the alternate paths. This command’s output is shown in Example 3-17 on page 66. In this example, there is only one path defined, but with DPF configured, you see the logical device name with the SCSI Host, Target ID, and Serial, to correlate it to the WWPN pair, shown in the SANsurfer output. This is shown in more detail in 3.3.4, “Verifying Control Path Failover and Drive Path Failover” on page 70.

    Example 3-17   Windows itdt Standard Edition qrypath example
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    C:\DownloadDirector>itdt -f \\.\Tape0 qrypath

    Querying SCSI paths...

    Total paths configured........... 2

     

    Primary Path

      Logical Device................. Tape1

      Serial Number.................. 1494009012

      SCSI Host ID................... 3

      SCSI Channel................... 0

      Target ID...................... 1

      Logical Unit................... 2

      Path Enabled................... Yes

     

    Primary Path

      Logical Device................. Tape0

      Serial Number.................. 1494009004

      SCSI Host ID................... 3

      SCSI Channel................... 0

      Target ID...................... 1

      Logical Unit................... 1

      Path Enabled................... Yes

     

     

    Exit with code: 0
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    The device is shown in the ProtecTIER Manager GUI in Figure 3-21 on page 67. This device is seen in the SANsurfer image in Figure 3-20 on page 65. 
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    Figure 3-21   PT Manager view of the WWPN and Serial for tape0 and tape1 in Windows

    Correlating information on Solaris

    Solaris makes correlating drives and paths simple with a single command to display the information needed as shown in Example 3-18.The tapelist utility is part of the IBMtape driver package for Solaris. See the IBM Tape Device Drivers Installation and User’s Guide, GC27-2130, for a detailed explanation of the tapelist utility.

    Example 3-18   tapelist output on a Solaris system
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    # tapelist -l

    Inst# Special File Device Serial No TGT/LUN Device Physical Path

    ------ -------------- ------------- ------------ -------- -------------------------------------

    454 /dev/rmt/2st ULT3580-TD3 1210003557 3/0 /devices/pci@6,2000/pci@1/fibre-channel@5/IBMtape@3,0

    582 /dev/rmt/8st ULT3580-TD3 1210003557 3/0 /devices/pci@1f,2000/pci@1/fibre-channel@5/IBMtape@3,0
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    Correlating information on HP-UX

    To obtain tape device information, use the tsmdlst utility. The tsmdlst utility displays the special file names of all the devices that are identified by the HP-UX passthru device driver and that are supported by Tivoli Storage Manager.

    The tsmdlst utility is included in the device driver package and is installed in the /opt/tivoli/tsm/devices/bin directory, unless you specify another location. Before using the tsmdlst utility, configure devices using the autoconf utility. For more details about Tivoli Storage Manager running with HP-UX, go to this website:

    http://bit.ly/1iwyMHX

    3.3.2  Naming devices

    The IBMtape or Atape device driver is responsible for naming the devices on each operating system. Devices will have default names created. The names do not provide more information for an administrator other than the convention that indicates that the driver is in use. The IBM Tape Device Drivers Installation and User’s Guide, GC27-2130, provides a chapter for each supported operating system. In each chapter, there is a special section on persistent naming. The reasons to take the additional time at setup time to implement persistent naming are more than merely the reasons given in the user guide. 

    First, the persistent name allows changes to the VTL through dimension changes, reboots, or even SAN changes, but it keeps the device name that is now tied to the information that will not change on the VTL device. It becomes most useful when you choose a naming scheme that tells you the information about the device that was determined during the previous section on correlating devices. An example is to name it with the unique parts of the serial number if there is one library. If there are multiple libraries, the name can include the library to which it belongs. If there are multiple paths, the persistent name can include information that matches the path and adapter of the device.

    ProtecTIER does not allow a device to be on more than one ProtecTIER port, but if you have many devices, it can also be helpful to include the device name. The name can provide as much information as needed for the system requirements and complexity.

    Several naming examples are listed:

    •rmt_fcs0_N1P1_025001 

    This name contains the AIX HBA, the ProtecTIER Node and HBA, and the last six digits of the serial number.

    •IBMtape_4011_N1P2_002

    This name is for Linux Host Port 4, Target 1, and LUN 1 on ProtecTIER Node 1 Port 2 with a serial number ending in 002 (for cases with only one library).

    •rmt401223

    This name is the serial number of the ProtecTIER drive.

    After the names are created with a useful scheme, when working with IBM support, ensure that you explain the scheme to them so that they can analyze the problem more efficiently. Setting up and configuring meaningful names will continue to provide benefit over the long term.

    3.3.3  Verifying redundancy

    Redundancy is important in data centers to reduce the impact of certain failures. In some cases even with the best redundancy, a failure might result in an outage. With a good understanding of the ways to implement redundancy in a Tivoli Storage Manager and ProtecTIER environment, it is possible to reduce the risk of unplanned outages. This section describes how to verify that the planned redundancy is working. 

    ProtecTIER node redundancy

    ProtecTIER node redundancy is verified by reviewing all of the devices that have been configured and all the ports that have been zoned to verify that there is an equal number of devices on each. ProtecTIER nodes can have up to four ports each, but to be redundant at the ProtecTIER node level, the system must have drive and robot devices configured from WWPNs that belong to each node. When one node is taken offline, the devices on the surviving node continue to work.

    ProtecTIER port redundancy

    Every ProtecTIER system has at least two front-end (FE) ports. In a two-node cluster, there are a total of eight FE ports. When verifying ProtecTIER port redundancy, each device configured needs to be mapped out, to verify that all the expected ports have devices on them. With devices on multiple ports on each ProtecTIER node, the system still can run in a degraded mode if there is a problem that affects only one port. As the devices are correlated, it is important to verify that the host has configured devices across multiple ports. If the plan is to have devices fan out across all the ports, use the device correlation to verify this plan. This will usually find zoning or LUN masking mistakes before a failure occurs.

    Tivoli Storage Manager port redundancy

    On the Tivoli Storage Manager server or storage agent, it is possible to have more than one HBA. Using at least two HBAs allows a dual-fabric SAN. It also builds in a level of redundancy for the server, so that if one server-side HBA fails, the system still operates in a degraded fashion. In certain systems, HBAs are added in quantities to improve the performance. When HBAs are added in quantities, it is important to verify that all the planned HBAs are connected to all the planned devices. This verification ensures that the improved performance capabilities are there and also prevents unexpected outages from not verifying that all paths and devices are found. In short, the more planned redundant paths, the more chances of planned devices not being configured at the setup stages.

    SAN fabric redundancy

    As long as the Tivoli Storage Manager or storage agent/data mover has more than one HBA, then a dual fabric can add a layer of redundancy to the solution. The SAN redundancy also has a different effect on the redundancy, because it divides the connectivity between the Tivoli Storage Manager and the ProtecTIER devices. Verify that the redundancy is even and that devices on each Tivoli Storage Manager HBA are connected to ports on each node of the ProtecTIER nodes. When SAN redundancy is configured, it is often required to perform maintenance that might affect one of the fabrics. If the system is not configured correctly, it is possible to lose access when one of the fabrics is taken down. Verify that there is an even distribution of devices on each of the fabrics. 

    With a fully redundant dual SAN fabric solution, there is less chance of a single failure causing an unplanned outage. In the next section, CPF/DPF are verified. This adds automation to the handling of the redundant paths.

    3.3.4  Verifying Control Path Failover and Drive Path Failover

    Verifying Control Path Failover (CPF) and even taking time to test the function is worth doing during the setup and configuration of the Tivoli Storage Manager server and ProtecTIER. After all the HBAs are zoned and the LUN is masked and configured at the OS level, you can consult the IBM Tape Device Drivers Installation and User’s Guide, GC27-2130. Review the section about CPF/DPF regarding querying the primary and alternate paths to ensure that you have at least two instances of every serial number. With CPF, the robot devices are the only devices that need to have more than one per serial number. With both CPF and Drive Path Failover (DPF), all of the devices need to have more than one instance of the serial number. The ProtecTIER devices do not provide the DPF function, but it can be created by implementing more than one HBA on the Tivoli Storage Manager that has the devices mapped to them using a LUN masking group. 

    Unfortunately, if the ProtecTIER port that the device is on fails, all the paths to the device will fail. But if there is a failure at the host side, the DPF will still function and provide the redundancy automatically. DPF also provides round-robin load balancing to ensure that the workload is divided across the HBAs that are used. This feature is helpful for cases where the extra HBAs are intended to increase performance while simultaneously providing redundancy.

    3.4  Mixed environments

    This section describes mixed environments. A mixed environment is using ProtecTIER virtual devices or elements with other similar non-virtual devices. The following non-virtual devices are described: 

    •Physical tape drives and virtual tape drives

    •Physical media and virtual volumes

    •Disk pools and virtual tape pools

    The ProtecTIER and Tivoli Storage Manager are designed to allow the combination of virtual devices that perform deduplication. There are several considerations for mixed environments.

    3.4.1  Physical and virtual devices

    Physical devices are configured to connect as SAN-attached tape drives. They allow individual direct connection so that zoning can be used to control which physical tape drives are visible to which HBA ports. This differs from the ProtecTIER. With the ProtecTIER, ports that are zoned usually have several drives that are visible to anything on that port in combination with LUN masking, which hides certain devices to certain HBAs if configured. It is important to not group physical tape drives into the same zone as a ProtecTIER port. It might seem like an easy way to ensure that the same host clients can use both the physical and virtual drives, but the ProtecTIER zoning guidelines do not allow it.

     

    
      
        	
          Notes: When there are enough HBAs in host clients, it is sometimes a good idea to use a different HBA for physical drives and the ProtecTIER virtual drives. This allows maintenance on the ProtecTIER device, such as re-scanning or removing and re-scanning the attached devices. This maintenance does not affect running jobs on the physical drives.

          When the physical drives and virtual drives share the same HBA, if that HBA needs to be unconfigured to resolve an issue on only one of the ports of the ProtecTIER nodes or even one of the physical drives, it might delay the resolution of the problem, or disrupt the system entirely.

        
      

    

    Physical tape drives have a slightly different pattern of usage that lends itself to working best if the data can be sent in a steady stream, which keeps the physical drives running full speed. If there are a few physical drives and hundreds of virtual drives on the same HBA, it might result in the server being unable to maintain the stream of data to the physical drives. If Tivoli Storage Manager has only two HBAs for the tape devices, it might be worthwhile to test to verify whether splitting physical drives and virtual drives is more effective than the redundancy of two HBAs and using the mixed environment. In large environments, it is not uncommon to have four or more HBAs on the Tivoli Storage Manager to allow the physical and virtual drives to have their own dedicated HBAs.

    3.4.2  Volumes

    In a mixed environment, the volume sizes need to be considered. A physical drive uses real cartridges for media. Tape media is purchased and comes in a fixed size. Most modern physical media is able to hold a lot of data, 800 Gb for IBM Linear Tape-Open generation 4 (LTO-4), 1.5 TB for LTO-5, and 2.5 TB for LTO-6, for example. The media has a cost associated with it, and the more tapes that are purchased, the larger the investment. ProtecTIER has virtual cartridges that do not have any predefined size and there is not a cost per cartridge because you can create as many cartridges as you want. Cartridges can be added at any time, as long as there are empty slots in the library to hold them.

    When it is required to make copies of cartridges for off-site or archive data, you might want to have virtual cartridges that are exact copies of physical cartridges. Typically, it is easiest to not try to have matching tapes because it can be inefficient. Either there are physical media with only a small portion of data on them, or there are large virtual cartridges with a small amount of data on them. Also, when the ProtecTIER is nearing a steady state and mostly full, it can be complicated to ensure that a virtual cartridge will be allowed to expand to the full planned size. For more information about creating virtual tape cartridges, see 2.8.6, “Volume sizes” on page 28. 

    If a ProtecTIER system has enough free space at all times, it is possible to create a few large tapes for special purposes and then many smaller tapes for normal usage. This needs to be done by using a fixed size for the special cartridges. The remaining tapes also need to be created as a fixed size, so that the space is available for all tapes that are created. 

    Figure 3-22 on page 72 shows how the Create Cartridge wizard estimates and displays the possible cartridge size based on the number entered. In the background, you can see that the other cartridges are 47 GB. It is likely that creating these three special cartridges results in reducing the size of the existing cartridges that are not full yet. Cartridges that are marked as full continue to have the space available until Tivoli Storage Manager recycles them back to the scratch pool or relabels them. At that time, they might have less than 47 GB available. 

     

    
      
        	
          Important: Ensure that there are never too many cartridges or cartridges that are too large for the ProtecTIER to provide the space, or the result will affect all of the cartridges by making them all proportionally smaller.
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    Figure 3-22   Example of creating a few large cartridges for special purposes

    The result of the creation of three large cartridges does not work as planned because this ProtecTIER already has many non-fixed size cartridges that have space allocated to them as shown in Figure 3-23 on page 73. The maximum cartridge growth is set to a fixed size of 400 GB and the wizard indicated that the system will have enough free space to hold the data. But because the BC1120 and lower-range bar code are not fixed size, the cartridges are getting their even share of the available space, not allowing the SP0000 - SP0002 to fill to the size that you want. It is often suggested to set the maximum cartridge size to around 100 GB. The smaller size consumes fewer resources (repository space) when the ProtecTIER performs its maintenance operations.
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    Figure 3-23   Example of cartridges SP0000 - SP0002 that are set for a maximum of 400 GB

    It is not suggested to try to match virtual cartridge sizes to physical cartridge sizes and allow Tivoli Storage Manager to manage the data that is copied between storage pools and the sizes of the space available. If there is a business requirement that must have a one-to-one match of cartridge data, it might be best to allow the physical media to be partially used rather than to adjust the ProtecTIER volumes for only a few cartridges. The decision needs to be made based on the number and cost of the physical media.

    3.4.3  Disk pools

    In an environment without the ProtecTIER, the differentiation between tape pools and disk pools is significant. Tape pools have longer mount times and can have longer times for operations that require all the labels on the tapes in a library to be read. Also, restores on physical tape drives can take longer if a cartridge must be loaded and advanced to the correct position on the tape. Disk pools allow almost immediate access for restores and do not have the overhead of mounting physical tape cartridges in drives before the label or other data can be read. 

    The ProtecTIER devices emulate physical drives as far as the operating system and Tivoli Storage Manager are concerned, but it functions like a disk pool. When a ProtecTIER has many drives defined however, it can create an overhead in the Tivoli Storage Manager logic that can delay mounts and access to drives. It is important to consider using both disk pools and the ProtecTIER drives in the backup environment. This approach allows for splitting data types that do not factor well to disk pools and storing the data types that factor well on the ProtecTIER. As the environment grows, it is important to track the time that it takes to audit the ProtecTIER library and the mount time for tapes. If the time is longer and longer, it might be good to find the cause before the delays become unmanageable. It is not correct to assume that the ProtecTIER library performs mounts and audits like a physical library.

    3.5  Tivoli Storage Manager parameters

    Tivoli Storage Manager has detailed settings for almost every aspect of the software. Three of these settings directly relate to the ProtecTIER devices and how they are used. This section describes the following settings:

    •STGPOOL

    •DEVCLASS

    •LIBRARY

    The current settings can be displayed by adding the parameter format=detailed (f=d) to a query command. This section describes each of the parameters for all three of the items.

    3.5.1  STGPOOL

    In Tivoli Storage Manager, the ProtecTIER cartridges are used by adding them to a storage pool. A storage pool is a named set of storage volumes that are the destination that is used to store client data. A storage pool contains backup versions, archive copies, and files that are migrated from space manager client nodes. A primary storage pool is backed up to a copy storage pool. The command query stgpool displays the information shown in Example 3-19.

    Example 3-19   QUERY STGPOOL example	
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    tsm: PTTSMSERVER>q stgpool LTO-POOL

     

    Storage         Device          Estimated       Pct       Pct     High     Low

    Pool Name       Class Name       Capacity      Util      Migr      Mig     Mig

                                                                       Pct     Pct

    -----------     ----------     ----------     -----     -----     ----     ---

    LTO-POOL        LTO-VIRT          8,750 G      23.5      36.7       90      70

     

    tsm: PTTSMSERVER>q stgpool LTO-POOL f=d

     

                   Storage Pool Name: LTO-POOL

                   Storage Pool Type: Primary

                   Device Class Name: LTO-VIRT

                  Estimated Capacity: 8,750 G

                  Space Trigger Util:

                            Pct Util: 23.5

                            Pct Migr: 36.7

                         Pct Logical: 100.0

                        High Mig Pct: 90

                         Low Mig Pct: 70

                     Migration Delay: 0

                  Migration Continue: Yes

                 Migration Processes: 1

               Reclamation Processes: 1

                   Next Storage Pool:

                Reclaim Storage Pool:

              Maximum Size Threshold: No Limit

                              Access: Read/Write

                         Description:

                   Overflow Location:

               Cache Migrated Files?:

                          Collocate?: Group

               Reclamation Threshold: 60

           Offsite Reclamation Limit:

     Maximum Scratch Volumes Allowed: 120

      Number of Scratch Volumes Used: 44

       Delay Period for Volume Reuse: 0 Day(s)

              Migration in Progress?: No

                Amount Migrated (MB): 0.00

    Elapsed Migration Time (seconds): 0

            Reclamation in Progress?: No

      Last Update by (administrator): ADMIN

               Last Update Date/Time: 08/31/2012 19:20:51

            Storage Pool Data Format: Native

                Copy Storage Pool(s):

                 Active Data Pool(s):

             Continue Copy on Error?: Yes

                            CRC Data: No

                    Reclamation Type: Threshold

         Overwrite Data when Deleted:
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    Each parameter is described in the online help for the command. Also, you can see the Tivoli Storage Manager Information Center for product documentation: 

    http://bit.ly/RL7Op1

    The parameters in Example 3-19 on page 74 that affect the way that a storage pool with a ProtecTIER cartridge performs are described:

    •Device Class Name

    These additional parameters are for the ProtecTIER cartridge and are covered in the next section about the device class.

    •Estimated Capacity 

    This parameter is calculated based on the size of the ProtecTIER cartridges and the number for maximum scratch and the number of defined volumes. The volume size from the ProtecTIER is variable and based on the factoring ratio and total number of cartridges defined to the entire ProtecTIER repository. When the repository is empty, the estimated value is estimated purely on the values given when the repository was created. As data is added, the factoring ratio might drift. 

    It is important to use the information in the ProtecTIER Manager to perform a similar estimate and not rely on the estimate shown here. If the system is achieving the planned factoring ratio and there are not many changes to the number of cartridges, these two estimates are close. A common mistake is to see the estimated value lower than needed and to create more cartridges on the ProtecTIER to add more space. What happens is the cartridges end up smaller, and the estimate gets further from the actual.

    •Space Trigger Util, Pct Util, Pct Migr, and Pct Logical

    These are all percentages of the estimated capacity. If the system has an accurate estimate between the ProtecTIER and the storage pool, these percentages can help to gauge how much data is in the storage pool and how much free space is available.

    •Migration Processes Reclamation Processes 

    These parameters affect how many drives from the ProtecTIER will be used for these background tasks. In a system that is short on time or short on resources, changes to these two settings need to include consideration of the overall plan for the resources. You might need to define additional drives on the ProtecTIER if these processes need to be increased. If time is the only limiting factor, increasing these allows the ProtecTIER drives to be in use for more hours per day.

    •Collocate

    If collocation is enabled, the possible values are Group, Node, and Filespace. This setting is often used to allow a more detailed breakdown of data types for factoring analysis. When planning the clients and their data type, it might be useful to use a method of collocation to allow lists of bar code to be generated that can be analyzed individually. If the data types are separated at the storage pool level, this setting might not provide any further benefit.

     

    •Reclamation Threshold 

    Reclamation Threshold is defined as the threshold that determines when volumes in a storage pool are reclaimed. The server compares the percentage of reclaimable space on a volume to this value to determine if reclamation is necessary. With physical cartridges, reclamation is critical for managing the scratch volumes that are available, and it can be expensive to have many tapes that have a low percentage of usable data on them. 

    In the ProtecTIER, this is not the same as Tivoli Storage Manager. It is possible that the unused data on one cartridge is a good copy of data that has since been written to another cartridge. By storing both copies, the ProtecTIER deduplication can be able to keep both copies without using any additional space. The other side of the argument is using settings that result in a higher factoring ratio by storing copies that are not needed. 

    The decision and value need to be based on actual requirements of the solution. If space on the ProtecTIER is of no concern, planning excess cartridges might be best to allow enough available scratch cartridges without worrying about an aggressive reclamation. This prevents Tivoli Storage Manager from shuffling data around with reads and writes. This prevents Tivoli Storage Manager from consuming two or more drives to be able to read the needed data from the cartridge being reclaimed and writing it to a new cartridge and then deleting the expired data. If the system has many processing cycles and time for maintenance activities, but is limited on space, or if the data on the cartridges can be verified to not match other data in the storage pool, an aggressive reclamation might be best. 

    The IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025, suggests a tuning type method to adjust the reclamation to the best value. Using 50% as a starting value allows you to review the results easily. First, with the objective of reclamation to remove expired data and return cartridges to the scratch pool, 50% means that it will take two cartridges to create one free scratch tape because the good data will fill a new tape to 100% utilization. Then, because 50% is also the midpoint, after there is a need for either more space or more scratch tapes, the current levels of utilization can be reviewed to determine whether the reclamation needs to be adjusted up or down. 

    Adjusting the value to 67% means that three tapes must be reclaimed to gain one scratch tape. If the data that is expired on the tape is factoring well, you might find that the reclamation process is freeing up scratch tapes without increasing the allocatable space in the ProtecTIER library. In those cases, it might be better to consider adding volumes for scratch tape needs. Normally at the steady state, there needs to always be enough available scratch tapes as long as data is expired at the same rate as the new data is stored. For the highest possible factoring ratio, it is suggested to configure the reclamation threshold to do little reclamation work. For the highest utilization percentage, it is suggested to configure an aggressive reclamation threshold.

    One last item about storage pools that is not a parameter is the DEFINE VOLUME command. This command allows grouping volumes so that they will not be returned to the scratch pool and they will always contain data for the storage pool for which they are defined. If the configuration has several storage pools defined in this fashion, it can be easy to split up factoring analysis to a list of cartridges with different data types. 

    Each storage pool needs to contain similar data and be grouped in a way that has a logical relationship based on the data type. If there are four storage pools and they all have volumes defined to them, the ProtecTIER support or the analyze_sessions utility can generate a per pool analysis that shows the combined change rate for each list of cartridges. This can be useful when deciding how to grow the solution and plan to move data to types of storage. The data with the lowest change rate is going to be best saved on the ProtecTIER storage pools. Data that has a high change rate might be better on some other form of storage pool.

    3.5.2  DEVCLASS

    Tivoli Storage Manager uses device classes to allow the use of multiple types of storage. A device class is a named set of characteristics that are applied to a group of storage devices. Each device class has a unique name and represents a device type of disk, file, optical disk, or tape. The settings for a device class and the command query devclass are shown in Example 3-20.

    Example 3-20   QUERY DEVCLASS for ProtecTIER	
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    tsm: PTTSMSERVER>q devclass

     

    Device       Device        Storage    Device       Format     Est/Max     Mount

    Class        Access           Pool    Type                   Capacity     Limit

    Name         Strategy        Count                               (MB)

    ---------    ----------    -------    ---------    ------    --------    ------

    DISK         Random              4

    LTO-VIRT     Sequential          1    LTO          DRIVE                 DRIVES

     

    tsm: PTTSMSERVER>q devclass lto-virt f=d

     

                 Device Class Name: LTO-VIRT

            Device Access Strategy: Sequential

                Storage Pool Count: 1

                       Device Type: LTO

                            Format: DRIVE

             Est/Max Capacity (MB):

                       Mount Limit: DRIVES

                  Mount Wait (min): 60

             Mount Retention (min): 60

                      Label Prefix: ADSM

                      Drive Letter:

                           Library: MEMPHISBBQ

                         Directory:

                       Server Name:

                      Retry Period:

                    Retry Interval:

                          Twosided:

                            Shared:

                High-level Address:

                  Minimum Capacity:

                              WORM: No

                  Drive Encryption: Allow

                   Scaled Capacity:

    Last Update by (administrator): ADMIN

             Last Update Date/Time: 08/31/2012 19:19:18

    [image: ]

     

    
      
        	
          Device Type: Device type needs to be LTO for ProtecTIER devices.

        
      

    

    The following parameters are used in Example 3-20 on page 77:

    •Est/Max Capacity

    A value can be entered here to help bring the ProtecTIER allocatable space closer to the Tivoli Storage Manager stgpool estimates. The value needs to be the same as the value listed in the Capacity column of the ProtecTIER Manager GUI.

    •Mount Wait and Mount Retention 

    Adjusting these values is helpful in certain cases. The default settings shown are designed for physical LTO libraries and drives, and the two settings give the drive extra time to become ready. With the ProtecTIER devices, these values take longer waiting for mounts to time out before a system can recover from a problem. The extra time is not as much of a benefit as it is with physical devices. 

    3.5.3  LIBRARY

    Tivoli Storage Manager uses the command QUERY LIBRARY to display of the settings for a LIBRARY as shown in Example 3-21.

    Example 3-21   QUERY LIBRARY output
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    tsm: PTTSMSERVER>q libr MEMPHISBBQ f=d

     

                      Library Name: MEMPHISBBQ

                      Library Type: SCSI

                            ACS Id:

                  Private Category:

                  Scratch Category:

             WORM Scratch Category:

                  External Manager:

                    RSM Media Type:

                            Shared: Yes

                           LanFree:

                ObeyMountRetention:

           Primary Library Manager:

                               WWN:

                     Serial Number: 0014940099990402

                         AutoLabel: No

                      Reset Drives: No

                   Relabel Scratch: Yes

    Last Update by (administrator): ADMIN

             Last Update Date/Time: 10/01/2013 13:29:11
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    The ProtecTIER library Library Type setting is described. The library type SCSI is the same that is used for physical libraries. It is valid for the ProtecTIER library device. Tivoli Storage Manager tends to treat it like a physical library. Tivoli Storage Manager expects that time will be needed to mount a tape, eject cartridges, and other actions that, in a physical library, take a relatively long time. The ProtecTIER can perform loads and moves in a short time, milliseconds versus minutes. This is enhanced in later versions of Tivoli Storage Manager by adding a new Library Type of VTL. The VTL library type has the convention that if you are defining a VTL library, your environment must not include any mixed media. Paths must be defined between all drives in the library and all defined servers, including storage agents, that use the library. If either characteristic is not true, the overall performance can degrade to the same levels as the SCSI library type, especially during times of high stress.

    With the Library Type setting VTL, it is best to try to configure all of the devices that are using the library in the same way. The penalty for not doing so is that the enhanced performance gains will degrade back to the SCSI setting.

    The primary gains need to be in mounts and operations that require many mounts, such as audits or bulk checking. This setting is fairly new so the suggestions might not be up-to-date regarding when to use it.

    Tivoli Storage Manager has added a new function that assists an administrator with defining a library. When a new library is defined, or if a library needs to be removed and redefined, a series of steps must be taken for each drive in the library. The function PERFORM LIBACTION allows a library and all its drives and paths to be defined in one step. This function can also be used to delete all drives and paths. If the previous tip to use persistent names with the OS-level devices is used, the function also uses those names, and query commands can display those names. 

    Alternatively, if the preference is to use descriptive names at the Tivoli Storage Manager level, the PERFORM LIBACTION function is unable to name the devices that it creates in the intended way. If there is an expectation that the ProtecTIER system will present many drives and many paths, the one-time effort of persistent naming and the use of PERFORM LIBACTION are the preferred approaches.

    3.6  First-time installation of Tivoli Storage Manager and ProtecTIER VTL integration considerations

    The objective of this section is to describe an example of a basic Tivoli Storage Manager installation and the integration with a ProtecTIER using Virtual Tape Library (VTL). The minimum configuration and customization required are described.

     

    
      
        	
          Note: For more information about Tivoli Storage Manager installation instructions, check the Tivoli Storage Manager Information Center: 

          http://bit.ly/1mAjd4F

        
      

    

    Figure 3-24 shows the main steps for installing Tivoli Storage Manager: 

    •Planning

    •		Installing

    •First steps after the installation
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    Figure 3-24   Three main steps to install Tivoli Storage Manager

    3.6.1  Tivoli Storage Manager simple installation and configuration

    The sample installation uses an AIX server system Version 7.1. The Tivoli Storage Manager server Version 6.3.4 and the Tivoli Storage Manager client Version 6.4.1.0 were used. 

    The steps assume that you have the correct licensing for Tivoli Storage Manager, and that you have already downloaded and extracted the Tivoli Storage Manager code to a temporary file system or have the Tivoli Storage Manager code DVD.

    Also, it assumes that all Fibre Channel cabling from the Tivoli Storage Manager server to the ProtecTIER is in place, and SAN zoning is configured (if required).

    Planning

    You can verify the minimum hardware, software, and space requirements for installing Tivoli Storage Manager in the Tivoli Storage Manager Information Center. These requirements can change depending on the features you want to enable. For example, Tivoli Storage Manager deduplication and replication require more memory and central processing power.

    As of Tivoli Storage Manager Version 6.3.4, 12 GB of memory was the minimum suggested requirement, but If you are using data deduplication, 16 GB is the suggested minimum. If you are using node replication without data deduplication, use a minimum of 32 GB and 64 GB when both replication and deduplication are required.

     

    
      
        	
          Note: Tivoli Storage Manager prerequisite requirements for all platforms are in the Tivoli Storage Manager Information Center: 

          http://bit.ly/1gQmNtD

          Always check the current product documentation.

        
      

    

    Running the installation prerequisite checker

    The installation prerequisite checker is a Tivoli Storage Manager optional tool that verifies the operating system, the amount of free disk space for the installation, and other prerequisites. Although it is optional, it is highly suggested to not waste time performing a complete reinstallation if, for example, the file system does not have the required free space.

    The prerequisite checker is in the main directory of the DVD or in the temporary file system where theTivoli Storage Manager code was extracted. To run the prerequisite checker for AIX, issue this command:

    ./prereqcheck.bin

    For Windows, issue this command:

    prereqcheck.exe

    Example 3-22 shows the successful verification output.

    Example 3-22   Prereqcheck.bin sample output
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    ====================

    Prerequisite Results

    --------------------

    Congratulations! All checks were successful.

    The results were copied into /var/tivoli/tsm/prereqcheck.log

    ==================================================

    Summary of Tivoli Storage Manager prerequisite checks

    ==================================================

    ** Requirement Checks **

    Checking available memory: Warning

    - Tivoli Storage Manager Server

    - Total physical memory: 7,744 MB

    - Minimum memory required: 4,096 MB

    - Recommended memory: 12,278 MB

    - Recommended memory for deduplication: 16,374 MB

    Checking the /etc/hosts file: OK

    - IP address: 172.31.1.126

    - Host name: daixter

    Creating directory /opt/tivoli/tsm: Already exists

    Creating directory /var/tivoli/tsm: Already exists

    - Issued command: LC_ALL=C lswpar

    - Output:

    Checking xlC version: OK

    - Issued command: lslpp -l xlC.aix61.rte

    - Current level:  11.1.0.2

    Checking xlC version: OK

    - Issued command: lslpp -l xlC.rte

    - Current level:  11.1.0.2

    Checking Input/Output Completion Port (IOCP) version: OK

    - Issued command: LC_ALL=C lslpp -L bos.iocp.rte | grep bos.iocp.rte

    - Current level:  7.1.1.0

    Checking Input/Output Completion Port (IOCP) availability: OK

    - Issued command: LC_ALL=C lsdev -Cc iocp

    - Output:  iocp0 Available  I/O Completion Ports

    Checking /var: OK

    - available space: 77,250,560 bytes

    - required space:   5,242,880 bytes

    Checking /usr: OK

    - available space: 2,006,880,256 bytes

    - required space:    340,787,200 bytes

    Checking /tmp: OK

    - available space: 4,773,449,728 bytes

    - required space:    209,715,200 bytes

    Checking /opt: OK

    - available space: 4,969,095,168 bytes

    - required space:  2,147,483,648 bytes

    Checking AIX kernel mode: OK

    Checking gunzip -V: OK

    - Issued command: gunzip -V

    - Return code: 0

    Checking ls -l /bin/ksh: OK

    - Issued command: ls -l /bin/ksh

    - Return code: 0

    ==================================================

    ** Platform Checks **

    Operating system (OS) name: AIX

    OS version: 7.1

    Architecture: ppc64

    ==================================================

    ** Overall Results **

    Platform check: OK

    Version check: OK

    Architecture check: OK

    Requirement check: OK

    Environment settings: OK
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    Installing

    To install the Tivoli Storage Manager, locate the Installation wizard in the main directory of the DVD or in the temporary file system where theTivoli Storage Manager code was extracted. You can run the wizard in a graphical interface, or choose to run it in a console or silent mode.

     

    
      
        	
          Note: If you are installing in a Linux environment, you need to set SELINUX=disable or set SELINUX=permissive in the /etc/sysconfig/selinux file.

          For more details about the Tivoli Storage Manager installation procedure, see the Tivoli Storage Manager Information Center: 

          http://bit.ly/SlRNpX

        
      

    

    Follow these steps:

    1.	To run the Installation wizard for UNIX, issue this command:

    ./install.bin

    2.	For Windows, issue this command:

    install.exe

    3.	Select the locale you want (type 2) and press Enter in the Welcome panel to continue (Example 3-23).

    Example 3-23   Welcome panel: Choosing locale from the Tivoli Storage Manager Installation wizard
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    Choose Locale...

    ----------------

     

        1- Deutsch

      ->2- English

        3- Español

        4- Français

        5- Italiano

        6- Português  (Brasil)

     

    CHOOSE LOCALE BY NUMBER: 2
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    4.	Select the product, as shown in Example 3-24. Enter 2 for the IBM Tivoli Storage Manager Extended Edition (Example 3-24).

    Example 3-24   Product selection panel of the Tivoli Storage Manager Installation wizard [image: ]

    Product Selection

    -----------------

     

    Select the product that you purchased and press enter to view the license

    agreement.

     

        1- IBM Tivoli Storage Manager

        2- IBM Tivoli Storage Manager Extended Edition

        3- IBM System Storage Archive Manager

        4- IBM Tivoli Storage Manager for Storage Area Networks

     

    ENTER THE NUMBER OF THE DESIRED CHOICE: 2
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    IBM Tivoli Storage Manager Extended Edition is required to use any of the following functions:

     –	Node replication (and the use of the REPLICATE NODE command as a target server)

     –	Disaster recovery manager

     –	Network Data Management Protocol (NDMP)

     –	Support of tape libraries (including virtual tape libraries) with more than four drives or more than 48 slots

    5.	Accept the license terms and continue.

    6.	The next step, shown in Example 3-25, is to determine whether you will use LAN-free operations or library sharing. Usually, when using VTLs with Tivoli Storage Manager, library sharing and LAN-free operations are features that you want. So, enter 1 for Yes and accept the license terms.

    Example 3-25   LAN-free or Library Sharing panel of the Tivoli Storage Manager Installation wizard

    [image: ]

    LAN-free or Library Sharing

    ---------------------------

     

    Will your server perform any of the following?

    - LAN-free operations

    - Share a library and act as either the library manager or the library client

     

        1- Yes

        2- No

     

    ENTER THE NUMBER OF THE DESIRED CHOICE: 1
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    7.	Then, choose the Tivoli Storage Manager components that you want to install. The minimum installation requires the Tivoli Storage Manager server, Tivoli Storage Manager server languages, and Tivoli Storage Manager license, as shown in Example 3-26.

     

    
      
        	
          Tip: When integrating Tivoli Storage Manager with the ProtecTIER, the Tivoli Storage Manager devices must not be installed. See this website:

          http://bit.ly/1tR5MBV

          The IBM Tape Device Driver is used to manage the devices instead. See 2.3.1, “Independent Software Vendor matrix” on page 14.

        
      

    

    Example 3-26   Component selection panel of the Tivoli Storage Manager Installation wizard
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    Component Selection

    -------------------

     

    Select the components to install.

     

        1- Tivoli Storage Manager server

        2- Tivoli Storage Manager server languages

        3- Tivoli Storage Manager license

        4- Tivoli Storage Manager devices

        5- Tivoli Storage Manager storage agent

     

    ENTER A COMMA-SEPARATED LIST OF NUMBERS REPRESENTING THE DESIRED OPTION: 1,2,3
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    A warning is displayed if the installing conditions do not match as suggested, for example, less memory is available than suggested. If you want, you can select additional languages to install with Tivoli Storage Manager.

    8.	The Deployment Engine is initialized and one last question about cluster configuration might appear. Answer it correctly (See Example 3-27).

    Example 3-27   Cluster Configuration panel of the Tivoli Storage Manager Installation wizard 
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    Cluster Configuration

    ---------------------

     

    Are you upgrading the Tivoli Storage Manager server on a secondary node of a

    High Availability cluster?

     

        1- Yes

        2- No

     

    ENTER THE NUMBER OF THE DESIRED CHOICE: 2
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    9.	A Pre-installation Summary is displayed that indicates the required installation folder and space. Continue with the installation by pressing Enter (Example 3-28).

    Example 3-28   Tivoli Storage Manager Pre-installation Summary
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    ===============

    Pre-installation Summary

    ------------------------

     

    Review the Following Summary Before You Continue:

     

    Product Name:

        Tivoli Storage Manager

     

    Install Folder:

        /opt/tivoli/tsm

     

    Components:

        Tivoli Storage Manager server,DB2 9.7,Global Secure Toolkit 8,Global Secure Toolkit 8 32 Bit,Tivoli Storage Manager client api 32 bit,Tivoli Storage Manager client api 64 bit,Tivoli Storage Manager license

     

    Disk Space Information (for Installation Target):

        Required:  1,830,065,505 Bytes

        Available: 4,969,816,064 Bytes

     

    PRESS <ENTER> TO CONTINUE:
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    The Tivoli Storage Manager installation takes around 15 - 30 minutes, depending on the operating system and the hardware available. 

    10.	When completed, an installation summary is displayed (Example 3-29). 

    Example 3-29   Tivoli Storage Manager installation summary
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    Installation Complete

    ---------------------

    The following components were successfully installed:

     

    Tivoli Storage Manager server

    DB2 9.7

    Global Secure Toolkit 8

    Global Secure Toolkit 8 32 Bit

    Tivoli Storage Manager license

     

    See /var/tivoli/tsm/log.txt for details.

     

    If you installed a Tivoli Storage Manager Version 6 server for the first time,

    configure the new server instance. If you upgraded from an existing Version 6 server, your server is ready to use.

     

    To configure a new server instance, choose one of the following methods:

    	Log in as root user or administrator and open the local new-instance wizard,

    dsmicfgx, located in the server installation directory.

      	Log on to a Version 6.4 Tivoli Storage Manager Administration Center and

    start the Create New Instance wizard.

      	Configure the new instance manually. See the Tivoli Storage Manager

    Information Center, or the Installation Guide.

     

    To upgrade an existing Version 5 server instance, log in as root user or

    administrator and start the upgrade wizard, dsmupgdx, located in the server

    installation directory.  You can also upgrade a server manually. See the Tivoli

    Storage Manager Information Center, or the Server Upgrade Guide.

     

    For more information about any of these tasks, see the Tivoli Storage Manager

    Information Center at: http://publib.boulder.ibm.com/infocenter/tsminfo/v6r4

     

    PRESS <ENTER> TO EXIT THE INSTALLER:
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    First steps after the installation

    After you install Tivoli Storage Manager, prepare for the configuration. These first steps create the Tivoli Storage Manager database instance in the DB2 database, configure the Tivoli Storage Manager options file, format Tivoli Storage Manager database and log files, and prepare the database manager for backup.

     

    
      
        	
          Note: For more details about the Tivoli Storage Manager first steps procedure, see the Tivoli Storage Manager Information Center: 

          http://bit.ly/U3RUIc

        
      

    

    Before you configure the Tivoli Storage Manager instance, ensure that these tasks are completed: 

    •Create the user ID and directories for the server instance, for example, tsminst1.

    •Create the database and log directories and Tivoli Storage Manager home directories, for example: 

     –	/home/tsminst1 is the Tivoli Storage Manager home directory.

     –	/home/tsminst1/tsmdb001 - tsmdb004 is the location of the Tivoli Storage Manager DB2 database instance. It is suggested to have a minimum of four directories, and if possible, put each directory in a separate physical volume to improve performance.

     –	/home/tsminst1/tsmlog is the Tivoli Storage Manager active log.

     –	/home/tsminst1/tsmarchlog is the Tivoli Storage Manager archive log.

     –	Optional: You can also create directories for a mirror log and a secondary archive failover.

    •Grant permissions to the instance user ID to access the directories.

    Example 3-30 shows the output of these tasks in an AIX environment.

    Example 3-30   Creating user ID and directories before the Tivoli Storage Manager configuration
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    ** Creating user ID & groups

    ----------------------------

    mkgroup id=1001 tsmsrvrs

    mkuser id=1002 pgrp=tsmsrvrs home=/home/tsminst1 tsminst1

    passwd tsminst1

     

    ----------------------------------------

    ** Creating home, DB and log directories

    ----------------------------------------

    crfs -v jfs2 -g'rootvg' -a size='20g' -m'/home/tsminst1' -A yes

    mount /home/tsminst1

    mkdir /home/tsminst1/tsmdb001

    mkdir /home/tsminst1/tsmdb002

    mkdir /home/tsminst1/tsmdb003

    mkdir /home/tsminst1/tsmdb004

    mkdir /home/tsminst1/tsmlog

    mkdir /home/tsminst1/tsmarchlog

     

    ----------------------------------------

    ** Grant permissions do user ID

    ----------------------------------------

    chown -R tsminst1.tsmsrvrs /home/tsminst1
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    In a Windows server, create the user and ensure that it is added to the two groups created by the installation: DB2ADMNS and DB2USERS. Also, the user needs to be added to the LOCAL ADMINISTRATORS group.

    Using the Tivoli Storage Manager Instance Configuration wizard is the preferred method of configuring the Tivoli Storage Manager instance.

     

    
      
        	
          Tip: When running the Tivoli Storage Manager Instance Configuration wizard in a UNIX environment, you must have the graphical interface available, such as X11 packages and 
X Window System client. 

          Secure Shell (SSH), Remote Shell (RSH), or Remote Execution (REXEC) protocols must be enabled at the server. Access this document for useful tips about how to configure X11 and SSH in an AIX environment:

          http://www.ibm.com/developerworks/aix/library/au-sshsecurity/

          If you choose the manual configuration method, follow the steps described in the Tivoli Storage Manager Information Center:

          http://bit.ly/1oVmsWQ

        
      

    

    Running the Tivoli Storage Manager Instance Configuration wizard

    For a UNIX environment, run the dsmicfgx program in the /opt/tivoli/tsm/server/bin directory (Example 3-31). This wizard can only be run as a root user. 

    For a Windows environment, access the Configuration wizard by clicking Start → All Programs → Tivoli Storage Manager → Configuration Wizard. Or, in the Tivoli Storage Manager installation directory, click dsmicfgx.exe.

    Example 3-31   Running Tivoli Storage Manager Instance Configuration Wizard
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    # cd /opt/tivoli/tsm/server/bin

    # ./dsmicfgx

    Preparing to install...

    Extracting the JRE from the installer archive...

    Unpacking the JRE...
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    Follow these steps after the Tivoli Storage Manager Instance Configuration wizard is displayed:

    1.	At the Tivoli Storage Manager Instance Configuration Wizard Introduction panel, click Next to continue (Figure 3-25).
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    Figure 3-25   Tivoli Storage Manager Instance Configuration Wizard Introduction

    2.	Enter the Tivoli Storage Manager instance user ID and password, and click Next (Figure 3-26). In this example, the previously defined tsminst1 user is used.
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    Figure 3-26   Tivoli Storage Manager Instance User ID

    When you click Next, you receive a warning message: 

    “Note: When you click Next, the Wizard will attempt to establish an SSH, RSH or REXEC connection to the local machine using the credentials specified on this panel. This may take a few moments.”

     

    
      
        	
          Tip: If you receive an error message of “Unable to establish connection”, verify that the protocols are available. Also, verify that you entered the correct user and password. You can also check whether the user ID is locked or whether the password has expired.

        
      

    

    3.	Enter the Tivoli Storage Manager Instance Directory, and click Next (Figure 3-27). In this example, the previously defined /home/tsminst1 directory is used.
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    Figure 3-27   Tivoli Storage Manager Instance directory

    4.	Enter the Tivoli Storage Manager database directories, and click Next (Figure 3-28). In this example, the previously defined /home/tsminst1/tsmdb001, /home/tsminst1/tsmdb002, /home/tsminst1/tsmdb003, and /home/tsminst1/tsmdb004 directories are used.
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    Figure 3-28   Tivoli Storage Manager database directories

    5.	Enter the Tivoli Storage Manager recovery log directories, and click Next (Figure 3-29). In this example, the previously defined /home/tsminst1/tsmlog for the active log and /home/tsminst1/tsmarchlog for the primary archive log directories are used. The active log mirror and secondary archive log are not used in this example.

    You can also define the active log size. The default size is 16 GB. Ensure that you have enough space in the file system designated for the active log, or adjust the active log size in this panel. For more details about log sizing, see the product information center:

    http://bit.ly/1hmWUCh
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    Figure 3-29   Tivoli Storage Manager Recovery Log Directories

    6.	Enter the Tivoli Storage Manager Server name and the server language. Additionally, you can choose whether the server starts automatically using the instance user ID, and click Next (Figure 3-30). In this example, the server name is DAIXTER and the language is English.

     

    
      
        	
          Note: When choosing the option “Start the server automatically using the instance user ID” in an AIX environment, the option includes the following entry in the /etc/inittab:

          ttsminst1:2:once:/opt/tivoli/tsm/server/bin/rc.dsmserv -u tsminst1 -i /home/tsminst1 -q >/dev/console 2>&1 # Tivoli Storage Manager

          For other operating systems, the option sets a similar entry in the correct initialization file or process.
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    Figure 3-30   Tivoli Storage Manager Server Information panel

    7.	Enter a Tivoli Storage Manager Administrator name (user ID) and password, and click Next (Figure 3-31). The administrator is automatically created and can be used to access the Tivoli Storage Manager console. In this example, the Administrator admin1 is created.
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    Figure 3-31   Tivoli Storage Manager Administrator Credentials panel

    8.	In the Tivoli Storage Manager Server Communication panel, you can choose the Client and Administrator ports for communication. You can also specify whether you want to enable IPV6 Communication, Shared Memory Communication, and Secure Sockets Layer (SSL). You can use shared memory communications between clients and servers on the same system. Therefore, no network protocol is used and all communications occur in memory. Accept the default port (1500), and click Next (Figure 3-32).
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    Figure 3-32   Tivoli Storage Manager Server Communication

    9.	Verify the Tivoli Storage Manager Configuration Summary and click Next (Figure 3-33).
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    Figure 3-33   Tivoli Storage Manager Configuration Summary

    10.	You can check the progress of each configuration step in Tivoli Storage Manager. This step takes around 15 - 20 minutes to complete. The wizard creates the database instance TSMDB1 and formats the database (Figure 3-34). 
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    Figure 3-34   Tivoli Storage Manager Configure Instance panel

    11.	Next, the wizard brings up the server to configure the database manager backup, configure the default storage pools, set the server name, and create the administrator ID. After all tasks are complete, it stops the instance and completes the configuration. You can click Next (Figure 3-35).
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    Figure 3-35   Tivoli Storage Manager configuration complete

    12.	The Tivoli Storage Manager Configuration results display with additional information. 

     

    
      
        	
          Note: Tivoli Storage Manager is already started and you can use the administrator ID to connect to it.

        
      

    

    13.	Click Done (Figure 3-36 on page 99) to finish the wizard.
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    Figure 3-36   Tivoli Storage Manager Configuration Successful

    Installing and configuring the Tivoli Storage Manager client

    You can use the Tivoli Storage Manager Administrative client, which can be installed with the Tivoli Storage Manager Backup/Archive client, to manage the Tivoli Storage Manager. Decompress the package and proceed with the installation in your operating system. Example 3-32 shows one example of the packages installed in an AIX client. 

    Example 3-32   Tivoli Storage Manager client packages
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      tivoli.tsm.client.api.64bit 6.4.0.1         # TSM Client - 64bit Applicati...

      tivoli.tsm.client.ba.64bit.base 6.4.0.1     # TSM Client 64 - Backup/Archi...

      tivoli.tsm.client.ba.64bit.common 6.4.0.1   # TSM Client 64 - Backup/Archi...

     

      Requisites

      ----------

      (being installed automatically;  required by filesets listed above)

      GSKit8.gskcrypt64.ppc.rte 8.0.14.14         # IBM GSKit Cryptography Runtime

      GSKit8.gskssl64.ppc.rte 8.0.14.14           # IBM GSKit SSL Runtime With A...
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    Accessing the Tivoli Storage Manager and registering the license

    You need to create a Tivoli Storage Manager option file with a minimum configuration to point to your Tivoli Storage Manager server. More information about the options available for configuration is in the product information center:

    http://bit.ly/1gZ2Gtk

    Example 3-33 shows how to create the option file from the sample that is available with the Tivoli Storage Manager installation. For an AIX environment, two configuration files, dsm.opt and dsm.sys, need to be created. In the following example, the server name is TSM_DAIXTER, the default communication port is 1500, and the TCP server address is the localhost. Tivoli Storage Manager environment variables that you can use are also created. Optionally, you can also use shared memory communication. 

    To access the Tivoli Storage Manager Administrative client by the command line, issue the dsmadmc command. Then, enter the Tivoli Storage Manager Administrator user ID and password that were previously defined in the step shown in Figure 3-31 on page 94.

    Example 3-33   Creating the Tivoli Storage Manager option files
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    export DSM_DIR=/usr/tivoli/client/tsm/ba/bin64

    export DSM_CONFIG=/usr/tivoli/client/tsm/ba/bin64/dsm.opt

     

    # cd /usr/tivoli/client/tsm/ba/bin64

    # cp dsm.opt.smp dsm.opt

    # cp dsm.sys.smp dsm.sys

     

    # cat dsm.opt

    Servername TSM_DAIXTER

     

    # cat dsm.sys

    SErvername  TSM_DAIXTER

       COMMMethod         TCPip

       TCPPort            1500

       TCPServeraddress  localhost

     

     

    # dsmadmc

    IBM Tivoli Storage Manager

    Command Line Administrative Interface - Version 6, Release 4, Level 0.1

    (c) Copyright by IBM Corporation and other(s) 1990, 2012. All Rights Reserved.

     

    Enter your user id:  admin1

     

    Enter your password:

     

    Session established with server DAIXTER: AIX

      Server Version 6, Release 3, Level 4.0

      Server date/time: 11/28/13   22:54:30  Last access: 11/28/13   22:47:09

     

    tsm: DAIXTER>
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    You also need to register the Tivoli Storage Manager licensed functions that you purchased so that you do not lose any data after you start the server operations, such as backing up your data. Use the register license command. 

    There are three types of licenses: 

    •tsmbasic.lic to license the base Tivoli Storage Manager.

    •tsmee.lic to license IBM Tivoli Storage Manager Extended Edition, which includes the disaster recovery manager, large libraries, and Network Data Management Protocol (NDMP). 

    •dataret.lic to license System Storage Archive Manager, which is required to enable Data Retention Protection and Expiration and Deletion Suspension (Deletion Hold). 

    When you use a VTL, you need to purchase the IBM Tivoli Storage Manager Extended Edition (tsmee.lic). This license is required to use any of the following functions:

    •Node replication (and the use of the REPLICATE NODE command as a target server)

    •Disaster recovery manager

    •Network Data Management Protocol (NDMP)

    •Support of tape libraries (including VTLs) with more than four drives or more than 48 slots

    Example 3-34 shows the command register license for the IBM Tivoli Storage Manager Extended Edition (tsmee.lic). The command query license can be used to verify whether the server complies with the licensing. 

    Example 3-34   Registering the Tivoli Storage Manager license
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    tsm: DAIXTER>register license file=tsmee.lic

    ANR2852I Current license information:

    ANR2853I New license information:

    ANR2828I Server is licensed to support Tivoli Storage Manager Basic Edition.

    ANR2828I Server is licensed to support Tivoli Storage Manager Extended Edition.

     

    tsm: DAIXTER>query license

     

                                     Last License Audit: 01/05/14   10:49:11

                        Number of TDP for Oracle in use: 0

               Number of TDP for Oracle in try buy mode: 0

                 Number of TDP for MS SQL Server in use: 0

        Number of TDP for MS SQL Server in try buy mode: 0

                   Number of TDP for MS Exchange in use: 0

          Number of TDP for MS Exchange in try buy mode: 0

                   Number of TDP for Lotus Notes in use: 0

          Number of TDP for Lotus Notes in try buy mode: 0

                  Number of TDP for Lotus Domino in use: 0

         Number of TDP for Lotus Domino in try buy mode: 0

                      Number of TDP for Informix in use: 0

             Number of TDP for Informix in try buy mode: 0

                       Number of TDP for SAP R/3 in use: 0

              Number of TDP for SAP R/3 in try buy mode: 0

                           Number of TDP for ESS in use: 0

                  Number of TDP for ESS in try buy mode: 0

                       Number of TDP for ESS R/3 in use: 0

              Number of TDP for ESS R/3 in try buy mode: 0

                 Number of TDP for EMC Symmetrix in use: 0

        Number of TDP for EMC Symmetrix in try buy mode: 0

             Number of TDP for EMC Symmetrix R/3 in use: 0

    Number of TDP for EMC Symmetrix R/3 in try buy mode: 0

                           Number of TDP for WAS in use: 0

                  Number of TDP for WAS in try buy mode: 0

         Is IBM System Storage Archive Manager in use ?: No

       Is IBM System Storage Archive Manager licensed ?: No

         Is Tivoli Storage Manager Basic Edition in use: Yes

       Is Tivoli Storage Manager Basic Edition licensed: Yes

      Is Tivoli Storage Manager Extended Edition in use: Yes

    Is Tivoli Storage Manager Extended Edition licensed: Yes

                              Server License Compliance: Valid
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    3.6.2  Creating a Virtual Tape Library on the ProtecTIER

    You can create a Virtual Tape Library (VTL) on the ProtecTIER device to be configured in the Tivoli Storage Manager. Log on to the ProtecTIER Manager. Use the VT Library wizard:

    1.	Under the VT tab, select VT Library → Create new library (Figure 3-37).
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    Figure 3-37   Creating a new library

    2.	From the Create new library Welcome panel, click Next (Figure 3-38).
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    Figure 3-38   Creating new virtual library welcome panel

    3.	Enter the VTL name and click Next. In Figure 3-39, the library name is TSM_DAIX.
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    Figure 3-39   Choosing the VTL name

    4.	Select the library type IBM TS3500 and click Next. This library will be emulated for Tivoli Storage Manager. The ATL and DTC library types are previously used types. The V-TS3500 is only used for Symantec NetBackup software types of libraries (Figure 3-40).
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    Figure 3-40   Selecting the VTL type

    5.	Select the tape drive model IBM ULT3580-TD3 5AT0 and click Next (Figure 3-41). This tape drive model will be emulated for the Tivoli Storage Manager. 

     

    
      
        	
          Note: Although there are newer models of tape drives, such as LTO-6, the tape drive model is not relevant in the virtual tape drive perspective, so LTO-3 is suitable for virtualization purposes.
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    Figure 3-41   Selecting the virtual tape drive model

    6.	Select the number of virtual tape drives for the new virtual tape drive and click Next. In Figure 3-42, a total of 16 drives is created. Because our ProtecTIER is a cluster node, eight tapes drives per node are defined. 
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    Figure 3-42   Selecting the number of virtual tape drives

    7.	Now, you can assign and distribute the tape drives among the available ports, and click Next (Figure 3-43). Ensure that you also select the Robot box (add a check mark) to determine the number of robot devices you will need. A minimum of one robot is required for each VTL. If you plan to use the Control Path Failover feature, you need to select more than one robot. Usually, in a ProtecTIER cluster environment, you select one robot per node and enable the Control Path Failover feature. If you have a ProtecTIER single node and do not plan to use Control Path Failover, only one robot is suggested, so you can clear the other boxes. Optionally, you can click “Equally divide” to automatically distribute the drives among the ports.

     

    
      
        	
          Note: Remember that you will need to zone Tivoli Storage Manager to the ProtecTIER ports and that all ports might not be available for that specific server. If you select a port that is not available, you can see that the port displays as down, and you need to reassign the devices to the ports that are available. In our example, only the ports 0 and 2 are selected.

          For a ProtecTIER cluster node configuration, you need to repeat these steps for each node.
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    Figure 3-43   Assigning drives and robots to ProtecTIER front-end ports

    8.	You need to determine the number of tapes to create (see Chapter 2, “Planning for ProtecTIER running with Tivoli Storage Manager” on page 5). Enter the number of cartridges and the bar code seed (Figure 3-44). 

     

    
      
        	
          Important: It is highly suggested that you set the group of cartridges to a fixed cartridge size. Check Max. cartridge growth, using the smallest tape size possible, to allow more parallelism. In Figure 3-44 on page 108, a total of 50 cartridges, each with 100 GB size, are created. The bar code seed is T00000L3.
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    Figure 3-44   Choosing the virtual cartridges

    9.	Specify the number of internal slots and import/export slots of your VTL and click Next (Figure 3-45). Strive to specify a number based on the maximum number of cartridges that you will have in your environment to avoid redimensioning your library too frequently. Redimensioning your library is a disruptive process. (For more details, see Chapter 2, “Planning for ProtecTIER running with Tivoli Storage Manager” on page 5.)
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    Figure 3-45   Specifying the number of slots

    10.	A Summary report of the VTL creation is shown. Verify that the information is correct and click Next (Figure 3-46). 
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    Figure 3-46   VTL creation summary report 

    11.	You might need to scroll down to see all of the information. Verify that it is correct and click Finish to proceed with the VTL creation (Figure 3-47).
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    Figure 3-47   VTL creation summary report (continuation)

    12.	The VTL creation is an offline process and it takes around 10 - 15 minutes depending on the size of the ProtecTIER system. Figure 3-48 shows the confirmation message for taking the system offline. 

     

    
      
        	
          Note: If multiple VTLs are created in your ProtecTIER system, it also goes offline. Plan this outage carefully.
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    Figure 3-48   ProtecTIER taking the system offline confirmation message

    This status message shows while it is creating the VTL (Figure 3-49).
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    Figure 3-49   ProtecTIER creating new library status message

    13.	After completing the creation process, the ProtecTIER Manager shows the VTL properties. You can explore the tabs that contain drives, cartridges, slots, and import/export slots. From the General tab VT overview panel (Figure 3-50), you can see details about the VTL configuration, such as the total number of drives, total number of slots, and total number of cartridges. In the upper-right corner of the panel, you see a graphical representation of the tape drives, which shows the current operation (read or write) and the number of active drives and throughput for each read/write operation. 
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    Figure 3-50   VT overview section

    Configuring Virtual Tape Library LUN masking

    When you have multiple VTLs defined in the same ProtecTIER, it is suggested to create logical unit number (LUN) masking. This is suggested because when implementing SAN zoning to the ProtecTIER, it uses the same front-end ports for all the libraries. If you want to limit a server to be able to see only one library, you can create the LUN masking to establish this relationship.

    In the following example, you can see how to create a LUN masking between the Tivoli Storage Manager server called TSM_DAIXTER and the VTL TSM_DAIX. Follow these steps:

    1.	Log in to the ProtecTIER Manager as an administrative user. Go to the VT menu, select LUN Masking and select Enable/Disable LUN masking (Figure 3-51).
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    Figure 3-51   LUN Masking menu

    2.	A warning message appears that states that some systems require a device scanning when enabling LUN masking (Figure 3-52).

     

    
      
        	
          Note: LUN masking is enabled system wide. After you enable it, you have to configure the LUN masking groups for all the virtual libraries; otherwise, it loses access to the ones not configured. 
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    Figure 3-52   LUN masking warning

    3.	If not already enabled, you can select the option Enable LUN masking and select Ok (Figure 3-53).
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    Figure 3-53   Enable/Disable LUN masking

    4.	You now need to configure the LUN masking groups. Go to the VT menu, select LUN Masking and click Configure LUN masking groups (Figure 3-54).

    [image: ]

    Figure 3-54   Configuring LUN masking groups

    5.	In the Group name field, enter the name that represents the group that you are creating (Figure 3-55). In our example, it is DAIX_TSMServer. 
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    Figure 3-55   LUN masking group name

    6.	After you enter the group name, in the Selected Host Initiators panel, click Add (Figure 3-56).
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    Figure 3-56   LUN masking group name and add selected Host Initiators

    7.	A list of the registered host initiator’s worldwide names (WWN) and its aliases appears. Select the correct server and click Ok (Figure 3-57). 

     

    
      
        	
          Note: If you do not see your server listed, click Manage host initiators or use the option under the VT menu. In the Manage Host Initiators wizard, you can rescan devices and define aliases for the discovered WWN.
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    Figure 3-57   Adding host initiators

    8.	Then, from the Library Mappings panel, click Add (Figure 3-58).
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    Figure 3-58   LIbrary Mappings

    9.	Click the drop-down list of available libraries and select the library that you want to map with your Tivoli Storage Manager server. In our example, the library selected is TSM_DAIX (Figure 3-59).
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    Figure 3-59   Selecting library for LUN masking

    10.	You can now select the devices under the virtual library that you want to map to the Tivoli Storage Manager server and click Ok. Usually, all devices under a library are selected, but you can optionally select some of the drives or robots by checking the box in front of the device name (Figure 3-60).
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    Figure 3-60   Selecting devices from the library to add to the LUN masking group

    11.	Review the LUN masking group definition and click Save Changes to save this configuration (Figure 3-61).
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    Figure 3-61   LUN masking group configuration

    12.	From the VTL overview panel General tab, you can see the symbol in the LUN column that represents that LUN masking is configured for that specific VTL (Figure 3-62).
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    Figure 3-62   VTL with LUN masking configured

    3.6.3  Configuring the Virtual Tape Library from the Tivoli Storage Manager 

    After you define the VTL in the ProtecTIER device, the operating system needs to be able to recognize the devices. Each operating system has its own commands to rescan the HBAs to verify new devices.

    Recognizing devices in the Tivoli Storage Manager server operating system

     

    
      
        	
          Important: The appropriate device driver must be installed in the operating system to correctly recognize the devices. Check the interoperability matrix that is in 2.3.1, “Independent Software Vendor matrix” on page 14.

        
      

    

    Example 3-35 shows that the IBM Tape Device Driver is installed in the AIX system. The cfgmgr command in AIX was issued to rescan the devices. Also, the lsdev command was used to list the discovered devices.

    Example 3-35   cfgmgr command and lsdev to list the devices 
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    # lslpp -l | grep Atape

      Atape.driver              12.6.0.0  COMMITTED  IBM AIX Enhanced Tape and

     

    # cfgmgr

     

    # lsdev -Cc tape

    rmt0 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt1 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt2 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt3 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt4 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt5 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt6 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    rmt7 Available 0A-08-02 IBM 3580 Ultrium Tape Drive (FCP)

    smc0 Available 0A-08-02 IBM 3584 Library Medium Changer (FCP)

    smc1 Available 0A-08-02 IBM 3584 Library Medium Changer (FCP)

    #
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    From the ProtecTIER Manager, you can verify in the VTL, under the Drives tab, the tape drive serial numbers (Figure 3-63 on page 122).
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    Figure 3-63   Tape drive serial numbers

     

    
      
        	
          Important: It is important to verify whether the serial numbers of the tape devices that are recognized by the operating system match the serial numbers that are listed in the ProtecTIER. In our example that uses AIX, you can use the command lscfg (Example 3-36 on page 122) to see the device serial number. If the serial number does not match or the number of devices discovered differs from the number that was defined, you might need to verify the SAN zoning and LUN masking definition.

        
      

    

    Example 3-36   lscfg output
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    # lscfg -vl rmt0

      rmt0             U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L1000000000000  IBM 3580 Ultrium Tape Drive (FCP)

     

            Manufacturer................IBM

            Machine Type and Model......ULT3580-TD3

            Serial Number...............1577605003

            Device Specific.(FW)........5AT0
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          Note: The device sequence numbering in the operating system does not always match the ProtecTIER. For example, the rmt0 in AIX is not the drive 0 in the ProtecTIER. 

        
      

    

    Also, optionally, the script in Example 3-37 on page 123 can help you to verify all the tape devices and serial numbers at one time.

    Example 3-37   Script to verify tape device serial numbers
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    # lsdev -Cc tape | awk '{print $1}' | while read tape

    > do

    > echo $tape $(lscfg -vl $tape|grep "Serial")

    > done

     

     

    rmt0 Serial Number...............1577605003

    rmt1 Serial Number...............1577605004

    rmt2 Serial Number...............1577605005

    rmt3 Serial Number...............1577605007

    rmt4 Serial Number...............1577605011

    rmt5 Serial Number...............1577605012

    rmt6 Serial Number...............1577605013

    rmt7 Serial Number...............1577605015

    rmt8 Serial Number...............1577605000

    rmt9 Serial Number...............1577605001

    rmt10 Serial Number...............1577605002

    rmt11 Serial Number...............1577605006

    rmt12 Serial Number...............1577605008

    rmt13 Serial Number...............1577605009

    rmt14 Serial Number...............1577605010

    rmt15 Serial Number...............1577605014

    smc0 Serial Number...............0015776059990402

    smc1 Serial Number...............0015776059990402
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    Creating the Virtual Tape Library on Tivoli Storage Manager 

    After you define the VTL to the ProtecTIER and operating system, you define it to Tivoli Storage Manager.

    The preferred method to configure the VTL to Tivoli Storage Manager is by using the perform libaction command. It automates the operation for the administrator. This command is especially useful when you have many drives. 

     

    
      
        	
          Note: If you want to perform the tape library definition manually, you need to issue the following commands in Tivoli Storage Manager:

          For tape library definition, issue these commands assuming that the Library Medium Changer address is /dev/smc0:

          define library library_name libtype=vtl relabelscratch=yes

          define path tsm_instance_name library_name sourcet=server desttype=library device=/dev/smc0

          For each tape drive in the library, issue these commands assuming that the tape drive address is /dev/rmt0: 

          define drive library_name drive_name

          define path tsm_instance_name drive_name sourcet=server desttype=drive library=library_name device=/dev/rmtx0

          Be aware that if you have 16 drives, you must issue the commands 16 times. Also, the devices are not always recognized in the operating system as shown in the ProtecTIER. That can mean drive0 might not correspond to the /dev/rmt0. You need to manually verify the devices by using the serial number of each tape drive to match a device in the ProtecTIER with a device that was recognized by the operating system.

          Other than that, persistent binding needs to be configured to avoid discrepancies between the operating system and Tivoli Storage Manager tape drive definitions. 

        
      

    

    The perform libaction command requires that you enable the SAN discovery feature of Tivoli Storage Manager. To use SAN discovery, all devices on the SAN must have a unique device serial number. Using SAN discovery, the server can automatically correct the special file name for a device if it was changed for a specified tape device. The Tivoli Storage Manager server does not require persistent binding with the SAN discovery function enabled. Example 3-38 shows how to enable SAN discovery for Tivoli Storage Manager.

    Example 3-38   Enabling SAN discovery
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    tsm: DAIXTER> setopt sandiscovery on

     

    Do you wish to proceed? (Yes (Y)/No (N)) y

    ANR2119I The SANDISCOVERY option has been changed in the options file.
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    A library definition needs to be performed before running the perform libaction command. Example 3-39 on page 125 shows the command to define a library called ptlib in Tivoli Storage Manager. These are the main options when you define a library:

    •The libtype=vtl option was introduced with Tivoli Storage Manager Version 6.3. As of that version, you need to use it to designate a SCSI-controlled media changer device that is represented by a VTL.

    •The shared=yes option is required when sharing the library with other Tivoli Storage Manager servers in a storage area network (SAN) or when using Storage Agents. 

    •The relabelscratch=yes option is suggested when using the ProtecTIER to allow tapes to be emptied in the ProtecTIER when the data is expired in Tivoli Storage Manager. When this parameter is set to YES, a LABEL LIBVOLUME operation is started and the existing volume label is overwritten. The server relabels volumes that are deleted and returned to scratch.

    •The autolabel=yes can optionally be used to specify that the server will attempt to automatically label tape volumes. To use this option, you must check in the tapes with CHECKLABEL=BARCODE on the CHECKIN LIBVOLUME command.

    Example 3-39   Defining VTL into the Tivoli Storage Manager 
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    tsm: DAIXTER> define library ptlib libtype=vtl relabelscratch=yes shared=yes

    ANR8400I Library PTLIB defined.

     

    tsm: DAIXTER> query library f=d

     

                      Library Name: PTLIB

                      Library Type: VTL

                            ACS Id:

                  Private Category:

                  Scratch Category:

             WORM Scratch Category:

                  External Manager:

                            Shared: Yes

                           LanFree:

                ObeyMountRetention:

           Primary Library Manager:

                               WWN:

                     Serial Number:

                         AutoLabel: No

                      Reset Drives: Yes

                   Relabel Scratch: Yes

                          ZosMedia:

    Last Update by (administrator): ADMIN1

             Last Update Date/Time: 11/29/13   08:36:31

    [image: ]

    Example 3-40 on page 126 shows the output of the perform libaction command for the previously defined library ptlib. 

    The following options are the major options when you issue the perform libaction command:

    •library_name (required): Specifies the name of the library to be defined or deleted.

    •action - specifies the action for the PERFORM LIBACTION command. The option can have these values: 

     –	define: Specifies that drives and their paths are defined for the specified library. SAN discovery must be enabled before you specify this parameter value.

     –	delete: Specifies that drives and their paths are deleted for the specified library. 

    •device (optional) - Specifies the library device name that is used when you define paths if a path to the library is not already defined. If a path is already defined, the DEVICE parameter is ignored. 

    •prefix (optional) - Specifies the prefix that is used for all drive definitions. For example, a PREFIX value of DR creates drives DR0, DR1, DR2, and so on for as many drives as are created. If a value is not specified for the PREFIX parameter, the library name is used as the prefix for drive definitions. 

    Example 3-40   perform libaction command output
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    tsm: DAIXTER> PERFORM LIBACTION PTLIB action=define device=/dev/smc0 prefix=dr

    ANR1720I A path from DAIXTER to PTLIB has been defined.

    ANR8404I Drive DR00 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR00 has been defined.

    ANR8404I Drive DR01 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR01 has been defined.

    ANR8404I Drive DR02 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR02 has been defined.

    ANR8404I Drive DR03 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR03 has been defined.

    ANR8404I Drive DR04 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR04 has been defined.

    ANR8404I Drive DR05 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR05 has been defined.

    ANR8404I Drive DR06 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR06 has been defined.

    ANR8404I Drive DR07 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR07 has been defined.

    ANR8404I Drive DR08 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR08 has been defined.

    ANR8404I Drive DR09 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR09 has been defined.

    ANR8404I Drive DR10 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR10 has been defined.

    ANR8404I Drive DR11 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR11 has been defined.

    ANR8404I Drive DR12 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR12 has been defined.

    ANR8404I Drive DR13 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR13 has been defined.

    ANR8404I Drive DR14 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR14 has been defined.

    ANR8404I Drive DR15 defined in library PTLIB.

    ANR1720I A path from DAIXTER to PTLIB DR15 has been defined.
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    You can verify that your devices were successfully defined by issuing the commands query path and query drive. Example 3-41 shows the output of the paths and devices of our test environment.

    Example 3-41   Checking the paths and tape drive definitions
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    tsm: DAIXTER>query path

     

    Source Name     Source Type     Destination     Destination     On-Line

                                    Name            Type

    -----------     -----------     -----------     -----------     -------

    DAIXTER         SERVER          PTLIB           LIBRARY         Yes

    DAIXTER         SERVER          DR00            DRIVE           Yes

    DAIXTER         SERVER          DR01            DRIVE           Yes

    DAIXTER         SERVER          DR02            DRIVE           Yes

    DAIXTER         SERVER          DR03            DRIVE           Yes

    DAIXTER         SERVER          DR04            DRIVE           Yes

    DAIXTER         SERVER          DR05            DRIVE           Yes

    DAIXTER         SERVER          DR06            DRIVE           Yes

    DAIXTER         SERVER          DR07            DRIVE           Yes

    DAIXTER         SERVER          DR08            DRIVE           Yes

    DAIXTER         SERVER          DR09            DRIVE           Yes

    DAIXTER         SERVER          DR10            DRIVE           Yes

    DAIXTER         SERVER          DR11            DRIVE           Yes

    DAIXTER         SERVER          DR12            DRIVE           Yes

    DAIXTER         SERVER          DR13            DRIVE           Yes

    DAIXTER         SERVER          DR14            DRIVE           Yes

    DAIXTER         SERVER          DR15            DRIVE           Yes

     

     

    tsm: DAIXTER>query drive

     

    Library Name     Drive Name       Device Type     On-Line

    ------------     ------------     -----------     -------------------

    PTLIB            DR00             LTO             Yes

    PTLIB            DR01             LTO             Yes

    PTLIB            DR02             LTO             Yes

    PTLIB            DR03             LTO             Yes

    PTLIB            DR04             LTO             Yes

    PTLIB            DR05             LTO             Yes

    PTLIB            DR06             LTO             Yes

    PTLIB            DR07             LTO             Yes

    PTLIB            DR08             LTO             Yes

    PTLIB            DR09             LTO             Yes

    PTLIB            DR10             LTO             Yes

    PTLIB            DR11             LTO             Yes

    PTLIB            DR12             LTO             Yes

    PTLIB            DR13             LTO             Yes

    PTLIB            DR14             LTO             Yes

    PTLIB            DR15             LTO             Yes
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    Because the ProtecTIER VTL enables a physical library in Tivoli Storage Manager, you need to execute the same procedures for those tapes as though you are using physical cartridges. One of the procedures is to write labels to the tapes when the parameter autolabel=yes was not used in the library definition. The label reads the bar code from the tape cartridges and internally writes the same label inside the cartridge. 

    Another action is to check in the tape to add a sequential access storage volume to the server inventory for an automated library. The tape can be checked in as scratch (a new cartridge volume, which contains no data) or private (a volume with data in it).

    Example 3-42 on page 128 shows the output of a label libvol command that labels all the cartridges from the VTL using the bar code defined in the ProtecTIER. This command automatically checks in the tapes inside the Tivoli Storage Manager library. The label libvol command is a background command and its progress can be tracked by issuing the query process command. 

     

    
      
        	
          Note: If you used the autolabel=yes option in the Tivoli Storage Manager library definition, you only need to check in the cartridges, which are also called volumes.

          You can issue the following command for new volumes (no data inside of it):

          checkin libvol PTLIB status=scratch search=yes checklabel=barcode

          For volumes with data on them, the status has to be private, as shown:

          checkin libvol PTLIB status=private search=yes checklabel=barcode

        
      

    

    Example 3-42   Labeling virtual cartridges

    [image: ]

    tsm: DAIXTER> label libvol PTLIB checkin=scratch search=yes labelsource=barcode

    ANS8003I Process number 3 started.

     

    tsm: DAIXTER>q pr

     

     Process     Process Description      Process Status

      Number

    --------     -------------------- -------------------------------------------------

           3     LABEL LIBVOLUME          ANR8805I Labeling volumes in library PTLIB; 7

                                           volume(s) labeled.
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          Note: You can verify the Tivoli Storage Manager background action details by consulting the activity log by using the query actlog command. For more information about how to filter the data from the activity log, see the Tivoli Storage Manager Information Center:

          http://bit.ly/1n5stQe

        
      

    

    Additionally, you can use the query libvol command to verify the cartridges that are already labeled and checked into the Tivoli Storage Manager library (Example 3-43). This command shows the status of each tape: Scratch or Private. The output needs to match the cartridges defined in the ProtecTIER. The device element addresses need to match the addresses from the ProtecTIER slots. 

    Example 3-43   query libvol command output
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    tsm: DAIXTER>q libvol

     

    Library Name  Volume Name  Status  Owner   Last Use    Home      Device Element  Type

    ------------  -----------  ------- ------  ----------  -------   --------------  ------

    PTLIB         T00000L3     Scratch                              1,026           LTO

    PTLIB         T00001L3     Scratch                              1,027           LTO

    PTLIB         T00002L3     Scratch                              1,028           LTO

    PTLIB         T00003L3     Scratch                              1,029           LTO

    PTLIB         T00004L3     Scratch                              1,030           LTO

    PTLIB         T00005L3     Scratch                              1,031           LTO

    PTLIB         T00006L3     Scratch                              1,032           LTO

    PTLIB         T00007L3     Scratch                              1,033           LTO

    PTLIB         T00008L3     Scratch                              1,034           LTO
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    Figure 3-64 on page 129 shows the ProtecTIER VTL Slots tab, which can be compared with the query libvol output.
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    Figure 3-64   Slots tab from the ProtecTIER

    3.6.4  Defining device class for the Virtual Tape Library in Tivoli Storage Manager 

    The Tivoli Storage Manager server requires that a device class is defined to allow the use of a device. You can define a device class for each type of storage device. 

    Example 3-44 shows the output of the device class definition for the ProtecTIER VTL that is called ptdevc. The ProtecTIER emulates Linear Tape-Open generation 3 (LTO-3) cartridges, so the devtype option has to be lto. By default, the device class uses the cartridge size based on the drive type. In this case, a cartridge has an estimated size of an LTO-3 tape, which is 800 GB. It is advised to specify the estimated tape capacity with the size of the cartridges defined in the ProtecTIER to have a better match of the storage pool sizes between the ProtecTIER and Tivoli Storage Manager. In our example, the estcapacity=102400M option was used to specify the cartridge size of 100 GB. 

     

     

    
      
        	
          Note: For more details about the defining device classes, check the Tivoli Storage Manager Information Center:

          http://bit.ly/1ua6BpO

        
      

    

    Example 3-44   Defining Tivoli Storage Manager device class
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    tsm: DAIXTER> define devclass ptdevc library=ptlib devtype=lto estcapacity=102400M

    ANR2203I Device class PTDEVC defined.

     

    tsm: DAIXTER> query devclass

     

    Device        Device         Storage     Device        Format      Est/Max      Mount

    Class         Access            Pool     Type                     Capacity      Limit

    Name          Strategy         Count                                  (MB)

    ---------     ----------     -------     ---------     ------     ----------   ------

    DISK          Random               3

    PTDEVC        Sequential           1     LTO           DRIVE      102,400.00   DRIVES
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    3.6.5  Backing up Tivoli Storage Manager database to the Virtual Tape Library

    The Tivoli Storage Manager database is the core of the Tivoli Storage Manager application and it must be protected by regularly backing it up. You can back up the database for the VTL or any other device in Tivoli Storage Manager that is defined by the device class.

    Example 3-45 shows one of the commands to set the default device class for the Tivoli Storage Manager database backup (set dbrecovery). Then, a full Tivoli Storage Manager database backup (backup db) command to the device class ptdevc was issued. Finally, with the command query process, you can verify the status of the database backup and in which volume (T00000L3) the database backup is saved. The volume T00000L3 is mounted in drive 2 of the VTL, as shown in the query mount command.

    Example 3-45   Tivoli Storage Manager database backup
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    tsm: DAIXTER> SET DBRECOVERY ptdevc

    ANR2782I SET DBRECOVERY completed successfully and device class for automatic DB backup is set to PTDEVC.

     

    tsm: DAIXTER> backup db devclass=ptdevc type=full

    ANR2280I Full database backup started as process 4.

    ANS8003I Process number 4 started.

     

    tsm: DAIXTER> query process

     

     Process     Process Description      Process Status

      Number

    --------     --------------------     -------------------------------------------------

           4     Database Backup          TYPE=FULL in progress. Bytes backed up: 516 MB.

                                           Current output volume(s): T00000L3.

     

    tsm: DAIXTER> q mount

    ANR8330I LTO volume T00000L3 is mounted R/W in drive DR02 (/dev/rmt10), status: IN USE.

    ANR8334I         1 matches found.
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    If you check the ProtecTIER Manager, in the VTL, at the Drives tab, you can see the cartridge T00000L3 mounted in drive 2 (Figure 3-65).
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    Figure 3-65   Cartridge mounted during Tivoli Storage Manager database backup

    After the completion of the Tivoli Storage Manager database backup, you can use the command query volhist type=dbb to identify the backup date and the volume where this backup was saved (Example 3-46 on page 132).

    Example 3-46   query volhist output
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    tsm: DAIXTER> query volhist type=dbb

     

                                     Date/Time: 11/29/13   08:45:52

                                   Volume Type: BACKUPFULL

                                 Backup Series: 1

                              Backup Operation: 0

                                    Volume Seq: 10,001

                                  Device Class: PTDEVC

                                   Volume Name: T00000L3

                               Volume Location:

                                       Command:

                       Database Backup ID High: 0

                        Database Backup ID LOW: 0

                 Database Backup Home Position: 0

                           Database Backup HLA:

                           Database Backup LLA:

        Database Backup Total Data Bytes (MB) : 0

         Database Backup total Log Bytes (MB) : 0

                Database Backup Block Num High: 0

                 Database Backup Block Num Low: 0

                     Database Backup Stream Id: 1

    Database Backup Volume Sequence for Stream: 10,001
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    Two other important files are the volume history file and the device configuration file. To restore a database, the server must use information from the volume history file and the device configuration file. You must make copies and save copies of the volume history file and the device configuration file. These files cannot be re-created.

    Example 3-47 shows the output of commands to back up the volume history and device configuration files. It is advised to copy these files to another server or to external media. 

    Example 3-47   Tivoli Storage Manager volume history file and device configuration file backup
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    tsm: DAIXTER> backup volhist filenames=/home/tsminst1/volhist.out

     

    Do you wish to proceed? (Yes (Y)/No (N)) y

    ANR2462I BACKUP VOLHISTORY: Server sequential volume history information was written to /home/tsminst1/volhist.out.

     

    tsm: DAIXTER> backup devconfig filenames=/home/tsminst1/devconfig.out

    Do you wish to proceed? (Yes (Y)/No (N)) y

    ANR2393I BACKUP DEVCONFIG: Server device configuration information was written to /home/tsminst1/devconfig.out.
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    Use the parameter DEDUPDEVice=YES for backing up the TSM database to the sequential access device class created for the database backup using the ProtecTier. This option specifies that a target storage device support data deduplication. When set to YES, the format for backup images is optimized for data deduplication devices, making backup operations more efficient.

    For more details, see this website:

    http://bit.ly/1kyklIi

     

    
      
        	
          Note: You can define administrative schedules to perform the Tivoli Storage Manager database backup and volume history backup. To create an administrative schedule to run daily at 6:00 PM to perform a backup database command, issue this command:

          define schedule backup_tsm_db type=adm cmd="backup db type=full devclass=ptdevc" startt=18:00 startd=today peru=day peri=1 active=yes

          In the same way, you can define an administrative schedule to run daily at 6:30 PM to execute the backup volhist and backup devconfig commands:

          define schedule backup_volhist type=adm cmd="backup volhist filenames=/home/tsminst1/volhist.out" startt=18:30 startd=today peru=day peri=1 active=yes

           

          define schedule backup_devconfig type=adm cmd="backup devconfig filenames=/home/tsminst1/devconfig.out" startt=18:30 startd=today peru=day peri=1 active=yes

          You can verify the schedule status by using the query event command:

          tsm: > query event * t=a

           

          Scheduled Start        Actual Start         Schedule Name     Status

          --------------------   ------------------   -------------     ---------

          01/06/14   18:00:00                         BACKUP_TSM_DB     Future

          01/06/14   18:30:00                         BACKUP_DEVCONFIG  Future

          01/06/14   18:30:00                         BACKUP_VOLHIST    Future

          For more information about the backup db, backup volhist, and backup devconfig commands and defining administrative schedules, check the Tivoli Storage Manager Information Center:

          •http://bit.ly/1u8Yo5a

          •http://bit.ly/1oNTZoi

          •http://bit.ly/SonWNS

          •http://bit.ly/1n4ttE7

        
      

    

    3.6.6  Creating a storage pool for the Virtual Tape Library

    You need to define a storage pool to use the cartridges from the ProtecTIER VTL. Example 3-48 shows the output of the command to define the storage pool. In the following example, a primary pool was created. We decided to limit the number of cartridges of this pool to 50. This number can be increased according to your environment. If you do not want to set this limit, you can specify maxscratch=9999. Use the query stg command to verify the storage pool configuration. The option f=d shows detailed output.

    Example 3-48   Defining Tivoli Storage Manager storage pool
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    tsm: DAIXTER> define stg VTL_STGPOOL PTDEVC pooltype=primary maxscratch=50

    ANR2200I Storage pool VTL_STGPOOL defined (device class PTDEVC)

     

    tsm: DAIXTER> query stg VTL_STGPOOL

     

    Storage         Device        Estimated     Pct     Pct   High   Low   Next Stora-

    Pool Name       Class Name     Capacity    Util    Migr    Mig   Mig   ge Pool

                                                               Pct   Pct

    -----------     ----------    ---------   -----   -----   ----   ---   -----------

    VTL_STGPOOL     PTDEVC          2,500 G     0.5     2.0     90    70

     

    tsm: DAIXTER> query stg VTL_STGPOOL f=d

     

                        Storage Pool Name: VTL_STGPOOL

                        Storage Pool Type: Primary

                        Device Class Name: PTDEVC

                       Estimated Capacity: 2,500 G

                       Space Trigger Util:

                                 Pct Util: 0.5

                                 Pct Migr: 2.0

                              Pct Logical: 100.0

                             High Mig Pct: 90

                              Low Mig Pct: 70

                          Migration Delay: 0

                       Migration Continue: Yes

                      Migration Processes: 1

                    Reclamation Processes: 1

                        Next Storage Pool:

                     Reclaim Storage Pool:

                   Maximum Size Threshold: No Limit

                                   Access: Read/Write

                              Description:

                        Overflow Location:

                    Cache Migrated Files?:

                               Collocate?: Group

                    Reclamation Threshold: 60

                Offsite Reclamation Limit:

          Maximum Scratch Volumes Allowed: 50

           Number of Scratch Volumes Used: 1

            Delay Period for Volume Reuse: 0 Day(s)

                   Migration in Progress?: No

                     Amount Migrated (MB): 0.00

         Elapsed Migration Time (seconds): 0

                 Reclamation in Progress?: No

           Last Update by (administrator): ADMIN1

                    Last Update Date/Time: 11/29/13   08:38:30

                 Storage Pool Data Format: Native

                     Copy Storage Pool(s):

                      Active Data Pool(s):

                  Continue Copy on Error?: Yes

                                 CRC Data: No

                         Reclamation Type: Threshold

              Overwrite Data when Deleted:

                        Deduplicate Data?: No

     Processes For Identifying Duplicates:

                Duplicate Data Not Stored:

                           Auto-copy Mode: Client

    Contains Data Deduplicated by Client?: No
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    Collocation

     

    
      
        	
          Note: collate by group is the default when you create a new storage pool. While there is no group defined yet, Tivoli Storage Manager will collate by node. When you use a virtual library, consider implementing collocation for your primary storage pools.

        
      

    

    Collocation means that all of your data for a node or node group is contained on the same set of virtual cartridges. You can also collocate by file system or a group of file systems. Because you do not have any of the limitations of physical cartridges that are normally associated with this feature (such as media and slot consumption), you can enable the option. 

    Collocating data with similar expiration characteristics

    As much as possible, collocate data with similar expiration characteristics, and then let that data expire. This collocation practice minimizes reclamation and helps reduce the Tivoli Storage Manager workload. It also reduces the risk of replicated cartridges that are out of synchronization because of the timing of the reclamation activity. 

    3.6.7  Updating backup policies to send data to the Virtual Tape Library

    Tivoli Storage Manager ships with a default backup policy that sends data to the disk pool. This policy is called STANDARD and has the retention of two versions for 30 days for the existing files. 

    To use the VTL, you need to update the copygroup of the STANDARD backup policy. Example 3-49 shows how to update the existing backup and archive policies to send data to the VTL storage pool (destination=vtl_stgpool). Every time that you change a backup policy, you must activate it.

     

    
      
        	
          Note: Be aware that other backup policies and management classes can be created in the Tivoli Storage Manager server, with different retention dates and destinations. For more information about Tivoli Storage Manager backup policies, see the information center:

          http://bit.ly/1p1LWSt

        
      

    

    Example 3-49   Updating backup policies
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    tsm: DAIXTER> update copygroup standard standard STANDARD STANDARD destination=VTL_STGPOOL

    ANR1532I Backup copy group STANDARD updated in policy domain STANDARD, set STANDARD, management class STANDARD.

     

    tsm: DAIXTER> update copygroup standard standard STANDARD STANDARD dest=VTL_STGPOOL t=a

    ANR1537I Archive copy group STANDARD updated in policy domain STANDARD, set STANDARD, management class STANDARD.

     

    tsm: DAIXTER> validate policy standard standard

    ANR1515I Policy set STANDARD validated in domain STANDARD (ready for activation).

     

    tsm: DAIXTER> activate policy standard standard

    Do you wish to proceed? (Yes (Y)/No (N)) y

    ANR1514I Policy set STANDARD activated in policy domain STANDARD.

     

    tsm: DAIXTER>query copygroup

     

    Policy      Policy      Mgmt        Copy        Versions   Versions     Retain    Retain

    Domain      Set Name    Class       Group           Data       Data      Extra      Only

    Name                    Name        Name          Exists    Deleted   Versions   Version

    ---------   ---------   ---------   ---------   --------   --------   --------   -------

    STANDARD    ACTIVE      STANDARD    STANDARD           2          1         30        60

    STANDARD    STANDARD    STANDARD    STANDARD           2          1         30        60
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    3.6.8  Registering a Tivoli Storage Manager client

    To back up a Tivoli Storage Manager client, you first need to register the client on the Tivoli Storage Manager server. Example 3-50 shows the output of the register node command, which creates a client definition of the server DAIXTER in Tivoli Storage Manager, under the domain STANDARD.

    Example 3-50   Registering a Tivoli Storage Manager client in the server
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    tsm: DAIXTER> register node DAIXTER password domain=standard

    ANR2060I Node DAIXTER registered in policy domain STANDARD.

    ANR2099I Administrative userid DAIXTER defined for OWNER access to node DAIXTER.
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    After the Tivoli Storage Manager client node registration, you need to create the option file to define the communication between the server and client. Example 3-51 shows an example of the dsm.opt and dsm.sys files from a client. The Tivoli Storage Manager server also has its own dsm.opt and dsm.sys files. Other clients can be created. 

    Example 3-51   Example of a Tivoli Storage Manager client option
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    # cat dsm.opt

    ************************************************************************

    * Tivoli Storage Manager                                               *

    *                                                                      *

    * Sample Client User Options file for AIX and SunOS (dsm.opt.smp)      *

    ************************************************************************

     

    *  This file contains an option you can use to specify the TSM

    *  server to contact if more than one is defined in your client

    *  system options file (dsm.sys).  Copy dsm.opt.smp to dsm.opt.

    *  If you enter a server name for the option below, remove the

    *  leading asterisk (*).

     

    ************************************************************************

     

    * SErvername       A server name defined in the dsm.sys file

    Servername TSM_DAIXTER

    TAPEPrompt      No

    SCROLLLines     20

    SCROLLPrompt    Yes

    FOLlowsymbolic  Yes

    Subdir          Yes

    archsymlinkasfile no

     

    ------------------------------------------------------

     

    # cat dsm.sys

    ************************************************************************

    * Tivoli Storage Manager                                               *

    *                                                                      *

    * Sample Client System Options file for AIX and SunOS (dsm.sys.smp)    *

    ************************************************************************

     

    *  This file contains the minimum options required to get started

    *  using TSM.  Copy dsm.sys.smp to dsm.sys.  In the dsm.sys file,

    *  enter the appropriate values for each option listed below and

    *  remove the leading asterisk (*) for each one.

     

    *  If your client node communicates with multiple TSM servers, be

    *  sure to add a stanza, beginning with the SERVERNAME option, for

    *  each additional server.

     

    ************************************************************************

     

    SErvername  TSM_DAIXTER

       COMMMethod         TCPip

       TCPPort            1500

       TCPServeraddress  localhost

       SCHEDMODe          prompted

       TCPClientPort      1501

       PASSWORDACCESS     GENERATE

       txnbytelimit       2097152

       tcpbuffsize        512

       tcpwindowsize      1024

       tcpnodelay         yes

       LARGECOMMBUFFERS   Yes

       Resourceutilization 10

       ERRORLOGNAME       /usr/tivoli/tsm/client/ba/bin64/dsmerror.log

       ERRORLOGRETENTION  15,D

       SCHEDLOGNAME       /usr/tivoli/tsm/client/ba/bin64/dsmsched.log

       SCHEDLOGRETENTION  15,D
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          Note: For more information about how to configure Tivoli Storage Manager clients, see the information center:

          http://bit.ly/1tCrEz2

          Optionally, you can define a set of standard options for a group of clients in the Tivoli Storage Manager server. This feature is called client option files. For more information, see this website:

          http://bit.ly/1jNbm0A

        
      

    

    After you create the Tivoli Storage Manager client option files, you can establish the communication between the Tivoli Storage Manager client and server. In Example 3-52 on page 138, the command dsmc query session was issued from the client. Then, you need to confirm the client node name and type the password defined for the client. If the PASSWORDACCESS GENERATE was defined in the option file, the client saves an encrypted password and you do not need to enter the password again, until you reset it in the server. This feature is useful when automating the backup using client schedules in Tivoli Storage Manager.

    Example 3-52   Establishing communication between the Tivoli Storage Manager server and client
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    # dsmc query session

    IBM Tivoli Storage Manager

    Command Line Backup-Archive Client Interface

      Client Version 6, Release 4, Level 0.1

      Client date/time: 11/29/13   08:52:08

    (c) Copyright by IBM Corporation and other(s) 1990, 2012. All Rights Reserved.

     

    Node Name: DAIXTER

    Please enter your user id <DAIXTER>:

     

    Please enter password for user id "DAIXTER": ****

     

    Session established with server DAIXTER: AIX

      Server Version 6, Release 3, Level 4.0

      Server date/time: 11/29/13   08:52:08  Last access: 11/29/13   08:52:02

     

    TSM Server Connection Information

     

    Server Name.............: DAIXTER

    Server Type.............: AIX

    Archive Retain Protect..: "No"

    Server Version..........: Ver. 6, Rel. 3, Lev. 4.0

    Last Access Date........: 11/29/13   08:52:02

    Delete Backup Files.....: "No"

    Delete Archive Files....: "Yes"

    Deduplication...........: "Server Only"

     

    Node Name...............: DAIXTER

    User Name...............: root
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    3.6.9  Testing the backup to the Virtual Tape Library

    Now that the Tivoli Storage Manager and ProtecTIER infrastructure are configured, you can test a backup to the VTL.

    In the server where you installed the Tivoli Storage Manager client, you can issue the command to perform the backup. Example 3-53 shows the command to perform an incremental backup of the file systems /, /home, and /tmp. 

    Example 3-53   Performing a test backup
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    # dsmc incr / /home /tmp -quiet

    IBM Tivoli Storage Manager

    Command Line Backup-Archive Client Interface

      Client Version 6, Release 4, Level 0.1

      Client date/time: 11/29/13   08:53:09

    (c) Copyright by IBM Corporation and other(s) 1990, 2012. All Rights Reserved.

     

    Node Name: DAIXTER

    Session established with server DAIXTER: AIX

      Server Version 6, Release 3, Level 4.0

      Server date/time: 11/29/13   08:53:09  Last access: 11/29/13   08:52:17

     

    Incremental backup of volume '/'

     

    Incremental backup of volume '/home'

     

    Incremental backup of volume '/tmp'

    Successful incremental backup of '/home'

     

    Successful incremental backup of '/'

     

    Successful incremental backup of '/tmp'

     

    Total number of objects inspected:       24,380

    Total number of objects backed up:       24,362

    Total number of objects updated:              0

    Total number of objects rebound:              0

    Total number of objects deleted:              0

    Total number of objects expired:              0

    Total number of objects failed:               0

    Total number of bytes inspected:          13.42 GB

    Total number of bytes transferred:        14.67 GB

    Data transfer time:                       55.58 sec

    Network data transfer rate:          276,837.37 KB/sec

    Aggregate data transfer rate:         39,835.14 KB/sec

    Objects compressed by:                        0%

    Total data reduction ratio:                0.00%

    Elapsed processing time:               00:06:26#
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    While the backup is running, you can monitor its progress from the Tivoli Storage Manager server side. The sequence of the following commands can help you to monitor which client is connected to the Tivoli Storage Manager and where the data is going. 

    Example 3-54 shows the output of the query session command. This command shows the clients that are connected to Tivoli Storage Manager. You can see the session state as RecvW, which means that the client is sending data to the server. You can also see the Bytes Recvd column that shows that the client DAIXTER sent 12.1 GB of data. When you issue the detailed output query session command for session 10, you can see that the client is sending data to the VTL_STGPOOL, to the volume T00001L3.

    Example 3-54   Querying session during a backup
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    tsm: DAIXTER> query session

     

      Sess  Comm.    Sess      Wait     Bytes    Bytes    Sess      Platform   Client Name

    Number  Method   State     Time     Sent     Recvd    Type

    ------  ------   ------   ------   -------   -------  -------   --------   ---------------

         2  Tcp/Ip   Run        0 S    19.8 K     2.6 K   Admin     AIX          ADMIN1

         9  Tcp/Ip   IdleW    2.1 M     1.4 K     1.3 K   Node      AIX          DAIXTER

        10  Tcp/Ip   RecvW      0 S       724    12.1 G   Node      AIX          DAIXTER

     

     

    tsm: DAIXTER> query session 10 f=d

     

                  Sess Number: 10

                 Comm. Method: Tcp/Ip

                   Sess State: Run

                    Wait Time: 0 S

                   Bytes Sent: 466

                  Bytes Recvd: 2.8 G

                    Sess Type: Node

                     Platform: AIX

                  Client Name: DAIXTER

          Media Access Status: Current output volumes:  VTL_STGPOOL,T00001L3,(61 Seconds)

                    User Name:

    Date/Time First Data Sent: 11/29/13   08:53:11

       Proxy By Storage Agent:

                      Actions: BkIns
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    You can query the volume that is mounted in the drive by issuing the query mount command (Example 3-55). 

    Example 3-55   Querying volumes during backup
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    tsm: DAIXTER> query mount

    ANR8330I LTO volume T00001L3 is mounted R/W in drive DR03 (/dev/rmt0), status: IN USE.

    ANR8334I         1 matches found.

     

    tsm: DAIXTER> query mount f=d

    ANR8488I LTO volume T00001L3 is mounted R/W in drive DR03 (/dev/rmt0) -- owning server: DAIXTER, status: IN USE

    (session: 10, process: 0).

    ANR8334I         1 matches found.
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    Figure 3-66 shows the ProtecTIER perspective during the backup. We can see that there is an active backup session, which is transferring to the VTL at a rate of 53.67 MB/s. The data is sent to the tape mounted in Drive 3, which matches what was shown in Tivoli Storage Manager.
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    Figure 3-66   ProtecTIER Drives view during a backup

    When the backup is completed, you can verify the client data stored in Tivoli Storage Manager. Example 3-56 shows the query occupancy command output, which shows the number of stored files per file system from a client node. It also shows the amount of space occupied and the name of the storage pool where the data is located, which in this case is the VTL_STGPOOL storage pool.

    Example 3-56   query occupancy output
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    tsm: DAIXTER> query occupancy

     

    Node Name   Type     Filespace   FSID      Storage    Number of     Physical      Logical

                         Name                Pool Name        Files        Space        Space

                                                                        Occupied     Occupied

                                                                            (MB)         (MB)

    ----------  ----     ----------  ----   -----------  ----------   ----------   ----------

    DAIXTER     Bkup     /              3   VTL_STGPOOL       8,151       473.14       473.12

    DAIXTER     Bkup     /tmp           1   VTL_STGPOOL      11,508    13,279.64    13,279.10
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    When issuing the query libvol command again, you can see that volume T00001L3, which was previously in a scratch status, is now marked as Private and the Last Use columns shows it was last used as Data (Example 3-57). The T00000L3 volume is marked as DbBackup, because it was the tape used for the Tivoli Storage Manager database backup, as described in 3.6.5, “Backing up Tivoli Storage Manager database to the Virtual Tape Library” on page 130.

    Example 3-57   query libvol output after a test backup
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    tsm: DAIXTER> query libvol

     

    Library Name  Volume Name  Status   Owner    Last Use    Home    Device Element  Type

    ------------  -----------  -------  -------  ----------  ------- --------------  ------

    PTLIB         T00000L3     Private  DAIXTER  DbBackup            1,026           LTO

    PTLIB         T00001L3     Private  DAIXTER  Data                1,027           LTO

    PTLIB         T00002L3     Scratch                               1,028           LTO

    PTLIB         T00003L3     Scratch                               1,029           LTO

    PTLIB         T00004L3     Scratch                               1,030           LTO

    PTLIB         T00005L3     Scratch                               1,031           LTO

    PTLIB         T00006L3     Scratch                               1,032           LTO

    PTLIB         T00007L3     Scratch                               1,033           LTO
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    Additionally, you can issue the query volume command to see the status of the cartridge (Volume Status), in this case Filling, and its utilization percentage, which was 26.9% of a total of 100 GB volume capacity (Example 3-58).

    Example 3-58   query volume output
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    tsm: DAIXTER> query volume

     

    Volume Name          Storage         Device         Estimated       Pct      Volume

                         Pool Name       Class Name      Capacity      Util      Status

    ---------------      -----------     ----------     ---------     -----     --------

    T00001L3             VTL_STGPOOL     PTDEVC           100.0 G      26.9     Filling
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    Figure 3-67 shows the Cartridges tab view of the VTL in the ProtecTIER. The cartridges T00000L3 and T00001L3 show data that has been saved on them. 
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    Figure 3-67   The ProtecTIER cartridges used after backup

    You successfully completed a backup in the Tivoli Storage Manager using the VTL in the ProtecTIER.

    In the ProtecTIER, under Statistics, you can also monitor the backup throughput of that session and the HyperFactor rate for that backup session (Figure 3-68). For more information, see Chapter 6, “Monitoring and problem solving” on page 183.
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    Figure 3-68   Monitoring backup statistics in the ProtecTIER

    3.7  Changing the configuration

    The best planned systems are sometimes planned around expected growth and changes. Also, unexpected changes result in the need to change the environment. This section covers several of the common changes and provides helpful tips that relate back to the previous sections in this chapter about initial setup and configuration. The following topics are covered: 

    •Expanding the repository

    •Adding libraries or changing dimensions

    •Adding replication

    •Adding ProtecTIER server nodes

    •Modifying volumes

    3.7.1  Expanding the repository

    The ProtecTIER repository is meant to be created with the expectation that it will not need to be expanded. The repository is designed to grow at a steady state in an orderly fashion and then run at a steady state for a long time. This is usually not an accurate real-world model. In fact, some implementations plan to create the repository in phases by allowing the repository to run in production for a period of time and then adding another disk controller and expanding the repository. Also, it is common that the factoring ratio is less than the original plan, and more space is needed to accommodate the original planned solution. Those reasons are valid and are the main reasons why the ProtecTIER software supports and allows the repository to be expanded as needed. 

    A ProtecTIER repository has two major components, the metadata LUNs and the user data LUNs. The planning and creation of the repository allows the metadata LUNs to be configured in the most efficient way based on the performance information that is entered in the Create Repository wizard. When the repository is later expanded, it is not able to modify the performance values and only allows that factoring ratio and total space to be modified. Also, it is only possible to increase the space, and sometimes it is not possible to increase the factoring ratio, but only to decrease it. Due to these limitations, try to design the repository for the long term when you create it. 

    When the only option is to expand the repository, it is best to expand it before the system is out of free space. When the system is full, an expansion operation to add more metadata LUNs might result in a different requirement for metadata. When the expand command operation is performed, the metadata is shuffled around from the existing LUNs and on to several of the new metadata LUNs, which can cause the expansion to result in a less efficient layout. For this reason, it is best to not plan intentionally on too many expansion operations. 

    In certain cases, metadata LUNs will be configured larger than required at the initial configuration. Then, later if the repository is expanded, the person who implemented the repository assumes that the initial extra space will be used for the expansion. While this approach is possible, the create and expand algorithms are not designed to accommodate this future growth, and they might result in requiring additional LUNs. Unless you consult directly with a developer who has a complete understanding of the create and expand algorithms, follow the suggested values for the repository that the algorithm lists in the Create and Expand wizards, when you enter the real values. This prevents unexpected surprises that might occur by trying to outsmart and anticipate the way that an expansion will be done in the future.

    One worthwhile scenario is the result of a real factoring ratio that differs from the value configured at the create repository time. When the value that is entered is higher than what is achieved, the system usually encounters lack of space issues. In Tivoli Storage Manager, this situation is exposed because a lack of scratch tapes appears and any scratch tapes will be used quickly. The tape size will gradually decrease until the current scratch pool tapes are several times smaller than the original tapes that expected a better factoring ratio. 

    In the opposite extreme, when the factoring ratio is greater than expected, the metadata LUNs can fill up and force an expansion. This expansion will have a huge metadata requirement that the original plan did not have. The shuffling of metadata requirements needs the new LUNs to be large enough to hold the entire requirement, which has already outgrown the old metadata LUN. In certain cases, it might be difficult to provide the required space on the RAID-10 type metadata LUNs. For these reasons, it is important to recognize variations from the original plan as early as possible. Use the Expand Repository wizard well before the expansion to ensure that the requirements for metadata do not become more of a problem. Monitor the repository usage and prepare to act before a repository is nearly out of space.

    3.7.2  Adding libraries or changing dimensions

    The ProtecTIER software allows multiple libraries and the capability to change existing libraries. These operations are always disruptive, but in most cases, it might be even more disruptive than expected. When a ProtecTIER system has more than one library, adding another library or changing one of the libraries will result in all of the libraries being taken offline. There is no library change that will only affect one library device. This might be an important consideration when choosing to have multiple libraries and presenting them to entirely different Tivoli Storage Manager servers, because maintenance might affect all the instances. The rule is that whenever services are stopped on one of the ProtecTIER nodes, all the drives, robots, and ports on that node will be taken offline. 

    Also, when the library dimensions are changed by adding more slots or drives, Tivoli Storage Manager might be required to rediscover the library and its paths. It is also possible, if the devices do not use persistent naming, that they might change the device names. This is the type of change that might be a good use of the PERFORM LIBACTION command to delete and redefine the library. You might also be required to reconfigure the devices at the OS level if they are not automatically detected during the change because the element addresses might change. Earlier in 3.3.1, “Correlating devices” on page 51, we described taking the time to map out all of the device names, paths, and element addresses. You might be required to repeat that operation again after a change dimension operation. It might be best when changes are needed to try to make as many changes at one time as possible, so that the disruption and the reconfiguration do not have to be repeated too many times. If you know that you will add 10 drives, 100 slots, and 20 import/export slots in the next three months, it is probably best to perform the change dimension one time and make all three changes at one time.

    Adding cartridges normally does not result in a dimension change unless there are not enough slots to hold the new cartridges. If this is the case, the ProtecTIER will automatically add enough slots to fit the cartridges. It might be a better idea to add the slots first so that more slots than needed can be added. Then, the cartridges can be added, as needed, and fill the new slots a few at a time. This method will reduce the number of disruptions that can be caused if, every time that cartridges are added, the ProtecTIER has to add new slots.

    3.7.3  Adding replication

    When a ProtecTIER is running in a Tivoli Storage Manager environment and the ProtecTIER native replication is added, it is important to be aware of the changes in space requirements. If the system will begin receiving incoming replication, the new data will quickly consume space that was previously available for backups. The result can be a quick change in the size of scratch cartridges and an unexpected shortage of allocatable space. If only outgoing replication is being configured, there might be no effect on the space that is available to the running Tivoli Storage Manager systems. 

    When native replication is added, the ProtecTIER resources will always be affected. If only incoming replication, only outgoing replication, or both, the back-end disk needs to dedicate some of its resources to replication, the ProtecTIER node resources, such as CPU and RAM, and metadata space. Before adding replication to a running environment, it is a preferred practice to create a full plan of the performance capabilities of the solution. Otherwise, there might suddenly be a scenario where backups and replication can no longer meet the needs of the business. 

    3.7.4  Adding ProtecTIER server nodes

    When a ProtecTIER cluster is running with only one node, adding a second node can be a great way to introduce twice as many front-end ports and twice as much processing power and performance capability. If the addition of the second node was considered at the time of creating the repository, the repository needs to be able to run as though it was designed as a two-node cluster from the setup. If the repository was not expected to ever have a second node, adding the node to the repository might result in the existing repository not being able to provide the improvements you want from a second node. In these cases, you might be required to re-create the repository from scratch. This is generally a disruptive task if there is nowhere else to put the data that currently is on the repository.

    One approach that can help with major changes to the ProtecTIER solution is to use the native replication that is offered by the ProtecTIER. Because it might be possible to create a new repository with an all new plan, you can include two nodes versus one, or a different storage layout other than the original storage layout. Then, allow replication to make a replica copy of all the cartridges before changing Tivoli Storage Manager over to the new ProtecTIER cluster. If the changes add nodes and replication and expand the repository all with the same change, it is a preferred practice to use native replication to allow you to re-create the repository, if needed, rather than trying to retrofit poorly planned repositories to accomplish the new objectives. 

    When needed, Tivoli Storage Manager can also be used to move data between repositories if it is more effective to have the old and new repositories running side by side than it is to have replicated data. In this scenario, Tivoli Storage Manager can have two storage pools and copy the data from the old repository while the new data is already pointed to the new repository. This way, Tivoli Storage Manager does the majority of the work, but it can be done concurrently at rates that do not affect the normal backup and restore requirements. 

    3.7.5  Modifying volumes

    When a ProtecTIER is initially planned, it is decided whether a particular volume size is needed. After you get the system to a steady state, or after you run the system for a while, it is sometimes necessary to adjust the size of the volumes. This can happen when cartridges are added that were not part of the original plan. In either case, the important consideration is that the changes must go through a phase-in period or a phase-out period. Volumes that are marked as full do not change immediately and only begin to use the new setting when they are truncated. Typically, a cartridge is truncated either by an intentional relabel operation when the cartridge is placed back into the scratch pool, or when a defined volume is reused and Tivoli Storage Manager starts writing at the beginning of the tape again. This is a slow and gradual process. It looks like all the cartridges slowly drift to the new planned volume size. 

    There are two ways to control volume size: by quantity of volumes and by limiting the growth of the cartridges. In both cases, whenever the factoring ratio is lower than the repository was planned, the volume sizes might reach a point where the original size can no longer be guaranteed by the repository. At this point, consider a change to the volume size. Unfortunately, this time is when the slow drift of the volume size is the most inconvenient. It is best to monitor the space, cartridge size, and factoring ratio and change the volume size as soon as it becomes obvious that it is needed. Waiting until the volume size change becomes critical can result in failing backups and no immediate relief. When this situation happens, even steps, such as deleting data, might have an adverse side effect because deleting data can result in an even lower factoring ratio. It is best to catch the problem early and allow time for adjustments before the system is spread too thin. 

    Another common factor that leads to needing to modify volume sizes is adding unplanned workload to the system. Not fully analyzing the data change rate can drastically affect the factoring ratio and affect the overall allocable space. Caution needs to be used. The original plan needs to be consulted before any changes are implemented to prevent a shortage of scratch tapes for critical backups or a lack of allocable space to hold the data based on the lower factoring ratio.
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Administering ProtecTIER

    This chapter describes the day-to-day administration of the ProtecTIER when it is used in a Tivoli Storage Manager environment. The focus in this chapter is the ProtecTIER function and, when appropriate, related to Tivoli Storage Manager reports or views that can be cross-referenced. 

    The following topics are covered:

    •Administration overview

    •Reporting and notification

    •Data types and backup types

    •Performance

    •Background tasks

    •File System Interface considerations

    4.1  Administration overview

    The ProtecTIER software includes the ProtecTIER Manager software package that is used for most administration tasks. There is also a command-line tool called ProtecTIER command-line interface (ptcli) and a service menu that can be used, if preferred. The text-based management tools do not provide all the function that the ProtecTIER Manager graphical user interface (GUI) provides. This chapter is not intended to describe all of the function of the ProtecTIER Manager, but it is intended to point out specific functions that can help with the administration. A stable environment commonly has only a few daily administrative tasks. Being proactive and preparing information before problems occur is valuable in a critical disruption.

    4.2  Reporting and notification

    When the ProtecTIER was installed and the virtual objects were created, many tasks were done automatically. When the system is running, the ProtecTIER Manager GUI can be used to view these settings. If the system has problems and cannot be accessed, it might be useful to save this information in a separate location in advance so that the information is available for review even when the system is not working. The next topic describes how to save your ProtecTIER configuration.

    4.2.1  Options 

    Figure 4-1 shows a feature of the ProtecTIER Manager that allows you to save the configuration.
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    Figure 4-1   View of the Options button

    When you click Options, it offers the option to print or save the information. Choosing Save creates a comma-separated value (CSV) file that can then be loaded into the spreadsheet program of your choice. You can also just save the file as is for reference later. The details in the previous panel can be saved as a CSV file, as shown in Example 4-1.

    Example 4-1   Contents of cluster member panel when saved as a CSV file
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    "Cluster members"

    "IP address",DNS,"GUI proxy",Status,"Management service",Applications

    9.11.58.30,centigrade,true,Ok,true,"centigrade (9.11.58.30)"

    9.11.58.15,celcius,false,Ok,true,"celcius (9.11.58.15)"
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    The same information can be viewed and highlighted in a spreadsheet as shown in Figure 4-2 on page 151.
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    Figure 4-2   Example of viewing a CSV in spreadsheet form

    The Cluster members panel in Figure 4-1 on page 150 is a simple panel, but the Options button is displayed on many of the ProtecTIER Manager panels. It is a preferred practice to save as many of these panels as you want. It is also a preferred practice to use the date in the file name, so that if changes are made, a new CSV file can be created. You can keep the documentation for change management and keep the current configuration. The following list shows the panels that you need to save:

    •Library Front-End

    Contains all library information for robots and drives, including port details.

    •Individual Library panel

    Contains library information, limited to only the devices that are part of the library that is highlighted. In this view, each tab can be saved.

    •Running activities

    Contains a snapshot of backups in progress and replication activities (used more often for saving a single instance and not for preserving configuration information).

    •Network Configuration

    Starting at ProtecTIER Version 3.2, there is a wizard that allows you to modify the network configuration from the ProtecTIER Manager GUI. This saves the information about all of the interfaces.

     

    
      
        	
          Note: Because the function of the network configuration was added to the GUI at Server code level 3.2, if your ProtecTIER Server is running versions earlier than 3.2, the Options button is disabled.

        
      

    

    •Storage Resources

    After clicking View Resources, you can save all the volume group information from the repository.

    •Replication Policies

    Contains details about all of the configured policies.

    4.2.2  Systemview

    Starting at ProtecTIER Version 3.1, a new report called Systemview was added. It generates a single HTML format file that can be viewed in a web browser. This file contains information about the ProtecTIER cluster. It is a preferred practice to keep a current systemview.html file available.

    A Systemview report can be generated by clicking Reports → Create service report as shown in Figure 4-3 on page 152. Then, choose the report profile systemview from the drop-down box as shown in Figure 4-4 on page 152.
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    Figure 4-3   Reports menu from ProtecTIER Manager GUI
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    Figure 4-4   Create service report for systemview profile

    The output file can then be decompressed and opened in a browser for review. Several examples of the systemview.html output are depicted in Figure 4-5 on page 153, which shows an example of systemview.html contents, and in Figure 4-6 on page 154, which shows an example of systemview.html data displayed.
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    Figure 4-5   Systemview contents
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    Figure 4-6   Systemview example with actual data

    4.2.3  Notifications

    The ProtecTiER can send reliability, availability, and serviceability (RAS) alerts and Simple Network Management Protocol (SNMP) notifications. You can configure the system to send yourself emails when attention is needed. It can also be configured to notify you when certain thresholds are reached. You can set the RAS alerts from the service menu and use the ProtecTIER Manager to configure the SNMP traps, threshold alerts, and RAS alerts. The administrator needs to monitor the software alert tabs in the ProtecTIER GUI as shown in Figure 4-7 on page 155.

     

    
      
        	
          Note: Changing the previous settings is an offline process that causes the ProtecTIER services to stop or start.
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    Figure 4-7   Alert Configuration wizard

    When providing an email, it is a preferred practice to provide a group or team aliases so that the alerts are not sent to only one person. This way if a particular person is out of the office or changes job roles, the email alerts can still be monitored.

    4.2.4  ProtecTIER service reports

    It is a preferred practice to develop a system to collect the ProtecTIER service reports on a regular basis. Depending on the frequency, these regular reports can be used in lieu of current logs. Obviously, many issues might require logs from the period in which the problem occurred, but generating and saving reports in an archive provides the following helpful information:

    •Reference point for when a change is questioned, “How long has it been like this?” 

    •Available Service Report for when the system is completely unreachable

    •Confirmation that reports can be collected so that when, in an outage, there is confidence and experience with collecting the service report

    The default report might be a good option for collecting regular reports. Remember though that the ProtecTIER service report uses an incremental approach, so when an event happens, if the regular report was generated just a few days before, that report might have important information, which might not be in the current report. The ProtecTIER logs tend to roll over and get purged at a high rate, so the risk from having regular logs generated is low, and the logs are available in advance if they are needed. 

    4.3  Data types and backup types 

    Tivoli Storage Manager has many ways of managing data. Several of the differences are explained. In general, it is helpful to administering the ProtecTIER if you have a clear description and explanation of the data that is stored on the ProtecTIER. It might be helpful to try to generate categories that can be related either by the data type or the backup type so that the storage pools can be managed to accommodate these differences. As far as the deduplication on the ProtecTIER, it does not matter which storage pools have what data, but if, in the future, you decide to move data that is not factoring well to another device, organizing the data in advance will be helpful. The following list contains several examples of backup types that can help to organize storage pools:

    •Backup: Storing data from clients that is considered active data. If the active copy needs to be reverted, or recovered, it can be restored. 

    •Archive: Storing data for a long time without concern for change and more concern for duration.

    •Hierarchical storage management (HSM): A function that automatically distributes and manages data on disk, tape, or both by regarding devices of these types and potentially others as levels in a storage hierarchy that range from fast, expensive devices to slower, less expensive, and possibly removable devices. The objectives are to minimize access time to data and maximize available media capacity.

    4.3.1  File type categories

    Wherever possible, the administrator needs to try to think of ways to categorize the data that is being backed up to the ProtecTIER repository. The data types often differ from system to system. By monitoring what data and what data type will be stored, the administrator can better plan changes or investigate an issue with the data reduction performance. The following list includes possible categories:

    •General file system files

    •Database files:

     –	Oracle

     –	DB2

     –	SQL

     –	SAP

    •VMware images

    •Mail servers:

     –	IBM Lotus® Domino®

     –	Microsoft Exchange

    •Archival systems

    •Network-attached storage (NAS) dumps

    The IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025, describes these data types in detail. It is key to know what data types are stored on the ProtecTIER system as the solution matures. Using specific categories of data helps you to organize the storage pools. It also allows you to add layers that divide data by the critical nature of the data. Create the correct number of categories to fit the business and the data that is protected by the solution.

    4.4  Performance

    The ProtecTIER performance can be thought of as both data reduction performance and throughput performance. Both are important when it comes to determining the efficiency of the ProtecTIER system. They are also both important when administering the system as it will be important that the ProtecTIER performs as planned. If the throughput vales are too low, then the system will not complete its workload in time. If the data reduction is low, then the system will not hold the data that is required.

    4.4.1  Throughput

    The ProtecTIER Manager GUI has three main ways to verify the throughput:

    •Dynamic performance

    •Statistics panel 

    •Statistics reports

    Dynamic performance

    You can log on to the ProtecTIER Manager and display the performance in several ways. These panels show you the current numbers and reflect the current ProtecTIER activities.

    The status bar of the ProtecTIER Manager shows the totals as shown in Figure 4-8. This status bar can be seen on any panel of the ProtecTIER Manager GUI.
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    Figure 4-8   ProtecTIER Manager status bar

    The ProtecTIER Manager also has an Activities panel that is dedicated to viewing current performance as shown in Figure 4-9 on page 158.
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    Figure 4-9   Full view of the Activities panel

    In the lower part of Figure 4-9, you can see the overall current performance, which shows the backup and replication activities and the replication backlog if you click the Backlog tab. A larger view is show in Figure 4-10.
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    Figure 4-10   Overall view of Activities panel

    If you highlight a drive or replication activity, the right panel has important information about the drive or stream that is displayed as shown in Figure 4-11 on page 159.
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    Figure 4-11   Activities panel, Object view

    With those panels, you can see the ProtecTIER current activities. If you check the system regularly when Tivoli Storage Manager is using the ProtecTIER, you will be able to have a sense of the normal performance throughout the day. You can also look at the Library panel to get a view of how the devices are being used as far as fanout and each port, as shown in Figure 4-12 on page 160.
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    Figure 4-12   ProtecTIER Manager Library view that shows dynamic performance

    These views let you see which drives and which ports are in use, and display the device fanout for the IO that is currently running. Device fanout refers to which virtual tape drives will be presented on which ProtecTIER ports. In the example in Figure 4-12, we see the mapping of the devices to each worldwide node (WWN). It also shows the current I/O on each of the front-end adapters by drive. 

    You can also look on the node panel to see the current I/O on each of the ports and the node total as shown in Figure 4-13 on page 161.
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    Figure 4-13   ProtecTIER Manager node view port performance

    Each previous image shows the current load. As you watch the panel over time, you can start to understand how the system is used when it is working normally. The information will be useful when you compare it to a situation when the system is not working correctly.

    Statistics panel

    The ProtecTIER Manager has a Statistics panel so that you can review the recent activity of the ProtecTIER system. This Statistics panel has views for the backup performance, replication performance, and data reduction performance (factoring) as shown in Figure 4-14 on page 162.
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    Figure 4-14   ProtecTIER Manager Statistics panel	

    In Figure 4-14, the Backup write information shows that one drive is running and that it averaged about 50 Mib/sec. There are also Repository and Replication tabs. You can review each tab for the recent performance history. You can use the scroll bar at the bottom of each graph to go back a few days. This method is a good way to check the last couple of days of usage. With regular review, you can use these graphs to provide a basis for the system utilization in 15-minute intervals.

    With the Repository tab, you can see both recent days and recent hours, depending on the granularity that you want to view. The Repository tab is more useful for the data reduction performance that is described in 4.4.2, “Data reduction” on page 164. When managing the ProtecTIER, it is a preferred practice to check the Statistics panel on a regular basis to ensure that the performance appears to be in-line with the normal operation and with the original plan.

    Statistics reports

    When more historical performance information is needed, the ProtecTIER Manager provides the performance data in comma-separated values (CSV) for review or analysis. Click Reports → Create system activities statistics report as shown in Figure 4-15 on page 163.

    [image: ]

    Figure 4-15   System activities statistics report

    This report shows the following data points:

    •VTL-3: Write throughput (bytes/sec)	

    •VTL-3: Writing tapes	

    •VTL-3: Read throughput (bytes/sec)	

    •VTL-3: Reading tapes	

    •NRM-9: Nominal in-replication throughput (bytes/sec)	

    •NRM-9: In-replication activities	

    •NRM-9: Nominal out-replication throughput (bytes/sec)	

    •NRM-9: Out-replication activities

    Each field has 15-minute samples, which can build up to many entries in just a few weeks. The report mentioned here only collects several days of samples. The long-term statistics report collects a date range that you specify. The long-term statistics also collect all of the data points and offer the subset of data points as shown in Figure 4-16.
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    Figure 4-16   Long-term statistics report profiles

    If your system uses replication, it is a preferred practice to save these statistics for both Virtual Tape Library (VTL) backup and native replication. The report profile of All has all of the data points that IBM support might want to use for a full analysis of a system’s throughput performance. This report and the long-term statistics, such as native replication and backup, can be saved on a monthly basis for administration purposes. Also, you might be able to use certain data fields in the larger statistics report to generate needed views of the system’s historical performance. 

    These three ways, status bar, statistics panel, and statistics report, can be used to view the ProtecTIER system throughput to help you to administer the system. These methods provide a constant indication of normal operations and provide signs that several components might not work correctly.

    4.4.2  Data reduction

    Data reduction performance is referred to as the HyperFactor ratio in a ProtecTIER solution. Factoring is split into two parts: deduplication and compression. The compression that is provided by ProtecTIER is similar to other data compression types that are available. A normal estimate for compression is two to one. The actual compression can vary and depends on the type of data that is being compressed. To have a complete understanding of the ProtecTIER data reduction, it might be useful to keep each value separate because they work independently. 

    Remember that data can be compressed before it is sent to the ProtecTIER. This precompression usually has a negative impact on the deduplication. Because the ProtecTIER compression will compress the data again before the ProtecTIER writes the data to the repository, it is usually suggested to not compress the data before sending the data to the ProtecTIER. Also, precompressed data usually is close to a one to one compression by the ProtecTIER. This is a good sign that the data is precompressed. The analyze_sessions command described next displays the compression rate.

    For more information about types of data, see Chapter 20, “Application considerations and data types” in the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025. To determine the compression rate from analyze sessions, use the following formula:

    TotalData(GB) x System change Rate / compressed Bytes = compression ratio

    The following example is from Figure 4-17 on page 165 on the last line:

    42.21 x .1444 / 5.77 = 1.056:1 

    This data is already compressed before it is backed up. The typical target is ~2:1. 

    The deduplication of data is the other part of data reduction. The ProtecTIER displays a value in the GUI with the current HyperFactor ratio and in the statistics panel. This is the combination of the two values. The factoring ratio is just the deduplication. Factoring is also referred to as the change rate, or a percentage, of total data and new data that was not found already in the repository. The factoring ratio is the inverse of the change rate. There are two ways to look at change rate: change rate and system change rate. Change rate is the total value. The system change rate is a higher percentage that does not include matching data that was discarded. Sometimes, if the matching data cannot be stored efficiently in the repository, it will be discarded. The final result is called the system change rate.

    You can run a report on your system called analyze_sessions and generate a CSV output to review your factoring information:

    /opt/dtc/app/utils/analyze_sessions

    You can then view the output in a spreadsheet. Several considerations are listed: 

    •The total at the top is the total of the report, not the repository.

    •The lines with little data in the total data column can usually be ignored. Focus instead on the larger sessions.

    •The system change rate needs to be the inverse of the factoring ratio.

    You can see the important columns, which are highlighted, in Figure 4-17.
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    Figure 4-17   Analyze_sessions output

    The output fields of the analyze_sessions report are shown in Table 4-1 on page 166.

    Table 4-1   Analyze_sessions fields	

    
      
        	
          Field name

        
        	
          Description

        
        	
          Comments

        
      

      
        	
          Name

        
        	
          Session name based on timestamps.

        
        	
          Sessions are divided by a period if there is inactivity on any tape drive.

        
      

      
        	
          Total data

        
        	
          Total amount of data received from the backup host during this period of time.

        
        	
          There are two Total data fields: TB and GB. Start by focusing on the larger sessions.

        
      

      
        	
          System change rate

        
        	
          Percentage of total data that was added to the repository. 

        
        	
          If total data is 100 GB and 
10 GB was written to the repository, the system change rate is 10% (100/10).

        
      

      
        	
          Factoring ratio

        
        	
          The inverse of the system change rate. This field is used to determine possible nominal space. (Physical space x factoring ratio x compression ratio).

        
        	
          This value is only the deduplication amount. 

        
      

      
        	
          Compressed bytes

        
        	
          The amount of data that was written to the disk after deduplication and compression.

        
        	
          Final space that is used in the repository for this session. If there are 100 GB in total, a 10% change, and the compressed bytes are 5 GB, the HyperFactor ratio is 20:1.

        
      

      
        	
          Start time

        
        	
          The session began at this time.

        
        	
          A session begins when the tape drive activity starts again after an idle period.

        
      

      
        	
          End time

        
        	
          The data for this session ends at this time.

        
        	
          A session ends when the tape drives are all idle for a short period.

        
      

    

    Reviewing the analyze_sessions output lets you see what the system is doing. It is important, though, to know what output is expected on the display. The analyze_sessions will split the data into chunks that are divided by a 15-minute period with no activity. In Tivoli Storage Manager, this can be difficult if there is no break between scheduled activities, or if there are processes running all the time. If possible, schedule backups so that there is a specific period for specific clients. Then, review the analyze_sessions output at the detailed level. If it is not possible to schedule backups in a specific period for specific clients, the ProtecTIER Manager GUI will show you the information based on a 15-minute interval for the last few days. 

    The data in these two reports or views still shows only the totals. If you have a mixture of clients or sources backing up at the same time, the data in the reports or views will be combined. This is why planning and configuring storage pools to allow lists of tapes can be critical. If you can provide IBM support with a list of cartridges that belong to the same data types, the reports can be run that are able to split out each list of cartridges into its own report.

    Sometimes, it is tempting to want to a view of every cartridge, one by one. While this approach can be useful in a few rare cases, it is better to narrow the task to a short list of the cartridges in which you are interested. The individual cartridge information might lead to false conclusions. If a cartridge appears to have a high change rate, it might be the cartridge that was used when the first copy was stored. All the other times that the data is backed up, it might have a low change rate, but because the one with the new data is misread, it might appear the data is not a good match for the ProtecTIER.

    The other important consideration about reviewing the output of the factoring analysis is that it does not take into account how much data is kept and how much data is deleted. If a file is backed up the first time and shows a change rate of 100%, and then backed up every day and shows a change rate of 1%, this can be considered excellent factoring. But if that same file is deleted two days later so that there are always only two copies of the file, the best overall ratio for this file is less than 2:1 (times:compression). 

    To achieve high factoring ratios, you need many copies saved on the repository. This can be difficult to see in the factoring analysis reports. But, after you have your storage pools and bar code ranges, it is easy to compare the retention policies and the session output of the reports to get an idea of the change rate versus the compression versus the retention. All three are needed to understand the data reduction fully. When you work with IBM support for additional factoring analysis, you want to provide the same information for their review.

    4.5  Background tasks

    Tivoli Storage Manager has the main task of saving backup or archive data and being ready for restores, as needed. Background tasks also need to be done to maintain a steady state, including removing expired data from the storage pool and making copies of data or migrating data. This section describes the effects that those operations, reclamations, migrations, and maintenance windows have on the ProtecTIER system.

    4.5.1  Reclamation

    Reclamation is the process that moves data from partially used cartridges to a smaller number of cartridges. The reclamation performs reads of a few cartridges and writes to other cartridges. This is different from a normal backup job, because for a normal backup job, the data will only be written to the ProtecTIER. The other consideration is that the data that is read is written right back into the ProtecTIER. Therefore, the data is a perfect copy of the data that was just read. Then, after the data is rewritten on the new cartridge, the data is deleted because the old cartridge is relabeled when it is put back into the scratch pool. 

    The end result is that there are three activities on the ProtecTIER compared to a single activity that is part of the backup. If the system is able to have enough space to store data, it might be best to not run reclamations aggressively. But it is important to ensure that whatever the settings, that there is enough time allotted to get the work done. Otherwise, there might be times when the backups need to start before the reclamations are finished. 

    In reviewing the performance logs, it will appear that the system is busy. But, it might be busy performing unnecessary operations trying to reclaim scratch tapes.

    4.5.2  Migrations

    Migrations are similar to reclamation, except that if the destination storage pool is located somewhere other than within the ProtecTIER, it might appear as only reads and deletions, versus the read/write/delete that a reclamation performs. Migrating data to physical tape or another storage pool that might be designed for long-term storage might not recycle the cartridge right away. It is important to understand the migration setup so that you can review the performance information correctly. Normally, migrations only affect the factoring reports when the data is migrated to a storage pool that is also on the same ProtecTIER. When that is the case, migrations and reclamations will appear similar.

    4.5.3  Maintenance windows

    From a Tivoli Storage Manager administration perspective, it is important to know about all of the background tasks that might occur before and after a maintenance window for work on the ProtecTIER system. There are many operations that require that you take the ProtecTIER system offline. Although it is not mandatory to stop Tivoli Storage Manager for any of the operations, the ProtecTIER maintenance will proceed whether or not Tivoli Storage Manager is quiesced, but there will be errors during the outage. 

    Also, when the ProtecTIER system is brought back online, several of the Tivoli Storage Manager jobs might automatically start running. This can have a negative impact, especially if the plan was to perform an audit right after the maintenance, because an audit will have to wait until all the drives are idle. It is best to completely stop Tivoli Storage Manager before taking the ProtecTIER offline.

    If there are other storage pools, which are not on the ProtecTIER, that can keep running, a good way to prevent Tivoli Storage Manager from using the ProtecTIER devices is to mark all the paths offline. Sometimes with many paths, this can be a large task. It might be simplest to set only the path to the library media changer offline. This way after all the drives are unloaded, and the library media changer is offline, no tapes will be able to be mounted. This will not stop the clients from getting errors though. 

    Another way to prevent clients from using the devices is to disable sessions. It is best to ensure that several steps have been taken to ensure that background tasks, backups, and restores will not be able to access the ProtecTIER devices before the maintenance starts. Then, these steps can be reversed after the maintenance successfully completes.

    The following examples show events that cause an outage on the ProtecTIER:

    •Upgrades

    •Change dimensions

    •Repository expansion

    •Virtual Tape Facility Daemon (VTFD) restart

    •Node reboot

    •Check and recover operation

    The following examples show events that do not cause an outage on the ProtecTIER:

    •Add cartridges (empty slots must be available)

    •Collect service reports

    •Collect statistics reports

    •Delete cartridges from the shelf

    •Enable replication policy

    •Enable LUN masking

    •Update LUN masking

    Being prepared for maintenance will help to reduce the maintenance window. The ProtecTIER virtualization takes a while to stop and start. The more virtual devices and the larger the repository, the longer each start and stop take. If being prepared prevents the system from having to be restarted more than one time, that is best. Being able to correctly quiesce Tivoli Storage Manager will always help limit the number of times that the ProtecTIER needs to restart. Also, being able to correctly quiesce Tivoli Storage Manager will allow several tests after the maintenance is done before the clients start to use the ProtecTIER system in full.

    4.6  File System Interface considerations

    The ProtecTIER can be ordered as a Virtual Tape Library (VTL) or as a File System Interface (FSI). The ProtecTIER refers to this choice as the ProtecTIER application. There are two major differences. With a VTL ProtecTIER application, the system comes with front-end Fibre Channel host bus adapters (HBAs) installed. With the FSI ProtecTIER application, the system comes with additional network adapters instead of Fibre Channel adapters. When a ProtecTIER uses the FSI feature, instead of emulating tape drives and libraries, it provides a file system share that can be mounted. Tivoli Storage Manager can then save files on this share similar to any other disk pool. The IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025, provides detailed information about the Tivoli Storage Manager settings for using the FSI ProtecTIER application.
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    This chapter describes disaster recovery (DR) in general. In this chapter, we describe how to plan and test the functions for several types of disasters. 

    The following topics are described:

    •Developing a disaster recovery plan

    •Testing a disaster recovery plan

    •Modifying a disaster recovery plan

    •Deciding when to declare and begin the disaster plan

    These topics focus on the Tivoli Storage Manager and the ProtecTIER environment only.

    5.1  Disaster recovery overview

    The word disaster has a large range of meanings. It can mean complete loss of an entire data center or city, or it can mean as little as the loss of a few critical files. It is important to create a plan that will be flexible enough to provide options during any type of disaster, and to create a plan that is as reliable as possible. When you need to implement a disaster recovery (DR) plan, you want to encounter as few unexpected problems as possible. The key to this relies on planning and testing. It is also important to document everything, including the plans and test results.

     

    
      
        	
          Example disaster scenario: The backup administrator leaves the company. No one knows all the parts of the administrator job function or the disaster recovery (DR) plan.

          This might not sound like a disaster, but you need to plan for this situation. This scenario needs to be part of the test plans. There are many variations of this scenario where the person who creates the majority of the disaster recovery plan might not be the person who executes it. A well-planned and tested DR plan needs to be able to be performed by a person who has never done it.

        
      

    

    Tivoli Storage Manager is a critical part of any computer-based disaster plan because the primary function of Tivoli Storage Manager is to protect the company’s data. When several events occur, systems that need to be re-created or newly implemented need to restore data that Tivoli Storage Manager has saved. Tivoli Storage Manager also manages copies of data extensively. When you add the ProtecTIER to Tivoli Storage Manager, you also add a layer to cost-effectively make copies of that data in completely remote locations. The ProtecTIER provides a function called native replication. Using the ProtecTIER HyperFactor technology, the data can be quickly replicated to another site over a fairly inexpensive network connection because the actual amount of data that is transmitted is less than the actual data itself. 

     

    
      
        	
          Note: For more information about the native replication and ProtecTIER HyperFactor technology, see the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025.

        
      

    

    In certain cases, the disaster might be a problem with a component of the backup solution itself. If events occur that make the production Tivoli Storage Manager unusable, it might be necessary to implement the disaster recovery plan to either stand in and function as the backup solution or to rebuild and re-create the production Tivoli Storage Manager server and its ProtecTIER repository.

    5.2  Configuration options and approaches

    The first consideration when it comes to the ProtecTIER replication and a DR plan is the number of locations that you need. You also must consider whether the locations are solely for the DR copies of the data or whether the sites are configured so that they provide the DR plan for both sites with bidirectional replication or even more (up to three replicas with the ProtecTIER many-to-many replication). There are also offerings for DR plans that allow you to store your replica data in a third-party offsite remote data center. In most of those cases, the replication is unidirectional, but a single system can act as a hub for more than one system and provide the DR copies of data for up to twelve other ProtecTIER clusters.

    When planning many-to-many replication, it is important to include the space requirements for all copies of data that will be stored as replica copies and the original data that is being backed up to this cluster. It is also important to plan enough resources to perform both tasks of backup and replication: incoming and outgoing. In this configuration, the ProtecTIER cluster might perform as much as seven times as much work to manage the original data and three other clusters’ replica data, both incoming and outgoing. In a bidirectional configuration, the work is three times greater with backup and incoming and outgoing replication.

    When creating a replication policy, the IBM ProtecTIER Manager GUI wizard has a panel for replication visibility as shown in Figure 5-1.
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    Figure 5-1   Replication Visibility panel

    When visibility is enabled (Figure 5-1), it affects what is done when a cartridge is ejected from the library by the backup application. Tivoli Storage Manager normally ejects cartridges, but there are certain uses for enabling this setting that allow Tivoli Storage Manager to control replicated cartridges by ejecting them. When the visibility mode is enabled, and a cartridge is ejected to the shelf on the source node, replication will be triggered. The replica data and the original data are made synchronous, and then, the destination node will automatically load the cartridge into the library, compared to leaving the replica on the shelf.

    To use the visibility feature, in a DR test, the test plan can eject a limited number of cartridges for testing purposes. These cartridges then show automatically in the DR site library Import/Export slots, and they can be checked in to the library by Tivoli Storage Manager for testing purposes. The production site can continue to function and will not have any reason to update or manipulate these cartridges while they are used for the test.

    Using this process allows online testing and ensures that the cartridges are not changed on the source while the test is in progress. When the test is complete, the cartridges can be ejected from the DR library and inserted back into the source library.

    The visibility switching can also be used for the ongoing movement of cartridges. One of the obstacles of a large DR test, or a real DR scenario, is the time it takes to move a large number of cartridges. If cartridges can be ejected from the production Tivoli Storage Manager server at regular stages in their lifecycle, they will already be in the DR library, if needed. After the data on a tape is no longer needed, the tape can manually be ejected from the DR library. The cartridge can then be reclaimed and put back in the scratch pool at the production site.

    Another option for moving cartridges revolves around the creation of multiple storage pools with a clear division of data. This way, cartridges can be moved in groups, allowing the DR restores to begin on a smaller set of cartridges, while the remaining cartridges are moved in in phases.

    Cartridge movement can be done with the ProtecTIER command-line interface (ptcli). For more details about the ptcli, see Appendix A, “Command-line interface” in IBM System StorageTS7600 with ProtecTIER Version 3.3, SG24-7968. Planning the movement of cartridges in advance greatly helps with testing and DR success. One of the critical aspects to success is having the correct cartridges available for the DR instance of Tivoli Storage Manager to use.

     

    
      
        	
          Note: The cartridge query tool is explained at the following information center link:

          http://bit.ly/1ujeZDg

        
      

    

    5.3  Recovery time objective and recovery point objective

    Next, determine how long it takes to implement the plan and recover the solution. This is called recovery time objective (RTO). Recovery point objective (RPO) is a point in time in the past to which you must restore the data. When a restore is performed, the process puts everything back to where it was before recent events occurred. This will depend on how the system is designed and the RPO. In some cases, the RPO will be a couple of days. In other cases, the RPO is planned to be as short as possible. The business requirements will be key factors in designing the DR solution because they will determine the required investment to meet these two objectives.

    5.4  Native replication versus Tivoli Storage Manager node replication

    The ProtecTIER replication is referred to as native replication because all copying of the data is performed by a single pair of ProtecTIER clusters. Tivoli Storage Manager does not have to do anything special to replicate the data to the remote location. Tivoli Storage Manager also has replication function. Tivoli Storage Manager as a Data Protection Solution, SG24-8134, describes Tivoli Storage Manager node replication in detail. The important part that brings the ProtecTIER native replication into the solution is the following excerpt from this publication:

    First, it requires bandwidth. If you have a large amount of data to replicate on a daily basis, then you may need to look at increasing the bandwidth between the two servers.

    The ProtecTIER native replication replicates large amounts of data on a daily basis by using the HyperFactor technology to send only the changed data. This chapter is not meant to convince you that you must use one method over the other, but it is intended to provide the information to help you decide the best way to meet your business requirements. After the decision is made that the combination of the ProtecTIER and Tivoli Storage Manager is the correct solution for the DR plan, the rest of the chapter is meant to help you make the testing and implementation of the DR plan a success.

    5.5  Disaster recovery testing

    Test the plan. Three words are what DR is all about. It might be related to “Practice Makes Perfect”. DR plans are no different. The key to the consistency of the tests is in the planning. The key is the planning of the procedure and the planning of the tests that validate the procedure. If this chapter mentioned the words test and plan 1,000 times, it probably still is not enough to cover the importance.

    Testing the DR plan needs to be a regular function. The testing needs to be developed so that there are different levels of testing. The simplest level of test plan can be as little as finding all the copies of the written plan and verifying that they are still available. A test that can be a little more thorough might be to destroy a test machine and re-create it using the documented DR plan. The main thing is to not limit the DR test plan to test only a single scenario of complete loss. This test is time-consuming and needs to be performed on a less frequent interval. The lower interval is not enough to ensure preparedness when the plan is really needed. Develop the DR test plan so that as much as possible becomes part of the routine. Include steps that will have enough variety so that the uses for the DR plan are robust. If a DR plan is designed only for complete loss of a data center and a huge investment is made, the plan might never be implemented. If it were designed to be more robust, the investment for the DR plan can be used whenever there is value in it.

     

    
      
        	
          Example: One cartridge that has critical data on it is accidentally selected for a delete operation. The other 10 cartridges were scratch tapes. Replication is configured. Consulting the DR plan needs to provide the steps to recover only one cartridge without requiring the entire site to switch over, which occurs in a complete loss situation. Performing the operation needs to be a routine task for the administrators because they have already tested it multiple times.

        
      

    

    5.6  Changes to the environment

    It is common for changes to occur in any data center. When change happens, the DR plan also needs to be considered. It is important for the DR plan to be considered with any change management system that is deployed. “Will this change affect our DR plan and will the DR documentation need to be updated?” Depending on the changes, the answer might be yes.

     

    
      
        	
          Example: The local drive in the product Tivoli Storage Manager server is replaced with a larger drive to accommodate extra logging and storing the underlying operating system information. 

          The DR plan has a second Tivoli Storage Manager server that is meant to run the workload if the original production server is destroyed. In this case, it makes sense to add the same changes to the second Tivoli Storage Manager server that is part of the DR plan.

        
      

    

    It might be a good idea to consider that every change that happens can have a potential effect on the DR plan. You do not want to be in the middle of implementing the DR plan and realize that it is no longer valid because of a change that was made a few weeks ago. These changes can include upgrades to software, network addresses, and hardware changes, such as the one mentioned in the example. Always include the DR plan in part of the change management system.

    5.7  Disaster recovery scenarios

    Disaster recovery is for more than a total loss of a data center. It can be used to solve many other unexpected events. Several scenarios follow that can use the native replication function to reduce the impact of unexpected events and provide ideas about ways to test the solution. Chapter 22, section 22.9.2 of the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025, lists three scenarios for the use of the DR plan. These scenarios are based on switching over to run restores and backups on the DR site:

    •Scenario 1 - All replica cartridges in sync

    •Scenario 2 - Replication incomplete

    •Scenario 3 - Using the Tivoli Storage Manager audit to read cartridges that are not synchronized (in-sync). In this scenario, the client can audit the cartridges to see how incomplete they are.

    The simplest complete loss test scenario is when all replica cartridges are in-sync. This also makes for a simple test plan. If the test plan has a step to wait until all cartridges are in-sync, it automatically creates the scenario 1. It might not be a normal situation, depending on how many hours a day the system is idle and the replication backlog is zero. However for a test plan, it allows a quicker test of the steps. Scenario 2 is more likely to be the case when a DR plan is actually implemented. In this case, the cause of the disaster is unlikely to wait until the cartridges are in-sync. However, depending on the reason for the disaster, there might be the option to take steps to prepare. In scenario 3, where the ProtecTIER has claimed that the cartridges are not in-sync, Tivoli Storage Manager can still try to read them to see what data is good, and what data is not, by running the audit volume command to attempt to salvage as much data as possible.

     

    
      
        	
          Example: Weather forecasts show that there is a high risk of a terrible storm. Production backups are in progress. In review of the current time and backup schedule, the decision is made to enact a partial DR step to allow the system to prepare for DR mode. Tivoli Storage Manager is paused after all backups are complete. The Tivoli Storage Manager database is backed up. The ProtecTIER replication is allowed to sync all cartridges and backlog. The system is left idle for the remainder of the storm.

        
      

    

    The previous example demonstrates familiarity with the DR plan and how the DR plan can be used to improve the success rate of any DR scenario.

    5.7.1  Single cartridge deleted

    If user error or other activities result in damaging a cartridge, you can catch the problem before the deletion is replicated to the remote site and use the remote site copy to recover the original data. The risk is that the delete operation is normally replicated to the remote repository. The step to prevent this from happening is to change the principality on that one cartridge before the delete is synchronized. 

    The following steps demonstrate the procedure:

    1.	Disable the replication policy (Figure 5-2).

    [image: ]

    Figure 5-2   Disable MemphisBBQ policy

    Disabling a replication policy will prevent replication activities from being triggered.

    2.	Stop replication activities (Figure 5-3).
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    Figure 5-3   Stop replication activities

    Stopping activities will prevent data from being replicated to the target repository.

    3.	Check the target repository for the existence and state of the cartridge you want. Ensure that it exists and is in-sync and that the last sync date and time are correct (Figure 5-4 on page 178).
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    Figure 5-4   Shelf cartridge synchronization state - Replica properties

    4.	Switch to the Grid management view by clicking Grid Management in the lower-left corner. Log in. Then, go back to the systems Management view and follow these steps:

    a.	Right-click the cartridge and choose Change principality (Figure 5-5).

    b.	Choose to mark selected cartridge to be processed, and then click Run. 
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    Figure 5-5   Change principality dialog box

    c.	Click Switch to switch to grid management (Figure 5-6 on page 179). The dialog shows the intended operation. Click Ok.
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    Figure 5-6   Switch to Grid Management

    5.	Now, the tape is owned by the hub on which this replica is located.

    6.	Create a policy and execute it to replicate this cartridge to the repository that normally owns it on the hub system that has the good copy.

    7.	After the cartridge is replicated back and in-sync, remove the temporary policy.

    8.	Locate the cartridge on the original system and change the principality back to the original state.

    9.	Use Tivoli Storage Manager to audit the cartridge.

     

    
      
        	
          Note: The previous scenario might be difficult to catch the state where the replica copy is still valid, after the original cartridge is removed, because the ProtecTIER replication is designed to remove cartridges on both the original and replica when they are deleted. To be prepared, because deleting groups of cartridges is not a normal activity, the policy or replication can be stopped before you perform the cartridge deletions. Click Highlight the Policy → Replication → Replication Policy → Disable Replication Policy. 

        
      

    

    The previous steps can also be used when the cartridge in question is not accidentally deleted, but for one of several other reasons, it needs to be recovered.

     

    
      
        	
          Important: The visibility needs to be changed to the DR site before the tape on the original site is removed. This way the data can be replicated back to the original site without risking the replica copy being removed. 

        
      

    

    5.7.2  The ProtecTIER repository needs to be re-created

    This scenario can be performed to migrate to a new ProtecTIER repository and to recover from a disk failure that results in the current ProtecTIER repository from being used. If the repository replacement is planned, the fully in-sync scenario can be used because Tivoli Storage Manager can be stopped, the database backed up, and all the backlog can complete, before you switch to DR mode and bring the DR Tivoli Storage Manager online. 

    When the local repository is damaged, it might not be possible to perform several of the replication tasks. Before you decide whether this is a valid approach, the cartridges that are not in-sync on the target repository need to be reviewed to determine whether the target data is the best option. This scenario is similar to the second scenario in Chapter 24 (section 24.10) of the IBM ProtecTIER Implementation and Best Practices Guide, SG24-8025, because the times of the database backup and the cartridges that are out of sync are compared against the RPO. It might be possible to use a short window to take steps from Tivoli Storage Manager to address the cartridges that cannot be synchronized. Then, back up the database again and replicate the new replacement cartridges and database before you switch to DR mode to begin the recovery.

    5.7.3  Replacing the ProtecTIER server nodes 

    If the repository on the production site is alright, but the ProtecTIER server node or both nodes are being replaced, you might be required to change to DR mode to allow the new nodes to be installed and brought online. After the new ProtecTIER nodes are online and running, a smaller set of data can be copied back to the original repository and the production site restored. Depending on why the nodes are being replaced, the amount of time that it takes can vary from a few hours to several days. In a single node cluster, if the node is damaged beyond repair and a new node needs to be ordered and replaced, DR mode can be used, even though the repository is alright.

     

    
      
        	
          Example Scenario: A power spike due to lightning causes the single node ProtecTIER cluster to be damage beyond repair. DR mode is entered and the Tivoli Storage Manager is brought online to perform backups and restores for three days, while a replacement server is ordered and installed. After the production cluster is repaired, the one-time failback policy is created and executed. When all changed cartridges are in sync on the original production cluster, the system leaves DR mode.

          Important: Replication is based on repositories being members of the replication grid and part of an application group. Many DR tests attempt to simulate repository failures. The previous example is a case where the repository is not affected. In this case, the repository must not be removed from the replication grid. For the most part, the only time that a repository is removed from the replication grid is when it has really been destroyed. After a repository is removed from a grid, it cannot be added back. A repository can be removed from an application group and left as a stand-alone repository in the grid, if changes are needed.

        
      

    

    5.8  Management console considerations

    When there are unexpected disaster scenarios, the first thing that you need to determine is the extent of the problem. This includes determining the status of the Tivoli Storage Manager server, the status of all the ProtecTIER clusters, and the status of the management connectivity. Including the status check as part of the test plan is important. It is possible that during the tests that are performed, all of the management workstations work correctly and have all the required software installed. 

    During a real DR scenario, you might be required to load an SSH client and the ProtecTIER Manager software. It might also be required to access the SAN or other network components to validate the status of the connectivity. The DR documentation needs to include the required management tools and the versions, and needs to be updated each time there is a change. The required software needs to be in a place where it can be installed when the system is in a degraded status. Hardcopy DVDs might be required so that the network infrastructure can be repaired as part of the DR recovery. These DVDs will need to be updated each time there is a change. It is not a good plan to assume that when there is a real disaster, that a management workstation can access the internet and download the software that is needed. In most cases, it might be possible, but the DR plan needs to account for cases when it is not.

    5.9  Support considerations

    The DR plan and documentation need to include all the required information for opening a support ticket with any vendors that you need to engage. During a DR scenario, it is likely that several unexpected events introduced a problem for which the best planning and testing was not prepared. Assistance might be needed from a support group. The serial numbers, support phone numbers, and contracts must be saved as part of the DR plan and need to be updated as changes occur. This information is helpful in both DR test scenarios and actual disaster scenarios.

    5.10  Additional information

    This document has a use case scenario of a DR test that you can review, modify, and add to the suite of tests that make up the DR plan to use in your Tivoli Storage Manager and ProtecTIER environment (see 8.2, “Use case 2: Disaster recovery test” on page 270). For pointers to use and implement in your DR plan and tests, see Chapter 7, “Hints and tips” on page 225. 

    5.10.1  Example checklist

    The following list of items can be part of a DR plan:

    •Hardcopy DR plan documentation

    Hardcopy of recent test results and notes

    •Hardcopy of volume history or Tivoli Storage Manager database backup cartridge information:

     –	The routine database backup reports or volhist output with type dbb

     –	Current volhist file

    •Installation media:

     –	Tivoli Storage Manager media

     –	ProtecTIER Manager media

     –	ProtecTIER server media

     –	SAN management tools media

     –	Network management tools media

    •Support contract information:

     –	Serial numbers

     –	Contract numbers

     –	Phone numbers 

    •System status checks:

     –	Tivoli Storage Manager server status

     –	ProtecTIER server nodes status

     –	SAN status check

     –	Network status check

    •Data validation checks:

     –	Original data state

     –	Replica data state

     –	Tivoli Storage Manager database state

    •Guide to determine what type of recovery is needed:

     –	Restore original data directly

     –	Power on DR site and run restores

     –	Power on DR site and run backups and restores

     –	Restore partial set of cartridges

    •Guide to determine how long to stay in this DR mode

    •Steps to switch into each DR mode

    •Steps to switch back to normal production mode

    •Change review process:

     –	Review with change control at each change

     –	Periodic review (even without a change)

     –	Validate that hardcopy sets are valid

    •Test plan and documentation:

     –	Regular frequency simple tests

     –	Unplanned simple tests (fire alarm style)

     –	Full test of DR mode

     –	Update test plans regularly

     –	Review test results

    The previous list can be used to help generate a robust DR plan and tests. It is advised to keep the documentation of both the plan and each test up-to-date, so that when any DR scenario is encountered, the DR plan can be implemented to provide the best results.

    5.10.2  Combining physical offsite

    The previous description is mostly about using native replication to allow recovery from disaster scenarios. It is also important to factor in ways that physical tapes can be used to help recover from different scenarios in combination with the replica copy on the ProtecTIER repository.
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Monitoring and problem solving

    This chapter describes several ways that a system administrator can review the ProtecTIER logs and Tivoli Storage Manager servers’ logs to identify the source of problems.

    In this chapter, we introduce the available logs. Important information about a problem is commonly in a combination of logs. This chapter explains how each log is collected. This chapter shows you ways to review the logs in tandem to complete the picture of your environment so that you can identify the source of a particular problem.

    In this chapter, we describe these general topics:

    •Operating system logs

    •Driver logs

    •Tivoli Storage Manager logs

    •Hardware checks

    SCSI reservations are explained. The installation of the new Tivoli Storage Manager Operations Center Version 6.4.1.0, which provides a centralized, web-based view of the Tivoli Storage Manager environment, is described.

    6.1  Overview

    Monitoring and resolving problems in Tivoli Storage Manager and the ProtecTIER environment is an important part of maintaining a stable data protection and recovery environment. You need to monitor the following primary categories:

    •Software error and event logs

    •Hardware state

    •Space utilization

    A regular routine of checking the items listed in this chapter will be a good way to ensure that the systems work as designed.

    6.2  Operating system logs

    Each host client that is configured to use the ProtecTIER virtual tape device has those devices defined at the operating system level. Because the operating system manages the initiator that is connected for communication on the Fibre Channel SAN, the connectivity messages will be logged in the operating system logs. There might be other messages in these logs that indicate issues with other resources on the system. 

    6.2.1  Operating system events and errors

    Each operating system has its own way of logging messages that might relate to the devices that make up the Tivoli Storage Manager environment.

    AIX ERRPT

    The AIX error report errpt log contains all of the error messages regarding the AIX operating system and the devices that connect to it. For the ProtecTIER devices, the major relevant errors are reported against the following devices:

    •fcs

    The Fibre Channel adapter device. Messages against this device typically relate to the hardware or operation of the adapter itself. However, it might have messages that are also related to connectivity to the SAN device.

    •fscsi

    The Fibre Channel Protocol device. Messages against this device relate to the communication with the target devices and the switches that make up the SAN. It will have the handshake and other messages related to connecting to the target devices on the ProtecTIER.

    •TAPE

    The TAPE devices include both rmt and smc type devices. These messages relate to the SCSI protocol and operation of the device itself.

    When reviewing the AIX error report information, one good method of understanding the messages is to map each error to the device mentioned in the error, and verify to which of the connections to the ProtecTIER it refers. When there are multiple errors, it will be important to determine whether these messages are reported against all of the connections or limited to a subset of connections or devices. 

    Microsoft Windows event log and system log

    Microsoft Windows has both the event log and the system log. These logs indicate problems on the SAN. However, the information might not be useful in determining where the issues are. Each HBA vendor includes a package for Windows that allows more investigation when problems are seen. For QLogic brand adapters, there is a utility called SANsurfer. For Emulex adapters, there is a utility called HBAnywhere. It is a preferred practice to install these utilities so that when the system event log or Tivoli Storage Manager logs indicate a problem, you can use the utilities to check the connectivity and review error counts that might accumulate.

    Linux

    The Linux operating system uses the syslog function to provide information about events that occur on the operating system. These messages can be displayed with the dmesg command or by viewing the /var/log/messages file. This file might have many informational messages that repeat or are logged at certain events. It can be helpful to have the message time stamp from Tivoli Storage Manager to see whether there is a connection between messages seen in both places. 

     

    
      
        	
          Note: The ProtecTIER server nodes run on the Linux OS also and will save messages in the same location. This section is not referring to the files on the ProtecTIER server nodes, but the files on the Tivoli Storage Manager servers or client nodes.

        
      

    

    The same utilities that run under Windows, SANsurfer and HBAnywhere, might be available to provide additional checking for the distribution of Linux on the Tivoli Storage Manager server.

    6.2.2  Driver logs

    When the ProtecTIER is connected to Tivoli Storage Manager, it requires the OS to use the IBMtape or Atape device driver. The Atape device driver is for AIX. IBMtape is for all other OSs. This driver has additional logging that is available to help you with problem resolution. It is not suggested to use this logging as a normal setting for production use systems. 

    It might be worth trying the logging during an implementation phase, so that later if requested by IBM support, the collection has already been proven to work. These logs are described in the IBM Tape Device Drivers Installation and User’s Guide, GC27-2130.

    Depending on the operating system, the details for collecting driver logs vary. 

    6.3  Alerts 

    Both the ProtecTIER and Tivoli Storage Manager can be configured to send automatic alerts to a system administrator. This is useful as long as the alerts are not too often so that they become the type of messages that are ignored. It is also good to have a system that ensures that alerts are still working, even if there are no new events reports from either of the servers. Ensure that you manage the alerting so that it remains both manageable and informative.

    For more details about alerts, see Chapter 4, “Administering ProtecTIER” on page 149.

    6.3.1  Tivoli Storage Manager alerting

    In Tivoli Storage Manager server, the alerting is called alert monitoring and is described in detail at this website:

    http://bit.ly/1rRAEF4

    These configuration options can be modified to get the correct mix of notifications from Tivoli Storage Manager so that when the system needs attention, the notification is noticed and not overlooked. Alert notification is described more in 4.2.3, “Notifications” on page 154.

    6.3.2  ProtecTIER alerting

    The ProtecTIER alerting needs to also be monitored to ensure that alerts are sent, but that they are not sent so frequently that important messages are ignored. If no messages are received, you must verify that the ProtecTIER alerting still works. A test message can be sent on a regular basis to ensure that the alerts work.

    To test alerts, click System → Configuration → E-mail Alerts. Then, highlight the email, and click Test as shown in Figure 6-1.
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    Figure 6-1   Test email from the E-mail Alerts panel

    This test function verifies that the alerting still works for periods when there are no alerts being sent by the system. Alert notification is described more in 4.2.3, “Notifications” on page 154.

    6.4  Tivoli Storage Manager logging and ProtecTIER timeserver

    Tivoli Storage Manager uses the activity log (actlog) to track its administration activity, errors, and informational events. There can be a lot of useful information in the actlog but it can also have information that is not related to the problem. It is a preferred practice to implement a timeserver that is then used with the ProtecTIER server nodes and the Tivoli Storage Manager server and clients. With the timeserver, events that are reported in the actlog can be easily matched to the ProtecTIER. The ProtecTIER service menu allows you to configure the timeserver. If the same timeserver is provided to theTivoli Storage Manager server, the times need to all be in-sync. Example 6-1 shows the Service menu and timeserver setting.

    Example 6-1   Service menu timeserver setting
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    +------------------------------------------------------------------------------+

    | ProtecTIER Service Menu running on blackmamba                                |

    | ProtecTIER Configuration (...)                                               |

    +------------------------------------------------------------------------------+

    |  1) Configure ProtecTIER node                                                |

    |  2) Recover Configuration for a replaced server                              |

    |  3) Configure machine serial number for a replaced server                    |

    |  4) Configure RAS                                                            |

    |  5) Update Time, Date, Timezone and Timeserver(s)                            |

    |  6) Scan storage interconnections                                            |

    |  7) File Systems Management (...)                                            |

    |  8) Configure replication (...)                                              |

    |  9) IP Network configuration (...)                                           |

    | 10) Update Firmware                                                          |

    | 11) Update the System's name                                                 |

    | 12) Validate configuration                                                   |

    | 13) Single Node - code upgrade (For Support Use ONLY)                        |

    |                                                                              |

    |  B) Back                                                                     |

    |  E) Exit                                                                     |

    +------------------------------------------------------------------------------+

    Your choice? 5<Enter>

    Beginning Procedure....

    Date, Time, Timezone & Timeserver(s) configuration

    ==================================================

    1. Set date & time

    2. Set Timezone

    3. Set Timeserver(s)

     

    c. Commit changes and exit

    q. Exit without committing changes

     

    Please Choose:

    [image: ]Use the Tivoli Storage Manager logging settings to ensure that the activity log is pruned correctly for the amount of history for the ProtecTIER to save. Normally, the ProtecTIER logs will be pruned or rotated faster than the Tivoli Storage Manager logs.

    6.5  ProtecTIER log

    The ProtecTIER emulation saves three levels of logs. The ProtecTIER nodes themselves have other logs that will be described in the Service report section. This section describes the following logs:

    •Alerts log: vtf_error.log

    •Events log: vtf_event.log

    •Internal logs: vtf_internal.log

    All of the previous logs use a log rotation scheme to save information for a period of time. The logs will be rotated when they reach a certain size. The size is checked on a time interval (usually hourly). The alerts log and the events log entries are also written to the internal logs so the internal logs will always be larger than either of the other two types of logs. The internal logs will also rotate faster than the other logs. On a large busy machine, it is not uncommon for the entries to rotate every two hours. The oldest messages might be only a few days old before the rotation removes them.

    6.5.1  Alerts log

    The alerts log can be viewed from the ProtecTIER Manager GUI. If any entries exist in the alerts log, the indicator flashes red, and the name of the node turns red in the ProtecTIER Manager as shown in Figure 6-2.
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    Figure 6-2   Sample: Red indicates that alerts are present

    After you view the alerts, if there is no action needed to resolve the alerts, it is acceptable to clear the alerts as shown in Figure 6-3 on page 189. If the cause of the alert is unclear, it is a preferred practice to leave the alerts until the problem is resolved. A message in the alerts is considered important and needs to be reviewed. Determine whether any actions are required. There are too many different alerts that can be listed in the alerts log to mention them all here, but it is important for you to try to understand each entry on your system. It is also a preferred practice for you to monitor the entries on a regular basis, because they might be the major indication that something is wrong. 

    [image: ]

    Figure 6-3   Example - Clear Alerts 

    When backups fail or problems arise from Tivoli Storage Manager, the alerts log is one of the first areas that you need to check. Compare the dates and contents of the entries to see whether they are related. The ProtecTIER adds an alert log entry anytime a problem disrupts Tivoli Storage Manager, for example, a WRITE error that fails a backup process. An example WRITE error is shown in Example 6-2.

    Example 6-2   Alert log entry with a WRITE error
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    Apr 21 05:14:05 celcius vtl[25152]: (22675) 3780: Scsi request 0x10 to device VtluTape(0:120)120 failed, sense WRITE_ERROR (0x030C00)
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    One way to manage the alert log function is to save the entries and then clear the alert log. Then, if there is another alert, the red indicator will be your signal to check it again. Then, if there is a pattern to the frequency of the alerts and they cannot be explained, further investigation might be needed. Alerts might be repeated until you follow the required action plan to resolve them, but you must make an effort to not let these messages mask or hide a new message that might be more critical.

    6.5.2  Events log

    The ProtecTIER events log provides informational messages that might be useful for monitoring the system. The ProtecTIER events log includes progress indicators and informational messages, for example, when replication activities start or complete, when a tape drive is reserved and released, and information about the background tasks. This log is a good place to turn to verify whether something in the ProtecTIER works or not as shown in Example 6-3, Example 6-4, and Example 6-5.

    Example 6-3   Event log example for replication
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    May 10 13:03:31 ProtecTier vtl[11394]: (12453) 801: Object replication activity(incoming) for object A00010_0400_01_000000114F with system DRProtecTier started
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    Example 6-4   Event log example for reservation
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    Aug 20 16:01:21 ProtecTIER vtl[2793]: (18634) 192: Device robot of lib VTL_Library reserved WWN 10000000c9abcdef0 id 001b21959e21. Succeeded
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    Example 6-5   Event log example of defragger message	
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    May  8 00:04:06 ibmprotectier vtl[9843]: (11824) 380:  defrag started: validate off
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    You can view the event log from the ProtecTIER Manager GUI and from a Secure Shell (SSH) login on the ProtecTIER server node directly. The entries are saved in the file /pt_work/log/vtf_event.log of each node. When the entries are viewed in the ProtecTIER Manager, the entry’s host name is listed at the top of the window, and each line is reformatted for display. When viewed directly in the file, each line is as shown in the examples. If you save your events log from a two-node cluster with the ProtecTIER Manager GUI, be sure to indicate from which node the entries are in the file name to which you save them.

    6.5.3  Internal log

    The ProtecTIER logs all of its operating messages in the internal logs. These logs contain entries from every component of the ProtecTIER system and can tend to log almost nonstop. The entries can be complicated to interpret and therefore are mostly intended for IBM support to review. There might be times when it is valuable to look for certain strings by using Linux commands to filter the contents. For most scenarios, the important messages from the system are duplicated in the alert log.

    Monitoring how quickly the logs rotate can be helpful for problem resolution. Because the log will be rotated when the size exceeds 100 MB, the next time log rotation runs, the normal rotation period can be rather predictable. If you are monitoring your system and see that suddenly the logs are rotating faster than normal, try to determine why. In some cases, the entries that have accelerated the log rotation are normal, but in other cases, the cause might be an unexpected issue that is not being raised to the alerts log as expected. Regularly monitoring the size and rotation of these logs will help you to identify when there is a drastic change in the logging.

    6.6  Service menu 

    The ProtecTIER Service Menu is available when you are logged in to the ProtecTIER server node via SSH. The service menu has many operations that are intended for IBM service support representatives (SSRs), but other items can be useful for monitoring and problem resolution. To access the service menu, when you are logged on as root or ptadmin, just type the command menu and when you log on as ptconfig, the service menu is automatically started. A hardware health check can be displayed or reviewed and the problem log can be displayed. This information is useful to check when problems are first encountered. The following examples show the health check and problem log options.

    From the top level of the menu, choose Health Monitoring as shown in Example 6-6.

    Example 6-6   Health check from the service menu
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    +------------------------------------------------------------------------------+

    | ProtecTIER Service Menu running on heater                                    |

    | Health Monitoring (...)                                                      |

    +------------------------------------------------------------------------------+

    |  1) Display health summary for this node                                     |

    |  2) Display detailed health for this node                                    |

    |  3) Run a full check on this node                                            |

    |  4) Reset RSA/IMM                                                            |

    |  5) List open problems                                                       |

    |  6) Service Mode                                                             |

    |                                                                              |

    |  B) Back                                                                     |

    |  E) Exit                                                                     |

    +------------------------------------------------------------------------------+

    Your choice?
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    From this level of the menu, choose List open problems or any of the three health check options. Each selection has options to refresh the information, but it might be a good idea to display information before refreshing, because it will return quicker. After that information is viewed, if it is stale or nothing was reported, it is good to refresh or run a full check.

    Sometimes when there is a problem, checking can take a lot of additional time before returning. The checks that are run are extensive and failures might result in timeouts that add to the duration of a full check.

    6.7  ProtecTIER service reports

    ProtecTIER provides an option to gather a collection of logs and put them all together in a package called a service report. The service report contains almost every log that might be needed to investigate issues that are occurring on the system. The service report can be quite large, from 400 MB to 2 GB in size. The Report wizard has a few options that attempt to allow you some control over the size, but on many busy systems, the size of the report will be large for any of the selections.

    The service report also prompts for a date range to attempt to help you limit the data that is collected for the package. The date range does not limit all parts of the report. Sometimes, a small date range can have an adverse effect and limit the data that is required. With a good understanding of the log rotation, a date range for the service report can be more effective. It might be a good idea to get at least two weeks worth of data and include up to the current day. Because log rotation is pruning the vtf_internal.log on a regular basis, the date range entered here might not cover the period that is still available in the logs. The service report also has other built-in function to limit the size based on the selected profile. Therefore, the vtf_internal.log might be collected based on the rotations, rather than the date. It is a preferred practice, unless otherwise directed by support, to make the profile the Default type and if a date range is provided, include 2 - 4 weeks. This way, the content that contains only a little historical information is not accidentally omitted.

    The problem reports can now be saved for both nodes from the ProtecTIER Manager GUI. This can be a long process, sometimes an hour or more. During this time, the ProtecTIER Manager GUI cannot be used for other tasks on this cluster. Therefore, it is sometimes a good idea to use the service menu on each node to collect the service reports, so that additional problem analysis can occur on the ProtecTIER Manager.

    After the report is created on the ProtecTIER server nodes, it can then be copied or sent by FTP from the server directly to IBM support, or it can be copied within the data center to save or transfer to IBM support from the data center. If the ProtecTIER Manager is used, the resulting reports will also be sent by FTP automatically to the workstation that is running the ProtecTIER Manager. If the network connection between that workstation and the ProtecTIER server nodes is slow or unreliable, the service report collection might take even longer or fail. When the service report fails during the copy operation, you can obtain the original file on that node in the folder /pt_work. An example service report is shown in Example 6-7.

    Example 6-7   Example service report in /pt_work folder on a ProtecTIER server node
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    [root@heater pt_work]# ls Pro*

    ProtecTier_Dallas_heater_default_Oct_23_2012_07_48_46_report.tar.gz

    ProtecTier__heater_full_Nov_7_2012_14_0_18_Report.tar.gz

    ProtecTier__heater_full_Nov_7_2012_14_0_18_Report.tar.gz
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    6.8  ProtecTIER space utilization

    The ProtecTIER space utilization is often involved when problems are encountered. The design of the ProtecTIER and the data reduction function include additional variables to the usable space that is available on the ProtecTIER repository. This space is always referred to as the allocable space. The allocable space is then multiplied by the expected factoring ratio to result in the nominal space. Nominal space needs to match the values that Tivoli Storage Manager will report that it can save on the ProtecTIER. 

    When multiple libraries and multipleTivoli Storage Manager servers are created, it can be complicated to know how the space is used. When a shortage of space exists, it is important to be able to determine why. The current factoring rate and the amount of deleted data are the two items that directly affect the amount of allocable storage on a ProtecTIER cluster. When the HyperFactor ratio is exactly as planned, the management of space is easier. If the HyperFactor ratio is lower than planned, problems often occur as the repository starts to fill.

    When the ProtecTIER repository reaches the steady state, data will begin to expire on the Tivoli Storage Manager server, and tapes will be relabeled and returned to the scratch pool. The reliable operation notifies the ProtecTIER that the data on the cartridge has been truncated and results in data, which was previously on the cartridge, being added to the delete queue. Because the ProtecTIER uses factoring to store the data, the delete queue is used to allow the ProtecTIER software to process these deletions in reverse and remove only the unique data that was truncated while reducing the pointers to the data that has at least one remaining copy that is still needed. Because this process can require CPU cycles, the delete operations are performed as a background task. When backups and replication have priority over the background maintenance work, the system can reach a point where the amount of data in the pending state increases.

    Removing data, which shows as pending data, from the delete queue, is a two-step process. First, the truncated data must be reviewed to determine which parts are the last copy of the data, and which parts match other references to it. The data that was the last copy will be removed from the repository, but, because it will be small amounts of data located all around the repository, the actual data that is removed will be considered fragmented. Before the space is added back to allocable space, it must go through a process called defragmentation. Defragmentation allows the repository to maintain the free space in a consistent layout, because the allocable space will always provide the same size sections of contiguous space. 

    It is natural to have a regular workload of deleted data and, therefore, a regular amount of defragmentation that needs to occur. It is good to monitor the regular workload so that if something changes and the system is unable to keep the pending and fragmented data from continued growth, tuning changes can be made. It is also important to consider operations from Tivoli Storage Manager, which are not part of the ordinary workload, that will cause a large amount of data to be deleted. For example, if you decide to migrate all the data out of one storage pool and put it on another disk-based storage pool, while the cartridges are returned to the scratch pool, a huge spike might occur in the amount of data that is deleted. Planning for this extra workload might be required. Extra unplanned deletions might be required if replica copies are somehow affected, such as deleting and replicating again a large number of cartridges.

    Replication also has its space requirements and changes in the replicated data or replication policies can result in a space shortage in the repository. 

    The ProtecTIER Manager pie chart is intended to make it easy for the administrator to monitor the space usage of the repository. However, if the normal operation is not monitored, it might be hard to notice a problem or a severe change that results in a problem after the problem has occurred. The statistics panel shows some history of the space utilization directly in the GUI as shown in Figure 6-4 on page 194.
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    Figure 6-4   Statistics panel - Repository utilization	

    Figure 6-4 shows fairly steady usage because it is from a fairly idle system. Watch for a pattern of slopes, which might indicate that the system is approaching a space utilization problem. If the utilization chart is ramping up or the HyperFactor ratio is ramping down, these might be signs that the repository space needs to be examined more closely.

    The pie chart is the quickest way to see the summary of the entire repository as shown in Figure 6-5 on page 195.
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    Figure 6-5   Example pie chart of a simple healthy repository

    Figure 6-5 shows a simple healthy repository because it has a large amount of available allocable space and both pending data and fragmented data are low values that are not even visible on the pie chart. This repository also does not have any incoming replicating using up space. Outgoing replication will not show in this view. Replication usage is only shown if there are incoming or replica cartridges. A pie chart that shows possible issues is shown in Figure 6-6.
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    Figure 6-6   Pie chart with pending and replication

    Figure 6-6 on page 195 shows a repository that is primarily for backup, but both replication data and pending data use part of the repository. Looking at this one image is not enough to know whether it is a problem or not. The 16.1 TiB of pending data might be normal, which is why it is important to monitor the space. If the pending data has increased for the last few weeks and grown from 4 TiB to 16 TiB, that is a good indication that you need to make an adjustment. The Physical pie chart has a value for fragmented data. The Pending data value on the Nominal pie chart includes both the fragmented and deleted data because all deleted data must be defragmented before it is added back to the allocable number.

    The ProtecTIER uses a background algorithm to handle the deletions and defragmentation that is called Maintenance Rate Control (MRC). The MRC is designed to allow the ProtecTIER to work as hard as possible on the delete and defragmentation processes without affecting backups or replicating. Because the delete process requires CPU cycles and the defragmentation process requires disk resources, it is possible that the background operations will not have any resources to get the work done during the regular cycles. This can happen if there is an unplanned delete operation from Tivoli Storage Manager that results in a huge spike in the amount of data that needs to be handled. For a simple description of tuning the MRC processes, see the technote:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S1003995

    In more detail, the MRC algorithm is designed to allow auto adjustment. The design incorporates two main aspects. The first aspect is referred to as the busy/idle state. This state is designed to determine, based on the way that the repository was planned, whether the current backup and replication workload are considered busy or idle. When the state is busy, the deletions and defragmentations will use a small amount of resources and they do not affect the performance of the backups or replication. When the workload is considered idle, the delete and defragmentation processes will switch into the idle settings and will be allowed to use system resources. 

    The first part of analyzing the current running settings is to determine how many hours a day the system is in a busy state versus an idle state. If the system is never in a busy state, it is possible that the amount of data that needs to be deleted and defragmented will never have enough cycles to catch up. It will then begin to grow out of control. The fix might be to adjust the point when the system is considered idle. It is sometimes possible to make a minor adjustment to the idle value to allow the system many more hours a day to run at the idle state, which allows more resources to work on the delete and defragmentation processes (as shown in the technote):

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S1003995

    If you make this change, it is important to measure afterward to determine whether the system is in the idle state that you want. Sometimes, you can change the idle from 30 to 50, but the workload really never drops under 60, so that change has almost no effect. 

    Sometimes, because of the workload with backups, replication, reclamation, and migrations, the ProtecTIER and Tivoli Storage Manager are never really idle. You can see this situation when the workload of the system is running near the maximum throughput all day. This results in no setting for the idle value that does not affect the other backup and replication tasks. When that is the case, the MRC adjustment needs to change to allow the system more available resources even when running in busy mode. 

    There is another set of variables that can affect deletions and defragmentations. That is the urgency. Urgency is based on the percentage of allocable space. When allocable space is nearing zero, the MRC settings allow more resources to be given to deletions and defragmentations so that the allocable space is exhausted. Normally, waiting for space to be in the urgent state is not effective, because by then, the system can easily exhaust all the storage before the deletions and defragmentations can have an effect. This is exaggerated when the pending data has grown large, because the urgent state has no effect when it is the main reason for a lack of space. However, if your system is constantly in the busy/urgent mode, special action is required, including stopping the backup application, to allow the deletions and defragmentation manually created idle time to get more work done.

    Adjusting the MRC settings is usually a trial and error approach while you attempt to find the ideal settings. This tuning can help you identify the correct combination of settings to first catch up when the pending data has grown too large and then another set of values that allow the system to maintain a steady normal workload.

    IBM support can assist you with tuning the MRC settings. It is best to identify the problem in the early stages so that there is time to catch up before the system is totally out of space due to the pending data.

    6.9  Tivoli Storage Manager tracing

    The Tivoli Storage Manager server has tracing that is available to help you with problem determination. The topic is covered in the information center under IBM Tivoli Storage Manager → Troubleshooting and support → Using trace to resolve problems at this website:

    http://bit.ly/1no1xuY

    IBM support will suggest the best way to capture a trace to assist you with problem determination, when it is needed.

    6.10  Operating system driver tracing

    The operating system uses the IBMtape driver or Atape device driver to connect the ProtecTIER devices. The driver has multiple ways to trace the low-level SCSI interaction between the operating system and the ProtecTIER devices. See the IBM Tape Device Drivers Installation and User’s Guide, GC27-2130, or the description in 3.3.4, “Verifying Control Path Failover and Drive Path Failover” on page 70.

    6.11  Reservation conflicts

    Reservations are a mechanism that is used with SCSI devices to allow more than one host to use the device. Because tape drives are sequential devices, it is important that only one initiator uses the device at a time. When that initiator is finished, another initiator can then use the device. Reservations allow this device sharing. When an initiator (host bus adapter (HBA)) opens a device, it can place a reservation to prevent that device from being used by another initiator.

    SCSI reservations can be of two types in the ProtecTIER and Tivoli Storage Manager environment. They are referred to as reserve release or persistent reservation. The type that is used is determined by the options given when you install either the IBMtape/Atape device driver. When Data Path Failover (DPF) and Control Path Failover (CPF) are enabled at the driver level, the driver will automatically use persistent reservation. This allows the drive to use the alternate path when needed. When CPF/DPF are not used, the driver can use either reserve release or persistent reservation. Because it is suggested to use CPF and if possible DPF (possible if more than one HBA on the host), it is also suggested to use persistent reservations with the ProtecTIER. If there are a few systems sharing the devices and none of them are using DPF or CPF, it is acceptable to use reserve release.

    Reservations are designed to prevent two hosts from using the drives at the same time. When a device is reserved, and another host initiator tries to open the device, the ProtecTIER will issue a reservation conflict error. The reservation conflict can be a normal way that the host initiator determines that the device is in use. Normally, in Tivoli Storage Manager, the Library Manager will manage the use of all devices, and clients or storage agents that are using a drive will be controlled so that they have the drive exclusively. There are times however that the operating system might try to open a device even though the Tivoli Storage Manager Library Manager is using it, or another storage agent or data mover is using it. The IBMtape or Atape drive utility ITDT is one example. 

    When the ProtecTIER reports a reservation conflict, it will add an entry in the events log that shows the worldwide port name (WWPN) of both initiators that are trying to access the drive at the same time. When you see these messages, it is a good idea to locate the clients to which those WWPNs belong and verify what was happening at the time of the message. It might be a sign that something is configured incorrectly, or that a server that must not discover the devices actually is discovering them. Tivoli Storage Manager is not able to control clients or initiators that it does not know also have access to the drives. Using LUN masking and zoning allow the device access to be controlled, but sometimes reservation conflicts can indicate that there is a mistake or something has changed. Beside ITDI, there are other SAN monitoring software products that can sometimes trigger unexpected reservation conflicts. A sample conflict is shown in Example 6-8.

    Example 6-8   Conflict message
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    Apr 24 13:40:39 celcius vtl[2061]: (4360) 377: Reservation conflict: requested by VtluTape(0:3)3 WWN 10000090fa0abcde, held by 10000090fa012345. cdb opcode 0x1B
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    The error in Example 6-8 indicates that first you need to determine what two servers have an HBA with the WWPNs shown. Then, you need to look at what was happening at the time 13:40 to determine which host was supposed to be using the drive and what the other host was doing at the time. 

    When multiple servers share devices, it is suggested to not use a mixture of reservation types. When one server is using persistent reservations and another server is using reserve release, it can lead to unexpected reservation conflicts due to the differences in the approach. The ProtecTIER will still honor the host that holds the reserve in any case, but troubleshooting the conflicts can be more complicated. To display whether the driver is configured to use persistent reservations, review the attributes of the device as shown in the Example 6-9 on page 199.

    Example 6-9   Device attributes
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    # lsattr -El rmt0

    alt_pathing     no                 Enable Alternate Pathing Support                      True

    autoload        no                 Use Autoloading Feature at End-of-Tape                True

    block_size      0                  Block Size (0=Variable Length)                        True

    busy_retry      no                 SCSI Status Busy Retry                                True

    compress        yes                Use Hardware Compression on Tape                      True

    debug_trace     no                 Debug Trace Logging Enabled                           True

    dev_status                         N/A                                                   False

    devtype         ULT3580-           Device Type                                           False

    hh_refresh      no                 Half height refresh Drive                             False

    host_attributes yes                Host Dynamic Runtime Attribute (LTO-5 and later only) True

    location                           Location                                              True

    logging         no                 Activate volume information logging                   True

    lun_id          0x1000000000000    Logical Unit Number                                   True

    max_log_size    500                Maximum size of log file (in # of entries)            True

    new_name                           New Logical Name                                      True

    node_name       0x20000000c97c6d50 World Wide Node Name                                  False

    primary_device  rmt0               Primary Logical Device                                False

    reserve_key                        Persistent Reservation Key                            True

    reserve_support yes                Use Reserve/Release on Open and Close                 True

    reserve_type    reserve_6          Reservation Type                                      True

    retain_reserve  no                 Retain Reservation                                    True

    rew_immediate   no                 Use Immediate Bit in Rewind Commands                  True

    scsi_id         0x30800            SCSI Target ID                                        True

    space_mode      SCSI               Backward Space/Forward Space Record Mode              True

    sys_encryption  no                 Use System Encryption FCP Proxy Manager               True

    trace_logging   yes                Trace Logging Enabled                                 True

    trailer_labels  no                 Trailer Label Processing                              True

    wrt_encryption  custom             System Encryption for Write Commands at BOP           True

    ww_name         0x10000000c97c6d50 World Wide Port Name                                  False
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    The following information is from the IBM Tape Device Drivers Installation and User’s Guide, GC27-02130.

    Reservation type

    This parameter specifies the SCSI reservation type that will be used by the device driver, either a SCSI Reserve 6 command or a SCSI Persistent Reserve command. 

     

    
      
        	
          Note: This parameter is not used if the Alternate Pathing (path failover) parameter is set to Yes. The device driver will use SCSI Persistent Reserve when the Alternate Pathing parameter is set to Yes.

        
      

    

    The installation default is SCSI Reserve 6.

    Other operating systems do not display the reservation type in this way, but the simplest approach is to enable CPF/DPF by installing the IBMtape driver with alternate path support, then the reservation type will be persistent.

    Use the following examples to check the current settings:

    •Windows: Check Registry entries for ReserveTypePersistent.reg or ReserveTypeRegular.reg.

    •Linux: If CPF/DPF are disabled, then in the modprobe.conf file, look for:

    options lin_tape tape_reserve_type=persistent 

    Additional information is available for each host type in the IBM Tape Device Drivers Installation and User’s Guide, GC27-2130.

    For useful information about the ProtecTier and SAN device management, for example, how to manage devices and avoid reservation conflict, see the following website:

    http://www-01.ibm.com/support/docview.wss?uid=swg21579521

    6.12  Installing and configuring the Tivoli Storage Manager Operations Center

    The Tivoli Storage Manager V6.4.1 Operations Center includes an Overview page that shows the interaction of the Tivoli Storage Manager servers and clients. You can use the Operations Center to identify potential issues at a glance, manage alerts, and access the Tivoli Storage Manager command line. The Administration Center interface is also available, but the Operations Center is the preferred monitoring interface.

    6.12.1  Installing the Tivoli Storage Manager Operations Center

    The following steps show how to install the Tivoli Storage Manager Operations Center Version 6.4.1 in an AIX server.

    For more information about the Tivoli Storage Manager Operations Center installation procedure, see the information center: 

    http://bit.ly/1pbeyuZ

     

    
      
        	
          Notes: When you run the Tivoli Storage Manager Instance Configuration Wizard in an AIX environment, you must have the graphical interface available, such as X11 packages and the X Window System client.

          Also, you need the following rpm packages in your AIX system to allow the use of the graphical wizard:

          •atk-1.12.3-2.aix5.2.ppc.rpm 

          •cairo-1.8.8-1.aix5.2.ppc.rpm 

          •expat-2.0.1-1.aix5.2.ppc.rpm 

          •fontconfig-2.4.2-1.aix5.2.ppc.rpm 

          •freetype2-2.3.9-1.aix5.2.ppc.rpm 

          •gettext-0.10.40-6.aix5.1.ppc.rpm 

          •glib2-2.12.4-2.aix5.2.ppc.rpm 

          •gtk2-2.10.6-4.aix5.2.ppc.rpm 

          •libjpeg-6b-6.aix5.1.ppc.rpm 

          •libpng-1.2.32-2.aix5.2.ppc.rpm 

          •libtiff-3.8.2-1.aix5.2.ppc.rpm 

          •pango-1.14.5-4.aix5.2.ppc.rpm 

          •pixman-0.12.0-3.aix5.2.ppc.rpm 

          •xcursor-1.1.7-3.aix5.2.ppc.rpm 

          •xft-2.1.6-5.aix5.1.ppc.rpm 

          •xrender-0.9.1-3.aix5.2.ppc.rpm 

          •zlib-1.2.3-3.aix5.1.ppc.rpm

          Follow the instructions in the information center:

          http://bit.ly/1lhe1V8

        
      

    

     

     

    Follow these steps:

    1.	Download and decompress the Tivoli Storage Manager Operations Center code.

    2.	Under the directory where the code was decompressed, run the command to use the graphical wizard:

    ./install.sh

    If you want to use the console installation, issue this command:

    ./install.sh -c

    3.	In the Install Packages panel, verify that the Tivoli Storage Manager Operations Center and IBM Installation Manager will be installed and click Next (Figure 6-7).
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    Figure 6-7   IBM Installation Manager: Select packages to install

    4.	Accept the license agreement and click Next (Figure 6-8 on page 202).
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    Figure 6-8   Accepting the license agreement

    5.	Verify the installation directory, make changes if needed, and click Next. The default installation directory is /opt/tivoli/tsm (Figure 6-9 on page 203).
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    Figure 6-9   Installation directory

    6.	Verify that the Tivoli Storage Manager Operations Center is listed under features to be installed and click Next (Figure 6-10 on page 204).
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    Figure 6-10   Features to be installed

    7.	Specify the ports to be used by the Tivoli Storage Manager Operations Center connection through http and https and click Next. The default ports are 11080 for http and 11090 for https (Figure 6-11 on page 205).

    [image: ]

    Figure 6-11   Specify Tivoli Storage Manager http and https ports

    8.	Specify a password to be used by the Tivoli Storage Manager Operations Center connection through Secure Sockets Layer (SSL) and click Next. Pay attention to the password rules, which must contain special characters, numbers, and uppercase/lowercase letters (Figure 6-12 on page 206).
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    Figure 6-12   Defining the password for the SSL connection

    9.	Verify the summary information and the space needed for the installation and click Install (Figure 6-13 on page 207).
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    Figure 6-13   Tivoli Storage Manager Operations Center installation summary

    10.	You can monitor the installation progress bar. The installation can take several minutes to complete (Figure 6-14 on page 208).
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    Figure 6-14   Tivoli Storage Manager Operations Center installation progress

    11.	When the Tivoli Storage Manager Operations Center installation completes successfully, click Finish (Figure 6-15 on page 209).
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    Figure 6-15   Tivoli Storage Manager Operations Center completed

    6.12.2  Configuring the Tivoli Storage Manager Operations Center

    When you open the Tivoli Storage Manager Operations Center for the first time after you install it, you must configure it to manage your storage environment. To access the Tivoli Storage Manager Operations Center, open a web browser and type the following line:

    https://tsmoc_server_name:11090/oc/

    In the previous line, the tsmoc_server_name is the host name or the IP address of the server where you installed the Tivoli Storage Manager Operations Center.

    Follow the steps to initially set up the Tivoli Storage Manager Operations Center:

    1.	In the Tivoli Storage Manager Operations Center Welcome panel, click Begin (Figure 6-16 on page 210).
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    Figure 6-16   Tivoli Storage Manager Operations Center initial setup

    2.	You need to connect to a Tivoli Storage Manager hub server. The first Tivoli Storage Manager server that you connect to the Operations Center is designated as a hub server. In a multiple server environment, you can connect more servers, which are called spoke servers. The spoke servers send alerts and status information to the hub server. Enter the IP address and port number, administrator ID, and password, and click Configure (Figure 6-17). Optionally, you can select Use SSL, then you will need to provide the password defined during the installation. 
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    Figure 6-17   Tivoli Storage Manager Operations Center connection credentials

    3.	To gather information about the servers, the Tivoli Storage Manager Operations Center will need to register an administrative ID called IBM-OC-xxxx, where xxxx is your hub server name. Enter the administrative ID and the password for this administrative ID and click Next (Figure 6-18). 
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    Figure 6-18   Tivoli Storage Manager Operations Center administrative user ID

    4.	In the Retention Settings panel, you can specify the collection period interval (5 minutes) and how long you want to keep the alerts. Update the values according to your needs and click Next (Figure 6-19 on page 212). 
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    Figure 6-19   Tivoli Storage Manager Operations Center data collection retention settings

    5.	In the Status Settings panel, you can specify the risk alerts (the allowed time that a backup can fail before an application is considered at risk). Update the values according to your needs and click Configure (Figure 6-20 on page 213). 
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    Figure 6-20   Tivoli Storage Manager Operations Center alert settings

    6.	The Tivoli Storage Manager Operations Center configuration summary is shown. Note that the administrative ID is created in the Tivoli Storage Manager hub server. When finished, click Close (Figure 6-20). 

     

    
      
        	
          Note: You can verify that the Tivoli Storage Manager Operations Center was created by verifying it in the Tivoli Storage Manager administrative console by issuing the command:

          tsm: DAIXTER>q admin IBM-OC-DAIXTER

           

          Administrator      Days Since     Days Since    Locked?    Privilege Classes

          Name              Last Access   Password Set

          --------------   ------------   ------------   ---------   -----------------

          IBM-OC-DAIXTER             <1              1       No      System
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    Figure 6-21   Tivoli Storage Manager Operations Center configuration summary

    7.	You are now able to see the Tivoli Storage Manager Operations Center main panel (Figure 6-22 on page 215). 
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    Figure 6-22   Tivoli Storage Manager Operation Center main panel

    
      
        	
          Note: The following link shows how to stop and start the Tivoli Storage Manager Operation Center services:

          http://bit.ly/UnrIJ0

        
      

    

    6.12.3  Using the Tivoli Storage Manager Operations Center

    You can use the Tivoli Storage Manager Operations Center to identify potential issues at a glance, manage alerts, and access the Tivoli Storage Manager command line.

     

    
      
        	
          Note: For more information about the management features that are available with the Tivoli Storage Manager Operations Center, go to the product information center:

          http://bit.ly/1pbjhwS

        
      

    

    The following examples show areas that you can explore from the Tivoli Storage Manager Operations Center main panel (Figure 6-22).

    We first explore the Tivoli Storage Manager Server side (Figure 6-23 on page 216). From the Tivoli Storage Manager Server view, on the right side of the panel, you can see the status and utilization of the storage pools and storage devices. You can also see the status of the Tivoli Storage Manager databases and logs (active and archive). You can see the number of processes and sessions in progress. 
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    Figure 6-23   Tivoli Storage Manager Servers from the Tivoli Storage Manager Operations Center

    By clicking Storage Pools, you can drill down to more details about the Tivoli Storage Manager storage pools (Figure 6-24 on page 217). You can see the list of all storage pools. You can see each storage pool’s capacity and device class.
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    Figure 6-24   Tivoli Storage Manager Storage Pools view

    Select a storage pool (VTL_STGPOOL in our example) and click Quick Look. This option shows all the properties of a specific storage pool (Figure 6-25 on page 218).
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    Figure 6-25   Storage Pool Quick Look

    The process is the same when you click Storage Devices in the main panel. You can see the list of available device classes from the Tivoli Storage Manager server (Figure 6-26).
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    Figure 6-26   Tivoli Storage Manager Storage Devices view

    Select a device class (PTDEVC in our example) and click Quick Look. This option shows all the properties of the specific device class (Figure 6-27 on page 219).
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    Figure 6-27   Device Class Quick Look

    The Services section is in the center of the Tivoli Storage Manager Operations Center (Figure 6-28). From this panel, you can explore the defined backup policies. 
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    Figure 6-28   Services view

    By clicking Policies in the Services panel, you can see the list of available policy domains, management classes, and the destination storage pool for backup and archive (Figure 6-29).
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    Figure 6-29   Policies view

    By selecting a policy domain (STANDARD in our example) and clicking Quick Look, you can see the properties of the specific policy domain (Figure 6-30 on page 221).
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    Figure 6-30   Policy domain quick view

    You can explore the Tivoli Storage Manager Clients’ panel, from the left site of the main panel (Figure 6-31 on page 222). The Tivoli Storage Manager Clients view lists the number of clients per category (Applications, Virtual Machines, and Systems), including the status if any clients are at risk based on the settings that you defined in the configuration (Figure 6-20 on page 213).
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    Figure 6-31   Tivoli Storage Manager Clients pane of the Tivoli Storage Manager Operations Center

    If you click TSM Clients, you can see the list of all client nodes registered to that Tivoli Storage Manager server. You can also see the type of client, whether it is at risk, and how long ago it was last accessed (Figure 6-32).
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    Figure 6-32   Tivoli Storage Manager Clients view

    If you select a specific node, you can see more details about the client activity, such as an Activity Over 2 Weeks graphic (Figure 6-33).
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    Figure 6-33   Tivoli Storage Manager Client activity details

    Using the Tivoli Storage Manager Operations Center is an easy way to monitor your Tivoli Storage Manager server and clients.
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Hints and tips

    This chapter provides several helpful tips and information for the ProtecTIER and Tivoli Storage Manager administrators in the following areas:

    •Operating systems 

    •ProtecTIER Secure Shell (ssh) session

    •ProtecTIER Manager GUI

    •Tivoli Storage Manager command line

    •SAN connectivity

    •Miscellaneous

    These hints and tips are not requirements or preferred practices, but they can help with the day-to-day operations. They can also help simplify or improve your problem determination.

    7.1  Operating system

    This topic describes various operating systems and their special features that can be used in your ProtecTIER and Tivoli Storage Manager environments.

    7.1.1  AIX

    This section provides details about helpful AIX utilities and commands that can be used for the problem determination, monitoring, and verification of the ProtecTIER and Tivoli Storage Manager in your AIX environment. 

    devscan utility

    The devscan utility can be used for problem determination when devices are not being discovered or configured correctly. The utility can be downloaded from this website:

    http://www-01.ibm.com/support/docview.wss?uid=aixtools-25584e29

    The output in Example 7-1 shows you all of the devices that are being reported to the fcs devices from the SAN switch. Often, running this utility also performs extra handshake commands that can resolve missing device issues.

    Example 7-1   devscan example output
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    # /usr/local/bin/devscan

     

    devscan v1.0.5

    Copyright (C) 2010-2012 IBM Corp., All Rights Reserved

     

    cmd: /usr/local/bin/devscan

    Current time: 2013-12-04 16:51:12.383573 GMT

    Running on host: DAIXter

     

    <<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

    Processing FC device:

        Adapter driver: fcs0

        Protocol driver: fscsi0

        Connection type: fabric

        Link State: up

        Current link speed: 2 Gbps

        Local SCSI ID: 0x020600

        Local WWPN: 0x10000000c9405741

        Local WWNN: 0x20000000c9405741

        Device ID: df1000fa

        Microcode level: 191105

     

    SCSI ID LUN ID           WWPN             WWNN

    -----------------------------------------------------------

    030700  0000000000000000 10000000c97c7234 20000000c97c7234

        Vendor ID: IBM          Device ID: 03584L32 Rev: 0100 NACA: no

        PDQ: Connected          PDT: Changer

        Name:             smc0  VG:       None found

        Status: Available

     

    030700  0001000000000000 10000000c97c7234 20000000c97c7234

        Vendor ID: IBM          Device ID: ULT3580- Rev: 5AT0 NACA: no

        PDQ: Connected          PDT: Stream (Tape)

        Name:             rmt0  VG:       None found

        Status: Available
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    The information in Example 7-1 on page 226 can then be used to verify all the devices reported and compared to the ProtecTIER configuration.

    lsattr command

    The output of the lsattr -El rmt0 command displays all of effective attributes of the tape device rmt0, but the field on the right that is either True or False does not indicate that the setting is true or false. It instead indicates whether you can modify that attribute with a chdev command. True means that you can change the attribute.

    lsdev command

    The lsdev command has many parameters that help you work with tape devices. One example of using the lsdev command is to create a complete list of device information:

    Example 7-2   lsdev command with extra information and sort
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    # lsdev -CF "name,status,parent,ddins,location,physloc" |egrep "rmt|smc|^mt|^lb" |sort -tW -k2

    smc1,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L0

    rmt8,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L1000000000000

    rmt9,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L2000000000000

    rmt10,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L3000000000000

    rmt11,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L4000000000000

    rmt12,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L5000000000000

    rmt13,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L6000000000000

    rmt14,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L7000000000000

    rmt15,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C6D50-L8000000000000

    smc0,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L0

    rmt0,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L1000000000000

    rmt1,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L2000000000000

    rmt2,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L3000000000000

    rmt3,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L4000000000000

    rmt4,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L5000000000000

    rmt5,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L6000000000000

    rmt6,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L7000000000000

    rmt7,Available,fscsi0,Atape,0A-08-02,U787B.001.DNWBA72-P1-C2-T1-W10000000C97C7234-L8000000000000
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    This information can then be used or saved to provide an OS viewpoint of how the devices are configured and provide extra information for problem determination.

    AIX snap

    The AIX snap command or snapshot function can help you with problem resolution for Tivoli Storage Manager and the ProtecTIER situations because it often contains information that relates the messages shown on Tivoli Storage Manager or the ProtecTIER server nodes.

    Example 7-3   AIX snap example
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    snap -r (remove previous snap data)

    # snap -r

    Nothing to clean up

    # snap -gc (or -ac for all)

    /var/adm/ras/trcfile: No such file or directory

    Checking space requirement for general information................................................................................................................................................................................... done.

    .********Checking and initializing directory structure

    Creating /tmp/ibmsupt directory tree... done.

    Creating /tmp/ibmsupt/client_collect directory tree... done.

    Creating /tmp/ibmsupt/general directory tree... done.

    Creating /tmp/ibmsupt/general/diagnostics directory tree... done.

    Creating /tmp/ibmsupt/pcixscsi directory tree... done.

    Creating /tmp/ibmsupt/sissas directory tree... done.

    Creating /tmp/ibmsupt/testcase directory tree... done.

    Creating /tmp/ibmsupt/other directory tree... done.

    ********Finished setting up directory /tmp/ibmsupt

     

    Checking Space requirement for client_collect

    Checking for enough free space in filesystem... done.

     

    /var/adm/ras/trcfile: No such file or directory

    Gathering general system information................................................................................................................................................................................... done.

    Gathering platform/scanout information.done.

    Gathering client_collect data

    Gathering pcixscsi system information.................................... done.

    Gathering sissas system information...... done.

     

    Creating compressed pax file...

    Starting pax/compress process... Please wait... done.

     

    -rw-------    1 0        0           1058101 Dec  4 11:16 snap.pax.Z
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    Ensure that you rename the file snap.pax.Z so that it can be differentiated from all the other snap.pax.Z files that might be submitted, for example:

    PMR12345.123.000.TSMServer.snap.pax.Z

    7.1.2  Microsoft Windows

    This section provides details about helpful Windows utilities and commands that can be used for problem determination, monitoring, and verification of the ProtecTIER and Tivoli Storage Manager in your Windows environment.

    Server data collection

    You can collect data from the Microsoft Windows platform if the Microsoft Platform Support (MPS) reports from Microsoft are installed. In 2013, Microsoft switched to msdt.exe, which is already installed with Microsoft Windows. A passkey is required to collect the information and send it to Microsoft. IBM provides a utility, Dynamic System Analysis (DSA), which works on Windows, and that is specifically designed for IBM System x® servers. You can download DSA from this website:

    http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=serv-dsa

    The DSA output can be sent to IBM support for a complete configuration view of the hardware and software running on the Tivoli Storage Manager server for the Windows platform.

    HBA utilities

    You can download SANsurfer for the QLogic brand host bus adapters (HBAs) from this website:

    http://www.qlogic.com

    You can download HBAnywhere from this website:

    http://www.emulex.com 

    When it is installed on Windows, HBAnywhere provides Fibre Channel-specific information.

    These tools are described in 3.3.1, “Correlating devices” on page 51, but they have many uses for both performance and problem resolution. 

    7.1.3  Linux

    Linux distributions often ship with extra tools and utilities that help you to configure and manage a Linux server.

    lsscsi

    The lsscsi utility is available in its own Red Hat Package Manager (RPM) package. You can install it if it is not already installed with the original server installation. The output is a simple way to list all of the connected ProtecTIER devices.

    Example 7-4   lsscsi output
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    $ lsscsi

    [0:0:0:0]    disk    ServeRA  PTDisk2          V1.0  /dev/sda

    [0:1:0:0]    disk    IBM-ESXS VPA073C3-ETS10 N A650  -

    [0:1:1:0]    disk    IBM-ESXS VPA073C3-ETS10 N A650  -

    [0:3:0:0]    enclosu IBM      SAS SES-2 DEVICE 1.10  -

    [3:0:0:0]    disk    IBM      2145             0000  /dev/sdb

    [3:0:0:1]    disk    IBM      2145             0000  /dev/sdc

    [3:0:1:0]    disk    IBM      2145             0000  /dev/sdd

    [3:0:1:1]    disk    IBM      2145             0000  /dev/sde

    [3:0:2:0]    disk    IBM      2145             0000  /dev/sdf

    [3:0:2:1]    disk    IBM      2145             0000  /dev/sdg

    [3:0:3:0]    disk    IBM      2145             0000  /dev/sdh

    [3:0:3:1]    disk    IBM      2145             0000  /dev/sdi

    [4:0:0:0]    mediumx IBM      03584L32         0100  -

    [4:0:0:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:0:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:0:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:0]    mediumx IBM      03584L32         0100  -

    [4:0:1:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [4:0:1:4]    tape    IBM      ULT3580-TD3      5AT0  -

    [7:0:0:0]    disk    IBM      2145             0000  /dev/sdj

    [7:0:0:1]    disk    IBM      2145             0000  /dev/sdk

    [7:0:1:0]    disk    IBM      2145             0000  /dev/sdl

    [7:0:1:1]    disk    IBM      2145             0000  /dev/sdm

    [7:0:2:0]    disk    IBM      2145             0000  /dev/sdn

    [7:0:2:1]    disk    IBM      2145             0000  /dev/sdo

    [7:0:3:0]    disk    IBM      2145             0000  /dev/sdp

    [7:0:3:1]    disk    IBM      2145             0000  /dev/sdq

    [8:0:0:0]    mediumx IBM      03584L32         0100  -

    [8:0:0:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:0:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:0:3]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:0]    mediumx IBM      03584L32         0100  -

    [8:0:1:1]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:2]    tape    IBM      ULT3580-TD3      5AT0  -

    [8:0:1:3]    tape    IBM      ULT3580-TD3      5AT0  -
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    Adding the flags --long or --verbose can display additional information. The lsscsi command is described in “Correlating information on Linux” on page 57.

    Data collection

    Each Linux distribution might include its own data collection utility. Depending on the Linux distribution that is installed on your server, you might also be able to install the Red Hat Package Manager (RPM) from other distributions so that you can use those utilities. A few utilities are listed in Table 7-1.

    Table 7-1   Linux data collection utilities

    
      
        	
          Description

        
        	
          Command

        
        	
          Comments

        
      

      
        	
          Red Hat Enterprise Linux (RHEL)

        
        	
          sosreport

        
        	
          Installed with “sos” RPM

        
      

      
        	
          Novel SUSE Linux Enterprise Server (SLES)

        
        	
          supportconfig

        
        	
          Installed with supportutils package

        
      

      
        	
          IBM Dynamic System Analysis

        
        	
          dsa - ibm_util_dsa

        
        	
          Provided as preboot or portable

        
      

    

    Each of the utilities in Table 7-1 can be helpful in problem determination when the issue is between the Tivoli Storage Manager server and the ProtecTIER server nodes.

    7.2  ProtecTIER ssh session 

    The ProtecTIER server nodes run Linux Red Hat as an operating system. It is possible to use Secure Shell (ssh), log in to the nodes, and run commands directly on the node itself. Be careful when you run commands directly, because many configurations are intentional and required for the ProtecTIER server nodes to work correctly. 

     

    
      
        	
          Important: Modifying the system configuration might not be supported unless you are directed to make the changes by IBM support. Informational commands might be useful and will not modify the configuration.

        
      

    

    Dynamically viewing Tivoli Storage Manager activity

    When you suspect that a system is not working and not much activity has started, it is possible to use the command tail -f /pt_work/log/vtf_event.log to display the current activities. This command can be useful if the ProtecTIER Manager software is unable to connect or is currently not available. At times of high usage, the log can grow quickly and it might not be as easy to determine what is happening (Example 7-5 on page 231).

    Example 7-5   Several dynamic information from vtf_event.log
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    Dec  4 11:14:48 celcius vtl[9588]: (12255) 327: Cartridge BC1141 closed Dfs file cart_data/BC/11/41/0000_01_000000404A_BC1141/2 OK.

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 196: Device VtluTape(4:4)18, running command 0x1 ended OK

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 194: Device VtluTape(4:4)18 released WWN 2101001b32270c23 id 0015177f274c. Succeeded

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 196: Device VtluTape(4:4)18, running command 0x1 started

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 196: Device VtluTape(4:4)18, running command 0x1 ended OK

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 186: Tape(4:4)18 starting to READ. 0

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 324: Cartridge BC1141 requesting to open cart_data/BC/11/41/0000_01_000000404A_BC1141/2

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 325: Cartridge BC1141 open Dfs file cart_data/BC/11/41/0000_01_000000404A_BC1141/2 id 33556518 OK.

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 188: Tape(4:4)18 finished running 5 READ commands. (16086/41/304838/30)

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 196: Device VtluTape(4:4)18, running command 0x1 started

    Dec  4 11:14:48 celcius vtl[9588]: (12255) 326: Cartridge BC1141 closing cart_data/BC/11/41/0000_01_000000404A_BC1141/2 id 33556518 (cdb opcode 0x2B file size 0 position 5)
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    Example 7-5 shows bar code BC1141 in use. You can see reads and rewinds. The (0x1) - the information tape(4:4)18 can be used to correlate the logical element address to the library and serial number of the tape that was used.

    VTFD start and stop

    The ProtecTIER server vtfd service can take a long time to start. During that time, the command service vtfd status can be used to verify whether it is still starting. Another way to see the steps of the startup and shutdown of the VTFD is to watch the file for the following strings:

    tail -f /pt_work/log/vtf_internal.log |egrep -i “vt start|vt shut|fence”

    The previous command displays progress while each module that is part of the VTFD service is started or shut down. Adding the fence string will usually log a message when VTFD is unable to start so that you are not waiting for it to finish when it has already failed to start. Example 7-6 shows the output of the VTFD stop and start.

    Example 7-6   Output of VTFD stop and start
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    Stop example

    Dec  4 11:22:24 celcius vtl[9588]: (9588) 140: VT shutdown: Starting cluster exit procedure

    Dec  4 11:22:24 celcius vtl[9588]: (9605) 140: VT shutdown: Stop requested

    Dec  4 11:22:30 celcius vtl[9588]: (9605) 140: VT shutdown: Stopping NrmRpcServer

    Dec  4 11:22:30 celcius vtl[9588]: (9605) 140: VT shutdown: NrmRpcServer stopped

    Dec  4 11:22:30 celcius vtl[9588]: (9605) 140: VT shutdown: Stopping FE ports

    Start example

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: VTLU ClusterNet interface allocated

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: Allocating  69 tape drives

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: 69  tape drives allocated

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: Allocating  12 robots

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: 12  robots allocated

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: Allocating  4 FE ports

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: 4  FE ports allocated

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: Allocating  69 tape unloader

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: tapes unloader allocated

    Dec  4 12:02:34 celcius vtl[596]: (0622) 141: VT startup: Starting emulation threads

    Dec  4 12:02:42 celcius vtl[596]: (0622) 141: VT startup: Emulation is ready

    Dec  4 12:02:45 celcius vtl[596]: (0622) 141: VT startup: Starting NrmRpcServer

    Dec  4 12:02:45 celcius vtl[596]: (0622) 141: VT startup: NrmRpcServer started

    Dec  4 12:02:45 celcius vtl[596]: (0622) 141: VT startup: VT Process running

    [image: ]The last line in Example 7-6 shows that the VTFD is fully started.

    Quick data collection

    The ProtecTIER data collection can be performed from the ssh session using the service menu, but often, only the log files in /pt_work/log and /var/log are needed. The following tar command can collect a quick set of logs for your review or for you to save so that you can retain them for historical purposes:

    tar -czvf /pt_work/ProtecTIER_"$HOSTNAME"_logs.tgz /pt_work/log/vtf_internal.log /var/log/messages /pt_work/log/vtf_error.log /pt_work/log/vtf_internal.log.[1-9]

    The last bracket in the tar command can be modified to decrease the range however, if needed. The tar output file is in /pt_work/ and named with the node’s host name as shown in Example 7-7.

    Example 7-7   Manual log collection
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    [root@centigrade ~]# tar -czvf /pt_work/ProtecTIER_"$HOSTNAME"_logs.tgz /pt_work/log/vtf_internal.log /var/log/messages /pt_work/log/vtf_error.log /pt_work/log/vtf_internal.log.[1-2]

    tar: Removing leading `/' from member names

    /pt_work/log/vtf_internal.log

    tar: /pt_work/log/vtf_internal.log: file changed as we read it

    /var/log/messages

    /pt_work/log/vtf_error.log

    /pt_work/log/vtf_internal.log.1

    /pt_work/log/vtf_internal.log.2

    [root@centigrade ~]# ls /pt_work/ProtecTIER*

    /pt_work/ProtecTIER_centigrade_logs.tgz

    [root@centigrade ~]#
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    This log is already compressed. It can be renamed and sent to IBM support more quickly than a complete service report.

    Specific PORT activity or connectivity

    The ProtecTIER system logs information about worldwide port names (WWPNs) in the messages file by using this command:

    egrep WWN /var/log/messages 

    You can verify the connectivity between a particular host WWPN and the ProtecTIER server node. You might need to verify this connectivity in each ProtecTIER server node (Example 7-8).

    Example 7-8   Searching for WWNN in /var/log/messages
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    [root@celcius log]# egrep -i wwn /var/log/messages |tail -4

    Dec  4 12:02:44 celcius kernel: ptlpfc(2,0): LOGIN: pt_tgt_tgtport_chk_login tgtport=ffff810810b917c0, fc_id = 0x10b00, local_fc_id = 0x20700, WWPN=21:01:00:1b:32:27:83:22, WWNN=20:01:00:1b:32:27:83:22

    Dec  4 12:02:44 celcius kernel: ptlpfc(2,0): LOGIN: login_dump: login=0xffffc20011181080, rpi=4, fc_id=0x10b00, local_fc_id=0x20700, WWPN=21:01:00:1b:32:27:83:22, WWNN=20:01:00:1b:32:27:83:22

    Dec  4 12:02:44 celcius kernel: ptlpfc(0,0): LOGIN: pt_tgt_tgtport_chk_login tgtport=ffff810810b915c0, fc_id = 0x10b00, local_fc_id = 0x30700, WWPN=21:01:00:1b:32:27:0c:23, WWNN=20:01:00:1b:32:27:0c:23

    Dec  4 12:02:44 celcius kernel: ptlpfc(0,0): LOGIN: login_dump: login=0xffffc200107360a0, rpi=5, fc_id=0x10b00, local_fc_id=0x30700, WWPN=21:01:00:1b:32:27:0c:23, WWNN=20:01:00:1b:32:27:0c:23
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    The command in Example 7-8 shows the last four entries, but it can be modified, especially if you know the WWPN in which you are interested, to only include those entries:

    egrep -i wwn /var/log/messages |grep “27:0c:23”

    If there are entries reported, it confirms that the Tivoli Storage Manager server HBA is able to reach the ProtecTIER server node.

    7.2.1  ProtecTIER Manager GUI hints

    The ProtecTIER Manager GUI is designed to be fairly simple to use. The following hints will help you to understand several of the less obvious features.

    Multiple ProtecTIER clusters

    The ProtecTIER Manager is compatible with earlier versions with all versions of the ProtecTIER server code. Therefore, you do not have to maintain previous versions of ProtecTIER Manager when only one ProtecTIER cluster is upgraded. It is important to point out that the version information is completely different between ProtecTIER Manager and the ProtecTIER nodes. When you click Help → About in the ProtecTIER Manager, it displays the version of the running ProtecTIER Manager GUI shown in Figure 7-1.
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    Figure 7-1   ProtecTIER Manager version

    The ProtecTIER server nodes are shown at the top of the panel when the node name is highlighted as shown in Figure 7-2 on page 234.
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    Figure 7-2   ProtecTIER server node version 3.1.16.0

    Dump trace

    The ProtecTIER Manager has function to dump a trace of a ProtecTIER server node. The Dump trace function is described in the IBM System Storage TS7600 with the ProtecTIER V3.3 User’s Guide for VTL Systems, GA32-0922-05. The trace buffer is a 100 MB ring-style buffer in the server node’s memory. Sometimes, a 100 MB ring (trace dump) can hold only a few seconds of data, depending on the system activity. More often, you will use an automatically generated trace dump rather than try to capture a dump trace from the ProtecTIER Manager GUI. This option is best used when the problem is easy to re-create and a trace dump can be generated immediately. The files are saved on the node in /pt_work/.

    Scan option

    The ProtecTIER Manager Scan option (shown Figure 7-3, which is in the bottom pane of the ProtecTIER server node that is shown in Figure 7-2) is often accompanied by a warning that clicking it might disrupt backup activity. Scan is a useful function when connectivity to the server is problematic. The output that is returned is the name server information from the SAN switch to which the port is connected. If the Tivoli Storage Manager server WWPN is not listed in the scan output for that port, it might mean that the particular Tivoli Storage Manager server port is not connecting to the SAN, not zoned, or somehow otherwise not able to reach the ProtecTIER server node. This scan can be useful for problem determination when devices are missing or paths are offline in theTivoli Storage Manager server query path or query drive output.
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    Figure 7-3   ProtecTIER Manager Scan option

    7.2.2  SAN connectivity

    Many of the other hints and tips relate to SAN connectivity, but the SAN switches themselves offer several additional ways to aid with problem determination.

    Error counters

    The Brocade SAN switches and Cisco SAN switches that are used to connect a ProtecTIER server node to a Tivoli Storage Manager server node often have error counters about the data that is transmitted between the target and initiator. Because Fibre Channel traffic is dual direction, it is important to view receipts and transmissions each as their own data path. Because the error counters only display a point in time, unless the counters are constantly incrementing, you might be required to review two different outputs and determine which ones have incremented in the later sample. 

    Clearing the counters can help with this issue, but clearing the counters can also remove several indications that might be useful. Follow this preferred practice:

    1.	Check the error counters for any error counters with nonzero values.

    2.	Save a data collection from the SAN switch.

    3.	Wait a short time and review the counters to see if any counters have incremented. If so, save another data collection.

    4.	Clear the counters.

    5.	Wait until the problem occurs again.

    6.	Check the error counters and see if any error counters have nonzero values.

    7.	If error counters have nonzero values, save another data collection.

    The previous approach works well when the problem is infrequent and intermittent. 

    IBM b-type Gen 5 16 Gbps Switches and Network Advisor, SG24-8186, describes error counters throughout the book, and in Chapter 7, Troubleshooting. 

    Plotting errors on the SAN

    Because almost all the ProtecTIER clusters and Tivoli Storage Manager servers are configured with multiple paths, it can be useful when there are multiple errors on multiple devices to plot the errors on the SAN paths to verify whether there is something in common that rules out a section of the SAN or a single port on either end.

    If all the devices that are logging the problem have a single item on the SAN in common, it might be helpful to isolate the problem to an inter-switch link (ISL), patch panel, or an entire fabric.

    7.2.3  ProtecTIER sizing questionnaire

    This is an example of a questionnaire that you can use for the ProtecTIER sizing. You can use this data deduplication survey form to gather information about your backup environment.

    IBM data deduplication survey

    First, document the account information in Table 7-2 on page 236.

    Table 7-2   Account information

    
      
        	
          Account information

        
      

      
        	
          Account/Company name

        
        	
           

        
      

      
        	
          Contact name

        
        	
           

        
      

      
        	
          Contact phone number 

        
        	
           

        
      

      
        	
          Contact email 

        
        	
           

        
      

    

    Document the answers to the following questions to complete the data deduplication survey: 

    1.	General backup application information:

    a.	What backup application do you use? 

    b.	What version of the backup application do you use?

    c.	What operating system/version hosts the backup application?

    d.	What Fibre Channel HBA is on the host server? What is its version driver/firmware?

    e.	Do you have a drawing or map of the client (topology), backup application, tape, and connectivity?

    f.	What current tape library and  drives do you use?

    g.	How is offsite tape handled?

    h.	Do you have any issues regarding not completing the backup within the backup window?

    2.	Daily backup details: 

    a.	How much data do you back up on a nightly basis (include all data): 

     •	Total of TBs week nights:

     •	Total of TBs weekends:	

    b.	What are your backup windows (that is, 6:00 pm - 6:00 am): 

     •	Full backup window:

     •	Daily incremental window:

    3.	Breakdown of data types for a full backup:

    a.	Specify the percentage per type of database/mail:

     •	Exchange:

     •	DB2:

     •	Oracle:

     •	MS-SQL:

     •	Other (specify):

    b.	Specify the percentage per type of flat files:

     •	Flat files (for example, file server or documents):

     •	Other:

    4.	Breakdown of data types for an incremental backup:

    a.	Specify the percentage per type of database/mail:

     •	Exchange:

     •	DB2:

     •	Oracle:

     •	MS-SQL:

     •	Other (specify):

    b.	Specify the percentage per type of flat files:

     •	Flat files (for example, file server or documents):

     •	Other:

    5.	What retention do you require for the Virtual Tape Library (VTL) (90, 180, and so on days):

     –	Number of days online:

     –	What is your retention for offsite backup?

    6.	Estimate of your approximate change rates for your data, for example, your billing database changes approximately 10% per day:

    a.	Specify the percentage per type of database/mail:

     •	Exchange:

     •	DB2:

     •	Oracle:

     •	MS-SQL:

     •	Other (specify):

    b.	Specify the percentage per type for flat files:

     •	Flat files (for example, file server or documents):

    7.	Expected annual growth per data type:

    a.	Specify the percentage per type of database/mail:

     •	Exchange:

     •	DB2:

     •	Oracle:

     •	MS-SQL:

     •	Other (specify):

    b.	Specify the percentage per type for flat files:

     •	Flat files (for example, file server or documents)

    8.	What is the long-term retention? 

     –	Weekly retention:

     –	Monthly retention:

     –	Yearly retention:

    7.3  Tivoli Storage Manager select commands 

    Tivoli Storage Manager allows administrators to create and format customized queries of the Tivoli Storage Manager database. These queries help you to filter specific data more easily. 

    This section describes several examples of select commands that can be helpful in daily administration.

    7.3.1  Listing tape drive serial numbers

    To define a library and drives in Tivoli Storage Manager, it is important to see whether the drive serial number is recognized by the operating system. Also, it is important that the ProtecTIER and the Tivoli Storage Manager all match.

    You can check the components individually by using the query drive command with the flag format=detail (or shortened to f=d) as shown in Example 7-9.

    Example 7-9   The query drive command in detailed format
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    tsm: DAIXTER>query drive PTLIB DR00 f=d

     

                                    Library Name: PTLIB

                                      Drive Name: DR00

                                     Device Type: LTO

                                         On-Line: Yes

                                    Read Formats: ULTRIUM3C,ULTRIUM3,ULTRIUM2C,ULTR-

                                                   IUM2,ULTRIUMC,ULTRIUM

                                   Write Formats: ULTRIUM3C,ULTRIUM3,ULTRIUM2C,ULTR-

                                                   IUM2

                                         Element: 2

                                     Drive State: EMPTY

                                     Volume Name:

                                    Allocated to:

                                             WWN: 20230000C97C6D50

                                   Serial Number: 1577605000

                  Last Update by (administrator): ADMIN1

                           Last Update Date/Time: 01/03/14   09:13:38

    Cleaning Frequency (Gigabytes/ASNEEDED/NONE):
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    When you have a VTL with several drives, this action can be lengthy to run for each drive. By using a select command, you can filter the fields to be listed and do that for all the drives at one time.

    The following select statement is shown:

    select DRIVE_NAME, DRIVE_SERIAL from drives

     

    See the output of the select command in Example 7-10 on page 239.

    Example 7-10   Select to list the serial numbers of all of the drives
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    tsm: DAIXTER>select DRIVE_NAME, DRIVE_SERIAL from drives

     

    DRIVE_NAME                           DRIVE_SERIAL

    -------------------------------- -------------------------------------------

    DR00                                 1577605000

    DR01                                 1577605001

    DR02                                 1577605002

    DR03                                 1577605003

    DR04                                 1577605004

    DR05                                 1577605005

    DR06                                 1577605006

    DR07                                 1577605007

    DR08                                 1577605008

    DR09                                 1577605009

    DR10                                 1577605010

    DR11                                 1577605011

    DR12                                 1577605012

    DR13                                 1577605013

    DR14                                 1577605014

    DR15                                 1577605015
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    7.3.2  Listing operating system device 

    Similar to the tape drives, you might want to see which operating system device is related to a particular path. 

    You can perform this task individually for each device path by running a query path command with the flag format=detail (or shorted to f=d). Example 7-11 shows the output of this command.

    Example 7-11   The query path command detailed format

    [image: ]

    tsm: DAIXTER>q path DAIXTER DR00 f=d

     

                       Source Name: DAIXTER

                       Source Type: SERVER

                  Destination Name: DR00

                  Destination Type: DRIVE

                           Library: PTLIB

                         Node Name:

                            Device: /dev/rmt8

                  External Manager:

                  ZOS Media Server:

                      Comm. Method:

                               LUN:

                         Initiator: 0

                         Directory:

                           On-Line: Yes

    Last Update by (administrator): ADMIN1

             Last Update Date/Time: 01/03/14   09:13:38
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    You can also use the select statement to see all the paths and the devices related to each path at one time:

    select SOURCE_NAME,DESTINATION_NAME, DEVICE from paths

    See the output of this select command in Example 7-12.

    Example 7-12   Select to list all operating system devices and paths
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    tsm: DAIXTER>select SOURCE_NAME,DESTINATION_NAME, DEVICE from paths

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: PTLIB

              DEVICE: /dev/smc0

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR00

              DEVICE: /dev/rmt8

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR01

              DEVICE: /dev/rmt9

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR02

              DEVICE: /dev/rmt10

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR03

              DEVICE: /dev/rmt0

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR04

              DEVICE: /dev/rmt1

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR05

              DEVICE: /dev/rmt2

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR06

              DEVICE: /dev/rmt11

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR07

              DEVICE: /dev/rmt3

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR08

              DEVICE: /dev/rmt12

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR09

              DEVICE: /dev/rmt13

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR10

              DEVICE: /dev/rmt14

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR11

              DEVICE: /dev/rmt4

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR12

              DEVICE: /dev/rmt5

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR13

              DEVICE: /dev/rmt6

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR14

              DEVICE: /dev/rmt15

     

         SOURCE_NAME: DAIXTER

    DESTINATION_NAME: DR15

              DEVICE: /dev/rmt7
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    7.3.3  Useful queries for collecting data for the ProtecTIER planning

    As described in 2.8.5, “Capacity considerations” on page 27, Tivoli Storage Manager administrators need to provide capacity information about the environment to the IBM marketing representative or IBM Business Partner to run the ProtecTIER Planner. 

    Several useful queries can be issued in the Tivoli Storage Manager database to generate capacity information:

    •Total amount of space stored per node in gigabytes:

    select node_name,(sum(PHYSICAL_MB)/1024) as Total_GB from occupancy group by node_name

    •Amount of backup data transferred yesterday:

    select (sum(end_time-start_time)) minutes as BKP_WINDOW_10D, (sum(bytes)/1024/1024/1024) as TotalGBBKUP from summary where activity='BACKUP' and date(end_time)=current_date - 1 days

    •Total amount of space per file space per node in gigabytes:

    select node_name,((sum(capacity*pct_util)/100)/1024) as Total_node_GB from filespace group by node_name

    7.3.4  Miscellaneous hints and tips

    This section describes hints and tips for using the ProtecTIER and Tivoli Storage Manager in your backup solution.

    Product documentation

    IBM provides an online product documentation system named the information center. Both the ProtecTIER and Tivoli Storage Manager use the information center to document all of the product information. The information centers also provide a way to save the information in PDF form for offline review.

    The main library of available products on the IBM information center is at this website:

    http://www.ibm.com/support/publications/us/library/

    The ProtecTIER is listed under IBM System Storage TS7600 ProtecTIER Deduplication Solutions.

    Tivoli Storage Manager is listed under Tivoli Storage Manager V6.4 (V6.4 at the time of writing this book).

    The lower-left section of the information center has four icons or tabs that help you use the information center as your main source of documentation as shown in Figure 7-4.
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    Figure 7-4   Tivoli Storage Manager information center example 

    The four tabs that are represented by icons in Figure 7-4 on page 242 are Contents, Index, Search Results, and Collaboration. The Collaboration tab can be used to save your own comments and to review other people’s comments.

    Tivoli Storage Manager data collection tech notes

    The following list shows the data collection tech notes and links for supported environments for Tivoli Storage Manager:

    •AIX:

    https://www-304.ibm.com/support/docview.wss?uid=swg21266276

    •Windows:

    https://www-304.ibm.com/support/docview.wss?uid=swg21267822

    •Linux: 

    https://www-304.ibm.com/support/docview.wss?uid=swg21266275

    •Solaris:

    https://www-304.ibm.com/support/docview.wss?uid=swg21266277

    •HP-UX: 

    https://www-304.ibm.com/support/docview.wss?uid=swg21266289

    Large file uploads to IBM support

    Because the ProtecTIER service reports are designed to be single file collection, they tend to be large. Service reports need to be uploaded to the IBM support website. The test case website has this helpful page that offers options to make uploads simpler and more successful:

    http://www-05.ibm.com/de/support/ecurep/send.html

    7.4  Summary

    The hints and tips in this chapter are meant to assist you with administering and resolving problems within the ProtecTIER and Tivoli Storage Manager solution. Be sure to take additional notes as you learn new helpful hints while you work on the solution. It is always helpful to build a list of useful examples to which you can refer, when needed. In a well-planned configuration and a stable environment, it might be months or years between the times that these types of hints are needed. 
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Use cases

    This chapter provides two use cases that demonstrate using the ProtecTIER and Tivoli Storage Manager together. You can use these scenarios to perform similar actions on other systems and modify the scenarios, as needed. For these scenarios, we used support lab systems and therefore the workloads are small compared to a normal production system.

    Two use cases are described:

    •Expand the repository to allow more cartridges without reducing the existing cartridge size. 

    •Test the disaster recovery plan when the source cluster is completely down (off).

    8.1  Use case 1: Expand the repository

    In this scenario, the Tivoli Storage Manager server backups are failing because there are not enough scratch tapes for the data that is being backed up as shown in Example 8-1.

    Example 8-1   Error from actlog when no scratch tapes	 are available
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    11/25/2013 10:25:14  ANR9790W Request to mount volume *SCRATCH* for library

                          client VTL2STA failed. (SESSION: 9)
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    Running the command query libv shows the following lack of scratch volumes (Example 8-2).

    Example 8-2   No scratch volumes available when running query libv
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    tsm: PTTSMSERVER>query libv

     

    Library Name Volume Name Status           Owner      Last Use  Home    Device

                                                                   Element Type

    ------------ ----------- ---------------- ---------- --------- ------- ------

    MEMPHISBBQ   000000L3    Private          PTTSMSERV- DbBackup  1,324   LTO

                                               ER

    MEMPHISBBQ   000001L3    Private          PTTSMSERV- Data      1,027   LTO

                                               ER

    MEMPHISBBQ   000002L3    Private          PTTSMSERV- Data      1,028   LTO

                                               ER

    MEMPHISBBQ   000004L3    Private          PTTSMSERV- Data      1,030   LTO

                                               ER

    MEMPHISBBQ   000005L3    Private          PTTSMSERV- Data      1,031   LTO

                                               ER

    MEMPHISBBQ   000006L3    Private          PTTSMSERV- Data      1,032   LTO

                                               ER

    MEMPHISBBQ   000007L3    Private          PTTSMSERV- Data      1,033   LTO

                                               ER

    MEMPHISBBQ   000008L3    Private          PTTSMSERV- Data      1,034   LTO

                                               ER

    MEMPHISBBQ   000009L3    Private          PTTSMSERV- Data      1,035   LTO

                                               ER

    more...   (<ENTER> to continue, 'C' to cancel)
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    Scrolling through the entire list shows that no scratch tapes remain. The next check is to look at the ProtecTIER Manager (Figure 8-1 on page 247).
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    Figure 8-1   ProtecTIER Manager shows ample free space

    Figure 8-1 also shows (Example 8-2 on page 246) that this ProtecTIER has eleven libraries defined. The library that is out of scratch tapes is MemphisBBQ. Highlighting it, we can see that the bar codes are listed as full (Figure 8-2 on page 248) and it matches the Tivoli Storage Manager display (Figure 8-1) with the volumes showing full. Cartridges that are used for database backups might be partial. 
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    Figure 8-2   Example where most cartridges show as full, but their size is less than planned

     

    
      
        	
          Important: Note that, in Figure 8-2, the cartridges are being marked full before the capacity is reached. For example, the Capacity (MiB) column shows 54049, which is listed as 54049 MiB. By reviewing the other libraries, we can see that many tapes are still empty as shown in the Data size (MiB) column in Figure 8-3 on page 249.
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    Figure 8-3   Six empty cartridges are in another library	

    The previous situation applies to several of the libraries. The tapes are filling early to allow all of the tapes to get a fair share of the guaranteed space. 

    A quick solution is to move the empty cartridges to the shelf and to delete them, or even move them to the MemphisBBQ library and to use those cartridges as scratch. In this case, we assume that those empty cartridges are needed for another Tivoli Storage Manager server. In that case, another option is to add capacity to the repository. The cluster in this configuration is running ProtecTIER Version 3.1.16 as shown in the summary at the top of the node display. Highlight the node name and review the upper-right corner of the panel as shown in Figure 8-4.
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    Figure 8-4   Example showing ProtecTIER version

    There are many changes related to expansions between the 3.1.x stream and the 3.3.x stream of the ProtecTIER. Because this system is a DD3-based TS7650G, it is running 3.1.16. Later in this use case, a 3.3.x expansion is shown.

     

    
      
        	
          Note: Our lab environment uses a small repository. A production environment typically uses larger numbers. 

        
      

    

    The repository consists of about 2 TB of physical space. We use the Increase capacity planning wizard to add another 1 TB of space as shown in Figure 8-5.
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    Figure 8-5   Menu to access the Increase capacity planning wizard

    Enter the values for the parameters for the Increase capacity wizard as shown in Figure 8-6.
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    Figure 8-6   Changed the size from 2 TB to 3 TB 

    After we change the value from 2 TB to 3 TB, we click Ok to show the Increase capacity planning wizard suggestions as shown in Figure 8-7 on page 251.
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    Figure 8-7   Sample metadata storage requirements

    Figure 8-7 shows up to 6 TB and requires no additional metadata logical unit numbers (LUNs). Two larger images follow that show 3 TB and also 8 TB - 10 TB that require the addition of metadata LUNs. See the 3 TB example in Figure 8-8.
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    Figure 8-8   The 3 TB size already has enough metadata space that is shown as all green

    See an 8 - 10 TB example in Figure 8-9 on page 252.
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    Figure 8-9   Example of expansion that needs additional metadata space

    You can see that 8 TB only requires you to expand or extend the volume group vg1, /mnt/vg1-lv_vg1, as compared to 9 TB and 10 TB, which required both a new metadata LUN and the extension of the existing vg1.

     

    
      
        	
          Important: It is always a preferred practice to use the suggested levels, not the minimum levels.

        
      

    

    But for this expansion, because the metadata is acceptable, we only add 1 TB of user data LUNs to jump from 2 TB to 3 TB. The Increase capacity planning wizard does not state how many user data LUNs to add. Therefore, it is up to you to provide the RAID-5 or matching RAID with the required capacity to match the original LUNs that are user data LUNs. In the previous system, the user data LUNs are all 500 GB so we add two more user data LUNs. The size of the LUNs needs to remain divisible by 500 GB because each volume group (VG) is divided into sections of no more than 500 GB. Keeping the LUNs a consistent size helps with balancing.

    Now that we know that we do not need to add metadata, the next step is to access the storage and allocate the new LUNs to the ProtecTIER nodes. This allocation is best when the ProtecTIER servers can be rebooted. The new LUNs can be discovered on reboot.

     

    
      
        	
          Note: The TS7650G is the only ProtecTIER that can be expanded to any size within its limits. All other models have a limited number of capacity options.

        
      

    

    Our storage is an IBM DS4700, so we use the IBM System Storage DS® Storage Manager client to create the new LUNs.

    Figure 8-10 on page 253 shows that sufficient free space exists to create the 1 TB that we have planned. 
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    Figure 8-10   Free space in Logical view of DS Storage Manager client

    The RAID-5 RAID group that is named 4 has enough room to create two LUNs of 500 GB each, which matches the other LUNs named UserData LUNs that are also shown. The steps for creating and mapping LUNs will vary from storage type to storage type so the steps are not shown here. The final mapping is shown in Figure 8-11 on page 254.
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    Figure 8-11   Two new LUNs mapped to the host group for this ProtecTIER cluster

    Figure 8-11 shows the two new 500 GB LUNs presented to the same group of host bus adapters (HBAs) as the previous LUNs. If your storage provides grouping like the previous method, all the storage tasks are complete. 

     

    
      
        	
          Important: However, other storage might require that you map the LUNs to hosts, or even worldwide port names (WWPNs) instead of groups. Ensure that you map them to all the same HBA WWPNs as the previous LUNs and nothing else. These LUNs cannot be shared with any other servers than the ProtecTIER server nodes.

        
      

    

    Next, reboot the ProtecTIER server nodes to discover the new LUNs. Several Linux commands are available to dynamically (hot) add LUNs without a reboot. However, the preferred practice is to reboot the ProtecTIER server nodes so that the configuration matches the way that it will look for future reboots. After a reboot, you need to identify the two additional multipath devices. 

    You can reboot in the ProtecTIER Manager GUI or from a Secure Shell (ssh) session. Figure 8-12 on page 255 shows rebooting the ProtecTIER server node celcius from the GUI.

     

    
      
        	
          Note: Rebooting a node takes the devices on that node away from the Tivoli Storage Manager server. It is advised for this procedure to stop all activity to the ProtecTIER nodes, because both ProtecTIER server nodes will reboot to discover the new LUNs. However, it is possible to allow the Tivoli Storage Manager server to continue to run and to only use the devices that remain online. 

          Verify that the devices on the first ProtecTIER server node that rebooted are fully recovered before you reboot the second node. 

          You cannot expand the repository, as shown later in this chapter, without an outage of the ProtecTIER cluster. You must take the entire repository offline to expand it.
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    Figure 8-12   Reboot a node from ProtecTIER Manager GUI

    Example 8-3 shows a reboot from the ssh login for the other node named centigrade.

    Example 8-3   Example reboot from ssh session
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    [root@centigrade ~]# reboot

     

    Broadcast message from root (pts/0) (Mon Nov 25 11:00:52 2013):

     

    The system is going down for reboot NOW!

    [root@centigrade ~]#
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    The following example shows the before and after multipaths using the command multipath -ll |grep mpath output.

    Example 8-4   Before and after multipath examples 
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    BEFORE:

    [root@celcius ~]# multipath -ll |grep mpath

    mpath2 (3600a0b80004230da000004da4a4d1b2e) dm-2 IBM,1814      FAStT

    mpath1 (3600a0b8000422fde0000042c4a4d1a75) dm-1 IBM,1814      FAStT

    mpath0 (3600a0b80004230da000004d64a4d13ce) dm-0 IBM,1814      FAStT

    mpath6 (3600a0b80004230da000007504e15bd02) dm-6 IBM,1814      FAStT

    mpath5 (3600a0b80004230da000007c04ec44cd2) dm-5 IBM,1814      FAStT

    mpath4 (3600a0b80004230da000004db4a4d1b92) dm-4 IBM,1814      FAStT

    mpath3 (3600a0b8000422fde0000042e4a4d1ad1) dm-3 IBM,1814      FAStT

    AFTER:

    [root@celcius ~]# multipath -ll |grep mpath

    mpath2 (3600a0b80004230da000004da4a4d1b2e) dm-2 IBM,1814      FAStT

    mpath1 (3600a0b8000422fde0000042c4a4d1a75) dm-1 IBM,1814      FAStT

    mpath0 (3600a0b80004230da000004d64a4d13ce) dm-0 IBM,1814      FAStT

    mpath8 (3600a0b8000422fde0000099f52933bc2) dm-8 IBM,1814      FAStT

    mpath7 (3600a0b8000422fde0000099d52933ba5) dm-7 IBM,1814      FAStT

    mpath6 (3600a0b80004230da000007504e15bd02) dm-6 IBM,1814      FAStT

    mpath5 (3600a0b80004230da000007c04ec44cd2) dm-5 IBM,1814      FAStT

    mpath4 (3600a0b80004230da000004db4a4d1b92) dm-4 IBM,1814      FAStT

    mpath3 (3600a0b8000422fde0000042e4a4d1ad1) dm-3 IBM,1814      FAStT
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    The next step is to prepare the mpaths with Global Filesystems (GFS). The ProtecTIER Version 3.1 code and earlier use a utility called fsCreate. In versions 3.2 or higher, the new fsManager is used, and it is run by using the service menu. (We demonstrate this utility later.) The command fsCreate -u output is shown in Example 8-5.

    Example 8-5   Example fsCreate -u
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    [root@celcius ~]# /opt/dtc/app/sbin/fsCreate -u

    [INFO] [13/11/25-12:10:25] New devices are:

    [INFO] [13/11/25-12:10:25] /dev/mapper/mpath8

    [INFO] [13/11/25-12:10:25] /dev/mapper/mpath7
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    We get the expected output. Checking both nodes also shows that both nodes are the same, and we have discovered the two new LUNs. This is a two-node cluster, so the instructions for 3.1.x state to shut down and power off the other node. It does not matter which one, but in this case, we will power off node B (celcius), which is shown in Example 8-6.

    Example 8-6   Shutdown of node B
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    [root@celcius ~]# service vtfd shutdown

    Shutting down vtfd:                                        [  OK  ]

     

    Please wait .......................................................................................................................................................................................................................

    [root@celcius ~]# poweroff

     

    Broadcast message from root (pts/0) (Mon Nov 25 12:20:04 2013):

     

    The system is going down for system halt NOW!
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          Note: The command service vtfd shutdown stops the vtfd service and prevents it from starting the next time that you power on the node, which allows the new LUNs to be added to the /etc/fstab file and new mount points to be created before the ProtecTIER starts.

        
      

    

    Then, on node A (centigrade), the next step is to run fsCreate -e as shown in Example 8-7.

    Example 8-7   Example node A fsCreate -e	
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    [root@centigrade ~]# /opt/dtc/app/sbin/fsCreate -e

    [INFO] [13/11/25-12:23:42] Creating partition for mpath8

    [INFO] [13/11/25-12:23:43] Partition for /dev/mapper/mpath8 created successfully

    [INFO] [13/11/25-12:23:43] Assigning partition size for mpath8

    [INFO] [13/11/25-12:23:45] Partition size of 537GB for /dev/mapper/mpath8 assign

    ed successfully

    [INFO] [13/11/25-12:23:45] Creating physical volume for /dev/mapper/mpath8p1

    [INFO] [13/11/25-12:23:46] Physical volume for /dev/mapper/mpath8p1 created succ

    essfully

    [INFO] [13/11/25-12:23:46] Creating volume group vg7 for /dev/mapper/mpath8p1

    [INFO] [13/11/25-12:23:47] Volume group vg7 for /dev/mapper/mpath8p1 created suc

    cessfully

    [INFO] [13/11/25-12:23:47] Creating logical volume lv_vg7 with volume group vg7

    [INFO] [13/11/25-12:23:49] Logical volume lv_vg7 with volume group vg7 created s

    uccessfully

    [INFO] [13/11/25-12:23:49] Creating filesystem gfs_lv_vg7

    [INFO] [13/11/25-12:23:53] Filesystem gfs_lv_vg7 created successfully

    [INFO] [13/11/25-12:23:53] Creating partition for mpath7

    [INFO] [13/11/25-12:23:55] Partition for /dev/mapper/mpath7 created successfully

    [INFO] [13/11/25-12:23:55] Assigning partition size for mpath7

    [INFO] [13/11/25-12:23:56] Partition size of 537GB for /dev/mapper/mpath7 assign

    ed successfully

     

    [INFO] [13/11/25-12:23:56] Creating physical volume for /dev/mapper/mpath7p1

    [INFO] [13/11/25-12:23:57] Physical volume for /dev/mapper/mpath7p1 created successfully

    [INFO] [13/11/25-12:23:57] Creating volume group vg8 for /dev/mapper/mpath7p1

    [INFO] [13/11/25-12:23:58] Volume group vg8 for /dev/mapper/mpath7p1 created successfully

    [INFO] [13/11/25-12:23:58] Creating logical volume lv_vg8 with volume group vg8

    [INFO] [13/11/25-12:24:00] Logical volume lv_vg8 with volume group vg8 created successfully

    [INFO] [13/11/25-12:24:00] Creating filesystem gfs_lv_vg8

    [INFO] [13/11/25-12:24:06] Filesystem gfs_lv_vg8 created successfully

    [INFO] [13/11/25-12:24:06] Creating mount point /mnt/vg7-lv_vg7

    [INFO] [13/11/25-12:24:06] Mount point /mnt/vg7-lv_vg7 created successfully

    [INFO] [13/11/25-12:24:06] Adding mount point /mnt/vg7-lv_vg7 to /etc/fstab

    [INFO] [13/11/25-12:24:06] Mount point /mnt/vg7-lv_vg7 successfully added to /etc/fstab

    [INFO] [13/11/25-12:24:06] Creating mount point /mnt/vg8-lv_vg8

    [INFO] [13/11/25-12:24:06] Mount point /mnt/vg8-lv_vg8 created successfully

    [INFO] [13/11/25-12:24:06] Adding mount point /mnt/vg8-lv_vg8 to /etc/fstab

    [INFO] [13/11/25-12:24:06] Mount point /mnt/vg8-lv_vg8 successfully added to /etc/fstab

    [INFO] [13/11/25-12:24:06] Mounting filesystems

    [INFO] [13/11/25-12:24:06] Filesystems successfully mounted
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    Use the mount command to display the new file systems that are mounted as shown in Example 8-8.

    Example 8-8   Example of mount command output
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    [root@centigrade ~]# mount |grep vg

    /dev/mapper/vg0-lv_vg0 on /mnt/vg0-lv_vg0 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=196609:first=0,noquota)

    /dev/mapper/vg1-lv_vg1 on /mnt/vg1-lv_vg1 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=327681:first=0,noquota)

    /dev/mapper/vg2-lv_vg2 on /mnt/vg2-lv_vg2 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=458753:first=0,noquota)

    /dev/mapper/vg3-lv_vg3 on /mnt/vg3-lv_vg3 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=589825:first=0,noquota)

    /dev/mapper/vg4-lv_vg4 on /mnt/vg4-lv_vg4 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=720897:first=0,noquota)

    /dev/mapper/vg5-lv_vg5 on /mnt/vg5-lv_vg5 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=851969:first=0,noquota)

    /dev/mapper/vg6-lv_vg6 on /mnt/vg6-lv_vg6 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=983041:first=0,noquota)

    /dev/mapper/vg7-lv_vg7 on /mnt/vg7-lv_vg7 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=1114113:first=1,noquota)

    /dev/mapper/vg8-lv_vg8 on /mnt/vg8-lv_vg8 type gfs (rw,noatime,nodiratime,hostdata=jid=0:id=1245185:first=1,noquota)
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    Next, we use the ProtecTIER Manager GUI to increase capacity from the menu Repository → Increase capacity as shown in Figure 8-13.
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    Figure 8-13   Increase capacity menu

    
      
        	
          Note: Figure 8-13 shows under Cluster members at the bottom that node B (celcius) is offline. This is important when you use the ProtecTIER Version 3.1 to expand. 

        
      

    

    In the Increase capacity wizard, we enter the same values that we entered on the Increase capacity planning wizard and the values that match the size we chose from the list of possible sizes. In this case, we chose 3 TB as shown in Figure 8-14.
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    Figure 8-14   Repository size was from 2 TiB to 3 TiB

    Then, click Next (Figure 8-15 on page 260).
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    Figure 8-15   Repository resources panel

    Then, in Figure 8-15, click Advanced to ensure that the new volume groups show where they are expected. When you add metadata LUNs, it is critical to ensure that they are on the metadata side. In our case, we only have user data LUNs shown in Figure 8-16 on page 261.
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    Figure 8-16   Volume groups shown in advanced Repository resources panel

    If there are LUNs that are out of place, you can highlight them and move them to the middle section (Available file systems), and then, to the correct side for either metadata file systems or user data file systems. Normally, you do not leave any LUNs in the middle section, but in certain cases, if you do not want to include all new volume groups, you can leave LUNs in the middle section. 

    Click Ok and then click Next to get to the Summary report panel as shown in Figure 8-17 on page 262.
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    Figure 8-17   Increase capacity Summary report

    When you click Finish, the ProtecTIER system will be taken offline and the expansion will occur. Before you click Finish, ensure that the ProtecTIER resources are not in use on the Tivoli Storage Manager server. In this example, Tivoli Storage Manager is still stopped from the previous reboots because we increase the capacity in one maintenance window. Figure 8-18 shows the progress window during the process to increase capacity.
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    Figure 8-18   Taking the system offline

    Figure 8-19 on page 263 shows the progress window while the system sets up the repository.
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    Figure 8-19   Setting up the repository

    When you add many LUNs or large LUNs, this process can take several hours. During some of the expansion functions, you can monitor the progress with the tail command as shown in Example 8-9.

    Example 8-9   The vtf_internal.log tracking the progress of padding
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    [root@centigrade log]# tail -f vtf_internal.log|grep -i padd

    Nov 25 12:54:10 centigrade vtfd[8873]: (1840)[NOTICE]: PaddingUtil: PaddingUtil::PadFile: Padded 50 percent of file /mnt/vg8-lv_vg8/requirements/STM/0/work//SU5/DataFile

    Nov 25 12:54:13 centigrade vtfd[8873]: (1839)[NOTICE]: PaddingUtil: PaddingUtil::PadFile: Padded 50 percent of file /mnt/vg7-lv_vg7/requirements/STM/0/work//SU4/DataFile

    Nov 25 12:54:20 centigrade vtfd[8873]: (1840)[NOTICE]: PaddingUtil: PaddingUtil::PadFile: Padded 55 percent of file /mnt/vg8-lv_vg8/requirements/STM/0/work//SU5/DataFile

    Nov 25 12:54:24 centigrade vtfd[8873]: (1839)[NOTICE]: PaddingUtil: PaddingUtil::PadFile: Padded 55 percent of file /mnt/vg7-lv_vg7/requirements/STM/0/work//SU4/DataFile
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    The padding process works on a few steps at a time, and it will result in padding 100% of each of the files more than one time. You can watch it progress but it is not easy to know the percent completed or phase. Comparing how many storage units (SUs) you have might help you estimate the duration if each SU is approximately 500 GB. The increase capacity process also performs other work before and after the padding phase. When completed, the status is shown (Figure 8-20).

    [image: ]

    Figure 8-20   Bringing the system online status

    It is difficult to estimate the duration of the increase capacity process because it depends on the storage and paths, existing repository, and new volume groups. As a guideline, plan for five or more hours for 50 TBs of increased capacity. When the process is finished, the new space is shown in the ProtecTIER Manager GUI as shown in Figure 8-21.
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    Figure 8-21   Capacity increased on one node

    The next step is to power on the ProtecTIER node B. It will not start the vtfd automatically because of the earlier step that was run to shut down the vtfd. After node B is started, log on to the ssh. Run the /opt/dtc/app/sbin/fsCreate -t command to add the new LUNs to the /etc/fstab file, create the mount points, and mount the LUNs (Example 8-10).

    Example 8-10   fsCreate and mount commands on node B
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    [root@celcius ~]# /opt/dtc/app/sbin/fsCreate -t

    [INFO] [13/11/25-13:17:52] Attempting to create mount points and update /etc/fstab

    [INFO] [13/11/25-13:17:52] Creating mount point /mnt/vg7-lv_vg7

    [INFO] [13/11/25-13:17:52] Mount point /mnt/vg7-lv_vg7 created successfully

    [INFO] [13/11/25-13:17:52] Adding mount point /mnt/vg7-lv_vg7 to /etc/fstab

    [INFO] [13/11/25-13:17:52] Mount point /mnt/vg7-lv_vg7 successfully added to /etc/fstab

    [INFO] [13/11/25-13:17:52] Creating mount point /mnt/vg8-lv_vg8

    [INFO] [13/11/25-13:17:52] Mount point /mnt/vg8-lv_vg8 created successfully

    [INFO] [13/11/25-13:17:52] Adding mount point /mnt/vg8-lv_vg8 to /etc/fstab

    [INFO] [13/11/25-13:17:52] Mount point /mnt/vg8-lv_vg8 successfully added to /etc/fstab

    [INFO] [13/11/25-13:17:52] Mounting filesystems

    [INFO] [13/11/25-13:17:52] Filesystems successfully mounted

    [root@celcius ~]# mount |grep vg

    /dev/mapper/vg0-lv_vg0 on /mnt/vg0-lv_vg0 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=2031617:first=0,noquota)

    /dev/mapper/vg1-lv_vg1 on /mnt/vg1-lv_vg1 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=327681:first=0,noquota)

    /dev/mapper/vg2-lv_vg2 on /mnt/vg2-lv_vg2 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=458753:first=0,noquota)

    /dev/mapper/vg3-lv_vg3 on /mnt/vg3-lv_vg3 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=589825:first=0,noquota)

    /dev/mapper/vg4-lv_vg4 on /mnt/vg4-lv_vg4 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=720897:first=0,noquota)

    /dev/mapper/vg5-lv_vg5 on /mnt/vg5-lv_vg5 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=851969:first=0,noquota)

    /dev/mapper/vg6-lv_vg6 on /mnt/vg6-lv_vg6 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=983041:first=0,noquota)

    /dev/mapper/vg7-lv_vg7 on /mnt/vg7-lv_vg7 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=1769473:first=0,noquota)

    /dev/mapper/vg8-lv_vg8 on /mnt/vg8-lv_vg8 type gfs (rw,noatime,nodiratime,hostdata=jid=1:id=1900545:first=0,noquota)
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    Start vtfd by using the service vtfd init command as shown in Example 8-11.

    Example 8-11   Starting vtfd 
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    [root@celcius ~]# service vtfd init

    calling stat fs fast

    Starting vtfd:                                             [  OK  ]
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          Note: The vtfd service returns to the prompt, but it usually takes longer. The startup can be monitored with the service menu or the service vtfd status command. 

        
      

    

    When the vtfd service is started, it looks like Example 8-12.

    Example 8-12   vtfd service running
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    Your choice? 1

    Begin Processing Procedure

     

    Service              Status

    ==============================

    cman                 UP

    clvmd                UP

    gfs                  UP

    vtfd                 UP

    ptrasd               UP

    ptconfigd            UP

    gmgnt                DOWN

     

     

    End Processing Procedure Successfully
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    The gmgnt service needs to be UP only on one node in the grid. In Example 8-12 on page 265, for the celcius node, the gmgnt service shows DOWN, which is normal because the gmgnt is running on the node named heater.

    In the ProtecTIER Manager GUI, when the Virtual Tape Library is highlighted in the left panel, the lower-right corner (Libraries configuration section) shows the total number of cartridges (Figure 8-22).
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    Figure 8-22   Virtual Tape Library totals panel that shows a summary of all libraries

    Figure 8-23 shows 123 total cartridges in all the libraries.
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    Figure 8-23   Cartridge total 

    The Libraries configuration shows a total of 123 cartridges that used the nominal space before. Now, we increase the space so we can add more cartridges without reducing the existing cartridges. Each cartridge will get an equal share of the space, unless the cartridge is limited to a size smaller than that amount. In this case, 100 probably was the right number of cartridges originally, but the increased number of 123 made our cartridges smaller than we planned and our factoring ratio is lower than we planned. 

    In this scenario, it makes sense to add 27 cartridges to bring the total to 150. Because we want the new cartridges in the memphisBBQ library, we highlight that library and click VT → Cartridge → Add Cartridge. Then, we use the wizard to add 27 cartridges, as shown Figure 8-24 on page 267.

    [image: ]

    Figure 8-24   Adding 27 cartridges

    Click Next and click Finish to add the cartridges. If enough slots are empty for the 27 new cartridges, the system will stay online. If there are not enough slots, the wizard will warn you that the system must go offline to add the slots through a change dimension operation.

    At this point, the ProtecTIER is back online and the Tivoli Storage Manager server can begin to use it again. The new cartridges can be added to the Tivoli Storage Manager scratch pool with a label libvolume command as shown in Example 8-13.

    Example 8-13   The label libvolume command 

    [image: ]

    tsm: PTTSMSERVER>label libvolume memphisBBQ search=yes checkin=scratch labelsour                 ce=barcode

    ANS8003I Process number 2 started.
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    Then, when that process is complete, there are 27 new scratch volumes and our repository will still have space for the empty cartridges in the other libraries. Then, running the command query libvolume shows the scratch tapes as shown in Figure 8-25 on page 268.

     

    
      
        	
          MEMPHISBBQ   BC1141L3    Scratch                               1,096   LTO

          MEMPHISBBQ   BC1142L3    Scratch                               1,097   LTO

          MEMPHISBBQ   BC1143L3    Scratch                               1,098   LTO

          MEMPHISBBQ   BC1144L3    Scratch                               1,099   LTO

          MEMPHISBBQ   BC1145L3    Scratch                               1,100   LTO

          MEMPHISBBQ   BC1146L3    Scratch                               1,101   LTO

          MEMPHISBBQ   BC1147L3    Scratch                               1,102   LTO

          MEMPHISBBQ   BC1148L3    Scratch                               1,103   LTO

          MEMPHISBBQ   BC1149L3    Scratch                               1,104   LTO

          MEMPHISBBQ   BC1150L3    Scratch                               1,105   LTO

          MEMPHISBBQ   BC1151L3    Scratch                               1,106   LTO

          MEMPHISBBQ   BC1152L3    Scratch                               1,107   LTO

          MEMPHISBBQ   BC1153L3    Scratch                               1,108   LTO

          MEMPHISBBQ   BC1154L3    Scratch                               1,109   LTO

          MEMPHISBBQ   BC1155L3    Scratch                               1,110   LTO

          MEMPHISBBQ   BC1156L3    Scratch                               1,111   LTO

          MEMPHISBBQ   BC1157L3    Scratch                               1,112   LTO

           

          tsm: PTTSMSERVER>

        
      

    

    Figure 8-25   New tapes

    8.1.1  ProtecTIER Version 3.2 or later differences

    Starting with the ProtecTIER Version 3.2, the fsCreate utility was replaced with fsManager. The ProtecTIER Service Menu is used to run the new fsManager utility so that you do not need to run individual commands from the ssh login. Start the Service Menu by typing menu and select ProtecTIER Configuration → File Systems Management as shown in Example 8-14.

    Example 8-14   File Systems Management
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    +------------------------------------------------------------------------------+

    | ProtecTIER Service Menu running on blackmamba                                |

    | ProtecTIER Configuration (...)                                               |

    | File Systems Management (...)                                                |

    +------------------------------------------------------------------------------+

    |  1) Configure file systems on all available devices                          |

    |  2) Create file system(s) on a single unused device                          |

    |  3) Extend a file system with a new unused device                            |

    |  4) Update /etc/fstab                                                        |

    |  5) Display configured devices                                               |

    |  6) Display unused devices                                                   |

    |  7) Display GFS repository file systems                                      |

    |  8) Display unused GFS file systems                                          |

    |  9) Increase capacity completion (applicable for a second cluster node)      |

    |                                                                              |

    |  B) Back                                                                     |

    |  E) Exit                                                                     |

    +------------------------------------------------------------------------------+

    Your choice?
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    In the display of options, you can match the fsCreate operation and flag to the menu description of the items. For an expansion, the fsCreate -e command that was used on ProtecTIER node A is replaced with option 2 “Create file system(s) on a single unused device”. The fsCreate -t command, which was used on the ProtecTIER node B, is replaced with option 9. “Increase capacity completion (applicable for a second cluster node)”.

    The menu includes more function than only the previous commands. As you can see from the output when the command is running, the menu operation stops the services on the local and remote node. Then, the system is brought back up on only one node, so that the ProtecTIER Manager GUI can be used for the expansion in the same way that the ProtecTIER Version 3.1 is expanded. After that is complete, the final step is to go back to the node B menu and choose option 9 (Example 8-14 on page 268) so that the new file systems are added to /etc/fstab and mount points are created. Then, the new file systems are mounted and the vtfd service is finally restarted (Example 8-15).

    Example 8-15   Example of two-node cluster fsManager output and stop and start services
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    From Node A

    You have selected to extend file system 'g1p1-lv_vg1p1' with device ’mpath0’ having

    size ‘512000.00M'

    Please confirm:? (yes|no) y

    This will stop the VTFD service, Do you wish to continue? (yes|no) y

    Stopping RAS                                                    [ Done ]

    Stopping VTFD                                                   [ Done ]

    Stopping RAS                                                    [ Done ]

    Stopping VTFD locally                                           [ Done ]

    Stopping RAS Remotely                                           [ Done ]

    Stopping VTFD Remotely                                          [ Done ]

    Stopping Remote Cluster Services                                [ Done ]

    Creating partition                                              [ Done ]

    Creating physical volume                                        [ Done ]

    Add PV to VG                                                    [ Done ]

    Extend LV                                                       [ Done ]

    Extend FS                                                       [ Done ]

    Starting VTFD                                                   [ Done ]

    Starting RAS                                                    [ Done ]

    Successful file system extension

     

    End Processing Procedure Successfully

     

    Press <ENTER> to continue

    From Node B

     

    Begin Processing Procedure

    Stopping Cluster Services                                       [ Done ]

    Refreshing storage                                              [ Done ]

    Starting cluster                                                [ Done ]

    Starting RAS                                                    [ Done ]

    Comparing storage                                               [ Done ]

    Updating fstab                                                  [ Done ]

    Starting VTFD                                                   [ Done ]

    procedure ended successfully

     

    End Processing Procedure Successfully
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    In Example 8-15 on page 269, you can see that the stopping actions report stopping RAS, VTFD, and cluster services on the remote node. They do not start them later in the same section. The services are not started until the last step is performed on node B by running the Increase capacity menu option and it completes. This automation leaves the second node partially offline while the expansion occurs. In Version 3.1, the second node was powered off instead.

    Summary

    To summarize use case 1, the first indication seen was that the backups failed due to a lack of scratch tapes. On review, the ProtecTIER still had extra space. However, because libraries that were not in use yet had empty tape cartridges, those tape cartridges had the space reserved. Rather than creating new cartridges as is and reducing the size of all the cartridges, an expand repository was planned and performed. After the repository was expanded, new cartridges were added to maintain a consistent cartridge size.

    8.2  Use case 2: Disaster recovery test

    In this use case, we execute a disaster recovery (DR) test. We will not mimic a real failure that results in re-creating a Tivoli Storage Manager server or ProtecTIER repository. We will perform steps that follow a test plan and validate the function of the test plan. This scenario provides you with experience with the same functions that are used in a real disaster, whether it is total loss or not.

    This test will not attempt to simulate any particular failure, but instead, it is a validation type of test that applies to many of the necessary functions. A Tivoli Storage Manager administrator can perform a similar test without affecting the production environment. Follow these steps: 

    1.	The Tivoli Storage Manager database is saved. Example 8-16.

    Example 8-16   Back up Tivoli Storage Manager database
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    tsm: PTTSMSERVER>backup db type=full dev=lto-virt

     

    ANR2280I Full database backup started as process 27.

    ANS8003I Process number 27 started.
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    In a normal environment, you have recently saved the database backup. It can be queried as shown in Example 8-17.

    Example 8-17   Display Tivoli Storage Manager database backups
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    ....

           Date/Time: 12/03/2013 07:40:30

         Volume Type: BACKUPFULL

       Backup Series: 5

    Backup Operation: 0

          Volume Seq: 1

    more...   (<ENTER> to continue, 'C' to cancel)

     

        Device Class: LTO-VIRT

         Volume Name: BC1142L3

     Volume Location:

             Command:
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          Note: Figure 8-18 on page 262 might vary in different versions of the Tivoli Storage Manager software.

        
      

    

    2.	Verify that the database cartridge is replicated on the ProtecTIER target hub (Figure 8-26).
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    Figure 8-26   Bar code BC1142 is in-sync and the Tivoli Storage Manager DB backup is on this cartridge

     

    
      
        	
          Note: The date and time of the database backup cartridge are displayed on the Replica properties drop-down list.

        
      

    

    3.	Intentionally allow the Tivoli Storage Manager backups to run so that the database in Figure 8-26 becomes out-of-date (Example 8-18).

    Example 8-18   Incremental backup from a storage agent
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    Successful incremental backup of '/var/www/html/decoders'

     

     

    Total number of objects inspected:  642,545

    Total number of objects backed up:       34

    Total number of objects updated:          0

    Total number of objects rebound:          0

    Total number of objects deleted:          0

    Total number of objects expired:         16

    Total number of objects failed:           1

    Total number of bytes transferred:   308.43 MB

    LanFree data bytes:                  280.33 MB

    Data transfer time:                    7.80 sec

    Network data transfer rate:        40,490.59 KB/sec

    Aggregate data transfer rate:      3,153.74 KB/sec

    Objects compressed by:                    0%

    Elapsed processing time:           00:01:40

    tsm>
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    4.	Replication triggers this backup and brings the cartridge in-sync. In an ordinary environment, the backlog might be large enough that the modified cartridges in this step are not all in-sync. That is acceptable for this test.

    5.	Declare a disaster. At this point, you can define the disaster to be as extensive as you want. For example, you can use all new workstations to manage the ProtecTIER. You can mimic that the source ProtecTIER is completely offline. Or, you can proceed without modifying anything. In this case, we shut down the ProtecTIER source cluster in an orderly fashion. The shutdown will be disruptive to the production backups, but it will demonstrate that the steps work without the source cluster online (Example 8-19).

    Example 8-19   Power off both ProtecTIER source nodes
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    $ ssh 172.31.1.35

    root@172.31.1.35's password:

    Last login: Mon Dec  2 12:05:46 2013 from 9.44.77.136

    [root@celcius ~]# poweroff

     

    Broadcast message from root (pts/0) (Tue Dec  3 07:08:37 2013):

     

    The system is going down for system halt NOW!

    [root@celcius ~]#

    AFTER celcius is off

    [root@centigrade ~]# poweroff

     

    Broadcast message from root (pts/0) (Tue Dec  3 07:14:10 2013):

     

    The system is going down for system halt NOW!

    [root@centigrade ~]#
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    6.	Determine whether any connectivity exists. In this case, use the system that is at the same location as the hub named Heater, shown in Figure 8-27 on page 273. Also, check the system from the Tivoli Storage Manager server to verify that the production ProtecTIER is down (Example 8-20).

    Example 8-20   Tivoli Storage Manager unable to communicate
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    tsm: PTTSMSERVER>show slots memphisbbq

    PVR slot information for library MEMPHISBBQ.

    Library          : MEMPHISBBQ

    Product Id       : 03584L32

    Support module   : 4

     

    Mount count      : 1

     

    Drives           : 16

    Slots            : 300

    Changers         : 1

    Import/Exports   : 300

     

    Library MEMPHISBBQ is busy.

     

    12/03/2013 08:24:01  ANR2017I Administrator ADMIN issued command: show slots

                          memphisbbq (SESSION: 87)

    12/03/2013 08:24:01  ANR1811W HBAAPI returned zero FC adapters from the system.

                          (SESSION: 87)

    12/03/2013 08:24:01  ANR8482W  The server is unable to obtain the serial number

                          of the SCSI device MEMPHISBBQ.  (SESSION: 87)
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    As time passes, Tivoli Storage Manager reports more and more failures against the devices from this ProtecTIER. In a real DR scenario, take extra steps to access the state of the data center and the ProtecTIER cluster. In this test, we already know that the power to only the ProtecTIER cluster is lost.

    7.	Using the ProtecTIER Manager GUI, log on to the hub and enable DR mode (Figure 8-27).
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    Figure 8-27   Enter DR mode from the hub

    8.	Select the repository that is down (Figure 8-28). 
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    Figure 8-28   Choose the repository that is currently offline

    Then, type yes to confirm the change (Figure 8-29 on page 274).
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    Figure 8-29   Type yes to confirm the enablement of DR mode 

    This step will block all replication activities. At this point, the work on the Production cluster can proceed, because if the cluster is restored, the backlog of changes will be blocked and will not affect the cartridges on the hub. For our test, we will leave the HotEnough cluster off.

    9.	Determine the best Tivoli Storage Manager database cartridges to use. In most cases, the most recent database backup will be the starting point. Consult the daily reports to determine the cartridges. If Tivoli Storage Manager is still working, use the command 
q volhist type=dbb; otherwise, use a saved volume history (volhist) or other report. In our case, we know it is bar code BC1142L3.

     

    
      
        	
          Note: Searching the volhist file for BACKUPFULL or DBSNAPSHOT will help you to locate the database backup cartridges when the Tivoli Storage Manager server is offline. 

          It is critical that the DR plans include a copy of the available volhist file and database backup files to use. They do not have to be on the ProtecTIER, but they must be available for the new Tivoli Storage Manager server to be able to function with this existing backup data.

        
      

    

    10.	Record the date from the hub replica copy of the database backup (Figure 8-30 on page 275).
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    Figure 8-30   Date of the last sync time of our latest database backup tape

    Notice that one bar code BC1141L3 is not in-sync now, but the most recent sync time for that cartridge was the day before. This is due to the backup we did after the database backup that appears to not have been fully replicated before we powered off the cluster.

    11.	Use the Cartridge Query Tool or the ProtecTIER command-line interface (ptcli) to create a list of volumes that must be inserted into the DR library. In this case, our recovery point objective (RPO) will be the date of our last database backup. We start with all tapes that are in sync with dates before our RPO. While querying the tapes, it is a preferred practice to get a list of all the tapes that are not in-sync, so that there is a good picture of the replication backlog state at the time of the event (Figure 8-31).

    [image: ]

    Figure 8-31   Start Cartridge Query Tool

    The inventory needs to be refreshed if the date is before the time that the DR mode was entered as shown in Figure 8-32 on page 276.
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    Figure 8-32   Click yes to refresh the inventory snapshot

    Example 8-21 shows the command-line equivalent. 

    Example 8-21   ptcli inventory refresh
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    Create Profile file 

    [root@heater ~]# /opt/dtc/ptcli/ptcli -p /root/demo.login

    User name: ptadmin

    Password:

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="createprofile" status="success"/>

    Refresh Inventory

    [root@heater ~]# /opt/dtc/ptcli/ptcli InventoryRefresh --login /root/demo.login --force

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="InventoryRefresh" host-name="heater"

      host-time="1386086587" host-time-string="03-Dec-2013 08:03"

      local-time="1386086587" local-time-string="03-Dec-2013 08:03" status="success">

      <refresh-result last-refresh-time="2013-12-03 08:03:07"/>

    </response>
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          Note: The previous example uses the --force flag because the user ptadmin is already logged in to the ProtecTIER Manager GUI. 

        
      

    

    12.	Create a report from the Cartridge Query Tool for all cartridges that are not in sync. Figure 8-33 on page 277 shows that we enter the date for tapes before our database tape.

    [image: ]

    Figure 8-33   Set the criteria for reports

    Figure 8-33 shows the cartridges that are not in-sync but it is a preferred practice to create multiple reports so that you can cross-check that all cartridges are accounted for and listed. This can be a report with all cartridges, a report with all cartridges that are in-sync, and a report with all cartridges that are not in-sync. For this particular case, we also include a smaller subset of cartridges that are not in-sync, as of the database tape.

    The PTCLI equivalent is shown in Example 8-22.

    Example 8-22   ptcli InventoryFilter example
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    [root@heater ~]# /opt/dtc/ptcli/ptcli  InventoryFilter --login /root/demo.login --querytype replica --query  "in_sync=FALSE AND destination_time_for_last_sync_point < datetime('2013-12-03 06:42:00')" --output /root/Not-Insync-06.42.00.csv --force

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="InventoryFilter" host-name="heater"

      host-time="1386087748" host-time-string="03-Dec-2013 08:22"

      local-time="1386087748" local-time-string="03-Dec-2013 08:22" status="success">

      <filter-result cartridges-number="1"

        last-refresh-time="2013-12-03 08:03:07" result-file="/root/Not-Insync-06.42.00.csv"/>

    </response>

    [root@heater ~]#
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    Example 8-22 uses the syntax from the Cartridge Query Tool. Only the query string is surrounded in double quotation marks to allow the Linux on the ProtecTIER server node to process the command.

    13.	Review the report output directly (Example 8-23) or in a spreadsheet tool (Figure 8-34).

    Example 8-23   Text view of ptcli output file
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    cart_unique_id,barcode,nominal_size_in_bytes,last_access_time,media_type,readonly,principality_grid_id,principality_repository_id,container_name,last_update_time,source_repository_id_for_last_sync_point,source_grid_id_for_last_sync_point,source_time_for_last_sync_point,destination_time_for_last_sync_point,in_sync,signature

    2001_01_000000404A,BC1141,43423367488,2013-12-03 06:58:08,L3,1,8,1,shelf,2013-12-03 06:58:08,1,8,2013-12-02 05:12:44,2013-12-02 13:12:44,0,17150510065018129514
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    Figure 8-34   Spreadsheet view of our not in-sync cartridge 

    Several fields are truncated from the spreadsheet view, but you can review them, as needed.

    14.	Run the additional reports from the Cartridge Query Tool for the verification of all cartridges.

    15.	Based on step 11, all cartridges except this cartridge can be moved to the library by using the Cartridge Query Tool (Figure 8-35).
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    Figure 8-35   Using the Cartridge Query Tool to move cartridges

    16.	We use the option to move in-sync cartridges based on our review of the tapes that are not in-sync (being modified after the database tape date). Be careful to ensure that the tapes that are not in-sync really were made after the database backup. Also, because Tivoli Storage Manager can append cartridges, the data on the bar code BC1141L3 might be needed. Because the date is before the database backup, the data is likely still usable. If the restores report that BC1141L3 is needed, it can be moved to the library and audited.

    The ptcli equivalent of the previous move is displayed in Example 8-24.

    Example 8-24   ptcli InventoryMoveFilter example

    [image: ]

    [root@heater ~]# /opt/dtc/ptcli/ptcli  InventoryMoveFilter --login /root/demo.login --querytype replica --query "in_sync = TRUE" --destination PeachCobbler --force

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="InventoryMoveFilter" host-name="heater"

      host-time="1386088792" host-time-string="03-Dec-2013 08:39"

      local-time="1386088792" local-time-string="03-Dec-2013 08:39" status="success">

      <move-query-result failed-number="19"

        last-refresh-time="2013-12-03 08:03:07" moved-number="166" result-file="/opt/dtc/ptcli/move_errors_Dec_03_2013_08_39_52.csv"/>

    </response>

    [root@heater ~]#
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    17.	There were errors, as shown in Example 8-25. On the initial review of the logic, we see one mistake (because we only reviewed one file), cartridges on the shelf from another set of policies. So, the previous move command moved more cartridges than we expected. This issue was not identified in the various checks in step 11. 

    Example 8-25   Text view of the result file with errors
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    2001_01_00000028D5,000045,PeachCobbler,NOTHING_TO_DO,10218042383636800403

    2001_01_0000003294,000080,PeachCobbler,NOTHING_TO_DO,10973374118344388535

    2001_01_0000003295,000081,PeachCobbler,NOTHING_TO_DO,17617210683439267160

    2001_01_000000329A,000086,PeachCobbler,NOTHING_TO_DO,11757313372955022517

    2001_01_000000329B,000087,PeachCobbler,NOTHING_TO_DO,1084609262143812306

    2001_01_00000028D0,000040,shelf,DUPLICATED_BARCODE,10391142742329014373

    2001_01_00000028D1,000041,shelf,DUPLICATED_BARCODE,9665997545384321452

    2001_01_00000028D3,000043,shelf,DUPLICATED_BARCODE,12250930200375595582

    2001_01_00000028D4,000044,shelf,DUPLICATED_BARCODE,14444682754929352513

    2001_01_00000030A0,000070,shelf,VTLU_INVALID_MEDIA_TYPE,17109920743038871645

    2001_01_00000030A1,000071,shelf,VTLU_INVALID_MEDIA_TYPE,12677576154813029274

    2001_01_00000030A2,000072,shelf,VTLU_INVALID_MEDIA_TYPE,7514381827940945875

    2001_01_00000030A3,000073,shelf,VTLU_INVALID_MEDIA_TYPE,3086399983686958100

    2001_01_00000030A4,000074,shelf,VTLU_INVALID_MEDIA_TYPE,8493684466787006916

    2001_01_00000030A5,000075,shelf,VTLU_INVALID_MEDIA_TYPE,3981968350433184259

    2001_01_00000030A6,000076,shelf,VTLU_INVALID_MEDIA_TYPE,17358409203826220618

    2001_01_00000030A7,000077,shelf,VTLU_INVALID_MEDIA_TYPE,12860062996181970317

    2001_01_00000030A8,000078,shelf,VTLU_INVALID_MEDIA_TYPE,5688055009449399786

    2001_01_00000030A9,000079,shelf,VTLU_INVALID_MEDIA_TYPE,895492845356475949
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    The first five cartridges are already in the library. Normally, the DR library might be empty, but if not, these five cartridges can be inspected to see whether they belong.

    The next four cartridges are “duplicate” bar codes, so that several libraries in our configuration have the same ranges. You will be able to put them in the same library, but now, there must be several reviews to determine why there are duplicates. Normally, this is not a problem if the bar code ranges on the system are laid out in a logical manner. The last group consists of tapes that are part of another emulation type. Therefore, they cannot be loaded into this library, because the PeachCobbler Library consists of Linear Tape Option 3 (LTO-3) tapes. Because this action was a mistake, it makes sense to move all the cartridges back to the shelf and rerun the command, or to review the PeachCobbler Library and move the unneeded cartridges out of the library (Figure 8-36).

    [image: ]

    Figure 8-36   Using Cartridge Query Tool to empty the PeachCobbler library

    The previous command will empty both libraries on this hub for the provided bar code range.

    A closer review of the cartridges on the shelf and removing the four duplicates show that the cartridges that will be moved for this test are bar codes 00000L3 - 000099L3 and BC1111L3 - BC1157, excluding BC1141L3 that is not in-sync. Because the bar codes that are not going to be moved to PeachCobbler all have bar codes starting with “D” or higher, the bar code range can be used (as shown in Figure 8-36) but it stops at BC2000. The mistake just demonstrated shows how logical bar codes are useful, especially if the storage pools are phased based on priority.

    18.	Use the ptcli InventoryMoveFilter command with the bar code example.

    Example 8-26   ptcli InventoryMoveFilter with bar code
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    [root@heater ~]# /opt/dtc/ptcli/ptcli  InventoryMoveFilter --login /root/demo.login --querytype replica --query "barcode >= '000000' AND barcode <= 'BC1140'" --destination PeachCobbler --force

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="InventoryMoveFilter" host-name="heater"

      host-time="1386090392" host-time-string="03-Dec-2013 09:06"

      local-time="1386090392" local-time-string="03-Dec-2013 09:06" status="success">

      <move-query-result failed-number="10"

        last-refresh-time="2013-12-03 08:03:07" moved-number="100" result-file="/opt/dtc/ptcli/move_errors_Dec_03_2013_09_06_32.csv"/>

    </response>

    [root@heater ~]# vim /opt/dtc/ptcli/move_errors_Dec_03_2013_09_06_32.csv

    [root@heater ~]# /opt/dtc/ptcli/ptcli  InventoryMoveFilter --login /root/demo.login --querytype replica --query "barcode =  'BC1142'" --destination PeachCobbler --force

    <?xml version="1.0" encoding="UTF-8"?>

    <response command="InventoryMoveFilter" host-name="heater"

      host-time="1386090451" host-time-string="03-Dec-2013 09:07"

      local-time="1386090451" local-time-string="03-Dec-2013 09:07" status="success">

      <move-query-result failed-number="0"

        last-refresh-time="2013-12-03 08:03:07" moved-number="1" result-file=""/>

    </response>
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    19.	A review of the results shows the 10 cartridges that are not LT-O3 still fit the bar code range that was provided, but it is acceptable to exclude those cartridges. Also, the BC1141 was excluded by running two move commands. The first move command moves all the cartridges lower than BC1141. The second move command is our database tape.

    20.	The cartridges are loaded into the library in read-only mode. The Tivoli Storage Manager server can be brought online and the database restored. This step can have multiple variations but this page of the Tivoli Storage Manager information center explains the details:

    http://bit.ly/1oV4zqh

    21.	Because this is a test scenario, and the production system is likely up and running, the tapes must be left as read-only. Any test writes must be to new cartridges. After all tests are completed, the system can be returned to its normal operation.

    22.	In our case, we simply power on both nodes and verify that the cluster is alright. It is best to turn on only one node and let it become fully ready before turning on the second node of a cluster. This phased approach prevents race conditions when you form the cluster that result in unexpected fencing (Figure 8-37).
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    Figure 8-37   Both nodes online

    23.	Move all the cartridges back to the shelf on the hub (Figure 8-38 on page 282).
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    Figure 8-38   Move cartridges in bar code range back to the shelf

    During normal operation, because this approach has all cartridges on the shelf, this step puts them back as part of the return to normal operations step. If the visibility mode option is used, the cartridges need to be ejected by Tivoli Storage Manager.

    24.	Verify that there were no changes that need to be kept from the DR site. In this test, we expect none. If there were tapes created and data was written, that data can be replicated to the source with a one-time failback policy. 

    25.	Leave DR mode from the hub that was used to enter DR mode (Figure 8-39 on page 283).
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    Figure 8-39   Leave DR mode to allow normal replication

    The previous step (Figure 8-39) will remove the replication block that was established when entering DR mode. This needs to allow any backlog that was created during the test to catch up and complete.

    26.	Choose the repository as shown in Figure 8-40.
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    Figure 8-40   Choose the repository

    Type yes to confirm the change as shown in Figure 8-41 on page 284.
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    Figure 8-41   Type yes to confirm disabling DR mode

    27.	Run commands on the Tivoli Storage Manager server to verify that the ProtecTIER is still online or, in our case, back online after the power down scenario (Example 8-27). 

    Example 8-27   Show slots command returns valid results
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    tsm: PTTSMSERVER>show slots memphisbbq

     

     

    PVR slot information for library MEMPHISBBQ.

    Library          : MEMPHISBBQ

    Product Id       : 03584L32

    Support module   : 4

     

    Mount count      : 0

     

    Drives           : 16

    Slots            : 300

    Changers         : 1

    Import/Exports   : 300

     

    Device           : lb1.0.0.3

     

    Drive   0, element 2

    Drive   1, element 3

    Drive   2, element 4

    Drive   3, element 5

    Drive   4, element 6

    Drive   5, element 7

    Drive   6, element 8
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    28.	If there is a backlog, the policies can be executed to try the backlog again. Otherwise, the backlog will catch up as the cartridges are triggered during normal use (Figure 8-42).
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    Figure 8-42   Our one cart that was not in-sync now is synchronized

    Summary

    To summarize use case 2, this test practiced using the ProtecTIER Manager GUI to find database tapes and to practice using the Cartridge Query Tool and ptcli to review cartridges and move cartridges. It also demonstrated how to find the database tape with Tivoli Storage Manager online and from the volhist file. Several unexpected results occurred that allowed us to review the information and to make the corrections. When the test completed, the system was returned to normal operation and replication was resumed.

     

  
    Glossary

    
      
        	
          back-end (BE) ports    The QLogic Fibre Channel adapters that are used in initiator mode and allow TS7650G and TS7650 nodes to connect to external storage arrays, which will provide storage LUNs used for the repository.

        
      

      
        	
          Chunk    A section of data that is processed for matching data that is already stored in the pool or repository.

        
      

      
        	
          Common Internet File System (CIFS)    ProtecTIER emulates Windows file system behavior and presents a virtualized hierarchy of file systems, directories, and files to Windows CIFS clients. When configured for FSI-CIFS, ProtecTIER emulates a network-attached storage (NAS) backup target that can use both HyperFactor and ProtecTIER native replication bandwidth reduction techniques for storing and replicating deduplicated data. 

        
      

      
        	
          Collocation    Collocation means that all of your data for a node or node group is contained on the same set of virtual cartridges. 

        
      

      
        	
          data mover    A device that moves data on behalf of the server. A network-attached storage (NAS) file server is a data mover.

        
      

      
        	
          deduplication    A data compression technique in which redundant data is eliminated. The technique improves storage usage and can also be applied to network data transferals to reduce the number of bytes that must be sent across a link.

        
      

      
        	
          device class    A named set of characteristics that are applied to a group of storage devices. Each device class has a unique name and represents a device type of disk, file, optical disk, or tape.

        
      

      
        	
          device fanout    Automatically done on ProtecTIER, device fanout refers to which virtual tape drives will be presented on which ProtecTIER ports. 

        
      

      
        	
          dirty bit    A dirty bit is a flag that indicates whether an attribute must be updated. This situation occurs when a bit in a memory cache or virtual memory is changed by a processor but is not updated in storage.

        
      

      
        	
          factoring ratio   The ratio of nominal capacity to physical capacity in the ProtecTIER repository. For example, if you have 100 TB of user data (nominal capacity) and it is stored on 10 TB of physical capacity, your factoring ratio is 10:1.

        
      

      
        	
          front-end (FE) ports    The emulex Fibre Channel adapters that are used as target mode adapters and provide a means for backup clients to connect to the virtualized devices in the ProtecTIER system.

        
      

      
        	
          hub    The hub (target server) is connected, through your Ethernet replication network, to one or more spokes (source servers). The hub stores backup images of the data repositories, file system configurations, and other system settings that are on the spokes. If there is a spoke failure, the stored image can be easily retrieved from the hub and transmitted to the spoke. This action restores the spoke to its previous configuration with minimal data loss.

        
      

      
        	
          HyperFactor    The patented IBM algorithm used in the ProtecTIER family of products, which eliminates data duplicates from the incoming backup data streams. The factoring ratios are the result of HyperFactor processing and compression.

        
      

      
        	
          library client    In Tivoli Storage Manager, a server that uses server-to-server communication to access a library that is managed by another storage management server. See also Library Manager.

        
      

      
        	
          Library Manager    In Tivoli Storage Manager, a server that controls device operations when multiple storage management servers share a storage device. See also library client.

        
      

      
        	
          logical unit number (LUN)   A number that is used to identify a logical unit, which is a device that is addressed by Fibre Channel. A LUN might be used with any device that supports read/write operations, such as a tape drive, but it is most often used to refer to a logical disk that is created on a SAN.

        
      

      
        	
          LUN masking    An authorization process that makes a LUN available to several hosts and unavailable to other hosts. LUN masking is used in the ProtecTIER product as a precaution against servers corrupting disks that belong to other servers. By masking (hiding) LUNs from a specific server (or servers), you effectively tell those servers that the LUN does not exist, and those servers cannot corrupt the disks in the LUN. 

        
      

      
        	
          migrate    To move data from one storage location to another. In Tivoli Storage Manager products, migrating can mean moving data from a client node to server storage, or moving data from one storage pool to the next storage pool defined in the server storage hierarchy. In both cases, the movement is controlled by policy, such as thresholds that are set. See also migration threshold.

        
      

      
        	
          Node replication    The process of incrementally copying, or replicating, data that belongs to backup-archive client nodes. Data is replicated from one IBM Tivoli Storage Manager server to another Tivoli Storage Manager server.

        
      

      
        	
          Network File System (NFS)    ProtecTIER emulates UNIX file system behavior and presents a virtualized hierarchy of file systems, directories, and files to UNIX-based clients using the NFS protocol. When configured for FSI-NFS, ProtecTIER emulates a network-attached storage (NAS) backup target that can use both HyperFactor and ProtecTIER Native Replication bandwidth reduction techniques for storing and replicating deduplicated data.

        
      

      
        	
          nominal data    The original amount of backed-up data before you apply the ProtecTIER deduplication factor.

        
      

      
        	
          principality     The privilege to write to a cartridge (set to read/write mode). The principality of each cartridge belongs to only one repository in the grid. By default, the principality belongs to the repository where the cartridge was created. 

        
      

      
        	
          ptcli    ProtecTIER command-line interface. 

        
      

      
        	
          reclamation    In Tivoli Storage Manager, reclamation processing involves consolidating the remaining data from many sequential-access volumes onto fewer new sequential-access volumes.

        
      

      
        	
          recovery point objective (RPO)   How much lag time is acceptable for a backup that is written to virtual tape in Site A to be replicated to Site B.

        
      

      
        	
          recovery time objective (RTO)   The duration of time and a service level within which a business process must be restored after a disaster (or disruption) to avoid unacceptable consequences associated with a break in business continuity.

        
      

      
        	
          rehydrate    Read all parts of the data and assemble it to fully match the original backed up data. This is the Tivoli Storage Manager term for reading back data that is being stored in a deduplicated pool.

        
      

      
        	
          replication    The action of copying or reproducing something.

        
      

      
        	
          spoke    The spokes are the servers that process and store the information that is generated during daily business operations. The stored information is then replicated to a hub, according to a user-defined replication policy.

        
      

      
        	
          storage agent    In Tivoli Storage Manager, a program that enables the backup and restoration of client data directly to and from storage attached to a storage area network (SAN).

        
      

      
        	
          storage pool    In Tivoli Storage Manager, a named set of storage volumes that are the destination that is used to store client data. A storage pool contains backup versions, archive copies, and files that are migrated from space manager client nodes. A primary storage pool is backed up to a copy storage pool.

        
      

      
        	
          visibility switching   The automated process that transfers the visibility of a cartridge from its origin to its replica and vice versa.
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    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that several publications referenced in this list might be available in softcopy only. 
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    •Tivoli Storage Manager Version 6.4 information Center:
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    •For general VTL considerations for Tivoli Storage Manager servers, see the following website:
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    •IBM ProtecTIER single-stream performance, documentation:
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