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    Preface

    Distributed computing has been transformed with the introduction of virtualization technology. This has driven a re-architecture of traditional data center workload placement. In 2012, IBM® announced IBM PureSystems™, an offering based on preconfigured software, servers, and storage that form an expert integrated system.

    Expert integrated systems now combine traditional IT resources into a single optimized solution, with prepackaged components including servers, storage devices, networking equipment, and software. With this evolution of technology, we move from discrete, siloed, and underutilized IT resources to shared resource pools. 

    This IBM Redbooks® publication can help you install, tailor, and configure IBM SmartCloud® Entry on IBM PureFlex™ System. This book is intended for anyone who wants to learn more about cloud computing with IBM SmartCloud Entry and offerings based on IBM Flex System™ elements.
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Introduction to IBM PureFlex System and cloud

    Distributed computing has undergone a transformation over the past decade, with the introduction and mass adoption of hypervisor-based virtualization technology. As this technology has evolved, it has driven a re-architecture of traditional data center infrastructure layouts, enabling new approaches to workload placement.

    Originally, deploying virtualization simply enabled multiple discrete workloads to be placed on the same physical server, leading to higher asset utilization and server consolidation. However, as this technology has matured, coupled with new industry standards driving new features, and higher virtual machine (VM) density per physical server was achieved, it has also begun to impact traditional interactions between server, storage, and network entities, including entity management and administration.

    The industry was looking for a new approach. Hence, the concept of converged infrastructure, or expert integrated systems was born. Expert integrated systems package traditional IT resources into a single optimized solution, with prepacked components including servers, storage devices, networking equipment, and software for IT infrastructure management, automation, and orchestration. With this evolution of technology, we moved from discrete, siloed, and underutilized IT resources to shared resource pools. These resource pools, enabled by expert integrated systems, exploit inherent features of advanced hypervisor-based virtualization and cloud computing. To meet these new industry requirements, IBM developed a completely new integrated data center solution.

    In 2012, IBM announced IBM PureSystems, an offering based on preconfigured software, servers, and storage that form an expert integrated system.

    1.1  Introduction to IBM Flex System hardware

    IBM Flex System hardware provides the building blocks for IBM PureFlex System and IBM PureApplication™ System. 

    IBM Flex System is at the heart of the new type of data center building blocks. The IBM Flex System can meet the growing needs of any organization that requires the most advanced blade system to date. The design of the Flex System hardware is focused on long term investments, performance, and flexibility. This focus allows Flex System to support client needs now and with future generations of technology. 

    IBM Flex System is based on four main integrated components:

    •Compute nodes

    •Storage

    •Networking 

    •Management

    IBM Flex System compute nodes support multiple compute architectures and up to four separate operating systems. The converged infrastructure and advanced management aim to improve utilization and productivity to ultimately lower the cost of delivering IT services. The storage capabilities are built for performance and scalability.

    IBM PureFlex System offering is designed for private clouds. It is available in three configurations:

    •Express

    •Standard

    •Enterprise

    By combining the flexibility of the general purpose PureFlex System with SmartCloud Entry, clients can add cloud functionality to their converged environment. SmartCloud Entry provides enterprises with the capability of managing their multiple architecture cloud solution on a single system. 

    1.1.1  Three configurations 

    PureFlex combines the components of IBM Flex System hardware into expert integrated systems. They are factory-preconfigured in Express, Standard, and Enterprise configurations to meet a wide variety of needs. All of the PureFlex configurations include a PureFlex Enterprise Chassis incorporated into a PureFlex 42U Rack, and also a standard IBM Flex System Manager™ (FSM) as described in section 1.5. Each configuration brings a different level of power and cooling, appropriate to the size of the intended deployment.

    IBM PureFlex System Express 

    The IBM PureFlex System Express configuration is the entry point in the PureFlex family. It includes, as standard, two power supplies (out of a maximum of six), and two fans (maximum of eight). 

    IBM PureFlex System Standard 

    The PureFlex Standard configuration adds two more power supplies, for a total of four. 

    IBM PureFlex System Enterprise 

    The PureFlex Enterprise configuration is preconfigured with the maximum of six power supplies allowed in an Enterprise chassis, and also all eight configurable fans. In this configuration, the maximum number of PureFlex compute nodes can be supported with N+N power supply redundancy, providing the highest levels of compute power and redundancy.

    1.2  IBM Flex System x86 Nodes 

    IBM Flex System x86 nodes are built on Intel Xeon processors and support a wide range of virtualization technologies and operating systems. There are several members of the IBM Flex System x86 family. Only the IBM Flex System x240 systems were used in the sample environment for this writing.

    1.2.1  IBM Flex System x240 

    The IBM Flex System x240 is a two-socket, single-bay Flex node based on Intel Xeon processors. The system supports up to 768 GB of RAM and up to 2 TB of internal storage. Integrated 10GbE networking and system management make the x240 an excellent choice for a wide variety of workloads, including mainstream virtualization.

    1.3  IBM Flex Power Systems nodes 

    IBM Flex Power Systems™ nodes bring the Power architecture to the Flex family. The Flex Power Systems nodes are built on IBM POWER7® and IBM POWER7+™ technology, which bring faster frequencies and larger L3 cache sizes and improve performance on most workloads. POWER7 family processors are also extremely efficient and provide more performance per watt of energy consumed. Both Flex Power Systems nodes, described next, support IBM AIX®, IBM i, and Linux.

    1.3.1  IBM Flex System p260 compute node

    The Flex System p260 compute node is a single-wide node and is available with 8 or 16 cores in speeds in the range of 3.2 - 4.1 GHz. The p260 supports up to 512 GB of RAM.

    1.3.2  IBM Flex System p460 compute node

    The Flex System p460 compute node provides four sockets in a double-wide form-factor. This allows a p460 to have either 16 or 32 POWER7 cores, with 4 MB of L3 cache per processor core. With a maximum of 1 TB of RAM per node, the p460 is suitable for memory and compute-intensive workloads, and also for meeting the demands of heavy virtualization.

    1.4  IBM Flex System V7000 

    The IBM Flex System V7000 is the IBM Storwize® V7000 adapted to the IBM Flex System ecosystem. It can house up to 240 drives for each control enclosure. Currently supported drives include solid-state drives (SSDs), nearline SAS, 10,000 RPM (10k) SAS, and 15k SAS drives. Built-in support for tiering and advanced replication features make the most efficient use of the installed drives and allow a variety of configurations to suit many environments.

    1.5  IBM Flex System Manager 

    The IBM Flex System Manager (FSM) is the center of IBM Flex System management. The FSM provides a real-time interactive chassis map to simplify monitoring and management of resources in the Enterprise chassis. The FSM provides access to power and health monitoring of nodes and also configuration of installed nodes, and simplifies deployment of workloads across compute nodes. It is a central point of management for every element in the Enterprise chassis.

    A single FSM can manage up to four Enterprise chassis. 

    1.6  IBM Flex System Enterprise Chassis 

    The IBM Flex System consists of one or more rack-mounted chassis. Each chassis can contain two Chassis Management Modules (CMM), up to 14 compute nodes, six power supplies, and 10 fans.

    1.6.1  Chassis Management Module (CMM)

    The CMM is a single-chassis manager that communicates with the individual compute note management controllers. CMM supports system monitoring, event recording, and alerts. It also provides an interface for the management of the chassis, its devices, and the compute nodes. Each chassis supports two CMMs for higher availability.

    1.6.2  Midplane 

    The midplane in an IBM Flex System Enterprise chassis serves several functions:

    •It is responsible for distributing power. It does this in a single power domain, distributing power to the compute nodes, the IO modules (scalable switch elements), and ancillary components. 

    •It provides the physical connectivity from network and storage adapters in each node to corresponding ports in the IO modules. 

    •It contains apertures which connect the cooling channels in the front of the enterprise chassis to the appropriate channels in the rear of the chassis to provide better airflow and more efficient cooling.

    The IBM Flex System Enterprise chassis midplane design differs from the backplane design used in many blade chassis in that it eliminates active components. The midplane is designed for high-frequencies and will support the next generation of networking and storage signalling protocols.

    1.6.3  Power 

    Power in the Flex System Enterprise chassis is provided by up to six power supplies that can supply 2500W each. This flexibility allows you to grow your power capacity according to your needs. The power supplies in an Enterprise chassis can be configured for N+1 or N+N redundancy to provide the combination of power and availability most appropriate for the target environment.

    1.6.4  Cooling 

    The Enterprise chassis is designed to provide excellent cooling capacity to the installed nodes, I/O modules and management modules. Cooling is divided into two zones, each of which allows for up to four 80 mm fans. 

    1.7  IBM Flex System scalable switch elements 

    Scalable switch elements provide the Flex System nodes and the enterprise chassis with access to networking and storage resources. The Enterprise chassis provides space for up to four scalable switch elements. These switch elements can be any combination of network, storage, or converged IO devices. Several options are available. Following is a description of the modules employed for the purposes of this publication.

    1.7.1  IBM Flex System Fabric EN4093 10 Gb Scalable Switch

    The EN4093 is a 10 Gb Layer 2/3-managed Ethernet switch that provides up to 42 internal and 22 external ports. The basic configuration of the EN4093 provides 14 internal 10GbE ports and 10 external 10GbE ports. Two Features on Demand upgrades are available. With upgrade 1 applied, the switch provides 28 internal 10GbE ports, 10 external 10GbE ports, and two external 40GbE ports. With upgrade 2 applied, the switch provides 42 internal 10GbE ports, 14 external 10GbE ports, and four external 40GbE ports. This, as with several other features of the IBM Flex System products, allows the switch to grow to meet the demands of the data center without wasting capacity that is not needed. Support for advanced virtualization features such as Virtual Fabric and IBM VMready® make the switch well suited to highly virtualized environments. 

    1.7.2  IBM Flex System FC3171 8Gb SAN Switch

    The FC3171 is an 8 Gb SAN switch that provides 14 full-duplex, internal ports and six external ports. The FC3171 is available as a pass-through switch, to expose only the host ports to the SAN, and as a regular SAN switch. 

     

  
[image: ]
[image: ]

Overview of example IBM Flex System

    The system used for this book is based on the IBM PureFlex offering. However, the IBM PureFlex offering can be created from base IBM Flex System components. This chapter details the contents of the chassis and the placement of the nodes and scalable switch elements (ScSE). 

    2.1  How the system is set up

    Our Flex System Enterprise Chassis (7893-92X) is populated as described in this section.

    Figure 2-1 shows the front view of chassis; Table 2-1 on page 9 lists the contents of the slots.
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    Figure 2-1   Front view of Flex Chassis and V7000

    Table 2-1   Contents of the slots

    
      
        	
          Slot contents

        
        	
          Location 

        
      

      
        	
          Flex System Manager (7955-01M)

        
        	
          Slot 1

        
      

      
        	
          Flex System p260 (7895-22X)

        
        	
          Slot 2

        
      

      
        	
          Flex System x240 (7863-10X)

        
        	
          Slot 3

        
      

      
        	
          Flex System x240 (7863-10X)

        
        	
          Slot 4

        
      

      
        	
          Flex System x240 (7863-10X)

        
        	
          Slot 5

        
      

      
        	
          Empty

        
        	
          Slot 6

        
      

      
        	
          Flex System p460 (7895-42X) 

        
        	
          Slots 7 and 8

        
      

      
        	
          Empty 

        
        	
          Slots 9 through 14

        
      

    

    Figure 2-2 shows the rear view of the chassis; Table 2-2 on page 10 lists contents of the slots.
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    Figure 2-2   Rear view of Flex Chassis

    Table 2-2   Contents of the slots

    
      
        	
          Slot content

        
        	
          Location

        
      

      
        	
          IBM Flex System EN4093 10 Gb Virtual Fabric Scalable Switch

        
        	
          Slot 1

        
      

      
        	
          Empty

        
        	
          Slot 2

        
      

      
        	
          IBM Flex System FC3171 8 Gb SAN Switch 

        
        	
          Slot 3 

        
      

      
        	
          IBM Flex System FC3171 8 Gb SAN Switch

        
        	
          Slot 4

        
      

      
        	
          Chassis Management Module

        
        	
          Mounted in CMM slot 1

        
      

      
        	
          Chassis Management Module

        
        	
          Mounted in CMM slot 2

        
      

    

    2.2  Network setup

    The Flex system has a complex networking environment. (In later sections of this book, such as 4.3, “Networking setup” on page 27 and 5.3, “Configuring cloud network pools” on page 151, this environment is described in detail.) There are two separate subnetworks configured for this environment: one for management of the nodes and one for the node usage. 

     

    
      
        	
          NOTE: The network external to the chassis in this environment currently does not support IP version 6 (IPv6.) For the remainder of this document, IPv4 addresses are used. However, in some instances IPv6 addresses are shown because of the default network configurations; these interfaces are not used in this environment. 

        
      

    

    Management network

    Table 2-3 shows the IP addresses of our management network. The gateway was set to 129.40.180.94 and netmask to 255.255.255.224 on all the components listed in the table.

    Table 2-3   Management network slots and addresses

    
      
        	
          IP address

        
        	
          Location 

        
      

      
        	
          129.40.180.66

        
        	
          Slot 1

        
      

      
        	
          129.40.180.82

        
        	
          Slot 2

        
      

      
        	
          129.40.180.83

        
        	
          Slot 3

        
      

      
        	
          129.40.180.84

        
        	
          Slot 4

        
      

      
        	
          129.40.180.85

        
        	
          Slot 5

        
      

      
        	
          Empty

        
        	
          Slot 6

        
      

      
        	
          129.40.180.87

        
        	
          Slots 7 and 8

        
      

      
        	
          Empty 

        
        	
          Slots 9 through 14

        
      

      
        	
          129.40.180.65

        
        	
          CMM Slot1

        
      

      
        	
          129.40.180.70

        
        	
          I/O Bay 1

        
      

      
        	
          129.40.180.73

        
        	
          I/O Bay 3

        
      

      
        	
          129.40.180.74

        
        	
          I/O Bay 4

        
      

      
        	
          129.40.180.68

        
        	
          V7000 Canister 1

        
      

      
        	
          129.40.180.69

        
        	
          V7000 Canister 2

        
      

    

    Data network

    Table 2-4 shows the IP addresses of our user data network. The gateway was set to 129.40.21.222 and netmask to 255.255.255.224 on all the components listed in the table.

    Table 2-4   User network addresses and slots

    
      
        	
          IP Addresses

        
        	
          Location 

        
      

      
        	
          129.40.21.201

        
        	
          Slot 1

        
      

      
        	
          129.40.21.202

        
        	
          Slot 2

        
      

      
        	
          129.40.21.203

        
        	
          Slot 3

        
      

      
        	
          129.40.21.204

        
        	
          Slot 4

        
      

      
        	
          129.40.21.205

        
        	
          Slot 5

        
      

      
        	
          Empty

        
        	
          Slot 6

        
      

      
        	
          129.40.21.207

          129.40.21.208

        
        	
          Slots 7 and 8

        
      

      
        	
          Empty 

        
        	
          Slots 9 through 14
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IBM SmartCloud Entry introduction and concepts

    IBM SmartCloud Entry for IBM Flex System is focused on providing private cloud services. SmartCloud Entry is designed to be simple to install and easy to use. It has a self-service web portal that eases the deployment of virtual machines. It supports a variety of deployment options and works with many cloud infrastructures. For the purposes of this document, the focus is Flex System compute nodes. SmartCloud Entry can manage both Power compute nodes and x86 compute notes. At the time of this writing, VMware is the only virtualization platform that is supported by IBM SmartCloud Entry on IBM Flex Systems Intel compute nodes. IBM has stated that it intends to support Hyper-V and KVM virtualization platforms in the future.

    From the web portal, IBM SmartCloud Entry supplies administrators with a point of control to manage their virtualized environments. Administrators can deploy new virtual machines, modify the machine characteristics, and delete them when they are no longer needed. One can also enable reporting of usage and metrics to provide appropriate billing. 

    To explain IBM SmartCloud Entry cross-platform manageability, this chapter introduces several terms and concepts. 

    3.1  Appliance 

    An appliance is the basis for the cloud service that is to be provided. Appliances contain the operating system and software stack that are required for the service to be created. Appliances are created by either capturing a running workload or using one of the underlying cloud tools. For x86 compute nodes, a VMware Template is an appliance; for Power compute nodes, a VMControl captured virtual server is an appliance. Each appliance can be associated with a project. Appliances store the configuration information about the type of virtual machine to provision, its networking configuration, storage configuration, and a few other settings. Appliances also store information about the amount of processing and memory that the service requires.This information differs for each of the cloud pools that it represents. For instance, an appliance that is captured from a working IBM POWER® compute node has settings for processor pooling and the weight of the processor; VMware has different settings. IBM SmartCloud Entry user interface is shown in Figure 3-1.

    [image: ]

    Figure 3-1   Appliances

    When a user selects and deploys an appliance, that instance becomes a workload.

    3.2  Workload

    IBM SmartCloud Entry uses the term workload for both x86 and POWER based compute nodes. A workload is the combination of the metadata that describes a virtual machine and also the actual virtual machine installation data. IBM SmartCloud Entry stores workload information for POWER based compute nodes similarly to the workload information that is stored in the Flex System Manager (FSM), including the AIX virtual machines. Workloads on an x86 compute node are equivalent to VMware virtual machines. SmartCloud Entry stores additional information to facilitate high level cloud functions such as copying a workload and having approval information associated with a workload. 

    Figure 3-2 shows workloads.
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    Figure 3-2   Workloads

    3.3  Approvals

    Users can request to deploy an appliance in the projects to which they have access. System administrators can enable approvals to ensure that the requests go through the proper channels. Approvals can be associated with projects or with clouds. Approvals can be set for the following actions: 

    •Workload initiation

    •Workload expiration extend

    •Workload resize

    •Workload capture

    •Virtual server attach storage request

    •Virtual server detach storage request

    •Virtual server save image

    •Virtual server restore

    When one of these actions is requested, a notification is sent to either the cloud administrator or the project owner. They can then approve the request and allow it to continue, or deny the request. The user is notified with the result and the action is automatically taken. 

    3.4  Metering 

    IBM SmartCloud Entry provides the capability to meter the services that are deployed as workloads. For each workload, there is an automated collection of resource usage metrics. This information consists of the following information:

    •Elapsed time the workload has been available for in hours. 

    •Amount of processors (CPUs) consumed

    •Amount of memory (in GB) consumed

    •Amount of storage (in GB) consumed

    Figure 3-3 shows the SmartCloud Entry User Interface usage metering report.
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    Figure 3-3   Usage Metering report

    Administrators can create a bill for the services used with this information. IBM SmartCloud Entry can combine this information for all workloads in its own internal billing system.

    3.5  Configuring

    For the steps to configure these IBM SmartCloud Entry features, see Chapter 5, “SmartCloud Entry installation and configuration” on page 141.
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Hardware setup and configuration

    Each PureFlex System configuration includes built-in configuration patterns to enable simpler and faster converged infrastructure configuration, virtual machine (VM) deployment, management, and simplifying key tasks across all IT resources. Moreover, they can be highly customized for each client-specific target workload and environment.

    4.1  Overview

    Unique to IBM, the PureFlex solution delivers a hybrid compute architecture to provide extreme flexibility for the types of workloads it can handle within a single frame, including the following items:

    •Choice of architectures: IBM POWER7 or x86 processors within the same systems.

    •Choice of OS: AIX, IBM i, Microsoft Windows, and Linux from Red Hat or SUSE

    •Choice of hypervisors: IBM PowerVM®, KVM, VMware, or Microsoft HyperV

    •Designed for cloud: SmartCloud Entry included on Standard and Enterprise configurations

    •Designed for simplicity: Integrated, single system management across physical and virtual resources

    This architecture clearly differentiates IBM from the competition. Moreover, the forward-looking node architecture enables PureFlex to achieve higher VM density levels too. 

    From a memory, midplane, I/O, and processor or core standpoint, the nodes are more powerful than traditional blades although they are delivered in a similar footprint. Currently, clients are achieving VM compression ratios ranging from 4:1 to 30:1 on traditional blades. The node architecture should be able to attain higher VM compression ratios. On average, this can be two to three times the compression ratio of traditional blades.

    The IBM Flex System is a rack-mounted chassis based system. Each chassis will contain compute nodes (POWER Systems or x86) and rear bays for power supplies, fan modules and scalable switch elements. A midplane resides in the chassis to facilitate airflow, power connections, and other connectivity between the compute nodes and the power and I/O connectors.

    Compute nodes within the chassis are managed using four interfaces. 

    •The Integrated Management Module (IMM) is used to manage an x86 compute node. The IMM consolidates the service processor functionality, Super I/O, video controller, and remote presence capabilities in a single chip on the server system board.

    Several IMM standard features are as follows:

     –	Access to critical server settings

     –	Access to server vital product data (VPD)

     –	Advanced Predictive Failure Analysis (PFA) support

     –	Automatic notification and alerts

     –	Continuous health monitoring and control

     –	Simple Network Management Protocol (SNMP) support

     –	User authentication using a secure connection to a Lightweight Directory Access Protocol (LDAP) server

    •The Advanced System Management (ASM) is used to manage a Power Systems compute node.

    •The Chassis Management Module (CMM) manages the devices in the Chassis in which it resides. The CMM provides single-chassis management. The CMM is used to communicate with the management controller in each compute node (IMMv2 in x86 processor-based compute nodes and FSP in POWER7 processor-based compute nodes) to provide system monitoring, event recording and alerts, and to manage the chassis, its devices, and the compute nodes. The chassis supports up to two CMMs. If one CMM fails, the second CMM can detect its inactivity and activate itself to take control of the system without any disruption. The CMM is central to the management of the chassis and is required in the Enterprise Chassis.

    Several functions are as follows:

     –	Define login IDs and passwords.

     –	Configure security settings such as data encryption and user account security.

     –	Select recipients for alert notification of specific events.

     –	Monitor the status of the compute nodes and other components.

     –	Find chassis component information.

     –	Discover other chassis in the network and enable access to them.

     –	Control the chassis, compute nodes, and other components.

     –	Access the I/O modules to configure them.

     –	Change the startup sequence in a compute node.

     –	Set the date and time.

     –	Use a remote console for the compute nodes.

     –	Enable multi-chassis monitoring.

     –	Set power policies and view power consumption history for chassis components.

    •The IBM Flex System Manager (FSM) is used to manage one or more chassis. It is a high performance scalable system management appliance. The FSM hardware is preloaded with systems management software, which enables you to configure, monitor, and manage IBM Flex System resources in up to four chassis, currently. 

    Several high level features are as follows:

     –	Supports a comprehensive, pre-integrated system that is configured to optimize performance and efficiency.

     –	Automated processes triggered by events simplify management and reduce manual administrative tasks.

     –	Centralized management reduces the skills and the number of steps it takes to manage and deploy a system.

     –	Enables comprehensive management and control of energy utilization and costs

     –	Automates responses for a reduced need for manual tasks: Custom actions / filters, configure, edit, relocate, automation plans.

     –	Full integration with server views, including virtual server views enables efficient management of resources.

    4.2  Chassis Management Module (CMM) setup

    After the PureFlex System is installed in the rack and the cabling is complete, the next step is setting up the CMM. The following network information is required in order to finalize the CMM setup:

    •Host name for the CMM

    •IP address and netmask

    •Gateway

    •DNS server address

    •NTP server address (optional)

    The CMM can be accessed by connecting a notebook to the CMM using the serial or Ethernet port located on the back of the CMM. This requires either an Ethernet patch cable or a serial cable adapter (IBM Flex System Management Serial Access Cable Part 90Y9338). The default factory defined IP address of the CMM is 192.168.70.100. 

    To be able to connect to the CMM initially, the network interface on the notebook must be configured with an IP address on the same subnet as the CMM. For example, configure eth0 with the IP address: 192.168.70.10 and netmask 255.255.255.0. After the connection is established, open a web browser to the following URL: 

    https://192.168.70.100

    Then, complete the following steps:

    1.	When the IBM Chassis Management Module login panel opens (Figure 4-1), enter the default user ID and password (USERID and PASSW0RD) to log in to the CMM for the first time. 
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    Figure 4-1   Chassis Management Module login page

    2.	The Initial Setup Wizard, Welcome page opens (Figure 4-2), which provides information to help you get started. Review this and click Next.
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    Figure 4-2   CMM Initial Setup Wizard: Welcome

    3.	The wizard’s Inventory and Health page (Figure 4-3) opens. Warnings might be displayed. At this point, you can ignore the warnings. Click Next.
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    Figure 4-3   CMM Initial Setup Wizard: Inventory and Health

    4.	The Import Existing Configuration page opens (Figure 4-4). The following message is indicated near the top of the page:

    If this is your first time setting up a chassis, you will not have a configuration to import.

    Because there is no configuration that can be imported, manual steps are necessary to complete the configuration. Click Next. 
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    Figure 4-4   CMM Initial Setup Wizard: Import Existing Configuration

    5.	The General Settings page opens (Figure 4-5). Enter a management module name. The management module name is a unique identifier. This unique identifier can be the host name or, as shown in the figure, the default entry can also be used, which is the serial number of the CMM.
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    Figure 4-5   CMM Initial Setup Wizard: General Settings

    The other General Settings fields are optional and specific to the CMM environment and installation. After providing the requested information, click Next. 

    6.	The Date and Time page opens (Figure 4-6). On this page, enter the current date and time, select the appropriate time zone, and indicate whether or not the system should automatically adjust the clock for Daylight Savings Time. Click Apply to make activate the settings. Then, click Next.
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    Figure 4-6   CMM Initial Setup Wizard: Date and Time

    7.	The IP Configuration page opens (Figure 4-7). Enter the network information for the CMM, including the host name, domain name, gateway and DNS server. If the host name specified does not resolve to an IP address, select the Register this interface with DNS check box. Click Next. 
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    Figure 4-7   CMM Initial Setup Wizard: IP Configuration

    8.	The IO Modules page opens (Figure 4-8). The defaults on this page are acceptable. Click Next.
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    Figure 4-8   CMM Initial Setup Wizard: IO Modules

    9.	The Security Policy page opens (Figure 4-9). “Secure” is the recommended level for Security Policy as explained to the right of the slider bar. Select a security policy and click Next.
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    Figure 4-9   CMM Initial Setup Wizard: Security Policy

    10.	The DNS page opens (Figure 4-10). Configure the DNS. The DNS configuration tasks are referenced in Figure 4-10 and Figure 4-11 on page 25.

    The DNS page indicates an IPv6 network with DNS not enabled. Select the appropriate DNS address type (IPv6 or IPv4) from the drop-down list and, as needed, select the Enable DNS check box. To specify DNS information for IPv4, select IPv4 using the drop-down list. 
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    Figure 4-10   CMM Initial Setup Wizard: DNS Specifications

    DNS information for IPv4 is specified in Figure 4-11. This figure also shows Primary and Secondary IPv4 addresses for the DNS servers. Click Next.

    [image: ]

    Figure 4-11   CMM Initial Setup Wizard: DNS IPv4

    11.	The Events Recipients page opens (Figure 4-12). This page is used to specify the email and SMTP addresses so that messages can be sent to the contacts. Click Next.
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    Figure 4-12   CMM Initial Setup Wizard: Specify Event Recipients 

    12.	The Confirm page opens (Figure 4-13). Review the configuration. If the summary information is correct, click Finish. If necessary, click Back to return to a previous page or pages to make changes. Then, click Next.
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    Figure 4-13   CMM Initial Setup Wizard: Confirm 

    13.	In the pop-up window (Figure 4-14) click OK to continue with restart and to acknowledge that changes will take effect after the next restart of the CMM. You must wait for the CMM to restart, which can take up to 30 minutes.
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    Figure 4-14   CMM Initial Setup Wizard: Settings are saved

    After the CMM is configured and restarted, the next step in the PureFlex configuration process is the configuration of the FSM. Before doing that next step, read about setting up the network (4.3, “Networking setup” on page 27).

    4.3  Networking setup

    It is important to understand the complex networking setup that can be achieved with the Flex System hardware. The steps to achieve the setup can be divided into two logical parts:

    •The first part describes the internal network between the chassis and the compute nodes. In addition, it describes the proper configuration of the Flex System Manager, which is vital for IBM SmartCloud Entry to provide robust cloud services on these compute nodes. 

    •The second part covers the configuration of the scalable switch elements.

    4.3.1  Chassis and compute node setup

    The Chassis Management Module (CMM) has its own physical connection to the external network. Other compute nodes within the chassis require a scalable switch element to connect to the external network. The configuration for these scalable switch elements is discussed in 4.3.2, “Configure scalable switch element” on page 28.

    The Flex System Manager (FSM) adds more complexity. The FSM is delivered as a physical appliance that is similar to a standard compute node. However, the advanced management capabilities of the FSM require it to have slightly different hardware than a standard compute node. This is especially true in the network connections within a Flex System chassis. 

    Figure 4-15 is a greatly simplified logical diagram of the networking connections within the chassis.
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    Figure 4-15   Network connections within the chassis

    The figure shows the FSM's three main network connections. One of the network connections is through the FSM’s IMM. This is identical to the IMMs of any compute node (Advanced System Management instead of IMM for Power nodes). The other two network connections (eth0, eth1) are differ slightly from other compute node connections. The connection represented at eth0 in Figure 4-15 on page 27 is part of the “management” network. In this context, the management network is an FSM construct that allows for the separation of management tasks (IMM configuration, ScSE configuration, storage subsystem configuration, and so on) from user tasks. This configuration can be selected during the initial setup of the FSM (discussed in 4.4, “FSM setup” on page 32). Regardless of the network topology chosen, select eth0 as the management network adapter and define a default gateway. 

    If separate networks are chosen for management and data traffic, eth1 must also be configured. The eth1 on the FSM is connected to an internal port on both I/O bays 1 and 2. Configure it with an IP address from the “data network.” In the environment used for this book, there is only one GbE I/O module installed (in I/O bay 1) with one internal port licensed for each node. For completeness, the dashed lines indicate that there are internal connections to I/O bay 2, although there is no scalable switch element installed there. 

    If one network is selected for both management and data traffic, only eth0 is used. As stated previously, eth0 should be configured with the default gateway.

    4.3.2  Configure scalable switch element

    For each of the scalable switch elements installed in the chassis, a management IP needs to be set. This can be done by logging into the CMM and selecting Chassis Management → Component IP Configuration. This opens the Component IP Configuration for both I/O Modules and Compute Nodes.

    Click the device name (see the row for Bay 1 in Figure 4-16) for each of the scalable switch elements to be configured. After clicking the device name, the window that opens is used to specify the Static IP Configuration for the switch. Click Apply.
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    Figure 4-16   Networking: Specify Static IP information for scalable switch

    Launch the I/O Module Console, as shown in Figure 4-17.
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    Figure 4-17   Networking: Launch IOM Console

    A login panel opens (Figure 4-18). Enter the Username and Password and click Submit. 
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    Figure 4-18   Networking: Log in to Scalable Switch

    The Switch Dashboard opens (Figure 4-19). Click the Configure link near the IBM logo. 

    [image: ]

    Figure 4-19   Networking: Scalable Switch Dashboard

    The left side of the window populates with folder icons (Figure 4-20). Click the Switch Ports folder.
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    Figure 4-20   Networking: Scalable Switch Configure

    A list of Switch Ports on the right side of the window is listed (Figure 4-21). 
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    Figure 4-21   Networking: Scalable Switch Configure with Switch Ports folder opened

    Click INTA1 to view the Switch Port INTA1 Configuration. Then specify 97 for the Default Port VLAN as shown in Figure 4-22. This VLAN ID was provided by the networking staff for the environment used in this book.
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    Figure 4-22   Networking: Switch Port INTA1 Configuration

    4.4  FSM setup

    The CMM provided GUI Chassis Map can be used to access and configure the Flex System Manager’s Integrated Management Module. Figure 4-23 depicts the physical hardware controlled by the CMM.

    [image: ]

    Figure 4-23   GUI Chassis Map

    To configure the FSM, the IMM must first be configured for remote access. Tot do this, navigate to Chassis Management and select Component IP Configuration from the drop-down list (Figure 4-24). 
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    Figure 4-24   Chassis Management: Navigation and choices

    I/O Modules and Compute Nodes are listed (Figure 4-25). The management network IPv4 information for the compute nodes and scalable switch elements can be set by clicking device names.
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    Figure 4-25   Component IP configuration

    Click node01 (in the Compute Nodes section), which accesses the Current IP Configuration for that node (Figure 4-26 on page 34). 

    New static IP information can be specified for node01, as shown in Figure 4-26. Provide any changes and click Apply.
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    Figure 4-26   IPv4 tab: IP Address configuration

    After the FSM’s IMM has IPv4 network connections, a remote presence console can be opened. The FSM can be selected by clicking the image at the FSM’s position (the node in slot 1) at the lower left of the graphical representation of the back of the chassis. The Actions for Compute Node [node01] menu is displayed to the right of the chassis (Figure 4-27). If the FSM is not already on, click Power On. 

    Expand the “More Actions” part of this menu, then click Launch Compute Node Console.
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    Figure 4-27   Launch Compute Node Console

    In the Launch Node Console window that opens, enter the IP address of the FSM's IMM if it is not already there. Select Remote Presence for Context, and HTTPS for Protocol (Figure 4-28), and then click Launch.

    [image: ]

    Figure 4-28   The Launch Node Console

    The next window offers a choice between an ActiveX client or a Java client. Choose the preferred method by selecting the appropriate radio button, then click either Start remote control, depending on whether or not more than one person will be remote controlling the FSM. 

    When the remote control window opens, the IBM Flex Systems Manager License Agreement is displayed. If the FSM was recently powered on, the boot window opens prior to the License Agreement. 

    Review each of the licensing agreements by clicking the links in the left pane, then click I agree to advance to the next window. See Figure 4-29.
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    Figure 4-29   Flex System Manager: License Agreement

    Wait for the FSM setup wizard to start. See Figure 4-30. This wizard is similar to the one used for the CMM Initial Setup. Specify the date, time, time zone, and optionally the host name or IP address of an NTP server. 
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    Figure 4-30   Flex System Manager: Welcome

    On the next panel (Figure 4-31), enter the system-level user information. 
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    Figure 4-31   Flex System Manager: System-Level User ID and Password

    As discussed in Chapter 2, “Overview of example IBM Flex System” on page 7, the environment used to build this book had two networks (management and data). The figures that follow (Figure 4-32 on page 37 through Figure 4-37 on page 39) correspond to that environment.

    The Network Topology window (Figure 4-32) has diagrams of the two possible network configurations. The FSM has two configurable network interfaces, eth0 and eth1. The eth0 interface is connected internally to the CMM and is accessible using an external jack. With this external jack, making a direct connection using a notebook becomes possible. This interface is intended to be used for the Management Network. This network is both internal to the chassis and external, because it connects to the top-of-rack switch. Click Next.
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    Figure 4-32   Flex System Manager: Network Topology

    Select adapter eth0 (Figure 4-33). Then click Next to configure the Management Network.
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    Figure 4-33   Flex System Manager: Configure Local Area Network (LAN) Adapters

    On the panel shown in Figure 4-34, provide the IP address of the FSM Management Network adapter. This is the address that will be used to reach the FSM's graphical interface after the setup is complete. This address can optionally be DHCP if the environment supports that. Click Next.
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    Figure 4-34   Flex System Manager: Configure IP Address

    If the Data Network will be used, select Yes, I want to configure another LAN adapter (Figure 4-35). In the table that opens below the radio button, select the eth1 adapter and click Next.
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    Figure 4-35   Flex System Manager: Configure another LAN adapter

    The panel shown in Figure 4-36 shows how to configure the IP address of the FSM Data Network adapter. This is the address that will be used to reach the FSM. If enabled, the address may optionally be set by DHCP. Then, click Next.
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    Figure 4-36   Flex System Manager: Configure IP Address for Data Network

    The Configure LAN Adapters window opens again (Figure 4-37). Because there are no more LAN adapters, click the No radio button and then click Next.
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    Figure 4-37   Flex System Manager: Completed LAN specifications

    On the next panel (Figure 4-38), enter the short host name, domain name, and the default gateway address for the FSM. This is required. The data network is optional. Click Next.
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    Figure 4-38   Setup Wizard: Configure Host and Gateway

    Enable DNS services by selecting the appropriate check box (Figure 4-39). The FSM requires proper name resolution services. Ensure that the DNS services and suffix search order is correct. Click Next to continue.
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    Figure 4-39   Setup Wizard: Configure Domain Name System

    After the DNS specifications are complete, a Summary window opens (Figure 4-40). Verify that the settings are correct, and then click Finish.
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    Figure 4-40   Setup Wizard: Summary

    Figure 4-41 shows processing information, which indicates that the system setup is in progress. 
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    Figure 4-41   Setup Wizard: System setup processing

    When the system is finished applying the settings, a pop-up window indicates that the setup tasks are completed (Figure 4-42). Click Continue.
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    Figure 4-42   Setup Wizard: System setup processing complete

    The network settings are applied. This involves a system restart which might last more than 30 minutes. A message about the server being restarted is displayed (Figure 4-43).
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    Figure 4-43   Setup Wizard: Network settings being applied

    After the network settings are applied, a warning message states: Do not reboot or power off the system (Figure 4-44). The warning indicates that doing so before processing is complete might corrupt the installation, thus requiring a reinstallation. 
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    Figure 4-44   Starting console

    At this point there is no longer a need to be physically attached to the CMM. Because the networking devices are now configured, the remainder of the setup can be completed from a browser on any machine that can access the management network. 

    To continue, point a browser to the following address; be sure to replace the IP address with the address entered previously for eth0 (as shown in Figure 4-36 on page 39):

    https://129.40.180.66:8422/ibm/console

    The login panel opens (Figure 4-45).
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    Figure 4-45   Log in to the IBM Flex System Manager

    During the initial login to FSM, the Getting Started window opens (Figure 4-46). Click Close to continue to the main panel.
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    Figure 4-46   Flex System Manager Welcome: Getting Started

    The main panel (Figure 4-47) provides links that are used to access and perform the following actions:

    •Flex System Manager: Check and Update

    •Flex System Manager Domain: Select Chassis to be Managed

    •CMMs: Check and Update Firmware

    •Compute Nodes: Check and Update Firmware

    •I/O Modules: Check and Update Firmware
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    Figure 4-47   IBM Flex System Manager: Main panel

    Click item 1, Flex System Manager - Check and Update. 

    Wait for the check for new updates to complete, as shown in Figure 4-48. This will work only if the FSM is able to access the Internet. After a short wait, any updates that are found are listed as indicated in the figure.
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    Figure 4-48   IBM Flex System Manager: Updates tab

    If any available updates are listed (Figure 4-49) click Download and Install. 
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    Figure 4-49   Choosing Download and Install: IBM FSM Updates Panel

    A warning message recommends that you back up critical data (Figure 4-50). At this point, you can disregard this warning, because only minimal configuration has been done. Click OK (without doing a backup in this case). 
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    Figure 4-50   Warning to backup critical data

    the Job name and Schedule panel opens (Figure 4-51). Select the Run Now radio button i and then click OK to submit the job.
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    Figure 4-51   FSM Check and Update: Run Now

    A message indicates that a job has been created and started successfully (Figure 4-52). Click Display Properties to observe the job progress. 
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    Figure 4-52   Job has been created and started for updates

    Click the Logs tab (Figure 4-53). As the job progresses, this window continues to update.
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    Figure 4-53   Update job logs

    As indicated by the message in Figure 4-54, after the updates are installed Flex System Manager must be restarted. Depending on the load on the IBM Update Server, the updates might or might not complete with errors. If errors occur, wait a few moments and try the updates again.

    [image: ]

    Figure 4-54   Updates have been installed

    As Figure 4-55 shows, a check mark (in green box) appears next to the step 1 icon when Flex System Manager has been successfully upgraded. 

    The next step is to add the Flex System Enterprise chassis to the FSM's inventory. To initiate this task, click step 2, Flex System Manager Domain - Select Chassis to be Managed.
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    Figure 4-55   Green Check Icon: Upgrade was successful

    A list of all discovered chassis is displayed (Figure 4-56). This figure shows the selection (note the check mark in the Selection column) of 120.40.180.65. Click Manage (to manage selected chassis). 
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    Figure 4-56   Discovered Chassis 

    A Manage Chassis confirmation panel opens (Figure 4-57). This panel indicates that the local Flex System Manager (in this case f3enfsm) will manage the chassis selected and that the management environment will not be effective for another 20 minutes. Click Manage to confirm this management request.
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    Figure 4-57   Request Manage Chassis

    The Request access panel opens (Figure 4-58), which prompts for the user ID and password to authenticate access to, in this case, the selected chassis at 129.40.180.65. Provide the appropriate User ID and Password, and click OK.
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    Figure 4-58   Request Access Panel

    Wait for the chassis discovery operation to complete. The icon in the Status column (Figure 4-59) changes from Processing to Success. It might take as long as 20 minutes for this status change as noted on the panel. Click Done when the status indicates Success. 
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    Figure 4-59   Chassis Discovery in process

    Now that the FSM setup is complete, proceed to 4.5, “Storage setup” on page 48.

    4.5  Storage setup

    In our environment, we had an IBM Storwize V7000 storage subsystem, and also internal hard drives on each of the installed compute nodes. Most storage configuration covered in this book involves the V7000. This section involves configuring external storage only. 

    For the compute nodes to communicate with the V7000, a SAN fabric must be created. A SAN fabric is a collection of ports on one or more compute nodes, Fibre Channel switches (scalable switch elements in I/O bays 3 and 4) and one or more storage subsytems (V7000). After the SAN fabric is created, SAN zones can be defined on the SAN fabric.

    SAN zoning is a way to assign parts of a storage subsystem’s available capacity to one or more hosts, while restricting access to others. Zoning can also provide redundant paths between hosts and subsystems to insure against failures of individual components. By using ports on both scalable switch elements (ScSE) and ports on both V7000 nodes, there will still be full access between hosts and storage in the event that one of them fails. 

    All compute nodes in a SAN fabric are represented by worldwide node names (WWNN). The ports on each mezzanine card in each compute node are represented by worldwide port names (WWPN), as are each port in the ScSE and the ports on the storage subsystem.

    WWNNs and WWPNs are unique 16-hexadecimal digit identifiers. The WWPNs are grouped together in various combinations to form the zones that are defined on the ScSE. Aliases for these WWPNs can be defined on the ScSE to more easily configure the zoning.

    This chapter covers the setup and configuration of all the components required to build a fully working SAN fabric:

    •V7000 setup

    •Scalable switch element setup for storage

    •FSM setup for storage management

    It is important to understand some key concepts before continuing to the listed steps. 

    The following examples use the half-wide POWER node, the scalable switch elements in bays 3 and 4, and the V7000 to showcase the complexity of a SAN fabric on IBM Flex Systems hardware. 

    Two Fibre Channel (FC) ports appear on the Virtual I/O Server (VIOS, or VIO Server) that is installed on the internal hard disk of the half-wide POWER compute node. Example 4-1 shows a VIO command that returns the device names for each of these ports: fcs0 and fcs1. 

    Example 4-1   Device names for ports
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    $ lsdev -dev fc*     

    name             status      description

    fcs0             Available   Dual Port 8Gb FC Mezzanine Card (7710322577107501)

    fcs1             Available   Dual Port 8Gb FC Mezzanine Card (7710322577107501)
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    The WWPNs for ports fcs0 and fcs1are listed in the Virtual Server's inventory on the FSM, as shown in Figure 4-60.
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    Figure 4-60   Fibre Channel Ports shown on Virtual Server’s Inventory

    Each of these port’s WWPNs is accessible to the ScSE to which that port is connected. Unlike traditional infrastructures, these links are not using physical cables, but they are using the chassis internal midplane. The ports on this card are connected to separate I/O bays. Port 0, which has the name fcs0, is connected to an internal port on the scalable switch element that is installed in I/O bay 3. Port 1, which has the name fcs1, is connected to an internal port on the scalable switch element that is installed in I/O bay 4. Only one of the two WWPNs appears on the first scalable switch element. In this case fcs0, which has a WWPN of 21000024FF3F508C, will show in the topology for the ScSE in bay 3. 

    The show topology command (Example 4-2) can be run on this ScSE (in I/O bay 3) command-line interface (CLI) to show the list of WWPNs detected. 

    Log in to the CLI by using SSH, as follows, and then enter the appropriate password: 

    ssh USERID@129.40.180.73 

    Example 4-2   Show topology
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    IBM8Gb: USERID> show topology

    Unique ID Key

      -------------

      A = ALPA,  D = Domain ID,  P = Port ID

    			 Loc   Local                   Rem  Remote                  Unique

      Port    Type  PortWWN                 Type NodeWWN                 ID

      ----    ----  -------                 ---- -------                 ------

      Ext1:0  F     20:00:00:c0:dd:24:16:2d N    50:05:07:68:02:00:d3:72 020000   P

      Ext2:15 F     20:0f:00:c0:dd:24:16:2d N    50:05:07:68:02:00:d3:73 020f00   P

      Bay2    F     20:02:00:c0:dd:24:16:2d N    20:00:00:24:ff:3f:50:8c 020200   P

      Bay3    F     20:03:00:c0:dd:24:16:2d N    20:00:00:24:ff:3f:4f:5c 020300   P

      Bay4    F     20:04:00:c0:dd:24:16:2d N    20:00:00:24:ff:48:91:a6 020400   P

      Bay5    F     20:05:00:c0:dd:24:16:2d N    20:00:00:24:ff:20:49:d8 020500   P

      Bay7    F     20:07:00:c0:dd:24:16:2d N    20:00:00:24:ff:3f:4e:c2 020700   P

      Bay8    F     20:08:00:c0:dd:24:16:2d N    20:00:00:24:ff:3f:4f:02 020800   P

    [image: ]

    Example 4-2 shows two external ports Ext1:0 and Ext2:15. The Remote NodeWWN listed (50:05:07:68:02:00:d3:72 and 50:05:07:68:02:00:d3:73) belong to the two Fibre Channel devices on the V7000: one on the control enclosure and the other on the expansion enclosure. 

    The WWPN of port 0 (fcs0) on the mezzanine card shows up as the Remote NodeWWN for bay 2. 

    Both of the devices connected to the external ports with the listed WWNs have two additional WWPNs associated with them, one for each port on the device. These are the WWPNs that are grouped with the WWPNs of the compute node’s Fibre Channel (FC) ports to define the zones.

    This zoning configuration has a “single initiator” (host port) per zone, meaning that there will be as many zones as there are FC ports on all of the compute nodes. Example 4-3 shows the two zones containing the FC ports on the single-wide Power node in bay 2. The one zone for the compute node in bay 2 on the scalable switch element (ScSE) is installed in I/O bay 3 (Example 4-3).

    Example 4-3   Zone information 
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    SN102736B_VIOS1

              SN102736B_HBA1_PORT1 (Alias)

                        21:00:00:24:ff:3f:50:8c

              SN78N1XKA_NODE1_PORT1 (Alias)

                        50:05:07:68:02:10:d3:72

              SN78N1XKA_NODE2_PORT1 (Alias)

                        50:05:07:68:02:10:d3:73
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    The complementary zone on the scalable switch element is in I/O bay 4 (Example 4-4).

    Example 4-4   Zone information
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    SN102736B_VIOS1

              SN78N1XKA_NODE2_PORT2 (Alias)

                        50:05:07:68:02:20:d3:73

              SN78N1XKA_NODE1_PORT2 (Alias)

                        50:05:07:68:02:20:d3:72

              SN102736B_HBA1_PORT2 (Alias)

                        21:00:00:24:ff:3f:50:8d
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    Notice that the WWPNs for the V7000 (known here as SN78N1XKA) are similar to the WWNs for the external ports listed by the show topology command. For the WWPNs, the third-to-last pair of digits are incremented by 10 as in the following examples:

    •The WWN for the FC device on the control enclosure (known as NODE1):

    50:05:07:68:02:00:d3:72 

    •The WWPN for PORT1 of this device:

    50:05:07:68:02:10:d3:72 

    •The WWPN for PORT2 of this device:

    50:05:07:68:02:20:d3:72 

    •Similarly, the WWPNs for the remaining two ports (NODE2) on the V7000:

    50:05:07:68:02:10:d3:73 

    50:05:07:68:02:20:d3:73.

    The zoning for the rest of the compute nodes is constructed in the same way. One zone is created for each host FC port by grouping it with two of the four WWPNs on the V7000. The complete zoning configuration can be shown using the zoning list command on either FC switch's CLI. This is discussed further in 4.5.2, “Scalable switch element setup for storage” on page 52.

    4.5.1  V7000 setup

    One of the core characteristics of cloud computing is the pooling of resources. To this effect, the V7000 pools the internal physical hard drives. This is accomplished using RAID sets of the physical disk drives known as managed disks (MDisks). MDisks are assigned to storage pools. Storage pools can then be further subdivided into storage volumes and presented to the hosts. Because of this virtualization, storage volumes and their capacity can be dynamically altered, transparent to the host. In addition, this virtualization enables the V7000 to support advanced features such as thin provisioning, cloning, and snapshot capabilities.

     

    
      
        	
          Note: From the perspective of the V7000, a host is a named entity that is associated with one or more World Wide Port Name. 

        
      

    

    The V7000 might need to be configured so that the disks it contains can be used by IBM SmartCloud Entry, depending on how it was delivered. The first step in this configuration is setting up the IP networking information. One way to accomplish this is by inserting a blank, formatted USB flash drive into the USB slot on the back of the control enclosure. The controller that controls the V7000 is the one that reads 00 on the LED display on the front. The firmware will detect the USB device and then write a text file containing information about the system. This file may then be edited by adding the desired IP networking information, and then re-inserting the drive into the control enclosure. This causes the V7000 to reconfigure itself with the new networking information. For more details about this process, see the following sources of information:

    •IBM information center for the IBM Storwize V7000:

    http://pic.dhe.ibm.com/infocenter/storwize/ic/index.jsp

    •Search for V7000 and PureFlex on the IBM Redbooks website: 

    http://www.redbooks.ibm.com/

    After the IP address information is set on the V7000, the browser-based administration GUI can be accessed. Using the GUI, the pools, volumes and MDisks can be defined and also host definitions and subsequent mapping of volumes to those hosts. As with other sections in this book, depending on how the hardware was delivered, the amount of setup needed can vary. Therefore, this book does not cover the initial setup of the V7000. See Chapter 2, “Overview of example IBM Flex System” on page 7 for an overview of the setup on which this book is based.

    The V7000 used in the discussion and examples initially has five volumes, defined as shown in Figure 4-61. These volumes are used for the Virtual I/O Servers and x86 environment.
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    Figure 4-61   Initial volumes

    An example of creating volumes and mapping volumes to hosts is in 4.6.2, “Create volume on V7000” on page 68.

    4.5.2  Scalable switch element setup for storage

    Configuration for the scalable switch element that connects the elements in the storage fabric is similar to the setup for the Ethernet ScSE. Section 4.3.2, “Configure scalable switch element” on page 28 shows how to set up an IP for the management side of the ScSE. It is the same process for the Fibre Channel ScSE. After the IP information is configured, the zoning can be created.

    Figure 4-62 on page 53 shows the user interface when accessed over HTTP. Enter the Login Name and Password for this ScSE, and then click Add Fabric.
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    Figure 4-62   Add a New Fabric: QuickTools

    After logged in to the ScSE, the scalable switch element's fabric is displayed, (Figure 4-63). 
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    Figure 4-63   ScSE fabric displayed

    Notice that the bays correspond to the compute nodes that are installed in the chassis. To edit the zone, click Zoning and then click Zoning Edit. The edit window opens (Figure 4-64).
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    Figure 4-64   Edit Zoning window

    This panel show the zones for the example environment. To see the world wide names for each alias in the zone, click on the zone, then the alias, as Figure 4-65 demonstrates. 
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    Figure 4-65   Edit zoning

    You can also use the command-line interface (CLI) to edit the zoning information. This was discussed at the beginning of this chapter. 

    The commands used to create the aliases and zones are not covered here. For greater detail, go to the following links:

    •http://www.ibm.com/systems/flex/networking/fibrechannel/fc3171_8gb_s/index.html 

    •http://ibm.co/14AYxmq 

    •http://www.redbooks.ibm.com/abstracts/tips0866.html 

    4.5.3  FSM Setup for Storage Management

    After the SAN setup is completed on the ScSEs and V7000, the FSM must be associated with the storage. A single command, smcli manageV7000, is provided, which performs the several necessary steps. An SSH key-pair for USERID must exist on the FSM so that this command can succeed (in the /home/USERID/.ssh directory). Issue the smcli manageV7000 command with the two flags listed in the following example (the password for the superuser on the V7000 and the IP address of the subsystem):

    USERID@f3efsm:~> smcli manageV7000 -p passw0rd -i 129.40.180.68

    The output of the command is similar to Example 4-5.

    Example 4-5   Output of smcli command
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    Pushing SSH public key for admin to V7000 using command:  su superuser -c "scp -o StrictHostKeyChecking=no -o UserKnownHostsFile=/dev/null /home/USERID/.ssh/id_rsaV7000.pub superuser@129.40.180.68:/tmp/id_rsaV7000.pub  "

     SSH public key for admin was pushed to the V7000 successfully

    Assigned SSH public key file to admin.

    Issue mkdatasource command:  /usr/smrshbin/smcli mkdatasource -c svc -f /home/USERID/.ssh/id_rsaV7000  -v V7000 -i 129.40.180.68

     mkdatasource was successful

     Collect inventory of Farm resource.

     Waiting for storage device mep to be created.

     V7000 with management address: 129.40.180.68 was managed succesfully.

     Issue mksvcsshrsap command:  /usr/smrshbin/smcli mksvcsshrsap -s "Storwize V7000-2076-f3e7000a-IBM" -u USERID -f /home/USERID/.ssh/id_rsaV7000

     The mksvcsshrsap command was successful.

     V7000 with management address: 129.40.180.68 was managed succesfully. 
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    Now, the Storage Array appears in Resource Explorer and the storage setup is complete. 

    4.5.4  FSM Storage Subagent and Image Repository setup

    The Flex Service manage requires that a subagent be installed so that it can correctly manage the V7000. In addition, the FSM must be configured so that the IBM FlashCopy® services of the V7000 can be used as an image repository. This will be used when deploying POWER Cloud based services. 

    From the home page of the FSM, select the Plugins tab. Scroll to find the VMControl Enterprise Edition link (Figure 4-66).
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    Figure 4-66   Selecting VMControl

    The VMControl Enterprise window opens. A warning message indicates that no image repository is detected. Click Install Agents, below the warning message (Figure 4-67). 
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    Figure 4-67   Starting the Agent installation wizard

    The Agent Installation wizard starts (Figure 4-68). 
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    Figure 4-68   Agent Installation Welcome

    From the list of agents (Figure 4-69), select all agents. 
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    Figure 4-69   Agent Installation

    Select CommonAgentSubagent_VMControl_CommonRepository-2.4.1.1 (Figure 4-70), and then click Add. 
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    Figure 4-70   Selecting Repository for agent and choosing Add

    Select the system on which to install the agent. See Figure 4-71. For the purpose of this document, the host must be a VIO server, because this agent will be used for the POWER compute node cloud services. If there is no VIO server defined to FSM (see also 4.7.1, “VMware preinstall tasks” on page 101), then locate and select the appropriate system and click Add. 
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    Figure 4-71   Systems that have been selected

    Click Next to show the summary window (Figure 4-72). 
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    Figure 4-72   Summary of Install Agent Task

    Click Finish to start the installation and a new job. 

    After it finishes completely, create an image repository. From the VMControl Enterprise Edition main panel, click the Create image repository link, under the virtualization tasks section (Figure 4-73). 
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    Figure 4-73   Virtualization Tasks: choosing Create image repository

    The wizard that will create the image repository starts (Figure 4-74). 
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    Figure 4-74   Create Image Repository: Welcome

    Because this is a creating an image repository that will be located on the V7000, the name v7000_ImageRepository is specified (Figure 4-75).
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    Figure 4-75   Create Image Repository: Specify name

    Select the host on which the subagent is installed (Figure 4-76).
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    Figure 4-76   Create Image Repository: Select host that had subagent installed

    Select the storage subsystem (Figure 4-77) that was set up in 4.5.1, “V7000 setup” on page 51.
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    Figure 4-77   Create Image Repository: select storage to use for image

    The summary panel opens (Figure 4-78). 
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    Figure 4-78   Create Image Repository: Summary Panel

    Click Finish to start the installation and start a new job. After it finishes completely, the cloud services can be set up for the Power Compute node

    4.6  Power Compute node setup

    This section discusses the steps that are required to allow SmartCloud Entry to offer cloud services on POWER compute nodes.

    The first step to build these services is to set up one or more VIO instances on all of the POWER compute nodes. After the VIO instances are set up, a new virtual server can be created and captured. This captured virtual server is the basis of the POWER cloud services. The remainder of this chapter covers these steps, which include the following topics:

    •Create new volume on V7000 

    •Map new volume to VIO

    •Create virtual server

    •Install AIX

    •Install VSAE

    •Define virtual server to FSM 

    •Capture virtual server 

    •Deploy virtual server 

    4.6.1  Set up VIO

    Depending upon how the Flex System components were delivered, the POWER compute nodes might need to have VIO servers installed or configured. There is more than one way to install VIOS on a POWER node. The assumption for this document is that one or more VIOS are installed on all of the POWER compute nodes. The remainder of this chapter uses a VIOS that is preinstalled on a half-wide POWER node. This VIOS must be reconfigured.

    If dual VIO servers are being used on a full-wide POWER compute node, and the operating systems are clones of one another, the FSM might not be able to discover them as separate operating systems. See Appendix A.3, “Discovering cloned operating systems” on page 197 for information about using cloned operating systems.

    The first step is setting up the network information. In a VIOS environment, a Shared Ethernet Adapter is used to provide virtual networking to multiple virtual servers. Figure 4-79 shows how the various networking adapters detected by the VIOS operating system are related.
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    Figure 4-79   networking adapters detected by the VIOS

    Adapters ent0, ent1, ent2, and ent3 are physical devices. They represent the four ports on the mezzanine card installed in the half-wide POWER node. Adapters ent4 and ent5 are virtual devices. They represent the VLANs that are configured on the physical devices. Adapter ent6 binds the virtual devices to the physical devices. It also provides the virtualization necessary for more that one virtual machine to use a physical device.

    The VIO server LPAR profile must be created or edited to configure the adapters to match. From the FSM's Chassis Manager, select the node on which the VIO server is installed, then select Manage Power Systems Resources from the General Actions drop-down menu. From the Virtual Machines section, select the appropriate VIOS. Then, from the Actions menu, select System Configuration → Manage Profiles. From this panel, select the appropriate profile and from the Actions drop-down menu, select Edit. Select the Virtual Adapters tab. 

    There are two virtual adapters (slots 2 and 3), as shown in Figure 4-80.
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    Figure 4-80   VIO Virtual Adapters tab

    The virtual adapter in slot 2 must be connected to VLAN ID 4091 (Figure 4-81).
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    Figure 4-81   Ethernet adapter 2: General tab

    The virtual adapter in slot 3 must be connected to VLAN ID 1, with 4092 listed as an additional VLAN (Figure 4-82). 
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    Figure 4-82   Ethernet adapter 3: General tab

    To verify these connections, click View Virtual Network. From here, each VLAN ID can be selected by way of a radio button. For instance, when VLAN 1 is selected, the result is similar to Figure 4-83.
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    Figure 4-83   Virtual LANs 

    Notice that the virtual adapter ent5 is slot 3. Figure 4-84 shows 4091 is selected.
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    Figure 4-84   Virtual LAN: 4091 

    Notice that the virtual adapter ent4 is slot 2. Figure 4-85 shows 4092 is selected. Notice that the virtual adapter ent5 is slot 3.
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    Figure 4-85   Virtual LAN: 4092

    After the LPAR profile is saved and activated, you can use the mkvdev command to create a Shared Ethernet Adapter:

    mkvdev -sea ent0 -vadapter ent4,ent5 -default ent4 -defaultid 4091

    This command creates a Shared Ethernet Adapter ent6. The -sea flag signals mkvdev to use ent0 as its physical device. The -vadapter flag tells ent4 and ent5, created in the profile previously, to use this Shared Ethernet Adapter. The -default flag specifies the Ethernet adapter to use for untagged packets. In this case, ent4 is this default adapter. The -defaultid flag specifies the VLAN ID of the default adapter. 

    The VIOS lsdev command can be used to show the configuration. Example 4-6 lists all of the Ethernet devices configured for this VIOS.

    Example 4-6   List of Ethernet devices
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    $ lsdev -dev ent*

    name             status      description

    ent0             Available   10GbE 4-port Mezzanine Adapter (a2191007df1033e7)

    ent1             Available   10GbE 4-port Mezzanine Adapter (a2191007df1033e7)

    ent2             Available   10GbE 4-port Mezzanine Adapter (a2191007df1033e7)

    ent3             Available   10GbE 4-port Mezzanine Adapter (a2191007df1033e7)

    ent4             Available   Virtual I/O Ethernet Adapter (l-lan)

    ent5             Available   Virtual I/O Ethernet Adapter (l-lan)

    ent6             Available   Shared Ethernet Adapter
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    Adapter ent0 is the only one of the four physical ports that is actually connected to a ScSE. Adapter ent2 is not used because each compute node is licensed to use only one port on the ScSE. Also, ent1 and ent3 are not used because there is no ScSE installed in I/O Bay 2.

    A Shared Ethernet Adapter is a logical construct that is “backed” by one or more physical adapters, or ports. In this case, there is only one active port, so the SEA will be backed only by eth0. 

    When a new virtual machine is deployed, it can have up to two Ethernet devices. These will appear to the deployed OS as ent0 and ent1. Adapter ent0 on the deployed virtual machine will be backed by ent4 on the VIOS and have access to VLAN 4091. Adapter ent1 will be backed by ent5 on the VIOS and have access to VLAN 4092 and VLAN 1. Physically, of course, all traffic passes through ent0 on the VIOS. The ScSE is configured to only allow external packets that are tagged for VLAN 4091, so the deployed virtual machine must use ent0 as its external based adapter. The ent1 adapter can be used for virtual machine to virtual machine communication.

    As Example 4-7 shows, the SEA configuration can be verified by using the lsdev command. The output of interest in this discussion is highlighted in bold text.

    Example 4-7   SEA configuration verification
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    $ lsdev -dev ent6 -attr 

    attribute     value     description                                                        user_settable

     

    accounting    disabled  Enable per-client accounting of network statistics                 True

    ctl_chan                Control Channel adapter for SEA failover                           True

    gvrp          no        Enable GARP VLAN Registration Protocol (GVRP)                      True

    ha_mode       disabled  High Availability Mode                                             True

    jumbo_frames  no        Enable Gigabit Ethernet Jumbo Frames                               True

    large_receive no        Enable receive TCP segment aggregation                             True

    largesend     0         Enable Hardware Transmit TCP Resegmentation                        True

    lldpsvc       no        Enable IEEE 802.1qbg services                                      True

    netaddr       0         Address to ping                                                    True

    pvid          4091      PVID to use for the SEA device                                     True

    pvid_adapter  ent4      Default virtual adapter to use for non-VLAN-tagged packets         True

    qos_mode      disabled  N/A                                                                True

    real_adapter  ent0      Physical adapter associated with the SEA                           True

    thread        1         Thread mode enabled (1) or disabled (0)                            True

    virt_adapters ent4,ent5 List of virtual adapters associated with the SEA (comma separated) True
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    4.6.2  Create volume on V7000

    The virtual server that forms the basis for the cloud service requires a new volume to store the operating system. To create a new volume click New Volume (Figure 4-86).
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    Figure 4-86   Click New Volume to define a new volume in a pool

    The details of the new volume definition are presented. If you select the Generic option (Figure 4-87), a volume that uses a set amount of capacity from a single pool is created.
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    Figure 4-87   Details of New Volume definition

    After choosing the Generic option, the pool must be selected. Figure 4-88 shows only one pool listed, which has the name mdiskgrp0. 
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    Figure 4-88   New Volume: Select a Pool

    Choosing this pool causes the text input areas shown in Figure 4-89 to be displayed. Enter the volume name and size in the context of the increments selected from the drop-down list. Although this interface accepts blanks as part of the Volume Name field, as noted in A.2, “FlashCopy not used during capture of a virtual appliance” on page 196, the use of blanks in this field can lead to problems later in the process. Click Create and Map to Host. 
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    Figure 4-89   Select volume name and size

    The result is the execution of commands that include mkvdisk to create a volume as shown in Figure 4-90. Click Continue.
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    Figure 4-90   Create Volumes: Task Completed

    After the requested volume is created it must be mapped to a host, as shown in the next several figures (Figure 4-91 through Figure 4-93 on page 70). 

    In the Modify Host Mappings section, select a host from the list. In Figure 4-91 the host containing the serial number of the POWER node (SN102736V) is selected. 
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    Figure 4-91   Modify Host Mappings

    As a result, the volume is added to the Volumes Mapped to the Host panel (Figure 4-92). Click Apply to complete the mapping.
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    Figure 4-92   Volumes mapped to the host

    Click Close as shown in Figure 4-93.
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    Figure 4-93   Modify Mappings: Task completed

    The newly mapped volume appears as a physical disk (hdisk4) on the VIO server. This device will appear in the lsdev command output only after running the cfgdev command, as shown in Example 4-8.

    Example 4-8   Confirming newly mapped volume is available
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    $ cfgdev

    $ lsdev -dev hdisk*

    name             status      description

    hdisk0           Available   MPIO IBM 2076 FC Disk

    hdisk1           Defined     MPIO IBM 2076 FC Disk

    hdisk2           Available   SAS Disk Drive

    hdisk3           Available   SAS Disk Drive

    hdisk4           Available   MPIO IBM 2076 FC Disk 
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    4.6.3  Create virtual server

    From the FSM, select the single-wide POWER Node by clicking its associated graphical representation. Then, to start the Create Virtual Server wizard, select System Configuration → Create Virtual Server, as shown in Figure 4-94.
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    Figure 4-94   Chassis GUI

    In the Create Virtual Server Wizard, enter a unique name for the virtual server (Figure 4-95). Keep the default value for Virtual server ID field and be sure all the check boxes are clear. Click Next.
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    Figure 4-95   Create Virtual Server Wizard: Specifying name

    Assign dedicated memory to the virtual server, and assign one or more processors to the virtual server. Also, select which Port VLAN IDs will be associated with the Ethernet adapters. 

    The scalable switch element is configured so that VLAN 4091 is accessible through the data network from entities external to the chassis. 

    In Figure 4-96, virtual Ethernet adapter 2 is assigned to Port VLAN ID 4091 and virtual Ethernet adapter 3 is assigned to Port VLAN ID 1. 
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    Figure 4-96   Virtual Ethernet assignments

    Storage selection is the next step. Select the Yes, Automatically manage the virtual storage adapters for this Virtual Server (Figure 4-97), and then select the Physical Volumes check box. Click Next.
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    Figure 4-97   Create virtual server: Storage selection

    In the Physical Volumes table (Figure 4-98), select the check box next to the disk that was created previously. 
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    Figure 4-98   Create virtual server: Physical Volume Selection

    The next Create Virtual Server Wizard window displayed is associated with optical devices (Figure 4-99). No Physical Optical Devices should be listed. Under the Virtual Optical Media section, select the check box next to the AIX 7.1 install disk, and then click Next.

    [image: ]

    Figure 4-99   Create virtual server: Optical device selection

    This environment must be fully virtualized to best suit a cloud environment. Therefore, no physical adapters need to be assigned to this virtual server. However, all of the physical I/O adapters are dedicated to the VIO server, so none appear on the Create Virtual Server Wizard Physical I/O Adapters panel (Figure 4-100). Click Next.
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    Figure 4-100   Create virtual server: Physical I/O Adapters

    The Summary page opens (Figure 4-101). Review the information. If changes must be made to the virtual server specifications, click the Back button or click the appropriate topic link in the left-side navigation. Click Finish to complete the creation of the virtual server. 
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    Figure 4-101   Create virtual server: Summary

    To activate the profile for the virtual server, use the Resource Explorer, which is accessible through FSM. In FSM, right-click the Virtual Server Name, and then select Operations → Activate → Profile, as Figure 4-102 shows.
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    Figure 4-102   Activate virtual server profile

    The result is the choices shown in Figure 4-103. At this point select the Open a terminal window or console session check box. Click OK.
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    Figure 4-103   Activate virtual server

    To continue, select the check box next to Always trust content for this publisher in the Security Warning dialog window and then click Yes, as shown in Figure 4-104.
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    Figure 4-104   Certificate cannot be verified

    When prompted to authenticate (Figure 4-105), enter the user ID and password of an authorized FSM user. The default user ID is USERID and the password was set, as described in Figure 4-31 on page 36.
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    Figure 4-105   Authenticate with the management console

    After authenticating, skip the informational screens by pressing Enter until the language selection screen opens. Select 1 for English (Figure 4-106). At this point, the installation of AIX can begin as described in 4.6.4, “Install AIX” on page 77. 
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    Figure 4-106   Specify English 

    4.6.4  Install AIX

    After selecting the language (Figure 4-106 on page 76), change the installation type from Express to Standard and select 0, Install with the current settings listed above, at bottom of the menu. The installation and settings menu is shown in Figure 4-107. 

    Note that hdisk0 is specified as Disk Where You Want to Install as part of 1 System Settings. This is the first (and only) disk for this LPAR. This disk is the same volume that is created (and referred to as hdisk4) in 4.6.2, “Create volume on V7000” on page 68. 
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    Figure 4-107   AIX standard installation

    The Overwrite Installation Summary screen opens (Figure 4-108). Enter 1 (one) and press Enter to begin the installation.
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    Figure 4-108   Installation Summary

    Wait for the non-interactive part of the installation to complete. When prompted (as shown in Figure 4-109) set the terminal type to vt100.
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    Figure 4-109   Set terminal type to vt100

    When the Software License Agreements screen opens (Figure 4-110), select Accept License Agreement and press Enter.
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    Figure 4-110   AIX install: Software License Agreements

    To accept the license agreement, use the Tab key to specify yes (Figure 4-111), and then press Enter to continue.
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    Figure 4-111   AIX install: Accept License Agreements

    Wait for the Command: OK message to be displayed (Figure 4-112). 
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    Figure 4-112   AIX install: Wait for Command OK to appear

    To continue with the installation, press F3 multiple times until the Installation Assistant menu opens (Figure 4-113).
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    Figure 4-113   AIX Install: Set Date and Time

    Use the Installation Assistant menu to select and configure the following settings:

    •Set Date and Time

    •Set root Password

    •Configure Network Communications: 

    a.	Choose TCP/IP. 

    b.	Respond to the prompt of Available Network Interfaces pop-up menu (Figure 4-114 on page 80). Choose en0 from the list of available network interfaces. This is the interface that connects to the 4091 VLAN.
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    Figure 4-114   Configure Network Communications

    c.	After selecting en0, provide configuration and start up information, as shown in Figure 4-114. Select Enter (or Do) to proceed.
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    Figure 4-115   Minimum Configuration and Startup

    The Install Software menu opens (Figure 4-116). Specify /dev/cd0 as the device from which to install. 
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    Figure 4-116   AIX Installation: Install Software Menu

    For the FSM to access this virtual server, SSH must be installed. 

    On the subsequent menu (Figure 4-117) enter openssh next to SOFTWARE to install. Press Enter to proceed.
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    Figure 4-117   AIX Install: Specifying openssh

    A confirmation screen opens. Select ENTER to proceed, and then press Enter to confirm the the request to install. When the message command: OK appears, as shown in Figure 4-118, scroll to bottom to make sure that Success is indicated for the installation. 
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    Figure 4-118   AIX Install: Waiting for Command OK

    Back on the Installation Assistant menu, select Tasks Completed - Exit to Login (Figure 4-119), and then press Enter to get to the login prompt. Login as root, using the password you set previously.
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    Figure 4-119   AIX Install: Tasks completed

    Figure 4-120 shows that login is successful.
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    Figure 4-120   AIX Install: Logging in to AIX

    To confirm that the network settings are correct, use the ifconfig -a command, as shown in Figure 4-121. Then, ping the gateway. 
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    Figure 4-121   AIX Install: Confirm IP config

    4.6.5  Define virtual server to FSM

    After the AIX operating system is installed on the virtual server, the FSM must be notified that it exists. This is a multistep process:

    1.	Discover the operating system through the IP address (Figure 4-122). The OS is listed in the Discovered Systems table. 
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    Figure 4-122   Discovery

    2.	Grant access, as shown in Figure 4-123. Click No Access link. 
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    Figure 4-123   Access 

    3.	Click Request Access (Figure 4-124). Enter root and root's password.
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    Figure 4-124   Request Access

    4.	Wait for access to change to OK, as shown in Figure 4-125. 
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    Figure 4-125   Request Access: Access Column changed to OK

    5.	From the Resource Explorer, select both the new Operating System and Virtual Server, and then collect the inventory by selecting Actions → Inventory → Collect Inventory (Figure 4-126).
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    Figure 4-126   Resource Explorer: Collect Inventory

    The inventory job starts (Figure 4-127).
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    Figure 4-127   Inventory job started

    6.	In addition, collect inventory on the V7000, FC Switches, the POWER Server itself and the farm. 

    4.6.6  Install Activation Engine

    To enable personalization of each of the workloads that will be deployed from this appliance, a code set must be installed. This code is located on the Flex Service Manager and is called the Virtual Server Activation Engine (VSAE). 

    To transfer the VSAE package from the FSM to the new AIX use the scp command as follows: 

    # scp USERID@129.40.21.201:/opt/ibm/director/proddata/activation-engine /tmp

    Although many examples in this book use the GUI for the FSM, by way of the management IP address on the management subnet, that IP address is not accessible from the AIX server to which the activation engine is being copied. The data network’s IP address that was configured on FSM's eth1 (129.40.21.201) must be used. This is on the same subnet as the address with which the AIX server’s en0 interface is configured (129.40.21.209).

    Extract the TAR file. Set the JAVA_HOME environment variable, then run the aix-install.sh script shown in Figure 4-128. 
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    Figure 4-128   Installing VSAE 

    After the VSAE package is installed, run the following commands:

     

    
      
        	
          Before issuing commands: The following commands shut down the virtual server. Be sure that the virtual server was properly discovered and inventoried by the FSM (described in 4.6.5, “Define virtual server to FSM” on page 84) before issuing these commands.

        
      

    

    rm /opt/ibm/ae/AP/*

    cp /opt/ibm/ae/AS/vmc-network-restore/resetenv /opt/ibm/ae/AP/ovf-env.xml

    /opt/ibm/ae/AE.sh --reset

    Verify that the activation engine was activated. In Figure 4-129, the OVERALL STATUS for ‘vs0’: Not Activated message is displayed. 
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    Figure 4-129   VSAE not successfully activated

    If this message occurs, restart the OS and run the three commands again. Figure 4-130 shows the result of successful execution.
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    Figure 4-130   VSAE reset successful

    4.6.7  Capture virtual server

    With the new virtual server template fully configured, it can now be captured. The capture process involves creating a set of metadata in the FSM and using FlashCopy to clone the virtual servers storage:

    1.	In the Resource Explorer, scroll until the virtual server is listed (Figure 4-131). 
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    Figure 4-131   List of virtual servers

    2.	Select this server and click Actions → System Configuration → Capture (Figure 4-132). 
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    Figure 4-132   Resource Explorer: Select Capture

    The Capture wizard starts (Figure 4-133).
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    Figure 4-133   Capture wizard: Welcome

    3.	The first step in capturing the template is to give it an appropriate name (Figure 4-134). This virtual server template will be used as an appliance, and contains AIX version 7.1. 
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    Figure 4-134   Capture Wizard: Specify name

    4.	The next step is to select a disk to capture (Figure 4-135). Because only one volume was created on the V7000 for this virtual server, only one is listed. 
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    Figure 4-135   Capture Wizard: Specify disks

    5.	The Network Mapping is next (Figure 4-136). These two networks are the same as configured in 4.3, “Networking setup” on page 27. In the following figures, they are shown in numerical order, and not necessarily the order that will be used for the captured appliance. 
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    Figure 4-136   Capture Wizard: Network Mapping

    This appliance is the first version. If, at a later date, the base virtual server is changed, a new capture must be processed to create a new version of this appliance. This allows for the service management process to be included and for maintenance to be applied. See Figure 4-137.
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    Figure 4-137   Capture Wizard: Version Control

    The Summary window opens (Figure 4-138) and a new job is created to capture this virtual server. 
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    Figure 4-138   Capture Wizard: Summary

    The job log (Figure 4-139) shows that the capture is complete and was successful.
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    Figure 4-139   Capture virtual appliance complete: Job Log

    4.6.8  Deploy virtual server

    The previous section created a new appliance for use with SmartCloud Entry. A good approach is to test the deployment of this appliance in the Flex System Manager to ensure that everything is configured properly. From the VMControl panel, select the Virtual Appliances tab (Figure 4-140). 
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    Figure 4-140   VMControl: Virtual appliances tasks

    Select the appliance and click Deploy Virtual Appliance (Figure 4-141). 
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    Figure 4-141   VMControl: Choosing Deploy Virtual Appliance 

    The Deploy Virtual Appliance wizard is shown in Figure 4-142. 
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    Figure 4-142   Deploy Virtual Appliance wizard: Welcome

    Select the target from a list, based on the number of POWER compute nodes installed and configured in the chassis. See Figure 4-143.
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    Figure 4-143   Deploy Virtual Appliance wizard: Target

    This appliance will be deployed as a workload. Give any appropriate name to this workload (Figure 4-144). As with the name of the appliance, this name helps you more easily locate the workload. 
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    Figure 4-144   Deploy Virtual Appliance wizard: Workload Name

    To ensure that this workload has the correct disks, and that these disks are allocated from the proper pool, storage mapping is the next step. The single disk is selected. Figure 4-145 shows that the Assigned Storage column indicates Not assigned.
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    Figure 4-145   Deploy Virtual Appliance Wizard: Storage Mapping

    The storage that represents the V7000 configured in 4.5.1, “V7000 setup” on page 51 is selected (Figure 4-146). Click OK.
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    Figure 4-146   Deploy Virtual Appliance wizard: Assign to Storage Pool

    Now that the storage is assigned, the Assigned Storage column is populated (Figure 4-147). 
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    Figure 4-147   Deploy Virtual Appliance wizard: Storage Mapping

    Configure Network Mapping next (Figure 4-148). Keep the defaults because they map to the correct VLANs. 
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    Figure 4-148   Deploy Virtual Appliance wizard: Network Mapping

    The configuration for this workload must be manually entered on the panel shown in Figure 4-149 on page 99. 

     

    
      
        	
          Advantages: One of the advantages of IBM SmartCloud Entry is that the users do not need to know this depth of technical detail to request a new virtual server workload. In addition, the network information in this panel is stored and controlled from a pool of network information, which makes management easier. 
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    Figure 4-149   Deploy Virtual Appliance Wizard: IPV4 specifications

    As with other wizards, the wizard's summary panel opens (Figure 4-150). 
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    Figure 4-150   Deploy Virtual Appliance wizard: Summary

    While watching the logs of this deploy, as shown in Figure 4-151, the output in the log might pause for several minutes. Wait for successful completion. 
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    Figure 4-151   Waiting for volume request to complete

    The job complete and a message indicates Deploy virtual server complete (Figure 4-152).
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    Figure 4-152   Workload deployed

    Consider how this process is accelerated by using FlashCopy. As shown in Figure 4-153, the storage subsystem is making a fully asynchronous clone of the initial appliance disk and also the virtual server disk. This process is completely transparent to the workload request and the virtual server is ready for use. The background volume copies (using FlashCopy) continue for a while after the workload is operational. 
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    Figure 4-153   Asynchronous cloning using FlashCopy

    4.7  The x86 Compute Nodes setup

    This section covers the setup of the x86 compute node, the installation of VMware Hypervisor, and the VMware management appliance. To accomplish these goals for each x86 node installed in the chassis, the following tasks must be completed:

    •VMware preinstall tasks 

    •Install VMware ESXi

    •Install VMware vSphere client

    •Creating the data store

    •Deploy and Configure VMware vCenter Server Appliance 

    4.7.1  VMware preinstall tasks

    Similar to the other nodes and modules that plug into the chassis, the first step before managing an x86 compute node it to configure an IP address on the IMM. This node also must be defined in the Flex Service Manager so that it can be properly managed.

    From the CMM, select Chassis Management, and the Component IP Configuration. Click on the node that needs its IP set. On this window, set the proper IP address. 

    In Figure 4-154, the IMM already has its IP information set.
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    Figure 4-154   IP Address Configuration for node03

    This IMM can now be discovered by the Flex Service Manager and inventoried. These steps are not specifically covered in this section, but are similar to 4.6.5, “Define virtual server to FSM” on page 84. The remainder of this section defines the steps to install or upgrade ESXi hypervisor on the internal storage of the node. 

    A remote console must be started to the compute node from the FSM. This same task can be accomplished from the IMM’s remote control interface, but that is not covered here.

    Start the remote console by clicking the node to be controlled in the main chassis window, as shown in Figure 4-155. This is slot 3, the second box from the bottom on the left (outlined) and labeled f3em03.pbm.ihost.com. 

    [image: ]

    Figure 4-155   Starting remote console using GUI

    This action opens a Java-based Remote Control window similar to Figure 4-156.
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    Figure 4-156   Remote console

    Notice that ESXi is already installed on this node. For purposes of this section, what is currently installed is irrelevant. 

    Mount the installation CD by clicking the disk mount icon, and then select Mount Remote Media as shown in Figure 4-157. 
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    Figure 4-157   Mount Remote Media

    The next window (Figure 4-158) indicates the mounting options for this node. It shows there are no Selected Resource, and no drives mapped to the node.
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    Figure 4-158   Mount Remote Media: Mounting options

    To add a new CD based resource, click Select an image (Figure 4-159). 
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    Figure 4-159   Mount Remote Media: Select an image

    Locate the CD image of the VMware ESXi to be installed (Figure 4-160) and click Open.
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    Figure 4-160   Mount Remote Media: Look in downloads

    As Figure 4-161 shows, a resource is now listed under Selected Resources. Click Mount All to mount this resource to the node.
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    Figure 4-161   Mount Remote Media: Choosing Mount All

    The Mount All button is now disabled, but the Unmount All button is enabled (Figure 4-162).
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    Figure 4-162   Mount Remote Media: Unmount All now available

    With the CD mounted, the node can be restarted. Click the power icon and then select Shut Down OS and Restart (Figure 4-163). 
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    Figure 4-163   Shut Down OS and Restart

    4.7.2  Install VMware ESXi

    After the node is booted with the CD mounted, the installation programs begin. The VMware ESXi 5.1 welcome screen opens (Figure 4-164). Select Continue by pressing the Enter key. 
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    Figure 4-164   VMware ESXi: Installation Welcome

    The End User License Agreement (EULA) opens (Figure 4-165). Press F11 to accept the license and continue. 
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    Figure 4-165   VMware ESXi: EULA

    The installation program probes the hardware that the compute node has access to. This can take several seconds. See Figure 4-166.
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    Figure 4-166   VMware ESXi: Scanning for available devices

    When the probe is done, the hardware list is displayed. Figure 4-167 shows that three disks were discovered: one local (the USB) and two remote (the storage volumes). This setup might differ for each environment. For this example, the USB disk is chosen.
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    Figure 4-167   VMware ESXi: Select Disk to Install or Upgrade

    A new window opens, overlaying the current window. This causes the drive to be scanned to determine whether it meets the requirements for the ESXi installation. 

    The Select a Disk dialog is overlaid during scanning (Figure 4-168).
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    Figure 4-168   VMware ESXi: Gathering information about selected install device

    When scanning is complete, a message indicates that the installation found a previously installed version of ESXi (Figure 4-169). The Install option was selected to demonstrate the full configuration options. 
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    Figure 4-169   VMware ESXi: Storage device Install or Upgrade prompt

    Select the keyboard layout that is appropriate. US Default is highlighted in Figure 4-170.
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    Figure 4-170   VMware ESXi: Choices for keyboard layout (US is default)

    Set a root password (Figure 4-171).
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    Figure 4-171   VMware ESXi: Root password specification

    Figure 4-172 gives a summary of what the installation will do. To prevent unnecessary overwrites, the installation program provides a warning.
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    Figure 4-172   VMware Installation: Confirm Install

    A progress bar shows the progress of the installation. The Installation Complete screen opens when the installation is successful (Figure 4-173).
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    Figure 4-173   VMware Installation: Installation complete (press Enter to reboot)

    After the installation completes, click Unmount All (Figure 4-174) to unmount the CD.
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    Figure 4-174   Unmounting the CD using Unmount All

    After the CD is unmounted, press Enter to reboot. The server reboots (Figure 4-175).
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    Figure 4-175   VMware ESXi: Rebooting Server

    After completing the installation, configure the node so that it can be managed by higher level systems. The main window shows the simple base configuration that is created by default. Press F2 to customize ESXi. See Figure 4-176.
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    Figure 4-176   Choose F2 to customize system or view logs

    Enter the login name (root) and password that was defined earlier (Figure 4-177). 
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    Figure 4-177   Specifying Password to access system configuration

    From this screen many items can be configured. Select this network to set an IP address (Figure 4-178). Press Enter.
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    Figure 4-178   Specify IP Configuration

    Enter the appropriate networking information and press Enter (Figure 4-179).
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    Figure 4-179   Specifying IP static IP addresses

    To set up DNS, which is strong suggestion, scroll to and select DNS Configuration, and then press Enter (Figure 4-180).
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    Figure 4-180   Choosing DNS Configuration

    Enter the Primary and Secondary DNS servers (Figure 4-181). Also set the host name of this node because it is now on the management interface. 
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    Figure 4-181   Specifying DNS server information

    The DNS suffixes can also be set, if required (Figure 4-182).
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    Figure 4-182   Custom DNS suffixes

    Enter the information and press Enter (Figure 4-183). 
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    Figure 4-183   Custom DNS Suffixes for short unqualified names

    Press ESC to exit the configuration. A confirmation is displayed (Figure 4-184).
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    Figure 4-184   Confirm Configuration Changes

    Press Y (Yes) to apply the changes and restart the networking stack (Figure 4-185). A good approach is to test the networking changes when the restart operation is complete. 

    [image: ]

    Figure 4-185   Testing the configuration

    The test checks the network connection to gateway, to DNS servers, and ensures the node’s host name can be resolved. After all of these tests return OK message, press Enter (Figure 4-186). 
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    Figure 4-186   Pinging progress is displayed

    The configuration process is complete. Press ESC to end the customization session and return to the main screen (Figure 4-187).
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    Figure 4-187   Main screen after configuration changes have been made

    Repeat this process for all x86 nodes in the chassis. This allows for a greater number of cloud services. In the next few sections, the VMware management environment is built.

    4.7.3  Install VMware vSphere client

    After all of the nodes have the ESXi hypervisor installed, install a VMware client. This installation is covered in this section. The requirements for the client vary for each release of VMware and are not covered. 

    From a supported browser, open the following URL format, where <address> is the IP address of the management network configured in the last section:

    https://<address>/ 

    This URL loads the Getting Started page (Figure 4-188). On this page, click the Download vSphere Client link.
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    Figure 4-188   VMware vSphere: Welcome

    The link points to the executable that installs the client. Click Run or Save to begin (Figure 4-189). The browser shows a warning that this software might be untrusted. In our case, we clicked Run. 
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    Figure 4-189   VMware vSphere: File Download - Security Warning

    The browser shows a progress bar (Figure 4-190) as the code is copied from the node to the machine on which the client is to be installed. 
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    Figure 4-190   VMware vSphere: Downloading VMware vSphere Client

    Click Run to start the installation (Figure 4-191).
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    Figure 4-191   VMware vSphere: Security Warning

    In this example, the installation is done in English, which is the default. Select the appropriate language and click OK (Figure 4-192).
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    Figure 4-192   VMware vSphere: InstallShield Wizard

    Another progress bar indicates that the installation program is proceeding (Figure 4-193).
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    Figure 4-193   VMware vSphere: Progress Bar

    The Windows Installer prepares to install (Figure 4-194).
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    Figure 4-194   VMware vSphere: Preparing to install

    Click Next to start the installation (Figure 4-195).
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    Figure 4-195   VMware vSphere: Starting the installation

    Read the End-User Patent Agreement and click Next. 
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    Figure 4-196   VMware vSphere: Patent Agreement

    Read the License Agreement for the client, select I agree to the terms in the license agreement, and click Next (Figure 4-197).
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    Figure 4-197   VMware vSphere: License Agreement

    Select an installation (destination) folder (Figure 4-198) and then click Next. 
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    Figure 4-198   VMware vSphere: Specify Destination Folder

    The vSphere client installation begins. When it finishes, launch the client from the Start menu. The client opens (Figure 4-199) and can now be used to configure the nodes on which ESXi installed. Enter in the IP address or host name and the credentials that were set up. 
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    Figure 4-199   VMware vSphere: Specify IP address, name, password

    The client often has a self-signed certificate. Figure 4-200 shows the certificate warning. Depending on the level of security needed, either ignore or add this certificate.
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    Figure 4-200   VMware vSphere: Security Warning

    The client opens the vCenter environment. This installation has an invalid license (Figure 4-201). In this case, an evaluation license can be used, or a site license from VMware can be used. 
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    Figure 4-201   VMware ESX: Invalid License 

    4.7.4  Data store

    Similar to the POWER nodes setup (in 4.6, “Power Compute node setup” on page 62), VMware can use the storage attached network to store virtual machines. However, VMware does not create a new volume for each virtual machine. Instead, a single larger pool is created to act as persistent storage. This is known as a data store (or datastore).

    The creation of the volume and host mapping are not covered in this section but are similar to the steps in 4.6.2, “Create volume on V7000” on page 68. 

    This example was completed on the internal USB drive in the previous section. No persistent storage was selected, as shown in the Configuration tab of the main vCenter window (Figure 4-202). Click the link to create a datastore.

    [image: ]

    Figure 4-202   Add Storage: Click here to create a datastore

    From here, a new storage device can be added. In this case, the first discovered LUN is used (Figure 4-203) and corresponds to the volume created on the V7000.
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    Figure 4-203   Add Storage: Select Disk/LUN

    This example is using VMware version 5, so VMFS-5 is selected (Figure 4-204). 
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    Figure 4-204   Add Storage: Select File System Version

    Figure 4-205 shows the full ID of the LUN, indicating that it is blank.
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    Figure 4-205   Add Storage: Review current disk layout

    Enter the name of this data store. This data store will be used for SmartCloud Entry workloads and appliances, so the example uses the name SCEDataStore (Figure 4-206).
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    Figure 4-206   Add Storage: Enter datastore name

    The maximum amount of space will be used (Figure 4-207). 
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    Figure 4-207   Add Storage: Formatting LUN

    After the format is complete, the data store is ready to use. The first virtual machine to use this data store is the vCenter Server Appliance, which is described in 4.7.5, “Deploy and configure VMware vCenter Server Appliance” on page 123.

    4.7.5  Deploy and configure VMware vCenter Server Appliance

    Deploy vCenter and set up the vCenter server (client and web).

    Deploy vCenter open virtual appliance (OVA)

    Although the vCenter client can control the ESXi server effectively, IBM SmartCloud Entry requires that a vCenter server be installed. This server acts as a gateway to all of the compute nodes. SmartCloud Entry can treat all of the nodes in the exact same way by directing its instructions to the vCenter server. The server also provides high availably, clustering, and ease of management.

    From a client session, select File → Deploy OVF Template (Figure 4-208).
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    Figure 4-208   Choosing Deploy OVF Template

    This wizard first requires a source. Although the selection was for deploying an open virtualization format (OVF), this wizard can deploy an OVA file also. The vCenter must be acquired from VMware and is not covered in the document. 

    After the OVA is downloaded, specify its location (Figure 4-209). 
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    Figure 4-209   Specify deployment file or URL

    Figure 4-210 shows the details of the appliance represented by the OVA file. 
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    Figure 4-210   OVF Template Details

    Enter the name for the virtual machine that this appliance will create and click Next (Figure 4-211). The name VMware vCenter Server Appliance is used in this example.
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    Figure 4-211   OVF Template Name and Location

    Figure 4-212 shows the settings. Verify that the information is correct. Select the Power on after deployment check box and click Finish.
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    Figure 4-212   Deployment settings

    The deployment is in progress (Figure 4-213).
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    Figure 4-213   Deploying VMware vCenter Server Appliance

    This deployment copies the contents of the OVA to the compute node and configures the settings. 

    The progress window indicates that the appliance is deployed successfully (Figure 4-214).
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    Figure 4-214   VMware vCenter Server Appliance Deployed Successfully

    Set up vCenter Server (client-based)

    Now that the appliance is deployed as a virtual machine, it must be configured. The first step is to select it from the list of virtual machines on the left (Figure 4-215) and then select the Console tab.
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    Figure 4-215   Configuring the appliance

    In the example environment, DHCP was not enabled. Therefore, as Figure 4-216 shows, a warning message indicates that no network is detected. Select the Login option at the bottom of the window and press Enter.
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    Figure 4-216   Warning that no network was detected

    The login prompt opens (Figure 4-217).
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    Figure 4-217   Login prompt

    Log in with the default user name (root) and password (vmware) as Figure 4-218 shows.
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    Figure 4-218   Logging in with defaults

    YaST, a set up tool, can be use to configure the virtual server. Type yast (Figure 4-219) and press Enter. 
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    Figure 4-219   Invoking YaST

    Page down to select Network Devices (Figure 4-220).
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    Figure 4-220   Selecting Network Devices

    Select the Network Settings option and press Enter (Figure 4-221).
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    Figure 4-221   Selecting Network Settings

    Only a single network interface was allocated for this machine. It is currently configured as DHCP. Select this interface and then select Edit (Figure 4-222).
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    Figure 4-222   Selecting the DHCP interface

    Change the networking configuration to match the current environment. In this example (Figure 4-223), static IP addresses are used.
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    Figure 4-223   Selecting static IP addresses

    In the Hostname and Domain Name, and DNS configuration sections (Figure 4-224), enter the appropriate host name, domain name, and other network name servers.
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    Figure 4-224   Entering host name and DNS information

    Select the Routing option and set the Default Gateway (Figure 4-225). Press F10 for OK. 
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    Figure 4-225   Defining routing and gateway information

    YaST reconfigures the network. When this is complete, the remainder of the configuration can be done from a browser.

    Open a new browser window and enter the following URL, where <address> is the networking information specified previously:

    https://<address>:5480 

    The login window opens (Figure 4-226).
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    Figure 4-226   VMware vCenter Server Appliance: Login Panel

    Set up vCenter Server (web-based)

    After logging in with the same user name and password as before, read the user license agreement (Figure 4-227), select the Accept license agreement check box, and click Next.
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    Figure 4-227   VMware vCenter Server Appliance: Accepting License Agreement

    Review the options (Figure 4-228). The host name is already configured, so select the Configure with default settings option, and then click Next.
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    Figure 4-228   VMware vCenter Server Appliance: Configure Options

    Review the information (Figure 4-229).
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    Figure 4-229   VMware vCenter Server Appliance: Ready to review configuration

    The internal vCenter server database configures itself (Figure 4-230).
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    Figure 4-230   VMware vCenter Server Appliance: Database configures itself

    After vCenter Server finalizes its internal setup, including the database and setting up of single sign-on (SSO), it starts the actual server. Click Close to finish (Figure 4-231).
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    Figure 4-231   VMware vCenter Server Appliance: Database, SSO complete, and server starting

    Figure 4-232 shows the main summary window of the appliance. Many of the internal services can be controlled from this panel. 
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    Figure 4-232   VMware vCenter Server Appliance: Summary

    4.7.6  Adding hosts to vCenter Server 

    Now that the vCenter Server is configured, the client that was installed (in 4.7.2, “Install VMware ESXi” on page 106) can point to the server’s address. After logging in, a similar window opens (Figure 4-233). By default, vCenter server uses an evaluation license.
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    Figure 4-233   VMware Evaluation Notice

    To manage all of the nodes as one unit, a new data center must be created. This is a vCenter server logical construct (Figure 4-234). To add a host, click File then Add host. 
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    Figure 4-234   Creating a new data center

    This initiates the Add Host Wizard (Figure 4-235).
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    Figure 4-235   Add Host Wizard: Specify Connection Settings

    The following steps must be done for every x86 compute node that will be used for cloud services. Specify connection settings and authorization (Figure 4-236).
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    Figure 4-236   Add Host Wizard: Specify Connection Settings

    This host's SSL certificate, as with many products, is self-signed. In general it can be trusted. Click Yes (Figure 4-237).
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    Figure 4-237   Add Host Wizard: Security Alert

    The host summary window opens (Figure 4-238). Verify this is the correct host. Click Next.
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    Figure 4-238   Add Host Wizard: Summary

    For this example, the evaluation license is used (Figure 4-239).
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    Figure 4-239   Add Host Wizard: Assign a license

    Lockdown mode (Figure 4-240) is not required for the security in this environment. 

     

    
      
        	
          Note: Check with authorized security personnel to understand ramifications of this panel.
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    Figure 4-240   Add Host Wizard: Lockdown Mode

    On the Virtual Machine Location panel (not shown), select the newly created data store for the virtual machine location, and then click Next. 

    Review the summary (Figure 4-241). Click Finish to start the host addition. 
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    Figure 4-241   Add Host Wizard: Summary

    When the process bar is finished (Figure 4-242), the host is added and can now be used for deploying other workloads, appliances, and templates. 
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    Figure 4-242   New data center is completed

    These host addition tasks must be repeated for each ESXi in the chassis. After the vCenter server is fully configured with all of the available resources, IBM SmartCloud Entry can be installed and set up.
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SmartCloud Entry installation and configuration

    This chapter describes the process of IBM SmartCloud Entry installation and initial administrative tasks including the creation of an administrator, enabling billing, and creation of new users. In addition, this chapter covers connecting IBM SmartCloud Entry to the x86 and Power system-based compute nodes configured in Chapter 4, “Hardware setup and configuration” on page 17.

    5.1  Installing IBM SmartCloud Entry

    IBM SmartCloud Entry can be installed on x86 or Power nodes. For the purposes of this document SmartCloud Entry is installed on an x86 node with a Linux operating system installed. The installation of the operating system is not covered in this book.

    After a virtual server is created and the operating system installed, the installation media (sce240_linux_installer.bin) can be copied to the operating system.

    Example 5-1 shows the command (./sce240_linux_installer.bin) executed on the compute node. 

    Example 5-1   Command and responses to start the installation of SmartCloud Entry
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    [root@sce-intel SmartCloudEntry]# ./sce240_linux_installer.bin

    Preparing to install...

    Extracting the JRE from the installer archive...

    Unpacking the JRE...

    Extracting the installation resources from the installer archive...

    Configuring the installer for this system's environment...

    strings: '/lib/libc.so.6': No such file

    Launching installer..
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    The installation process requires the specification of language by number as shown in Example 5-2. 

    Example 5-2   Specifying locale or language
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    Choose Locale...

    ----------------

    1- Deutsch

    2- English

    3- Español

    .

    (additional lines of output were deleted for this example)

    .

    .

    CHOOSE LOCALE BY NUMBER: 2

    ===================================================================

    (created with InstallAnywhere)
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    Example 5-3 shows the beginning of the installation dialog. 

    Example 5-3   Preparing CONSOLE mode installation
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    Preparing CONSOLE Mode Installation...

    ===============================================================================

    Introduction

    ------------

    InstallAnywhere will guide you through the installation of IBMSmartCloud Entry

    version on Linux.

    It is strongly recommended that you quit all programs before continuing with

    this installation.

    Respond to each prompt to proceed to the next step in the installation. If you

    want to change something on a previous step, type 'back'.

    You may cancel this installation at any time by typing 'quit'.

    PRESS <ENTER> TO CONTINUE: 
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    Press Enter multiple times to scroll to further licensing details. A final prompt requires a response of Y to continue installation (Example 5-4).

    Example 5-4   Accepting license agreement
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    --- preceded by many screens of license agreement information --- 

     

    PRESS <ENTER> TO CONTINUE:

    DO YOU ACCEPT THE TERMS OF THIS LICENSE AGREEMENT? (Y/N):

    Y <<<<<<<<<<<<<<<<<<<<<< note: a reply of “Y” is required in order to continue 
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    Choose a link location. The link location represents the directory that contains links to the IBM SmartCloud Entry binaries. These binaries are used to start or uninstall SmartCloud Entry. The links are created as a convenience to the administrator. Configure the directory for these links, as shown in Example 5-5. 

    Example 5-5   Choosing link location
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    Choose Link Location

    --------------------

    Where would you like to create links?

    ->1- Default: /root/SmartCloud_Entry_24

    2- In your home folder

    3- Choose another location...

    4- Don't create links

    ENTER THE NUMBER OF AN OPTION ABOVE, OR PRESS <ENTER> TO ACCEPT THE DEFAULT 

    [image: ]

    Specify the installation folder and property folder by either entering the path in response to the prompts, shown in Example 5-6, or choosing the default values. To accept the default, press Enter.

    Example 5-6   Choose installation and property folders
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    Please choose an installation folder.

    Where Would You Like to Install? (DEFAULT: /opt/ibm):

    Please choose a destination folder for the property files.

    Where Would You Like to Install the Property Files? (DEFAULT: /root):
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    Before continuing to the actual installation, a preinstallation summary is provided (Example 5-7). If the settings are satisfactory, press Enter. 

    Example 5-7   Pre-Installation Summary
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    Pre-Installation Summary

    ------------------------

    Please Review the Following Before Continuing:

    Property File Install Folder:

    /root/.SCE24/

    Install Folder:

    /opt/ibm/SCE24

    Disk Space:

    Free: 11242 MB Required: 505 MB

    PRESS <ENTER> TO CONTINUE:
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    The installation progress is indicated in the text-based “progress bar.” A completed progress bar is shown in Example 5-8.

    Example 5-8   Installation progress bar
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    Installing...

    -------------

    [------------------|------------------|------------------|------------------]

    Install Finished

    ----------------

    IBMSmartCloud Entry finished installing.

    [image: ]

    The next part of the installation is to configure user data. The installation prompts for importing existing SmartCloud Entry data or configuring new data as shown in Example 5-9.

    Example 5-9   Specify I want to configure now
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    You can migrate data from a previous version now or migrate the data later by reading Chapter 12 of the IBMSmartCloud Entry Admin Guide. You can also configure user data now or later by editing the properties files in /root/.SCE24/

    1- I want to migrate the data now.

    2- I want to configure the user data now.

    3- I will manually migrate or configure the properties later.

    ENTER THE NUMBER FOR YOUR CHOICE, OR PRESS <ENTER> TO ACCEPT THE DEFAULT:: 2
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    Add configuration values (Example 5-10).

    Example 5-10   Add configuration values
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    ==================================================

    Add Configuration Values

    ------------------------

    Changing these properties is optional. All options can be changed post install in /root/.SCE24/authentication.properties. Press <Enter> to accept the default value.

     

    Initial admin user name (DEFAULT: admin):

    Initial admin name (DEFAULT: SmartCloud Entry Administrator):

    Initial administrator password:

    Verify initial administrator password:

    ===================================================

    IBMSmartCloud Entry has been successfully installed 

    ----------------------------------------------------
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    Example 5-11 shows a successful installation.

    Example 5-11   IBM SmartCloud Entry has been successfully installed
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    IBMSmartCloud Entry has been successfully installed to:

    /opt/ibm/SCE24

     

    If you choose to create a silent install response file, it will be located in this directory.

     

    1- Create Silent Install Response File

    ->2- Do Not Create Silent Install Response File

     

    ENTER THE NUMBER FOR YOUR CHOICE, OR PRESS <ENTER> TO ACCEPT THE DEFAULT:
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    5.1.1  Starting IBM SmartCloud Entry with console in the background

    If SmartCloud Entry was installed manually (not deployed as a virtual appliance), the SmartCloud Entry server is started using a terminal program to access the command line, and issuing the /opt/ibm/SCE24/skc command. Having an open terminal window dedicated solely to running a server is not preferable. If the terminal that was used to start the server closes, the server also exits. To avoid the server from exiting, the preferred way to run the SmartCloud Entry server is by using the screen or nohup commands.

    The screen command allows for the terminal in which a program is running to be detached. In this case, this means that the /opt/ibm/SCE24/skc command can be issued in a terminal window and then the window can be closed without aborting the command. To accomplish this, type screen in a terminal. Next, run the /opt/ibm/SCE24/skc command, then type Ctrl+A, then D. At this point, the terminal running the /opt/ibm/SCE24/skc command is detached and all windows can be closed. The SmartCloud Entry server will continue to run. In some situations you might need to re-attach to the detached terminal. From any terminal window running on the SmartCloud Entry virtual server, type screen -r to return to the terminal window in which the command to start SmartCloud Entry was originally run.

    The screen program might not be available in some AIX environments, so the nohup command can be used instead. The SmartCloud Entry Administrator's guide gives this example of using the nohup command to start IBM SmartCloud Entry:

    nohup /opt/ibm/SCE24/skc -nosplash < /dev/null > /dev/null & 

    This starts the SmartCloud Entry server in the background and discards any output from the OSGI console. Even if the terminal window is closed, the server continues to run. See Chapter 11 of the IBM SmartCloud Entry Administrator Guide 2.4 for more information about these commands:

    https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/W21ed5ba0f4a9_46f4_9626_24cbbb86fbb9/page/Documentation

    5.2  Deploying IBM SmartCloud Entry virtual appliance

    SmartCloud Entry is also provided as a VMware virtual appliance. This virtual appliance is easier to install and manage than manually installing. Instead of installing as done in 5.1, “Installing IBM SmartCloud Entry” on page 142, the virtual appliance can be deployed using the Deployment Wizard:

    1.	Select the source OVA as shown in Figure 5-1. Click Next.

    [image: ]

    Figure 5-1   IBM SmartCloud Entry Deploy/Configure: Specify file or URL of source

    The summary of the virtual appliance is listed (Figure 5-2).
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    Figure 5-2   IBM SmartCloud Entry Deploy/Configure: OVF template details

    2.	The appliance has a default name of IBM SmartCloud Entry (Figure 5-3). If necessary, overwrite the name.
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    Figure 5-3   IBM SmartCloud Entry Deploy/Configure: Name and Inventory Location

    3.	The deployment wizard next asks for the data center that is to be used (Figure 5-4).
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    Figure 5-4   IBM SmartCloud Entry Deploy/Configure: Specific data center

    4.	In the data center, select a preferred host (Figure 5-5).
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    Figure 5-5   IBM SmartCloud Entry Deploy/Configure: Specific Host, IP address selected

    5.	Select the data store (Figure 5-6) that is created in 4.7.4, “Data store” on page 120.
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    Figure 5-6   IBM SmartCloud Entry Deploy/Configure: Storage

    6.	For this appliance, the thin provision disk format is applicable (Figure 5-7).
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    Figure 5-7   IBM SmartCloud Entry Deploy/Configure: Specify Disk Format

    7.	Select the appropriate VM network (Figure 5-8).
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    Figure 5-8   IBM SmartCloud Entry Deploy/Configure: Select the network

    8.	If necessary, modify various aspects of this appliance and click Next (Figure 5-9). 
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    Figure 5-9   IBM SmartCloud Entry Deploy/Configure: Customize properties of a software solution

    9.	Verify the values in the summary window (Figure 5-10).
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    Figure 5-10   IBM SmartCloud Entry Deploy/Configure: Properties summary

    5.3  Configuring cloud network pools

    In 4.3, “Networking setup” on page 27, three VLANs were configured on the Power nodes. Similar VLANs are configured on the x86 nodes with VMware. SmartCloud Entry must be configured to set the proper information for each of the workload network configurations when deployed. 

    As the IBM SmartCloud Entry Administrator, log in and select the Network section of the configuration tab.

    Figure 5-11 shows a Default Network Configuration option, has a single IP available to it, and is defined by default to enable deployment. To match the VLAN setup for this example, two new network configurations must be created. Click New Configuration. 
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    Figure 5-11   IBM SmartCloud Entry: Administrator Network section

    The New Network Configuration panel opens. In this panel, several items can be set, as Figure 5-12 shows. Specify the appropriate data, and save the network configuration. 

     

    
      
        	
          Note: Cloud must be set to None so that more than one pool can use this configuration. The same is true for the Network ID being set to blank.
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    Figure 5-12   New Network Configuration

    IBM SmartCloud Entry prompts you about whether the IP address should be added to the configuration (Figure 5-13). Click Yes.
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    Figure 5-13   Confirmation Prompt: Would you like to configure IP addresses 

    The IP address panel is displayed (Figure 5-14). 
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    Figure 5-14   Requesting: Add IP Addresses for PureFlex Customer Network

    New IPs can be added by clicking Add. A single IP can be added to the configuration or a range. When choosing to add a range, enter the appropriate start address and end address as Figure 5-15 shows. Click OK.
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    Figure 5-15   Add single IP Address or Range of Addresses

    A message indicates that the IP address was added. 

    The network setup that is being used for this environment also has a private network that is used for the virtual machines that form the basis of the cloud services to communicate with each other. The network configuration setup for this private network is similar to the one described previously. Enter the appropriate data (Figure 5-16). 
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    Figure 5-16   New network configuration

    Add an IP address range (Figure 5-17), 
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    Figure 5-17   Add an IP address range

    Verify that the addresses were added correctly (Figure 5-18). 
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    Figure 5-18   Summary of IP addresses

    Now that both the private and the public network configurations are defined to IBM SmartCloud Entry, cloud pools can be added and the networks can be assigned to them. 

    5.4  Adding an x86 node based cloud

    For IBM SmartCloud Entry to use the x86 nodes that have VMware installed on them, a new cloud configuration must be added. As the IBM SmartCloud Entry Administrator, click Clouds on the Configuration tab (Figure 5-19). Notice that no cloud configurations are defined by default. Click Add Cloud. 
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    Figure 5-19   Selecting Clouds on Configuration tab

    The Add Cloud Configuration panel opens (Figure 5-20). 
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    Figure 5-20   Panel used to Add Cloud Configuration

    For the VMware environment, use the vCenter Server that was installed in 4.7.5, “Deploy and configure VMware vCenter Server Appliance” on page 123. On this same panel set the following values:

    •Type: Set to VMware.

    •Host name: Set to the IP address or host name of the vCenter Server.

    •Administrator ID: Set to the ID for vCenter Server administrator.

    •Password: Set for the vCenter Server administrator's password.

    After entering this information, a good approach is to test the connection and the parameters that were entered by clicking Test Connection (Figure 5-21). 
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    Figure 5-21   Test connection

    The notification to the administrator indicates that the test was successful (Figure 5-22). Click Add.
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    Figure 5-22   Test connection successful

    The Certificate Information window opens (Figure 5-23). If the information is correct, click Accept Certificate. 
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    Figure 5-23   Certificate Information

    The cloud configuration is added successfully, as the message indicates and the you are returned to the Clouds sections of the Configuration tab (Figure 5-24). 
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    Figure 5-24   Cloud Configuration Created Successfully

    Notice that there are workloads automatically discovered (Figure 5-25). These workloads correspond to the virtual machines that were deployed earlier. 
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    Figure 5-25   Workloads that correspond to deployed VM

    5.5  Adding a Power node-based cloud

    Similar to 5.4, “Adding an x86 node based cloud” on page 156, SmartCloud Entry must be configured to “talk to” the Flex Service Manager to deploy cloud services on Power nodes. The first step is to define the following values:

    •Type: Set to VMControl.

    •Version: Set to 2.4.1.x.

    •Host name: Set to the IP address or host name of the FSM.

    •Administrator ID: Set to the ID for FSM.

    •Password: Set for the FSM.

    After entering this information, a good approach is to test the parameters and the connection by clicking Test Connection (Figure 5-26). As with the x86, click Add.
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    Figure 5-26   Add Cloud Configuration

    Click Accept Certificate (Figure 5-27). 
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    Figure 5-27   Certificate Information

    The new workload (Figure 5-28) that is automatically discovered is the AIX workload that was captured in 4.6.7, “Capture virtual server” on page 89. 
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    Figure 5-28   New workload: Automatically discovered

    5.6  Enable email notifications

    The notifications that SmartCloud Entry provides for various events can be sent to users and administrators as email messages. This allows administrators to monitor asynchronous events as they happen and not have to constantly poll the system to see what events warrant their attention. 

    To enable this functionality, a SMTP relay host must be set. Setting up a relay host is outside the scope of this book. 

    Complete the following steps:

    1.	Log in to the command line interface of the host that has IBM SmartCloud Entry installed, or the virtual appliance:

    ssh sysadmin@129.40.21.211

    sysadmin@129.40.21.211's password: 

    2.	Edit the email.properties file:

    IBM-SCE> vi ~/.SCE24/email.properties 

    3.	Look for the following commented line: 

    #com.ibm.cfs.email.relay.host=email.server.com

    4.	Edit the line as follows:

    a.	Remove the pound sign (#) so that the line is now uncommented.

    b.	Update with the appropriate server information. The line now reads as follows:

    com.ibm.cfs.email.relay.host=smtpserver.cloud.private.com

    5.	Save the file and restart IBM SmartCloud Entry; the output with the command is as follows: 

    IBM-SCE> /etc/init.d/sce restart

    Stopping IBMSmartCloud Entry: [ OK ]

    Starting IBMSmartCloud Entry: [ OK ]

    IBM-SCE> 

    5.7  Enable and configure billing

    IBM SmartCloud Entry supports a metering system that allows to assign billing information to the resources that are provided by the Flex based environment. Currently, the following characteristics of the cloud services can be associated with the billing system.

    •Processor

    •Memory

    •Disks

    By default, SmartCloud Entry billing is disabled. This means that no references to Accounts are listed on the Access Menu when the Access tab is selected, as shown in Figure 5-29.
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    Figure 5-29   Access menu with billing disabled 

    If billing functionality is required, it must be enabled in the properties file, which is in the following location in the configuration directory:

    ~/.SCE24/billing.properties

    To enable billing, edit the billing.properties file as follows:

    1.	Open the file and look for the following line:

    com.ibm.cfs.billing.enabled=false

    2.	Edit the line so the value is set to true:

    com.ibm.cfs.billing.enabled=true

    After enabling billing, a new subtab (Accounts) is now available on the left side of the Access tab of the IBM SmartCloud Entry portal as shown in Figure 5-30.
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    Figure 5-30   Access menu with billing enabled 

    Click the new Accounts subtab in the Access Menu. Two choices are now available in the form of New Account and Delete Account. To add a new account, click New Account. 

    The New Account dialog panel opens (Figure 5-31).
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    Figure 5-31   New Account dialog

    Use this New Account dialog to set the default information for this account. This information includes the account owner and the account members. When a bill becomes due, the account owner will be emailed with the bill contents.

    The starting amount of credits and the low balance threshold are also set here. Figure 5-32 shows an example of creating a new account with a starting balance of $100, a low balance threshold of $10, and only one account member. Click Create.
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    Figure 5-32   New Account starting balance and low threshold

    The account is established and you, as the administrator, are notified, (Figure 5-33). 
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    Figure 5-33   New Account has been created

    When modifying billing information for these accounts becomes necessary, a similar set of panels can be used. Simply click the name of the account to be modified.

    When an account balance reaches the threshold set, the account members are notified by email that their accounts are delinquent. Figure 5-34 shows that account number 2551 is overdrawn. The default delinquency policy shuts down all workloads associated with this account.

    [image: ]

    Figure 5-34   Delinquent account email

    5.8  Creating users 

    To create a new user, completing the following steps: 

    1.	Log in as SmartCloud Entry Administrator. 
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    Figure 5-35   Log in to IBM SmartCloud Entry

    2.	Navigate to the Access menu (using Access tab) in the IBM SmartCloud Entry interface, click Users, and then click New User (Figure 5-36).
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    Figure 5-36   Specifying new user

    3.	Provide requested user information. Figure 5-37 and Figure 5-38 on page 167 provide before-and-after views of the New User panel. The information provided indicates a request for the creation of a user with the following attributes: 

     –	User ID: sce_user02@example.com

     –	Name: SCE_User02

     –	Email: sce_user02@example.com

     –	Password: passW0rd
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    Figure 5-37   Enter new user specifications

    4.	After completing the information, click Create (Figure 5-38).
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    Figure 5-38   New user information provided

    A summary panel shows the list of currently defined users (Figure 5-39). Additional new users may be added by clicking New User and repeating the previous steps.
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    Figure 5-39   New user has been created

    5.9  Creating projects 

    To create a new project, the basic steps are as follows:

    1.	Log in as SmartCloud Entry Administrator.

    2.	Click Projects and then click New Project (Figure 5-40).
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    Figure 5-40   Projects Panel with New Project as a choice

    3.	The New Project panel opens (Figure 5-41). Enter the name and description of the project to be created. Click Create.
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    Figure 5-41   Provide new project description 

    A new project is created; it is listed on the Projects panel (Figure 5-42). Note the Created project SCE_Project_001 message. On the actual panel, a green icon with a white check mark is displayed to the left of the message near the top of the panel. 
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    Figure 5-42   New project created

    5.10  Adding users to projects 

    To add a user to a project, complete the following steps: 

    1.	Log in as SmartCloud Entry Administrator.

    2.	As shown in Figure 5-43, select Access Tab → Projects and then select the SCE_Project_001 project name (the project created in 5.9, “Creating projects” on page 168) to which new users are to be added (or continuing on from Figure 5-42, select the project that new members are to be added to). Then, expand the Project Members section (if not already expanded) and click Add. 

    [image: ]

    Figure 5-43   Select project

    3.	The Add Project Members - SCE_Project_001 panel is displayed (Figure 5-44). On this panel, in the Project role, select User from the drop-down list and select one or more names of the users to be added as Project Members from the prepopulated list. Click OK.
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    Figure 5-44   Add Project Members pop-up

    The newly added member (or members) of the project is listed in the Project Members section of the project. Review the information. Note the message Project members updated successfully for project SCE_Project_001, near the top of the Access panel (Figure 5-45).
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    Figure 5-45   Newly added members

    5.11  Adding members to accounts 

    To add users as project members, complete the following steps: 

    1.	Log in as SmartCloud Entry Administrator

    2.	Select the Access tab, click Accounts, and select SCE_Flex_Account (Figure 5-46). 
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    Figure 5-46   Selected SCE_Flex_Account

    3.	To add users to the Account Members list, click in the Account members field, which will then display Add and Remove buttons with a list of Available users to the left and current Account Members listed to the right (Figure 5-47).
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    Figure 5-47   Display available users and account members

    4.	To add an available user, click the user name from the list of available users, and then click Add. The selected name moves into the list of account members (Figure 5-48). To remove a user from the list of account members, simply select a user from that list and click Remove. The selected name moves back to the Available users.
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    Figure 5-48   Add user to Account members list

    5.	When all of the appropriate users are added to (or removed from) the Account members list, click Save. The account summary view is displayed (Figure 5-49); it includes the resulting account members list.
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    Figure 5-49   Account summary view

    5.12  Configure approvals

    Approvals allow a SmartCloud Entry Administrator to control how the services in a cloud are used. To enable approvals for a project, complete the following steps:

    1.	Select the project in the Access tab of the SmartCloud Entry user interface (Figure 5-50). 
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    Figure 5-50   Select a project

    2.	After the panel loads, expand the Approval Policies widget. Notice that the project will use the default approval policies associated with the cloud. 

    As the SmartCloud Entry administrator, you can override the default cloud approval settings by using the check boxes. To do this, select Customize Settings. 

    For this example, all events require approvals, as selected in Figure 5-51. After making the selections, click Save to finalize the changes to the project.
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    Figure 5-51   Customizing settings

    The policies have been updated (Figure 5-52).
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    Figure 5-52   List of stored projects

    3.	Now that the project has the appropriate policies attached, an appliance can be assigned to the project. In the Appliances tab (Figure 5-53), select the appliance to be added to the project with the new approval policies.
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    Figure 5-53   Viewing list of appliances on appliance tab

    For instance, in Figure 5-54, the AIX71_appliance is moved to project SCE_Project_001. Recall (from 5.8, “Creating users” on page 165) that SCE_Project_001 has two users assigned to it: SCE_User01 and SCE_User02. 
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    Figure 5-54   Choosing Move Appliances to Project

    To show the request and approval mechanisms, Figure 5-55 shows user SCE_User01's attempt to request a workload. After user one logs in, the main welcome page opens. 
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    Figure 5-55   Welcome to IBM SmartCloud Entry 

    4.	This window might differ from previous windows in this chapter because SCE_User01 has the role of a regular user rather than an administrator. Again select the Appliances tab (Figure 5-56). 
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    Figure 5-56   Appliance tab 

    The appliance deployment can be requested. Figure 5-57 shows the requested settings for a new appliance deployment named AIX Deploy 003.

    [image: ]

    Figure 5-57   Appliance tab: Deploy Appliance

    Figure 5-58 shows the notification that the request is being held for approval.
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    Figure 5-58   Appliance tab 

    The SmartCloud Entry Administrator will be notified that there is a pending request. Figure 5-59 shows the email that was sent for the AIX Deploy 003 request. 
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    Figure 5-59   Generated email example: Notifies SmartCloud Entry Administrator

    The SmartCloud Entry Administrator can then log into the user interface and go the Request Section of the Access tab. Figure 5-60 shows SCE_User01's request (3901) for the AIX Deploy 003 resource. The administrator can approve or reject the request. 
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    Figure 5-60   Access Tab: Approve button

    In Figure 5-61, the administrator approves the request.
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    Figure 5-61   A request ready to be approved

    The administrator is notified that the request approval was successful (Figure 5-62). 

    [image: ]

    Figure 5-62   Request has been approved

    SCE_User01 is then sent an email to indicate the request was approved (Figure 5-63). 
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    Figure 5-63   User received mail when request has been approved.

    SmartCloud Entry begins the deployment after the administrator approves the request. When the deployment is successful, the user is notified and given the important information about the requested appliance (Figure 5-64). 
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    Figure 5-64   User receives email when deployment has been successfully provisioned on the Cloud

    The other events that require approval have a similar flow. 

    5.13  Configure metering

    By default, IBM SmartCloud Entry metering is disabled. To enable metering, edit the ~/.SCE24/metering.properties file as follows:

    1.	Look for the following line:

    com.ibm.cfs.metering.enabled=false

    2.	Change the value from false to true:

    com.ibm.cfs.metering.enabled=true

    After the changes are made, IBM SmartCloud Entry must be restarted. For an example of a usage metering report, see Figure 3-3 on page 16.
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IBM SmartCloud Entry usage

    This chapter covers usage of the cloud system that is configured in the previous chapter. Two main topics are covered for both the Power nodes and x86 nodes. 

    •How to deploy appliances. These actions allow users to create workload based on the appliances create by the administrators. 

    •How to capture deployed workloads into new appliances. This allows users to back up their active workloads. It also provides administrators a standard interface for creating appliances for both platforms. 

    6.1  Deploying appliances

    This section tells how to deploy appliances on POWER and x86 to create workloads.

    6.1.1  Deploying a Power appliance

    The discovered appliances that IBM SmartCloud Entry lists are ready to deploy. However, in the following example, the appliance must be slightly modified because the networking configuration that IBM SmartCloud Entry will use for the appliance as it is deployed might not be correct. Recall in 4.3, “Networking setup” on page 27 that there is a complex network inside the IBM Flex Chassis. Also, recall that two VLANs are used (4091 and 1).

    In 5.3, “Configuring cloud network pools” on page 151, two network pools were created to correspond to the two VLANs. 

    Again, log in to the user interface. In the main panel, select the Appliances tab. Several appliances are listed (Figure 6-1). 
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    Figure 6-1   List of appliances ready to be deployed

    Select the AIX71_appliance link. This appliance corresponds to the AIX image that was created in 4.6.4, “Install AIX” on page 77. Click Configure (Figure 6-2).
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    Figure 6-2   An appliance is selected to be configured

    The configuring appliance panel opens. For ease of reading, this panel is spread across several figures (Figure 6-3 through Figure 6-6 on page 184).

    Figure 6-3 shows the overall settings of the appliance. It includes shared virtual processors. 
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    Figure 6-3   Overall settings of the appliance

    Scroll down to see the network settings (Figure 6-4). This information is pre-populated from the information set in 5.3, “Configuring cloud network pools” on page 151.
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    Figure 6-4   Network settings of the appliance

    The first of the two adapters is shown in Figure 6-5. It is important to select the correct Network ID for this adapter. These adapters represent the setup configured in 4.3.1, “Chassis and compute node setup” on page 27. In Figure 6-5, the Network ID for VLAN 4091 is selected. 
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    Figure 6-5   Adapter Specifications

    Figure 6-6 shows the second adapter. This is the adapter for VLAN 1.
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    Figure 6-6   Second adapter specification

    Save the appliance. You may then deploy it by clicking Deploy. Set a name for this deployment (Figure 6-7). 
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    Figure 6-7   Providing a name for the deployment

    The request for the deployment is sent as a new workload (Figure 6-8). The new workload has the same settings as configured in the previous step. 
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    Figure 6-8   Request for deployment sent as a new workload

    The Workloads tab shows the workload as being deployed (Figure 6-9). 
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    Figure 6-9   Workloads Status

    When the workload is finished, an email notifies (Figure 6-10) the appropriate user that the workload was deployed. This email also contains the information to log in to the newly created operating system. 
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    Figure 6-10   Workload completed email

    Using the information provided in the email shown in Figure 6-10 on page 186, the user requesting the workload can log in, as shown in Example 6-1.

    Example 6-1   Logging in

    [image: ]

    #:~$ ssh root@129.40.21.198

    The authenticity of host '129.40.21.198 (129.40.21.198)' can't be established.

    RSA key fingerprint is 12:b3:0b:2c:2e:4c:38:ba:48:10:4c:4b:5b:41:97:4c.

    Are you sure you want to continue connecting (yes/no)? yes 

    Warning: Permanently added '129.40.21.198' (RSA) to the list of known hosts.

    root@129.40.21.198's password: 

    X11 forwarding request failed on channel 0

    Last login: Tue Nov 27 18:43:01 CDT 2012 on ssh from f3enfsm.pbm.ihost.com

    ***************************************************************************

    *                                                                         *

    *                                                                         *

    * Welcome to AIX Version 7.1!                                             *

    *                                                                         *

    *                                                                         *

    * Please see the README file in /usr/lpp/bos for information pertinent to *

    * this release of the AIX Operating System.                               *

    *                                                                         *

    *                                                                         *

    ***************************************************************************

    # ifconfig -a

    en0: flags=1e080863,480<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD(ACTIVE),CHAIN>

    inet 129.40.21.198 netmask 0xffffffe0 broadcast 129.40.21.223

    tcp_sendspace 262144 tcp_recvspace 262144 rfc1323 1

    en1: flags=1e080863,480<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,CHECKSUM_OFFLOAD(ACTIVE),CHAIN>

    inet 192.168.1.5 netmask 0xffffff00 broadcast 192.168.1.255

    tcp_sendspace 262144 tcp_recvspace 262144 rfc1323 1

    lo0: flags=e08084b,c0<UP,BROADCAST,LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT,LARGESEND,CHAIN>

    inet 127.0.0.1 netmask 0xff000000 broadcast 127.255.255.255

    inet6 ::1%1/0

    tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1

    # 
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    6.1.2  Deploying an x86 appliance

    VMware appliances must be configured in a similar manner as in the previous section. The first panel differs slightly from that section to show that VMware requires different information to successfully be deployed (Figure 6-11). 
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    Figure 6-11   Configuration using VMware

    The network setup is not as complex, because the VMware switch on the ESXi already defines the network ID. 

    Click Save. The appliance is saved (Figure 6-12).
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    Figure 6-12   Saved appliance 

    The saved appliance can be deployed (Figure 6-13). 
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    Figure 6-13   Deployment snapshot

    A notification is sent for the x86 appliance (Figure 6-14). 
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    Figure 6-14   Deployment snapshot has been sent for deployment as workload

    6.2  Capturing a workload

    In this section, workloads are captured on POWER and on x86.

    6.2.1  Capturing a Power workload

    Capturing a Power workload in SmartCloud Entry is nearly identical to capturing a workload in VMControl on the FSM (covered in 4.6.7, “Capture virtual server” on page 89). The first step is to shut down the workload so that it is eligible for capture (Figure 6-15). 
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    Figure 6-15   Shut down workload so it is eligible for capture

    SmartCloud Entry sets an on-screen notification that the workload has been stopped. Click Capture. Figure 6-16 shows the notification as the request is sent to the cloud.
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    Figure 6-16   Workload has been stopped

    An email is sent to the requesting user when the capture is completed (Figure 6-17). 
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    Figure 6-17   Confirmation email that deployment has completed successfully

    The IBM SmartCloud Entry Appliances tab is updated with the new appliance (Figure 6-18). 
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    Figure 6-18   Appliance tab is updated with new appliance information and status

    6.2.2  Capturing an x86 Workload

    To capture an x86 workload, its status must appear as stopped (Figure 6-19).
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    Figure 6-19   On screen notification that a workload has stopped

    IBM SmartCloud Entry issues an on-screen notification that the workload was stopped. Now you can click Capture. A notification that is displayed (Figure 6-20) as the request is sent to the cloud as a result. An information icon is displayed in the upper left of window.
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    Figure 6-20   Information icon and message: Capture request has been sent

    An email is sent to the requesting user when the capture is completed (Figure 6-21). 
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    Figure 6-21   An email notification: capture of deployment has completed successfully

    The IBM SmartCloud Entry Appliances tab is updated with the new appliance (Figure 6-22). 
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    Figure 6-22   Appliance tab is updated with new appliance information
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Known problems and workarounds

    Various problems were encountered while researching and completing some of the tasks described in this document. This appendix describes them and offers workaround solutions for each problem encountered:

    •DNZVMP016E: Internal application error

    This error occurs when an LPAR is missing a default profile or a current profile. This causes some VMControl operations to fail and prevents the removal of the LPAR itself.

    •FlashCopy not used during capture of a virtual appliance

    This problem occurs during capture of a virtual appliance. If the OS of the virtual server being captured is installed on a volume on the V7000, and that volume has spaces in its name, FlashCopy will not be used to copy the volume.

    •Discovering cloned operating systems

    If two operating systems are clones of one another, the FSM will not be able to differentiate between them. When discovering two operating systems that are clones, the FSM will correctly discover the first operating system, but the second will be seen as the same operating system as the first.

    A.1  DNZVMP016E: Internal application error

    This error occurs when an LPAR is missing a default profile or a current profile. Some VMControl operations can fail, preventing the removal of the LPAR itself. To determine if a particular LPAR has these profiles defined, issue the following command from the FSM command line: 

    lssyscfg -r prof -m <LPAR name> -Flpar_id:name 

    In Example A-1, LPARs 1 and 2 are missing values for both default_profile and curr_profile.

    Example A-1   Missing values
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    USERID@f3efsm:~> lssyscfg -m Server-7895-22X-SN102736B -r lpar -F lpar_id,name,default_profile,curr_profile

     

    2,TemplateOS,,

     

    1,7895_SN102736B_VIOS1,,

     

    3,AIX71template,OriginalProfile,OriginalProfile
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    The workaround to this problem is to assign values to the empty variables using the chsyscfg command on the FSM’s command line. The commands are at the following site:

    http://www.ibm.com/support/docview.wss?uid=nas7d16d5ce0f7a5484b86257a3f00603d94

    A.2  FlashCopy not used during capture of a virtual appliance

    This problem occurs during capture of a virtual appliance. If the OS of the virtual server being captured is installed on a volume on the V7000, and that volume has spaces in its name, FlashCopy will not be used to copy the volume. If the image repository is hosted by a VIO server, the dd command will be used by the capture (or copy) operation instead. The capture operation succeeds but takes significantly longer than it does when FlashCopy is used.

    The “Capture virtual appliance” job log shows the following message: 

    DNZLOP899I Storage copy services is unable to copy one or more disks using the FlashCopy function, because FlashCopy is not configured. The server that controls the image repository will copy the disks.

    To prevent this problem, do not use spaces when naming volumes on the V7000 (for example, use AIX_bootdisk instead of AIX boot disk).

    A.3  Discovering cloned operating systems

    If two operating systems are clones of each other, the FSM is unable to differentiate between them. When discovering two operating system that are clones, the FSM correctly discovers the first. The FSM will create a new object to represent this operating system and its discovery status will be set to new. Discovery of the second operating system succeeds. However, instead of creating a new object to represent the second operating system, the FSM lists the second operating system as “previously discovered” and the IP address of the second operating system will simply be added to the list of IP addresses associated with the first.

    Because the operating systems’ file systems are clones, they contain identical UIDs, Tivoli GUIDs, and SSH keys. To correct this issue, new UIDs, GUIDs, and SSH keys must be generated for one of the two operating systems, and the Common Agent Services agent must be restarted. 

    The information center provides the procedure: 

    http://pic.dhe.ibm.com/infocenter/director/pubs/topic/com.ibm.director.discovery.helps.doc/fqm0_t_discovering_systems_mirrored_image.html

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications in this list might be available in softcopy only. 

    •Choosing IBM Flex System for Your Private Cloud Infrastructure, REDP-4920

    •Connecting an IBM PureFlex System to the Network, TIPS0941

    •Creating Smart Virtual Appliances with the IBM Image Construction and Composition Tool, SG24-8042

    •IBM Flex System Interoperability Guide, REDP-FSIG

    •IBM Flex System Manager, TIPS0862

    •IBM Flex System Networking in an Enterprise Data Center, REDP-4834

    •IBM Flex System p24L, p260 and p460 Compute Nodes, TIPS0880

    •IBM Flex System p260 and p460 Planning and Implementation Guide, SG24-7989

    •IBM Flex System V7000 Storage Node Introduction and Implementation Guide, SG24-8068

    •IBM PureFlex System and IBM Flex System Products and Technology, SG24-7984

    •IBM PureFlex System Solutions for Managed Service Providers, REDP-4994

    •IBM SmartCloud Entry 2.4 Deployment Use Cases, REDP-4908

    •IBM Storwize V7000 Unified Disk System, TIPS0837

    •IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family Services, SG24-7574

    •Implementing Systems Management of IBM PureFlex System, SG24-8060

    •Implementing the IBM Storwize V7000 Unified, SG24-8010

    •Implementing the IBM Storwize V7000 V6.3, SG24-7938

    •Implementing the Storwize V7000 and the IBM System Storage SAN32B-E4 Encryption Switch, SG24-7977

    •Moving to IBM PureFlex System x86-to-x86 Migration, REDP-4887

    •Overview of IBM PureSystems, TIPS0892

    •Positioning IBM Flex System 16 Gb Fibre Channel Fabric for Storage-Intensive Enterprise Workloads, REDP-4921

    •Real-time Compression in SAN Volume Controller and Storwize V7000, REDP-4859

    •Simple Configuration Example for Storwize V7000 FlashCopy and PowerHA SystemMirror for i, REDP-4923

    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, drafts, and additional materials at the following website: 

    ibm.com/redbooks

    Online resources

    These websites are also relevant as further information sources:

    •IBM SmartCloud Entry documentation on developerWorks:

    https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/W21ed5ba0f4a9_46f4_9626_24cbbb86fbb9/page/Documentation

    •IBM Storwize V7000:

    http://pic.dhe.ibm.com/infocenter/storwize/ic/index.jsp

    •IBM PureSystems:

    http://www.ibm.com/developerworks/puresystems/index.html

    •Workaround information:

     –	http://www.ibm.com/support/docview.wss?uid=nas7d16d5ce0f7a5484b86257a3f00603d94 

     –	http://pic.dhe.ibm.com/infocenter/director/pubs/topic/com.ibm.director.discovery.helps.doc/fqm0_t_discovering_systems_mirrored_image.html 

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

  
    Implementing IBM SmartCloud Entry on IBM PureFlex System

    Implementing IBM SmartCloud Entry on IBM PureFlex System

    Implementing IBM SmartCloud Entry on IBM PureFlex System

    Implementing IBM SmartCloud Entry on IBM PureFlex System

    Implementing IBM SmartCloud Entry on IBM PureFlex System

    Implementing IBM SmartCloud Entry on IBM PureFlex System

  
    Implementing

    IBM SmartCloud Entry on IBM PureFlex System

    Introducing IBM PureFlex System and cloud

Installing IBM SmartCloud Entry hardware and software

Configuring and using IBM SmartCloud Entry

    Distributed computing has been transformed with the introduction of virtualization technology. This has driven a re-architecture of traditional data center workload placement. In 2012, IBM announced IBM PureSystems, a new offering based on preconfigured software, servers, and storage that form an expert integrated system.

    Expert integrated systems now combine traditional IT resources into a single optimized solution, with prepackaged components including servers, storage devices, networking equipment, and software. With this evolution of technology, we move from discrete, siloed, and underutilized IT resources to shared resource pools.

    This IBM Redbooks publication can help you install, tailor, and configure IBM SmartCloud Entry on the IBM PureFlex System offering. This book is intended for anyone who wants to learn more about cloud computing with IBM SmartCloud Entry and offerings based on IBM Flex System elements.

    Back cover

    Acrobat bookmark 

  OPS/images/8102ch04.08.1.021.jpg
T I T —
[ e —






OPS/images/8102ch04.08.1.022.jpg
Configure

Apply

PortBassd Por Mg
Layerz

RMON Mons

Layers

Accass Contrl
Vitsazaton






OPS/images/8102ch04.08.1.020.jpg
Login to
IBM Flex System Fabric EN4093 10Gb Scalable Switch






OPS/images/8102ch04.08.1.014.jpg
‘Simple Mal Transler Prolool (SMTP)setings

ool S—






OPS/images/8102ch04.08.1.015.jpg
o et 172120 9000 s o)

Ay st ot s e 031






OPS/images/8102ch04.08.1.012.jpg





OPS/images/8102ch04.08.1.013.jpg





OPS/images/new_-4-16.gif
Component IP Configuration

‘Gonfigure [Pt and IPY6 address iformation for the componenis below.
Generai Seting | {iBvi ]| Pve
1/0 Modules
Current IP Configuration
3 FC31718Gb SAN Switch Yes View Network Interface: ioe0
Configuration Method  Use Stafic IP Address
FC3171 5Go SAN Switeh e View. P Address 120.40.180.70
Subnet Mask 255255255224
Gateway Address 120.40.18094
Compute Nodes Enable IPva.
Configuration Method | Use Static IP Address
1 nodeot Yes View
2 node02 Yes View New Static IP Configuration
3 node03 Yes View 1P Address 1294018070
0 nodeos. Yes View ‘Subnet Mask 255255255224
5 node0s Yes View ‘Gateway Address 120.40.18094
78 node07 Yes View






OPS/images/8102ch04.08.1.019.jpg





OPS/images/8102ch04.08.1.016.jpg
P T T
" Seting wassocassaty saves
e B S e e vt et o .






OPS/images/8102ch04.08.1.017.jpg
Chassis

FSM

‘compute node

T Keq o1l

zkeq on






OPS/images/8102ch04.08.1.010.jpg
ili






OPS/images/8102ch04.08.1.011.jpg





OPS/images/8102ax01.11.1.3.jpg





OPS/images/8102ax01.11.1.4.jpg





OPS/images/8102ax01.11.1.1.jpg





OPS/images/8102ax01.11.1.2.jpg






OPS/images/8102ch04.08.1.040.jpg
% Host ana Gateway

Configure Host and Gateway

Spacity host name nformetin, very the domsin nama fo th host, and specty the
et ateway adress and devce.

vt p i s
“ceman e e

oo Gt ewny s [T






OPS/images/8102ch04.08.1.043.jpg
System Setup Processing

Lt e

capiak | swus | suntme sispima
’r....m%m o7 ez 72 TR

i psiwrd. S progrss 102 VAT2OH
Vot s ety Ot e 2






OPS/images/8102ch05.09.1.11.jpg





OPS/images/8102ch04.08.1.044.jpg
System Setup Processing

]

DtemdTine  Sosuscess T172 34T 0172 134250
Setgpassiord  Sasuccens W1T12143820M 1017121480550
st and Gtenny Satccess 171214025 5M 101712 149550






OPS/images/8102ch05.09.1.12.jpg





OPS/images/8102ch04.08.1.041.jpg
Configure Domain Name System (ONS)

P cetec DS can revrt e manosament e 1 vt

T oy
[ExET o)
|-






OPS/images/8102ch04.08.1.042.jpg
s

‘Summary

R th foloning settngs, e cick Fsh.Tochange any cer setnge, i Back

e

an asaars
Uit ertoce s ess: 0 SCERCEFE950
Neorkmase 255255255224

Stotc I acvess. Prfclenn
Uit tartoce ccress: et SCPFCEFesse

© agress: 1294021351
Static I acess. Pt lengn
pep— »

Contgurs Domain Name Sysem ONS)

o






OPS/images/8102ch05.09.1.10.jpg





OPS/images/8102ch04.08.1.036.jpg
wndapes
o Adaress
ot s Gty

Configure IP Address.

(Configurethe 1P sdresses fo th speciied LAN adapter. I the adeptr s configured for
HCP and s Lnale 10 gt n I 0ckress, the managemen sever il not start. A0, you
re confuring both adaers o the Samé network and Usig DHCP, make ure hey are
o iferen sUbnets o the management Sever Mg ok Start.

ot s
Ottann v sty
O h e st s
S o FETTET——
ra—
CIove s
T P Ry w S ————
9 e ey o
Spacy o i s s lomon snd kg

e e

gt [ ) IS
o i s s !
letoo00surictins e e —

[ o






OPS/images/8102ch04.08.1.037.jpg
wakome ‘Configure Local Area Network (LAN) Adapters

ke Confiure LAN adaper fo natwork acces 1o the sstem,
i ety e e

& A Asupters
o s O e o o s L st
oe O s parsgumen vk 1304010000
= © wniscrnes sk sa00

e o e ot frn






OPS/images/8102ch04.08.1.034.jpg
Network Topology

There are two possible network topologiesthat can be configured for Flex System Manager (refer tc
network diagrams below). In the next pand you can separate your management and data networks
by configuring ethO for management and ethl. for data, or configure only ethd to use the same
network for both data and management.

Loarn more about lanning and configurng you network topology.
Separste netwrks for data and management trafic e network for bath data and management rffc

e [ ———T T

Advanced Routing

1wt 0 26t up acanced raing in this wizard. Advancad routingprovidas setings or mulipla gateways or subrets
it your netwrk.(Advanced rouing invohes defing spechc netwark path for dta trffc. f you are urfamitar wih
etk path, o this st the managament sener s i)






OPS/images/8102ch04.08.1.035.jpg
Configure Local Area Network (LAN) Adapers

Confure 8 LAN adaperfo necwork access tote






OPS/images/8102ch04.08.1.038.jpg
o A

Configure 1P Address.

Confgureth I akcresses for the speciied LAN acpter. I he acpter s confiured for
IGHCP an i€ Lnable o ge o P ackress, the manogement srver i nck strt. 450, o0
& confising b adapters o the ame netwer and Usig DHCP make Sur ey are
o et St o he anagRert Serer M kS

[E by
T
[EoSr———

S st T
Ntk ks TR






OPS/images/8102ch04.08.1.039.jpg
promy Configure Lacal Area Network (LAN) Ads

Configure 8 LAN adsper or network access to the system.
Srsrd
SO o g cobr s ket

o
Oves e o crtpessnthr L sdgter
[repp— el e | e L s | ot somin |
S o scracss ootk 10 [ipm—
o =

@ Pkt e o o, 7 e eyl et






OPS/images/8102ch06.10.1.08.jpg





OPS/images/8102ch06.10.1.09.jpg
T R —

Doploying AX71_applance






OPS/images/8102ch04.08.1.032.jpg
Welcome
Use tis wizard o completathe folowing s uptasks toinsteland confiure the system

pST——






OPS/images/8102ch06.10.1.06.jpg
Network
System
Networ confiraon  [PiesFiex Gutomes et | Et P Custmr htwork
0 stings
NS deman rame o sysem.
[ Vel comes frm Purefiex Customer Network
Show nbastc doploy setngs
Dot 1P ateway
[ 071222 Ve came rm PureFies Customer etk
Stow i bosc dopioy sotings

‘Short st name for th systn.

] Valuo comes rom PureFlex Customor Notwork

Show in basic dopoy setings

1P adressas of DNS servers for syste.
Valos comes from PureFlex Customer Natwcrk






OPS/images/8102ch04.08.1.033.jpg
System-Level User ID and Password
Erter auser 1D and password orthe systemevel access user. e defak user s

“USERID, whih met€has the CMM user D. s pessword wil b eppled o ol locol
admistiaie accourts,Incudng pe (produet engineer)and ook

Sussord ey e
ey S
v v
ot panert GssSERSS
cos: s

et o cn chane ths passrd s o sdonl s s st s ot

N

T p—






OPS/images/8102ch06.10.1.07.jpg
frorS—

FRpma—

L a—
e[ [t e

S e copoy s

fresl e

B T v —e
B e S—— Y

O PR W s ATl e e 10

o
g

[
o)

002 o)






OPS/images/8102ch04.08.1.030.jpg





OPS/images/8102ch06.10.1.04.jpg
Lo —

Horentans






OPS/images/8102ch04.08.1.031.jpg
1BM Flex System Manager License Agreement

o aren o sre that 1)y v hd e cpprunty 0 v e arms o ol ramars et bk and 2 s s
S T s £y 4o e do ot gree
Y [Enm——— =l
o g
S et sarager | pgeement e
gy Leemed S
R eamsicns rogan e Agremart

a1 canrt e

Y acceor surmon, on use e

apsamares by slcing s e g .






OPS/images/8102ch06.10.1.05.jpg
Y I

[ —————

Configuring appliance AIXT1_applance. @

oo whch i o e o s n ey i ke s 5 Doy o, Ay ks e o elomar h et
e e oty iy v
e -
o e 0 o Al s o f P,

Processrseings j—
e st e o s i et e T et
s - e sl

S s ey st

o s oy st
Erep——

St s iy st
onrcesing ks g e e s
g -

o s ey s

o e o ot st el oo ol s e O






OPS/images/8102ch04.08.1.025.jpg





OPS/images/8102ch06.10.1.02.jpg





OPS/images/8102ch04.08.1.026.jpg
Chasss IntemalNetwork Provesiarmaiconnectybebween computs nod prts an he nlernal M management

Hardware Topology Herarchcal v o omponents i your chasss

Reports Generste Reports of ardware dormation






OPS/images/8102ch06.10.1.03.jpg
AddCloud | Remove Cloud

8|20z
Cloud Name.a saus HostName Tipe Descrpton
Inel PureFiex ox 1204021210 Viare
Power PureFlex oo 1294021201 Wconror






OPS/images/8102ch04.08.1.023.jpg
Switch Ports Configur

i bl diabied
[ D0 eres e 7t e
INTAS (enabled disabled 97 disabled disabled






OPS/images/8102ch04.08.1.024.jpg
igure

Networking OS

Switeh Port INTA1 Configuration






OPS/images/8102ch06.10.1.01.jpg





OPS/images/8102ch04.08.1.029.jpg





OPS/images/8102ch04.08.1.027.jpg
Component IP Configuration

Contur 1P 30 156 adoress ormstonfor e comganent belo.

/0 Modules
say | Deveatame s Enabiea
. EN4003 1060 Ememetswich Yo
3 FeaiscosaNSwcn  Yes
B FostiscosaN S Yes
Compute Nodes

Davica e, s Enabled

node0t Yes
Yes
node03 Yes
node0s es
node0s ves

casun-lg
i
s

node0s Yes






OPS/images/8102ch04.08.1.028.jpg
[GeneralSeting | 1Pva ne

Current IP Configuration

Networkinterace et
‘Confiuraton Meihod  Use Statc P Address.
P Address. 1204018067
Subnet Mask 255255255226
Goteway Address 1234018084
Enable P a

‘Confiuraton Method | Use Stasc 1P Addross

New Static IP Configuration
P Address.

Subnet Mask

‘Goteway Address






OPS/images/8102ch05.09.1.09.jpg





OPS/images/8102ch05.09.1.08.jpg





OPS/images/8102ch05.09.1.07.jpg





OPS/images/8102ch05.09.1.06.jpg





OPS/images/8102ch05.09.1.05.jpg





OPS/images/8102ch05.09.1.04.jpg





OPS/images/8102ch05.09.1.03.jpg





OPS/images/8102ch05.09.1.02.jpg





OPS/images/8102ch05.09.1.01.jpg





OPS/images/8102ch04.08.1.009.jpg





OPS/images/8102ch04.08.1.008.jpg
Dato ana Tme
B

S —— e S——————
o 5w .

]

e

[£)






OPS/images/8102ch04.08.1.007.jpg
‘Goneral Setings.
et o s i et
gt mon s S 2054T

Cvmiaton NotorstonGontowed






OPS/images/8102ch04.08.1.006.jpg
mpor Exising Confguraton
1 4ty et s o et v s
T L T B T TR SRR

7o et 1 o P i 8 sl 5 . o o

et ————






OPS/images/8102ch04.08.1.005.jpg
(RAGPUIL ... s ————————
nventoyand Hoaln
[—
P eam o | e =
oroir PR pe— reamsutn S e St |
p— o
T e———— ] fr—
= s RS T e
. ot Corvenace Gmon 1 e vovscanany
coum sz Compmon G 1 mox  vovocses:
oy oot @asme 3 e vovecsenz
oot Commonton pan ¢ e vovecsen
s oot Qa5 e vovecsuss
o p——" [N ——
S VO oo |
Porwtooses  romwonse G 2 o
Porwiwoses pomonie LE—— | |
porwiwoses  romrense @ s oy
=l_=) i






OPS/images/002_CMM_Welcome_cropped_new.gif
Initial Setup Wizard

‘Welcome Welcome

Inventory and Healtn s

Import Existing Configuration

‘General Settings Getting Started

Date and Time
‘Some of the information provided by the wizard is based on the hardware components inserted

1P Configuration into your chassis. At this time, ensure that allthe required hardware is properly installed, then
dlick Next.

10 Modules

. Also atthis time you may wish to make note of the informaton that will be needed to complete this

wizard:

NS

1. Inventory and Health - Shows the currenty detected inventory and health of your
Event Recipients s
o 2. Import Existing Configuration - Import a configuration file that you previously saved to.

sither a fle or the chassis
‘General Settings - General settings for the chassis and management module.

Date and Time - Indicate how you wish the date and time to be set on the management module.
1P Configuration - IP configuration for the management module

10 Modules - Configure basic sefings for your 10 modules

‘Security Policy - Set the overall chassis security policy

DNS - Relevant IP addresses for Domain Name Server

Event Recipients - Set up email address where you wish to be notified of events

‘Confirm - View a summary of the configuration you have created

Bownooswe

i Fiin | (Gameat]






OPS/images/8102ch04.08.1.003.jpg





OPS/images/8102ch04.08.1.002.jpg





OPS/images/8102ch04.08.1.001.jpg





OPS/images/8102ch06.10.1.24.jpg





OPS/images/8102ch06.10.1.25.jpg
s

riCloud Entry Adainistrator,
Capture of your deploynent “SL112" has completed successfully.

Please log into the SmartCloud Entry Web interface to view additional details.
Thank you.

**This is a machine generated message, please do not reply.






OPS/images/8102ch06.10.1.22.jpg





OPS/images/8102ch06.10.1.23.jpg





OPS/images/8102ch06.10.1.20.jpg





OPS/images/8102ch06.10.1.21.jpg
martCloud Entry Adsinistrator,
Capture of your deployment "ATX7Iuk1d" has completed successfully.

Please log into the SmartCloud Entry Web interface to view additional details.
Thank you.

“This is a machine generated message, please do not reply.






OPS/images/8102ch06.10.1.26.jpg





OPS/images/8102ch06.10.1.13.jpg





OPS/images/8102ch06.10.1.14.jpg





OPS/images/8102ch06.10.1.11.jpg
por— Comies  pomcrnter  pomer
Avxrimia oo R Y

O P R L 6428

P Bower e e

Appiace o i aen i ik
e Bowes o Mot Woows S 2082 6428,






OPS/images/8102ch06.10.1.12.jpg





OPS/images/8102ch06.10.1.10.jpg
T






OPS/images/8102ch06.10.1.19.jpg





OPS/images/8102ch06.10.1.17.jpg
O Agptance 512 ot s e s

o A 8412 et gy

Deploying SL112 snapshot ¢

Mot corgan: o e otk






OPS/images/8102ch06.10.1.18.jpg
]

5112 anapahot
v oo

Descrpton:  Aptrc ot o et of mood 512k n 12312716 AN
P o —

o e

Lot Vs 210 A0

oo oo ram






OPS/images/8102ch06.10.1.15.jpg
Yo e At .12 st Contg
(Contiguring appliance SL112 snapshot e
Croose s stings 0 e o vt ooy pporcs s o B3 Ol fom.Any e s o epomen bk e et
e st o b e t iy e

s Shom i s copo et s Caly selc ch ks 0 1 e Bk el e fam. i St A show i
o st o s 1 s ot .

insge T
Wons s n s st oo
e gt

54071205 )






OPS/images/8102ch06.10.1.16.jpg
Mot contprston: s Cns et - E01 P Gt otk
S stegs
Adapter 1
Nt contpenn: sl G et | £ Pt otk
===
Nowork adapte 1
[EO——
o in b upy g
[ ——————
[Cr = p——
Showin s apoy s

s OGPt Mator it 1 Moy st
5o in b upoy g

Sttt ma for v e
Sowin s py s

ot oy et st
o in b poy s

——






OPS/images/SCE_Metering_CROPPED_fig3-3.gif
Virtual Server Filter

Cloud:
Architecture:

User name:

After date:

@|riearts
Name

1294021197
1204021198

12940-21-196
129-40-21-195

Al Clouds| ~

Al Architectures| ~

Clear

S —

12102012 | <]

Cloud

Power PureFlex
Power PureFlex
Power PureFlex
Intel PureFlex

Project:

Before date:

Project

Al Projects| -~
/Al Hypervisors| ~

12122012 | <]

state

SCE_Project 001 M Stopped
SCE_Project 001 M Stopped

Public
Public

8 Stopped
@ Running





OPS/images/SCE_Workload_2012-12-10_150750_CROPPED_fig3-2.gif
Capture  StarUStop  HidelShow  Delele  MoveTo Project -
Cloud: [All Giouds| ~ | Project: [All Projects| ~ | Architecture: |All Architectures| « | [ inlude
@|reae
[] Namea. Status Cloud
[ 1BM SmartCloud Entry @ ok Intel PureFlex
[sLnz ® Stopped Intel PureFlex
[ SLES Deploy 001 © Deteting Intel PureFlex
| TURNKEY OPENLDAP QoK Intel PureFlex
] VMware vCenter Server Appliance @ ok Intel PureFlex
[ winzketemplate ® Stopped Intel PureFlex

Stowc10 | 20 | 30 tems





OPS/images/8102ch03.07.1.3.jpg





OPS/images/8102ch03.07.1.2.jpg





OPS/images/8102ch03.07.1.1.jpg





OPS/images/8102ch02.06.1.4.jpg





OPS/images/8102ch02.06.1.3.jpg
f:::l::,-,-.;-,-————"@?

ot e

I_IIM! FCELEEE =






OPS/images/8102ch02.06.1.2.jpg





OPS/images/8102ch02.06.1.1.jpg





OPS/images/8102ch01.05.1.1.jpg





OPS/images/8102ch01.05.1.2.jpg





OPS/images/8102spec.03.1.1.jpg





OPS/images/new_-4-145.gif
e % e % (s ety v %

P Storage Mapping
7 et e e e e
' Mososs Name

Storage

‘Ensure each disk inthe tabls is assigned to either a storage volume or storage pool. o assign a disk to  storage volume, select a singl disk. You can select multiple disks to assign to a
s St storage pool.
Mapping

Total roquired disk space for virtual servor: 40,050 MB
‘Network Mapping

@tearn more about storage mapping for deploying t @ new vrtual server

Pt
p—
.
o S e o N —]
o | v I el D
:
WS o iati 20 [ | et ot Fiares






OPS/images/new_-4-144.gif
+/ Weloome

+/ Taet

@ ‘Workload Name
F——

Network Mapping

Workload Name

A workdoad is created as a rosult of deploying the virtual appliance.

#Specity a unique name for the workload.
[RiXT i






OPS/images/Screenshot_from_2012-11-27_19_28_32_CROPPED_fig4-143.gif
¥/ Wekcome.
> Target

Target

‘Select the location where you want to deploy the virtual appliance.

You can deploy the virtual appliance to create a now virtual server on

® Deploy to a new vitual server on the folowing:

Acions v | | [Search the table Search

Select | Name o | stte

O { serverzeosazesniozrass | sartea

W4 Pagetof1 > [1 | » | Selected: 1 Total2 Fil

O Deploy to an existing vitual senver:





OPS/images/new_-4-142f.gif
 Welcome
Target

Summary

Use tis wizar todeply virual applance *AIX71_appliance” toa srver.
@tearn more about deploying vistal apliances

o o gkt theonghth following taska:

~ Specitying a targetfor th seected vietal appiance

 (Optiona) Custoszin seting on the virtus) appliance befors deploying

& Show this Welcome page next time.





OPS/images/8102ch04.08.1.169.jpg
N 7,201 79201 PMES T vet  MEIDO-MSG. o Dy el aphanc o v et v - Noveros 77, 2012 73157 PM EST- acvted.
Moo 7 20313301 U EST{ et SOGIDS G S Depy v s b o e et s

Norrber 27 20121301 PUEST et SONGID IS o st

o 73501 P 50 L S s st g A

N1
Moo 7 012 13 4 U ST e SEAGIO 11755 WS NP6 s o e 5ok k9






OPS/images/8102ch04.08.1.168.jpg
RN e ——

e aspe s o e st ek
stapr o0 Decoverme 0915

e st rumber for et ssaper etk

adapr o0 Decovma 051"

Captoed el e ADTL e

Comeced o e 40910 7 ot S Do 0910
sty

ik P o ey e vt st

5 ‘Summary
o et Yoo o ready o dploy th vt ppance.
Vv ot
[T [r—
v Moty | sdaert onDecowma o1 A
S ‘S etk gtemy s et s
etk adape | on Decovend 4031
 Summary st P s s tconiion o
e adpir M adair 1 Dscom: e
st






OPS/images/8102ch04.08.1.167.jpg
=)






OPS/images/Screenshot_from_2012-11-27_19_29_36_CROPPED_fig4-148.gif
 Wekome
o Tt
V Vorkond tame
T
Network
< Mapping
Prodoct

Network Mapping

‘Selact a virtusl network for sach network defined for the sppliance.

The fllowing networks will be assigned for this virtual sorver.

Network Mapping

Actons v | | [Search the table. Search
Network Name. B
Discovered-1.0
Discoverad4091.0
W4 Pagetor1 »M (1 | | Total2 Filtered:2





OPS/images/Screenshot_from_2012-11-27_19_29_25_CROPPED_fig4-147.gif
oy Vidual Applian

+/ Weloome
o Tager
V Woskoag name

Storage
= Mapping

Network Mapping
Product

Summary

Storage Mapping

‘Specify how to assign the storage for the virtual disks when you deploy the virtual appliance.

‘Ensure sach disk i the tabls is assigned to either & storage volume or storage pool. To assign a disk to  storage volume, selsct a single
storage pool.
Total required disk space for virtual server: 40,960 M

@tearn more about storage mapping for deploying to @ new vrtual server

Storage Mapping

Assign to Storage Volume.. | | Assign to Storage Poal. Actons v | | [Search the table Search

Select | Disk Name & | swom) & | 1mage o | Assignoastorage o

aiskl 40960 True Storage pool: mliskgr.

W4 Pagetof1»M [1 | | Selected:0 Total:1 Filtered:1






OPS/images/Screenshot_from_2012-11-27_19_29_20_CROPPED_fig4-146.gif
Assign to Storage Pool

‘Selectthe storage pool that you want fo use for the selected disks. A strage volume wil automatically b created on the selected storage pool.
Totaldisk space requited for selected disks: 40960" (MB)

Storage Poois
Actons v | | [Search the table. Search
Skt | Name s | Locaton | vios count | Maximum Alocation (WB)

W<Pagelotis ) I | |

@y do 1 ot see my storage poor?

ﬁm

Selected: 1 Tolak 1 Fitered: 1






OPS/images/Screenshot_from_2012-12-19_14_59_40_new.gif
Remote Control

flem... x

=)

VMuare ESXi 5.0.0 (VMKernel Release Build 474610)
IBM -[786310X1-

2 x Intel(R) Xeon(R) CPU E5-2670 O @ 2.60GHz
128 GiB Memory

Dounload tools to manage this host from:
http://f3en03/
http://129.40.21.203/ (STATIC)






OPS/images/SS_from_4-155_14_57_58_node3_selected.png
S B B St DR B Rt G

[ - T e Lol~TeoNz=Nall






OPS/images/new_-4-154.gif
Component IP Configuration

‘Configure 1Pus and IPY6 address information for the components below.

1/0 Modules

b EN4083 100D Eomet Swikh | Yes view
Fost71ach sANSwien | ves View
4 [rosmischsavowien | ves view

Compute Nodes

Current IP Configuration

Network Interface. o1
Configuration Method ~ Use Static IP Address
1P Address 120.40.18083
‘Subnet Mask 255.255.255.224
Gateway Address 120.40.180.94
Enable IPva

Configuration Method | Use Static IP Address






OPS/images/new_-4-153.gif
13e7000a > Copy Services > FlashCopy v






OPS/images/8102ch04.08.1.170.jpg





OPS/images/8102ch04.08.1.179.jpg
Mounting options for “f3em03.pbm.ihost.com"

Available Resources Selacted Resources
Upload image to the .. 51200 K of 512001
Select an mage

© 13 Devee

<-Remoye

e .

Refresh Resource lst [rer|






OPS/images/8102ch04.08.1.178.jpg
ook (@i Dowrloads B (@) (o) (@) @hie)

@ Flocannc

@ o Logs

5 bm_fo_ueh_pe156c1.17 i 328460
s toolsinie, 65621624 50

[B oo navsoninstaler s 0 0.updatect 623850,5 54 0§
——

FisName:  Viware\sor nstalar 0.0 update01 62366036 64 50

Fies of hpe: (Diskimages. -

open | [gancel |






OPS/images/8102ch04.08.1.177.jpg
Mounting options for "f3em03.pbm.ihost.com”

Available Resources
Upload mage to the .. 51200 K of 512001

——
Refrash Resource st

sop






OPS/images/8102ch04.08.1.176.jpg
Mounting options for “f3em03.pbm.ihost.com”

Available Resources Selected Resources
Upload mage to the . 51200 K of 51200 { © D [Dewce
Select an image.

Relresh Resourca lst

_glose |[_tiso |






OPS/images/Screenshot_from_2012-12-19_15_01_46_new.gif
VMuare ES)

5.0.0 (VMKernel Release Build 474610)
IBM -[786310X1-

2 x Intel(R) Xeon(R) CPU E5-2670 O @ 2.60GHz
128 GiB Memory

Dounload tools to manage this host from:
http://f3en03/
http://129.40.21.203/ (STATIC)





OPS/images/8102ch04.08.1.185.jpg
Select a Disk to Install or Upgrade

« Contains a WIS partition

B

Storage Device Capocity]
lLocal -
SHART USB-1BM (npx.nhba32:C0:T0:L0) 187 GiB
[Renote:
LI Logical Volune  (noa.6005080000000000baf00. ..) 1.09 Tip|
B 20 (oo  600SA768RZB0B5B4cA000 ) 100000
loin
w25 (oo  6OBSA76BAZBEBSEACA0R. ..) 990.00 Gib)

(Es0) Concel  (FD) Details  (FS) Refresh  (Enter) Continve






OPS/images/8102ch04.08.1.184.jpg
Scanning. ...

Scanning for available devices. This nay toke o fou seconds.






OPS/images/8102ch04.08.1.183.jpg
End User Licemse Agreement (EWLA)

[P £ USER LICENSE AGREEPENT

[PLEASE HOTE THAY THE TERNS 0F THIS END USER LICENSE
[KGREENENT SHALL GOVER VOUR, USE DR THE SOFTUARE . REGARDLESS
O o TERmS THAT hAY APPEAR DIRING The TNSTALLATION OF e
Sor e

IRORTANIGEAD CAREFILLY: DY DORLOADING. INSTALLING. 0R
USTNG T SOFTWARE, YoU' (T OIVIDUAL G LEGAL ENTITY)
(KGR T 66 DOUMD ' T TERnS 06 THIS E1D USER LICENSE
AGREENENT CTIRA®). 1T Y0U D0 NOY AGREE 10 THE TERRS -
THIS FLLA, Y00 MUST NOT DORLOAD, INSTALL. 08 USE TiE

SO THARE. 0. YOU ST DELETE 08 RETIE T UNISED SOF iR
0 THE VENDOR FRON ICH U ACQUIRED 11 WITHIN THIRTY GO
[DAYS 0 EQUEST A REFUND OF T LICENSE FEE, IF ANY, THAT

Use the arrou keus o scroll the EA text

(ESC) Do not Accept  (FI1) Accept and Continue






OPS/images/8102ch04.08.1.182.jpg
Melcone to the Viiuare ESXi 5.1.0 Installation

WMuore ESXI §.1.0 installs on nost systens but anly
sustens on Viore"s Conpot Ib111ty Goide are supported.

Consult the Whiore Conpat ibi ity Guide at
2/ /swat umiore con/resources,/conpat 1bi ity

select the operation to perforn.

(Esc) Camcel  (Enter) Continue






OPS/images/Screenshot_from_2012-12-19_15_05_17_cropped_new.gif
2 x Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz
128 GiB Menory






OPS/images/8102ch04.08.1.180.jpg
Mounting options for *f3em03.pbm.ihost.com”

Auaabl nesources selectednesources
st e . S50 e

= S

Refresh Rasource Lt






OPS/images/8102ch04.08.1.189.jpg
Please enter a root possuord (recomended)

Root passuord:
Confien passiord:






OPS/images/8102ch04.08.1.188.jpg
Please select a keyboard layout

Suiss French
Suiss Gernan
Torkish

s Dvorak
Uerainian

United Kingdon

Use the arrou keys to seroll

&






OPS/images/8102ch04.08.1.187.jpg
ESXi Found

The selected storage device contains an upgradable

) Install
) Upgrade

Choose whether to install or to

Use the arrou keys and spacebar to select an option.

(Esc) Cancel (Enter) 0K






OPS/images/8102ch04.08.1.186.jpg
Select a Disk to Install or Upgrade

B

torage Device capocity]

« Contains a WIS partition

Scanning. ..

Gathering additional infornation fron the sclected device.
This uill take a feu nonents.

(Esc) Cancel  (FL) Details  (FS) Refresh  (Enter) Continue






OPS/images/8102ch04.08.1.196.jpg
Configure. Nonagement Netuerk

Srimn

o select





OPS/images/8102ch04.08.1.195.jpg
[T p——

Configured Keyboord (S Defoult)

e [ root

Enter> 0 CEsc> Concel






OPS/images/8102ch04.08.1.194.jpg





OPS/images/new_-4-175.gif
Remote Control

VMuare ESXi®® .0 Installer

Reboot ing Server

The server will shut doun and reboot.

The process uill take a short tine to complete.






OPS/images/8102ch04.08.1.192.jpg
Mounting options for "129.40.180.84"

Selected Resources

© D oewce ]
O homamksoomriossaesis 10






OPS/images/8102ch04.08.1.191.jpg
Installation Conplete
E5X1 5.1.0 has been soccessfully installed

E5X1 5.1.0 uil1 operate in cvoluation mode for 60 dogs. To
ne E5K1 5110 o ter the cvaluat on pe 1od. oo st
register. for s Wiare produet Hicense. 1o sdninister your
scruer use. the usahere. Client o the Direct Control User
intertace

Remove the installation disc before reboot ing.
Reboot the server to start using ESXF 5.1.0

er) Mt






OPS/images/8102ch04.08.1.190.jpg
Confirm Inst

1

The installer is configured to install ESKI 5.1.0 on:
e omba32:CO:TOLD.

Marning: This disk uill be repartitionsd.

(Esc) Concel  (F9) Back  (F1D) Install






OPS/images/8102ch04.08.1.199.jpg





OPS/images/8102ch04.08.1.198.jpg
i —






OPS/images/8102ch04.08.1.197.jpg
B ot






OPS/images/8102ch05.09.1.73.jpg





OPS/images/8102ch05.09.1.74.jpg
[ r————

I oo

= [————
p—
e - Pt s

o ey At oy e

e
[ ———

[y ——






OPS/images/8102ch05.09.1.71.jpg





OPS/images/8102ch05.09.1.72.jpg
Avaable users: Account members:

- [SmariCioud Ertry Administator (aamin)
E |SmartCloud User 001 (SCE_User01)






OPS/images/8102ch05.09.1.77.jpg





OPS/images/8102ch05.09.1.78.jpg





OPS/images/8102ch05.09.1.75.jpg





OPS/images/8102ch05.09.1.76.jpg
il

e Admin projct

et prject 01

B ————

e






OPS/images/new_-4-222.gif
Netuork Settings
Global Options

Hostnane,DNS——Rout ing—

Nane
Ethernet Network Card [DHCP4






OPS/images/8102ch05.09.1.70.jpg





OPS/images/8102ch04.08.1.127.jpg
Set Terninal Type
The terninal is not properly initislized. Please enter 3 terminal type
and press Enter. Sone termnal types are ot supported in

hon-English Tanguages.

ibaa10l wioz vtz aixters
ibnals] tris20 Vi dttern
1baz161 tviozs vyse3 xtern
111950 650 1t
ve100 o0 sun
vi10 vysel00
Va0 vysesso

- Messages -
| 1¢ the next scraen 15 unreadable, press resk (Ctrl-c)
8 help 7 | to return to this screen.
|
25> choice [): success
vt10d






OPS/images/8102ch04.08.1.248.jpg
R ———






OPS/images/8102ch04.08.1.126.jpg
Overwrite Installation Summary

isks: hdisko
Utural Comvention: en_US
nqual LS
yboard: _en S

FS2 File Sysfems Created: Yes

raphics Softvare: Yes
Sten Managenent Client Softvare: Yes

Enble systen Backups to install any systen: Yes
lected Edition:  standard

tional Softvare being installed

5> 1 Contine vith Install

WARNING: Base Operating Systen Tnstallation vill
destroy or impair recovery of ALL data on the
destination disk hdisko. N

o telp 7 i
9 Previous Menu |
I

> choice (1]: 1l






OPS/images/8102ch04.08.1.247.jpg
AcceptEuLa Center Database:






OPS/images/8102ch04.08.1.125.jpg
Installation and Settings

ither type 0 and press Enter to install with current settings, or type the
wsber of the setting you want to change and press Enter.

1 Systen Settings.
Method of Installation.............Nev and Complete Overwrite
Disk Where You Want to Tnstail,. .. hdisk

2 Prinary Language Environsent Settings (AFTER Install)

Cultural Convention................English (United States)
Language Englich (United States)
Keyboard _1.. 1111111 Englash (Uited States)
Keyboard Type Default

3 Security Model.......................Default
4 More Options (Softvare install options)
5 Select Edition Standard
> 0 Tnstall vith the current settings listed above
& Help 7 | WARNING: Base Operating Systen Installation will
9 Previous Menu | destroy or impair recovery of ALL data on the

destination disk hdisko.

e o






OPS/images/8102ch04.08.1.246.jpg
vy Toconkur i vl apiance with st P aress,you st st conkors e

o To 6o . cancel etz o e nowork adress S 300 st
enpms cpeeen. e ot G he horrams i conkgures. et auncn st compies i 2005
oatbaso somnas s

e osiname s aready contgurs, oo 6ot w10 s s B adress,

seect an opton below
R PRyt
* Upgrasepomprevious version

Use deou 550 contguraon

Upioad conturaton e

N Browse

[Rp—






OPS/images/8102ch04.08.1.124.jpg
> 1 Type 1 and press Enter to have English during install
2 Entreu 21 premeu Intro per veure la instal lacié en catal
3 Entrez 3 pour effectuer 1'installation en francais.
3 For Tnstallation in deutscher Sprache 4 eingeben
und die Eingabetaste drucken.
5 Innettere 5 e premere Invio per 1'installazione in Itsliano
6 Digite 6 o pressione Enter para usar Portugués na instalacio.

7 Escriba 7 y pulse Intro para a instalacién en espafiol

o Help 7

b e






OPS/images/8102ch04.08.1.245.jpg
AccenEuLA P
Contgur Optons VMARE END USER LICENSE AGREEMENT 6
ok PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE
pr— AGREEMENT SHALL GOVERN YOUR USE OF THE SOFTWARE,

- REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
Achie iecin 2055 | THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: _5Y DOWNLOADING, INSTALLING,

o ‘OR USING THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY)
AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT (*EULK") IF YOU DO NOT AGREE TO THE TERMS OF
THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL, OR USE THE
SOFTWARE, AND YOU MUST DELETE OR RETURN THE UNUSED
SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN
THIRTY (30) DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF
ANY, THAT YOU PAID FOR THE SOFTWARE

the Software for

S

EVALUATION LICENSE. 1f You are licensing






OPS/images/8102ch04.08.1.123.jpg
n order fo access
panagenent consale

he terainal, you nust first authenticate vith the folloving
0.160.65

User 10: USERI]
password.
Connecting. .. Connec

1 successfu






OPS/images/8102ch04.08.1.244.jpg
VMware vCenter Server Appliance






OPS/images/8102ch04.08.1.122.jpg
The web site's certificate cannot be verified.
Do you want to continue?

Name:  129.40.180.66
Publisher: UNKNOWN

") [Bways trust content from this publisher)

s | (D

The certificate camnot be veliedby atrusted i oyeo e






OPS/images/new_-4-225.gif
Netuork Settings
Global Options—Overvieu—Hostnane,DNS——Rout ing—

Default Gateway

Iﬁnutlng Table

lDestlnatlnanateuag|Netmask|Deulce|ﬂptlnns ]
[AddITEdit1IDelete]

[ 1 Enable IP Forwarding

[Helpl [Back] [Cancell Lok






OPS/images/8102ch04.08.1.121.jpg
Selecta pflebeow 0 acvat e veualsener v
[P p—

Vialsenerpoties  Orgnapote

Advancea

8 Open a i waon or consoe sesson
) Mo vsiprote

ok, | [ cancel.






OPS/images/new_-4-224.gif
Netuork Settings
Global Options——Overview
Hostnane and Domain Name—

Hostnane DNS——Rout ing—

Ix] Change Hostname via DHCPNo interface with dhcp
[ 1 Assign Hostname to Loopback IP

Modify DNS configuration Custon Policy Rule

Use Default PolicyRfifiis [0 7 [0 (i ifiiiis

Name Servers and Domain Search List—
Name Server 1 Domain Search—

129.40.106. 1lllllllllllllllllllllll localdon

Name Server

Nane Server 3

Hostnane Domain Nane
veenter {EHRERRNRRRRRRERRRRRARRREAE DA AR R R

[Helpl [Back] [Cancell Lok






OPS/images/8102ch04.08.1.120.jpg
Gioups > A1 Sstms (Vi Memiers)

R 7] | sesmnpeue Py
Soea | vare St olmes  olmewm o
1§ ek sy | Vomsver | ok B
g ross_swamzrono vos: | vmrsener  @ox Box
A ___I
D senemernis] ToomyPeweaves T3
O | derenene] cucmm = [T o
O dEEnereriel  curge emape = | |
0 @ - encrsss | Wk B
) otstmpombo] _Pomaenty Dot VSt o T3
D §oespmed s »fener | |
0§ Berotsime]  Adorsien P oo o
9 5em0s pom et Box
0 ertn o O 4
ERLS {
O Qoesoonnd e Contmton )
O ersoonn] S S et )
Serce s o D






OPS/images/new_-4-223.gif
Network Card Setup
General—Address—Hardware——
Device Type Conf iguration Name
EtnernetLERREIEINNEAANE: ethﬂllllllllllllllllllllllllllllllllllllllll
() No Link and IP Setup (Bonding Slaves) [ 1 Use iBFT values
( ) Dynamic Address

DHCPEEREEEEAER: DHCP version 4 onlyfEREEES:
(x) Statically assigned IP Address
IP Address Subnet Mask Hostname

129.40 212108 BNNANN 255255255 224 AN TS |41
Iﬁddltlnnal Addresses—

lﬁlias Name | IP Address |Netmask ]
[AddITEdit1Delete]

[Helpl [Back] [Cancell [Next]






OPS/images/8102ch05.09.1.68.jpg





OPS/images/8102ch05.09.1.69.jpg





OPS/images/8102ch04.08.1.129.jpg
Accept License Agreements

Type or select values in entry fields
Press Enter AFTER naking all desired changes.

Fi-telp Fa-Refresh Fa<Cancel
Escis-feset Escy-Comnand Esca7-Edit
EsceOaExit EnterDo

(entry Fields]
bl

FasList
Escia-Inage






OPS/images/8102ch04.08.1.128.jpg
Software License Agreements

Move cursor to desired iten and pres Enter.

e e renerts

Flatelp F2-fefresh Fa-Cancel
Escro=Shell Esc4OmExit Enter:

Escsa-Tnage






OPS/images/8102ch04.08.1.249.jpg
accestEuLA

Contiure Options

 Contgunng saabase
V Contgunng 550
7 Stringvcontr erver

G






OPS/images/8102ch04.08.1.094.jpg
General | Advanced

[pe—

e
Vit | ETHEET DS 2]
e [ View Viral hetwork.. |
& i scopter s reqres for it sever sctvation.
Vi Tpe 6 & 3
VSt e verson )
VSt ooger i ]

ece setings

Select s ption o allow adstiona virtual LAN IDsfo th adapter

@ sece 002,10 compative adapter
Maximum rumber of VLANS: 20

Ada VAN 0 .|
Adational VUANS I05: 4052 - (Remave)
‘Shared Ethernet Settings.

Selec Ehemet bridging o lnk (bidge) the virtual Ethemet t 3 physicl necwork

& use s adapterfor Ethemet rdging
Procty: (] (1er2)






OPS/images/8102ch05.09.1.62.jpg
ou ar n: Users » New Usar

Projects et
Requests. —
a1
=
—

“Conim password:

“Emai address:
sco_userd1 @exampie com
 Send notfcatons about worioads and othr sverts

Has administrator pvioges
Timezone:
(GMT.0500) AmercaiNow York

Language:
Engheh (Unted Sttes)






OPS/images/new_-4-83.gif
Virtual LANs

eV Ve e Ve et fr e 5 Ve et e i e o i Y
v

Virtual servers

Select a virtual local area network (VLAN) to manage. You then can view configuration details for the VLAN and select management tasks for the VLAN.
Select | VLANID Bridge
PR 7895 SN1027368_VIOS1(ent0)
O |a0s2 7895 SN1027368 VIOS1(ent0)
Total: 3, Selected: 1
Details

‘Shared Ethemet Adapters
Virtual server Virtual Adapter ‘Shared Adapter priority. vios
7895_SN102736B_VIOS1 ents(siot 3) entO(U7BAE.001.WZS0156-P1- 1 7895_SN102736B_VIOS1
I ) ) (S
Total: 1, Displayed: 1 Total: 1, Displayed: 1






OPS/images/8102ch05.09.1.63.jpg





OPS/images/8102ch04.08.1.092.jpg
A

roaeg






OPS/images/8102ch05.09.1.60.jpg





OPS/images/8102ch04.08.1.093.jpg
General | Advanced

Vi etneret saspter

e [
Vil st | ETHERNETODefaut) 2

L LI View Virus Networ.
' s dapter s reuired fo il server ackvotion.
v

VSt Type Version:

Vi Manager 16|

1e€e setings

‘Selec s opio to alow aditons! virtual LANIDs for the adater

9 1ecE 502 10 compative asaper
Maximum umber of VLARS: 20
Ada VLN D: ( )]

Adstions! VLANs IDs:

Shared Ethernet settings

‘Selec Ethernet bridging o nk (bndge) the virtualEthrnetto a physcal network
& Use this acapter for Ethemet bridging
pronty:(q)(1er2)






OPS/images/8102ch05.09.1.61.jpg
@ 1oM smartcioud Enry

Yoou aro i Users» Now User

praspe
=
] I
Requests. Sama:
R

“Confim password:

Emall sdress:

et ntfications about wkioads and othe events
Has saminstator prveges

Timezone:

(GMT-05:00) Americaitow Yk

Language:
Engish (Unted Staes)






OPS/images/8102ch04.08.1.098.jpg





OPS/images/8102ch05.09.1.66.jpg
o s






OPS/images/8102ch04.08.1.099.jpg





OPS/images/8102ch05.09.1.67.jpg
[——————






OPS/images/new_-4-84.gif
Select 3 virtual local area network (VLAN) to manage. You then can view configuration details for the VLAN and select management tasks for the VLAN.

Select | VIANID Bridge
o |t 7895 SN1027368_VIOS1(ent0)
O |as2 7895 SN1027368 VIOS1(ent0)

Tota: 3, Selected: 1

Virtual servers ‘Shared Ethemet Adapters
irtual server Virtual Adapter ‘Shared Adapter priority. vios
7895_SN102736B_VIOS1 entd(siot 2) entO(U7BAE.001.WZS0156-P1- 1 7895_SN102736B_VIOS1

Total: 1, Displayed: 1 Total: 1, Displayed: 1






OPS/images/8102ch05.09.1.64.jpg





OPS/images/new_-4-85.gif
Select 3 virtual local area network (VLAN) to manage. You then can view configuration details for the VLAN and select management tasks for the VLAN.

Select | VIANTD.

Bridge.

E

7895_SN102736B_VIOS1(ent0)

O a1

7895_SN102736B_VIOS1(ent0)

Total: 3, Selected: 1

Detalls
Virtual servers ‘Shared Ethenet Adapters
Virtual server Virtual Adapter ‘Shared Adapter vios
‘entO(U7BAE.001.WZS0156-P1- 7895_SN102736B_VIOS1

7895_SN102736B_VIOS1

Total: 1, Displayed: 1

ents(siot 3)

Total: 1, Displayed: 1






OPS/images/8102ch05.09.1.65.jpg
1BM SmartCloud Entry

You s i » New Project

Create a now profct

Users “Name:
'SCE_Project 001

Roguests

Accounts






OPS/images/8102ch04.08.1.130.jpg
connand: B

stdout.

‘COMMAND STATUS

stderr: no

Before conmand completion, additional instructions msy appear belov.

Fi=telp
Esci8-Tnage
neFind Next

Fa-Rofresh
Escieshell

FaCancel
Esci0eExit

Escss=Connand
7eFind






OPS/images/8102ch04.08.1.251.jpg
) s e






OPS/images/8102ch04.08.1.250.jpg
=






OPS/images/8102ch04.08.1.090.jpg
Summary

Yo ar o ey o et the image reposton.

Reposiory ame:
700, ImegeRepesry

gt Syt
Fnc2 g st com

Stonge:
Stope _masiono
Storage ocaion Sorwize V70002076 3670008 M

Ton B 3795






OPS/images/8102ch04.08.1.091.jpg
Shared Ethernet Adapter

Vvios.

/O bay1 /O bay 2

virtual machines.






OPS/images/8102ch04.08.1.138.jpg
o varsic
opyright ToM corparation, 1962, 2011

. N :






OPS/images/8102ch04.08.1.259.jpg
e (o] e ||






OPS/images/8102ch04.08.1.137.jpg
Wove cursor to desired Sten and press Enter

Set Dste and Tame
Set oot Pasevord

Configure Retvork Communications

Install Softvare Applacations

Sjaten Workload Parsstion Softvare Maintenance

Ui ST o

Fi-sel Fasetresh Facancel
Eacrmamnoll Eacoent iy






OPS/images/8102ch04.08.1.258.jpg
Contiure ockdown Hode
ey vhenr s s e v fr st

Coacim s

Lo e
—— e st st remte s famoomg ety
Lockdoun Hode

rode e
s T ot ol e s o o e
el tertiapeary

ifpsswesearetatiodo eme b rmdnt Youon rfore
3t mee b by v e st Contrasn
e ety

[Rr—






OPS/images/8102ch04.08.1.136.jpg
o) STATLS

command: B stdouts yes suderr: o

efore command conpletion, additional. instructions aay appear below

e 1061
openssh. base. server 80 =
opencah bace clent 5580 Roor
openceh. bace. server 380, Foor
opensah.neg.on. 5 350 i
opencah. nan enl e e

File /etc/grom has been soditied
File /etc/pass has been Rodfsed

SRy aucess
Y s
WY s

ove or more of the files Listed in /ete/check_contig. files have changed

See Jvar/adn/ras/contsq. Gt for detaits
'

lzorron

F1-vlp Farafresh Fancel
scia-Tasge ittty ettt

Find Next

»

Escso-comand
e






OPS/images/8102ch04.08.1.257.jpg
s e
i et s

& oo g b ot
=% o TR
R






OPS/8102cover.jpg
Implementing
IBM SmartCloud Entry on
IBM PureFlex System

Introducing IBM PureFlex System and
cloud

>
Installing IBM SmartCloud Entry
hardware and software

" Configuring and using IBM
SmartCloud Entry

Mike Buzzetti
James Kuchler
Charlie Lawrence
Rick Lemelin

Jim . Suto

Sean M. Swehla

ibm.com/redbooks RedbOOks





OPS/images/8102ch04.08.1.135.jpg
Install Software

e o select values in entry fields
ress Enter AFTER aaking 3L desired changes.

iroe1
+ DT gevice s girectory for softuare

PREVIB only? stall operation will MOT occur)
COMIT softvare wpdates?

SHE replaced files?

AUTOHATICALY install requisite softvare?
EXTBD file systons 1f space neeied?
OVEMAITE Ssné or never versions

VEIFY instsll and chack file sires?
Include corresgonding LINGUAGE filesets?
CETATLED output?

Process sultiple voluses?

SCEET e Ticanse sqressents?

ivre. 1
1l Fasatresh Fascancel
csmrusot Ercvoelomand  Bscor-enit

cromshell Escaonbit Enterado

entry Fiets)

soevrcch

i

yes

e

I

e

i
Fanist
Ecsiasge






OPS/images/8102ch04.08.1.256.jpg
Mot normation
e e et frmaton o e o

SRS ————
rrrry
i

esiog.
e £ 510 buld 9573






OPS/images/8102ch04.08.1.134.jpg
Install softvare

Type or select 3 value for the entry field
Press Enter’ AFTER raking all desared changes

(entry Fiolds]
e e s aiecton oot d i

x
sty Fasatreen Escancel Foist

Excos-peset Eicoocomand  Excor-edit Escsontnge
Escaa-thell Escanbrit Enter-to






OPS/images/8102ch04.08.1.255.jpg
Specty Connectonsetings
i e o s o vt 0ot

e vty bty et
TSt unbaer

AL BB SACHOF I A 1398
0 e e i crnecng s
o Yes"fyou st st T sbove formaton 1t

ERhp ot et
o Yot ot comacin o et t .

Jo o s e






OPS/images/8102ch04.08.1.133.jpg
Minmsus Configuration & Startup
To Delete existing configuration data, please use Further Configuration menus

Type or select values in entry fields.
Press Enter AFTER naking all desired changes

(el
+ HosTNE
* Internet ADORESS (dotted decinal)
Netork MiSK (dotted decinal)
+ Notvork INTERFACE
NAMESERVER
Tnternet ADCRESS (dotted decinal)
DOMAIN Nare

Rae

Cost.
Do fctive Dead Gatevay Detection?
(moee...21

[entry Fields]

Fi-elp F2sfefresh

FasList
EsciS-esot Esc6-Connand Esci7-Edit Escsf-Tnage
Escio-shell Escubxit Enter=00






OPS/images/8102ch04.08.1.254.jpg
KA

Specty Connection settnos
Tioe e s sd o vt o o

e e P s of e st 0 v,

L e

pe—
i e st s et e ot s Gt

e o e o i e

Pt [

==






OPS/images/8102ch04.08.1.132.jpg
I

Tonfigure Network Communications

e cursor to desired item and press Enter.

P/Ip Start
4dd a Hostnane to Access Other Systems
Start s

Mount 2 Renote File Systen

Further Configuration

Use OHCP for TCPIP Contiguration & Startup

available Netvork Interfaces

Move cursor to desired iten and press Enter

enl " Standard Ethernet Retwork Interface
et0  IEEE 502.3 Ethernet Network Interface
etl  IEEE 8023 Ethernet Network Interface
FlHelp F2-fefrash FasCancel
Escro=Tnage Esca0=Exit Enter=0o

J<Find neFing Next






OPS/images/8102ch04.08.1.253.jpg
Specty Commectionsttings
e e rformaton d o conect o s,

p—
e e o 3 s of et 10 o

L —

P—

e e samnate st clormston for vt e Gt
e e ot s st

e —
P EE—






OPS/images/8102ch04.08.1.131.jpg
Installation Assistant

Move cursor to desired iten and press Enter

Set.raot Password

Configure Netvork Communications

Install Software Applications

Systen Workload Partition Softvare Maintenance
Using SMIT (anfornation only)

Tasks Conpleted - Exit to Login

Flselp F2-fefresh Fa-cancel
Escs9uShell EscsOmExit Entersdo

Esci-Inage






OPS/images/8102ch04.08.1.252.jpg
e st s meing p e o s 60n0 3

P p—






OPS/images/8102ch05.09.1.59.jpg
Welcome to IBM SmartCloud Entry

IEM.

Fot passvor | et s






OPS/images/Screenshot_from_2012-11-06_150441_CROPPED_fig4-77.gif
V' Welcome
¥ Name

Target
v System
o storage

Summary.

144 Page 1of 15 ¥

1

»

Selected: 1 Total: 1 Filtered: 1





OPS/images/8102ch05.09.1.57.jpg





OPS/images/8102ch05.09.1.58.jpg
Driagueney Plkey: Shdomn deporments

[P ——

oo o con b 2 50 e sl iy e ot nc o o Logd 4

S gl gl






OPS/images/8102ch04.08.1.139.jpg
this release of e ALK OpErating Syetes

steanti -3
10:f1595-16060063, 60-UP, GRCADCAST WTRAILERS, FLANING, SIVPLEX MATLCAST, GROUF|
AT, GEOSM OFHLOMD (KCTIVE), RATND.

Snet 120,40, 21,200 netesék 0cf1111eD brosdcast 129.40.21.223

ep sendspace 252144 tcp recvspace 292144 1101323 |
l00: 1ags-s0084 O, GRORDCALT,LOGPEACK, FLANING. SINPLEY, MATLCAST, GROLFRT, o4
IT, LIRESEND, GHTi

Tnet 127.0.0.1 neteask 01000000 broadcast 127.255.255.255

iep sendspace 131072 tep_recvspace 131072 rfe1323 1
ping 129.40.21. 222
1 1204021 222, (12940212200 55 du bytes
4 bytes Tro 129.40.20,222, 16ap.seaeD 11R255 timesd w5
4 bytes fro 129.40.21.222! icap_seqel tH1e285 timesd 15

129.40,21,222 ping statistics
2 packots transaitied, 2 packets received. O packet loss
rognd-tr win/ava/as - 0/0/0 82






OPS/images/Screenshot_from_2012-11-27_15_20_20_CROPPED_fig4-123.gif
‘Select a discovery option:

Snge Pvéaddess 3]
1P address:

28] [0 ] fox_].[208

Select the resource type o discover:

- |
Discover Now
‘Schedue.

"Discovered Manageable Systems:

Acions
Name 3 | Dscovera 1 | TP ¢ [Acess o | Pubens
CRu2ss021200 New Operatng Sysem | @toaess | HOK






OPS/images/new_-4-122.gif
Use system discovery o discover manageable resources now or schedu your discovery o runlate You can discover a fesource for a single 1P address or host name, discover resoures of the same fype fora range of P addresses, or use
discovery profe. Discovery profies enable you o customize discoveres, incuding importing IP adresses, and fequesting access {0 and colcting nventory for the discovered resources.

® Leam more about usng discovery
Selecta dscover option
T — |
1P adtress:
29 ][0 ./ )-8

‘Select the resource typ 10 discover:

LI

Avarced Tasks

Create new profie:
Manage discovery prfies.
Discovery jobs






OPS/images/8102ch04.08.1.260.jpg
— " o

5 ssmessonn B oo P
3 e B

el






OPS/images/new_-4-131.gif
1294021209

1294021208

1294021209

129.40.18087
120.4018087

129.40.180.65, 680.0:0:0:Sef el Tdae.

gjgojgojgojgojgogoigo






OPS/images/8102ch04.08.1.148.jpg
1-27 15:47:16,253) INFO: (0al35405289. 25 OVERALL STATUS For 'vs0!

essful

2012-11-27 15:47:16,275) INFQ: Resetting operating systen
5:47.16 Cleaning 4R and AP directories

20121127 15:47:16, Shutting down the systen

Brosdcast nessage from rooteAIX7)_template (tty) at 15:47:17
shutdown: PLEASE LOG OFF NOW 11

Systen naintenance 15 in progress.

A1 processes vill be killed nov.






OPS/images/8102ch04.08.1.147.jpg
[0Q1354052547. 1] OVERALL STATUS For 'vs0': Not A

15:42:27,118] INFO: Resetting operating systea
[2012-11-27 15:42:27,131] INFO: Cleaning AR and AP directories
(2012-11-27 15:42:27,141] INFO: Shutting down the system






OPS/images/8102ch04.08.1.146.jpg
File Edit_Font Encoding Opti
e e /131367 16






OPS/images/Screenshot_from_2012-11-27_15_24_34_CROPPED_fig4-127.gif
Exp

ATKEORI0Z

Display Propertes | | Close Message

“The following ob has been created and started successiuly: Colect Inventory - November 27, 2012 3:24:43 PM EST

Groups > Al Systems (View embers)

| | e =
= olts ol  o|mIo
O | & 78 snioz7368_viost ViuaiSener | [@OK Box
O | & 7955 swiozrsas_viost v @oc Box
JEETHERNETO BA7835 22X 1027368, Wox Hox
D SR Bw s A2 1027380 St Box Box
R —— Swen Box Box
0 @ SysemCrasss | @OK Box
O | Eeismpbmbosteom Fam Box Box
m | e—mrrwen & =] Wo Wox






OPS/images/Screenshot_from_2012-11-27_15_24_26_CROPPED_fig4-126.gif
urce Explorer

Groups > Al Systems (View Members)

Reiors ] | [seaeh o b Searn

Topology Perspeciies

>

addto

Coieci vniay

x-1027308

Clar A Fiters
| Estson

s e S

[ |_cetecow I

wi s letected: 2 Totat 25 Fitered: 25





OPS/images/new_-4-125.gif
‘Specy the user D and password to authenticate Flex System Manager to one or more targetsystems. Then cick Request Access fo grant all authorized Flx System Manager users acoess o the arget system(s).

wserin:
oot

Passuord

Solcted tagets:

Name Access Tust S

Rizss021200 Hox 8ot epicabie

1 Page 101 > 1 ot 1






OPS/images/new_-4-124.gif
‘Specty the user D and password to authentcate Flex System Manager to one or more targetsystems. Then clck Request Access fo grant all authorized Flx System Manager users acoess o the arget system(s).

FuserD:
oot

Spassiord

=

Sokcted tagets:

Name Access Tust S

Ruzss021200 o acess 8ot eppicabie

W Pagetoti o [ e | ot






OPS/images/8102ch05.09.1.84.jpg
Vo ot

O






OPS/images/8102ch05.09.1.85.jpg
You ar i Recuests » 3901

acad roprove | Rt

- [

. orem

e Requester: '$08_user01 @example com
Nt Tom S50
i Tomsson
R e Yoo
e A0

» RequestDetats

+ Comments )






OPS/images/8102ch05.09.1.82.jpg
© Deployment ofappance AX Deploy 003 s blng ek pancing pprova.

AIXT1_appliance

state: o
Dmscrpton: e

Project SCE_Projet 001
Lastmoated: T2 724 PM
Version: "

Revision: "

Revision comments:

clov: Powsr Pucriex

Logs: Notoga founa.






OPS/images/8102ch05.09.1.83.jpg
SmartCloud Entry Administrator,
The SmartCloud Entry request has been modified. Request details:

Request number: "3901f"
Name: "Workload initiation"
Description: "

State: "Pending”

Comment

Thank you

“*This is a machine generated message, please do not reply.






OPS/images/8102ch05.09.1.88.jpg
Youe deployment AIX Deploy 003 ha been successEuly provisianed o the Clowt
Some: 120-10.21107

TS 0
oo phesera i e comtact your Clout asministrator)

You w11 nee o update SasceCloud atry with the ne oot sasswexd 4 oder € take smapahots of yoss deploymest
k. yu.

G Al e






OPS/images/8102ch05.09.1.86.jpg





OPS/images/8102ch05.09.1.87.jpg
SCE_User01,
The SmartCloud Entry request has been modified. Request details:

Request number: "3901"
Name: "Workload initiation”
Description: "
State: "Approvet
Comments:

[adnin|Wednesday, December 5, 2012) Approved request.

Thank you.

**This is a machine generated message, please do not reply.






OPS/images/8102ch04.08.1.152.jpg
[ rome % oummtin % moven e %[ caome %

o e
& Nome ety et o e i gt e

e s g coma il WSS, T, Do 23






OPS/images/new_-4-133.gif
Version Control

Summary

‘Welcome

‘Welcomo to the Capture wizard.

st iz o el youcapture  vietual s or workioad t creats vt sppince. Afer creatingthe virtual sppliance, yor cancuicty deply it nto your environmart
Bafor capturing a virtualserver o workiosd, iew th requirrmeptsfo your irtualzaton smvronent.

@capture rcpirements

Yo o guidod through the following asks:

« Naming thevietual appiance

= Selactingthe source vrtual server or workdoad

+ Spocitying additona nformation based on your seurce selection

@ osen more sbout capturing victual ppiances

& Show this Welcome page next time.





OPS/images/new_-4-132.gif
Groups > Al Systems View Members)
R v | [Seach e Seaen
Sekct | Name 5 we o Ao o Povers o | Complance o | P Addeses
O |Guzssozizos Operting Sysiem | [@]fine @iromaon | WOk 1204021200
O | & 7a9_swaozrass_viost Viaisener | @K Hox Hox 1ss021202
O | @ 7e95_sni02rans _viost Viaisener | @K Hox Hox 1204021208
O | @ 7e9 snoerans_viosz Viarsener | @K Hox Hox 1284021207
Related Resources » ()
0 dEemenenois]  Topoogy Perspectues » pueen Hox Hox Hox 1204016082
O | diemverneros] ceate Gop buen Hox Hox Hox 1200018087
O | JEETHERNETLIE  Grange Defaut Proie = Hox Hox Hox 1284010087
0 |@ne Confgure MM Network bystemcnasss | @0k Hox Hox 129.40.180.65, 80000 SeTE e Tdne
O | Eaeismpomo| _Pemanenty Dekte VeuaiSener [ Box Hox Hox
O | § cemoapomand Addto  fener Hox Hox Hox 1€B0.000:3540B5MHIebE1T00, 800003645 IebE1701, 129.40.180.83, 168
O | § rem0spbmind Automaton ¥ bener ok ok ok 1e80:0:0:0:3640:b5tfebf:1638, 1e80:0:0:0:3640:05ftfebf:1839, fdBc:215d:178e:c0c
O |  cenospomnd ™" P erver [ Box Box 16B0:0:00:3640:0511ebf2164, eB0:0:0.0:3640:0511ebi2165, [dBC2150:178e:c0C
O | 1 centsmoom| x : berver Wox Box Box 10.30.1, eBO0:0:0 5efHeSHI769, eB0:0.0:05ef3 cltieSE4768, 129.40.180
O | Benzpomn Hox Hox 1204021202
L ‘System Status and Health » | Appliance D
Wpaeorz v 1] o 1 Groupes Wotiond
Manage Prfies
e Manage Virtual Server
Replace wih Reviion
‘Save Curent Confguraton
Sener o Storage Mapping View
Edit Location...






OPS/images/8102ch05.09.1.80.jpg
oo A G - proct. 862 P 991 Actcr: A8 A -

Namaa sawe  weon G Acntecre Descrpton
AXT_spplance  @OK 11 PovecPuwsrex  power e






OPS/images/8102ch05.09.1.81.jpg
I - I

ou ar i Applances » AT _sphanc » Dopoy

Ocptning A 71_opiance
L

P

= e

Project:
‘sce_proga 001 -

Expiraion Perio
‘ot expration ate

Basic Settings






OPS/images/new_-4-141.gif
‘What o deploy: Where to deploy:
1 Vitual applances 1 Existing vitual servers
2 Hosts and 0 sever system pools

‘Wh to capture:
0 Workoads.
1 Vitualservers and operating sysems

Where to store:
L Image reposiories

View active and schedued jobs
View vitual appliance versions
Create image repasiory

& | Opening System

§

o

14 Page1of1 b






OPS/images/new_-4-140.gif
What o deploy:
1 Vitual applances

What o capture:
0 Workoads.

Where to deploy:

1 Exsting vitual serers
2 Hosts and 0 senver system pools

Where to sore:
L Image reposiories

1 Vitualsenvers and operating systems

Vitual Appiances (View Members)

"Deploy vitual applance
Capture

Import

View active and schedued jobs
View vitual appliance versions
Create image repostory

|

[Search the table..

=

[ | [ommmamans’

‘Operating System

O | Byax71_applance

IBMAXT

V7000_imageReposiory Vitual Applance:

W< Pagelofl > [I | »

| Selected: 0 Total1 Fitered: 1

B
e S—






OPS/images/new_-4-139.gif
e ( crasssman. % { Resouce B x { capure %[ Actveand... X

Name: Capture vitual appiance - November 27, 2012 7:23:59 PM EST | Actions ¥

SR s o)

(Cick on job instance i the Name comn n order to view is ogs.

Job Instance.

Acions v | | [Search the table. Search
Skt | Name Status
W4Pagelofl»» [I |» | Sekced: 1 Totatl
Joblog

November 27, 2012 724102 PM EST-Level-200 MEID0-MSG: Sublask acivafon siatus changed to "Acive'.

November 27, 2012 7:24:02 PM ESTLevel:200 MEID0-MSG: Subtask actvaton siatus changed to "Acive’.

November 27, 2012 724:02 PM EST-Level-150 MEID0-MSG: DNZLOP411l Capturng vitualserver AIX71_{emplat to vitual appiance AIX71_applance n epastory v7000_imageRepostory.
November 27, 2012 7:24:03 PM EST-Level-150 MEID0-MSG: DNZLOPS12] Disk group to be captured: DG_11.27.2012-18:30.20.264

November 27, 2012 7:24:03 PM EST-Level-150-MEID:0-MSG: DNZLOPS00I Requesting SAN volume(s)

November 27, 2012 7:24:08 PM EST-Level-150-MEID:0-MSG: DNZLOP948] New disk group: DG_11.27.2012-19:28:08:311

November 27, 2012 7:24:08 PM EST-Level-150 MEID0-MSG: DNZLOP4131 The vitual applance is using disk gioup DG_11.27.201219:24:08:311 withthe folowing SAN volumes: [AIXT1_applance1].
November 27, 2012 7:24:08 PM EST-Level-150 MEID0-MSG: DNZLOP4141 The vitual server i using disk group DG_11.27.2012-18:30:20:284 with the folowing SAN volumes: [AIX71._termplate].
November 27, 2012 7:24:08 PM ESTLeveL-150MEID0-MSG: DNZLOPS0SI Copying disk images

November 27, 2012 7:24:09 PM EST-Level-150MEID0-MSG: DNZLOP409I Creating the OVF for the vitual applance.

November 27, 2012 7:24:11 PM EST-Level-150-MEID:0-MSG: Discovering Saftware irage where the Deby IDs 8"

November 27, 2012 72411 PM EST-Level-150 MEID0-MSG: Creating new container for the software image. The derby container D s 8"

November 27, 2012 7:24:11 PM EST-Level-200-MEID:0_MSG: Subtask actvation siatus changed fo “Complte".

November 27, 2012 7:24:11 PM ESTLevel-L MEID0-MSG: Job actvation siatus changed fo “Comple(e".

November 27, 2012 7:24:11 PM EST-Level:200 MEID:0-MSG: Subtask actvation siatus changed fo “Complte’.

'November 27, 2012 7:24:11 PM EST4 evet 100-MEID:0-MSG: Capture vitual appliance compiete.





OPS/images/Screenshot_from_2012-11-27_19_23_40_CROPPED_fig4-138.gif
Summary

ou are now ready to capture the virtual server or workload to create a virtual appliance.

Virtual appliance or workdoad details:

Vitual applance name: AIXT1_appliance A
Vitual appiance description

‘Source sener: AXTL_tempiate

Reposiory: V7000_imageReposiory

Disks:

DiskName AXTL_tempiate

Storage Senver 177895.22X°1027365

Size (4B) 40360

Compatble Yes

Incude Image Yes

Note: The virtualization manager will provids access to the target server so that it can be captured.





OPS/images/Screenshot_from_2012-11-27_19_23_30_CROPPED_fig4-137.gif
+/ Weloome
o Name
v s
Network
¥ Mapping

Version
< Control

Version Control

‘et the version information for the new virtual appliance.

1Fthe virtual server you want to capture is associated with a virtual appliance from a provious dep
virtual appliance. If the virtual server has no associated virtual applisnce from a previous deploym
you can select an existing virtual appliance to be the parent version of the new virtual appliance,

‘Selact the sction you want to take to set version information for the new virtual appliance:

Set the version based on the vitual appiance for

Which the vitualserver was orginally de

® Create a new version tree with the new vitual appiance as the root.

‘O Selecta vitual appiiance to b the parent version of the new vitual appliance.

B G [AIX 71 Caphure
€ 11 (Ax 7.1 Capture)





OPS/images/new_-4-136.gif
o o tin % s <[ e %

/ Wekcome.

o tame

v D
Network

 Mapping
Version Contral

Summary

Network Mapping

‘Specify a doscription to use for each virtual notwork

Network Mapping

| | e

Networc B

Description

Discovered-1-0

[Captured from vetualserver AIX71_template

Discovered-10910

W4 Pagetof1 > [1 | | Total2 Filtered:2

[Captured from vetualserver AIX71_template






OPS/images/new_-4-135.gif
ome X crss .. X e x. X[ cpare %

/ Welome.

/ Name

= Disks
Network Mapping
Version Control
Summary.

Disks

‘Spcify tho disks and disk imagos to bo captured. Selacting  disk captures information about the disk. Selacting  disk imago additionally captures the disk contents.

By default all compatible sk and their associated disk image contents are selscted for capture. Uss caution if you chooss to exclide a disk or disk image from the cay
‘virtual applisnce must contain everything it neads to create an operstional virtual server when it is deployed. For example, the operating system (boot) disk and image.

(® Lo more aout capturin disks s sk g

Diskcs and Imagos to Capture

| | e ]

W4 Pagatof1 > [1 | | Selected: 1 Totall Filtered:1






OPS/images/8102ch05.09.1.79.jpg
[p—

Welcome to IBM SmartCloud Entry

(Gt st o taking a ok bl s of h acons i you can sk wih your vl ppdnces nd wonkoads Onca
Yo ar recy, ik an acton 0 gt g,

= Ty

g | e
R it

= ViewRequests View Activity Reports.

e e iy






OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/8102ch04.08.1.061.jpg
e —

e £ fe—






OPS/images/8102ch04.08.1.062.jpg





OPS/images/8102ch05.09.1.30.jpg
Storsoe
e s o ot e e e

e
e e 'Y

= R e
@ oois s LivT Ch  MMMGE WES oo
P e ]
7 i e o s
s Coy T ]






OPS/images/8102ch04.08.1.060.jpg





OPS/images/8102ch04.08.1.065.jpg





OPS/images/8102ch05.09.1.33.jpg





OPS/images/8102ch04.08.1.066.jpg





OPS/images/8102ch05.09.1.34.jpg
Management Network”to VM Network™

“Customer Network"to VMNetwork”

-

6min_same = SmartCloud Entry Administrator

ethahost_name = sce

ethaip_addr = 1294021211

ehnnetmask = 255255255224

L second_network = Fase

ethLuse_dheo=ralse

etni ozt name -

ethup s =

ethinetmask

satenay = 120021222

dos_server1 = 123.40.106.1

dos_server2 = 129401062
main_name = pbrnshostcom

search_list mpmsbostazm

oto_server=






OPS/images/8102ch04.08.1.063.jpg





OPS/images/8102ch05.09.1.31.jpg
Disk Format
I whichformat do you want o stoe the vt dsis?

e
OUF Tengiste Detals
Nane and ocaten
st Custer
Siorage.

Disk Format

Avastie oace (G0):

€ Thik Proveion Lazy Zeoed
© Thik Proveion Eage Zeroed
@ Thnrovsen






OPS/images/8102ch04.08.1.064.jpg
T -]

- B
D o s sacarn v,
0 om s s s,

& i

e

rmiuasa hTe | sames wur sy






OPS/images/8102ch05.09.1.32.jpg
Whatneters o e desoyed tncite ?

Mt etk Lo i e O et o s 1 o ventry

o Toemme il
D T
Descromn:
[Maragenenttetar |
gl

Warning: Wl sourc netvorks re magped 1 et et Wetvork






OPS/images/8102ch04.08.1.204.jpg
Testing Nanagenent Netuork

Pinging address 11 (129.40.21.222) .
Pinging address 12 (129.40.105..1) o
Pinging address 3 (129.40.106 2) o
Res0ling hostnane (F3end3.pbn. ihast .com) o

CEnter> 06






OPS/images/8102ch04.08.1.203.jpg
Susten custons Test Ranogenent Metuorkc

View Syport tnfornation

et Synten Gt gration






OPS/images/8102ch04.08.1.202.jpg





OPS/images/8102ch04.08.1.201.jpg
Custon DNS Suff ixes

e [ pin_ihostcon

CEnter> 0K s> Concel






OPS/images/8102ch04.08.1.200.jpg





OPS/images/8102ch04.08.1.058.jpg





OPS/images/8102ch05.09.1.26.jpg
te Detai 1M SrriCoutEnty

Name and Locaton
2400

o cercne present

Ready to Complte

15

B






OPS/images/8102ch04.08.1.059.jpg
-






OPS/images/8102ch05.09.1.27.jpg
— MName:.

e S
Yo sdtocaton
Bl e can i 180 i o b i e e e
. Inventory Location:

Ready t Canplf |3—0 vosrar
[y Purerex






OPS/images/8102ch04.08.1.056.jpg
e s | T ) e )

°§ s ST e

|
T R SR ey

N SRk 20 SR o

Q’MM--—»M-&WMM

Q] /0 toduies - check and update Firmware






OPS/images/8102ch05.09.1.24.jpg





OPS/images/8102ch04.08.1.057.jpg
e e e | o TR
s

'Qﬁ-w—mm- Sy

t tanagerDomaln - select chasls o be Managed

1, e

O Lo






OPS/images/8102ch04.08.1.209.jpg
e

[ —

s

(e

i s e s ol e con ey e
1o ot oy e o s o s P

froers

ey o= |

[>—=]






OPS/images/8102ch05.09.1.25.jpg





OPS/images/8102ch04.08.1.208.jpg
TERCHIIS 1707811 8%E From vepherech

et 51078611 e o vt com

T Y ey
Dowriosd i TempraryFlder
Tt






OPS/images/8102ch04.08.1.207.jpg
D0y wart 0 o sav i the?

e et 51038111k
T Aspcaton, 378
Fo uspherechentvmware.com

[ - e

i st et cne ok e e cn
oy s S G0 e, 3 k.
e i o






OPS/images/8102ch04.08.1.206.jpg
VMware ESXi 5.1

Welcome

Getting Started
1 you nesd to access this host remtly, use the following

program to nstallvSphere Clent software. Ater running the
installr,sart the cent and og n to this host

+ Dowrioad vSphere Clent
To streamine your IT operatons with vSphere, use the ollowing
programto nstall vCanter. vCenter wil elp you consokdate and
optinize wordoad distrbution across ESX hosts, reduce new
system deployment tme from weeks to seconds, monkor your
irtualcomputing envronmet around the dac, avoid service
disruptions dus to planned hardware mantenance o inexpected
failure, cenralize access control and automat systam
sdmntraton task.

+ Dowrioad VMware vCenter
1 you necd more hep, please refer toour documentation Rrary:
+ VSphere Documentation

You are running 18M Customized Image ESXiS.1 (based on ESHI 5.1
Vrkermel Release Buid 799733 20120919)

+ 184 System x and BladeCenter with Viware

For Developers

For Administrators

Sphere Remote Command Li
+ Douriondthe s nsaer (a2

douriond e (or axomle, s
machne and vl ik e,

o Do, et e oo it






OPS/images/8102ch05.09.1.28.jpg
Host | Cluster
On whch ost o custer do you want 1 run the dployed terpite?

1294021204
129.4021.205

Ok Fomat
propertes
Ready o Complete






OPS/images/8102ch04.08.1.205.jpg





OPS/images/8102ch05.09.1.29.jpg
QUF Tengiate Detals ‘ 129.4021.208

 Host / Cluster.
Speche ont
Resource Pod
oropertes
Ready o Camplete






OPS/images/new_-4-48.gif
IBM Flex System Manager™ Welcome usemi | Problems|

Q o [compiince 0@ o)

Man %[ pdates...t) X

Checking for new updstes... 3¢ [ 518D

1f you have fimited or no Interet connectiviy, click Stop to instal updates from a different location.





OPS/images/new_-4-49.gif
1BM Flex System Manager™ Welcome UsERID | Problems 0@ o |compiance 0@ ol

E——





OPS/images/8102ch04.08.1.054.jpg
o [emotmce

ob |

T8 e e i o g






OPS/images/8102ch05.09.1.22.jpg





OPS/images/8102ch04.08.1.055.jpg
Mnager™ e el

e ey

. ot e - 1, 1 e [T

TN






OPS/images/8102ch05.09.1.23.jpg





OPS/images/new_-4-50.gif
Update

1t is recommended that you have a current backup of your critcal data before your update.
How do I backup and restore the 1BM Flex System Manager™

[ &=






OPS/images/8102ch05.09.1.20.jpg





OPS/images/8102ch04.08.1.053.jpg





OPS/images/8102ch05.09.1.21.jpg





OPS/images/8102ch04.08.1.215.jpg
‘VMVARE END USER LICENSE AGREEMENT

IPLEASE NOTE THAT THE TERIS OF THIS END USER LICENSE.
(GREEWENT SHALL GOVERN YOUR USE OF THE SOFTWARE,
IREGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE

NSTALUATION OF THE SOFTWARE.

MPORTANT-READ CAREFULLY: BY DOWHLOADI, WSTALUING, OR
IUSIG THE SOFTWARE YOU (THE WDIVIDUAL OR LEGAL ENTTTY)
Ofazeew e e kst

[P ————

[ e —c—-|






OPS/images/8102ch04.08.1.214.jpg
[Ty —
e e e ko e apeenrt et

pyright © 1988-2012 Viware, nc. All rghts reserved. This
roduct s protected by U.S. and interationalcopyright and
intellectualproperty laws. VMware products are covered by one
‘ormore U.S. Patent Numbers.

(D617,808, 617,809, D617.610, DB17.811, 6,075,938, 6397 242
16496 647, 6,704 925 6,711,672, 6,726 289, 6,138 601, 6,785 685,
16760.150. 5,795,066 6,890,022, 6,853 005 6940980, 6944 600
16961 806.6,061 0416 70562 7,017 041 7085,032 7,065 642
17.069.413.7.069.435 7082596, 7,069 377 7111086, 7,111,145






OPS/images/8102ch04.08.1.213.jpg
‘Wekcome tothe nstaation wizard for
hware vSphere Clot 5.1

e et ot e e G5

VMware vSphere
Client






OPS/images/8102ch04.08.1.212.jpg





OPS/images/8102ch04.08.1.211.jpg
VIRRSTE VSPREre CHEnt 51~ TRtallohield Wizard

B i s i
S o b e s






OPS/images/8102ch04.08.1.210.jpg





OPS/images/8102ch04.08.1.047.jpg
IBM Flex System Manager™

wer:

Password: [

el s repe o o 194 oparn s s 208 211 '
etk e 0 o e ek S e et






OPS/images/8102ch05.09.1.15.jpg





OPS/images/8102ch04.08.1.048.jpg
Betre 9M P Syt Manager ™ can manage your
e o e o tn il 41 o






OPS/images/8102ch05.09.1.16.jpg





OPS/images/8102ch04.08.1.045.jpg
b Attention: The web server is being restarted 85 part of the Setup process. Network setup and valation can take Up
0 15 minue, fter which the Seup process wil cortinue for approxemutely 30 minuces. I there ra network erors, you

W receve oifcation W 15 s, aer Which the S5 process can continue unatended. DO ot Gose I 5006
o rfresh your browser window:

i Planse wat whis e etk etings are bong spoid]






OPS/images/8102ch05.09.1.13.jpg





OPS/images/8102ch04.08.1.046.jpg
Current Time:Wed Oct 17 1348:16 EDT 2012

Warming: Do not reboot or power off the system until the system becomes Active.
“This process can take up t0 1 hour. Rebooting of powering off the system before

 becomes Active may cormupt the installation thus requi

Servr staus s nacive

a3 reinstall.






OPS/images/8102ch05.09.1.14.jpg





OPS/images/SS_from_4-201_16_00_50_new.gif
TinyXP [Running] - Oracle VM VirtualBox

Machine View Devices _Help

129.40.21.204 - vSphere Client

Fie Edit View Inventory Administration Plugins Help
B B [@ o > a7 meon b @ ey
& &

] 10,799733

rual

close tab [X]
What is a Host?
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