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    Preface

    One of the biggest challenges for companies today continues to be the cost of data storage, which is a large and rapidly growing IT expense. IBM® System Storage® N series incorporates a variety of storage efficiency technologies to help organizations lower this cost. This IBM Redbooks® publication focuses on two key components: N series deduplication and data compression. In this book we describe in detail how to implement and use both technologies and provide information on preferred practices, operational considerations, and troubleshooting.

    N series data compression and deduplication technologies can work independently or together to achieve optimal savings. We explain how N series data compression and deduplication work with Data ONTAP 8.1 operating in 7-Mode. We help you decide when to use compression and deduplication based on applications and data types to balance space saving against potential overhead. Optimization and usage considerations are included to help you determine your space savings.

    The team who wrote this book

    This book was produced by a team of specialists from around the world working with the International Technical Support Organization, Tucson Center.

    Larry Coyne is a project leader at the International Technical Support Organization in Tucson, Arizona. He has 28 years of IBM experience, including 23 in IBM storage software management. He holds degrees in Software Engineering from the University of Texas at El Paso and Project Management from George Washington University. His areas of expertise include client relationship management, quality assurance, development management, and support management for IBM Tivoli® Storage Software.

    Sandra Moulton is a Senior Technical Marketing Engineer at NetApp. Since joining NetApp in 2009, Sandra has focused almost exclusively on storage efficiency, specializing in deduplication and data compression; she has been responsible for developing implementation guides, technical white papers, reference architectures, solution and best- practice guides for these critical technologies. Sandra has over 20 years of industry experience, including performing similar functions at other leading Silicon Valley companies.

    Carlos Alvarez is a Senior Technical Marketing Engineer at Netapp. Carlos has been with NetApp since 2008, specializing in storage efficiency with deep-dive expertise in deduplication, data compression, and thin provisioning. He regularly provides guidance for integrating the most effective and appropriate NetApp storage efficiency technologies into customer configurations. With over 20 years of industry experience, Carlos has been called on to create numerous implementation guides, technical white papers, reference architectures, best practices, and solutions guides.

    Thanks to Matt Krill, IBM N series Technical Lead, for his contribution to this project.

    Now you can become a published author, too!

    Here’s an opportunity to spotlight your skills, grow your career, and become a published author—all at the same time! Join an ITSO residency project and help write a book in your area of expertise, while honing your experience using leading-edge technologies. Your efforts will help to increase product acceptance and customer satisfaction, as you expand your network of technical contacts and relationships. Residencies run from two to six weeks in length, and you can participate either in person or as a remote resident working from your home base.

    Find out more about the residency program, browse the residency index, and apply online at:

    ibm.com/redbooks/residencies.html

    Comments welcome

    Your comments are important to us!

    We want our books to be as helpful as possible. Send us your comments about this book or other IBM Redbooks publications in one of the following ways:

    •Use the online Contact us review Redbooks form found at:

    ibm.com/redbooks

    •Send your comments in an email to:

    redbooks@us.ibm.com

    •Mail your comments to:

    IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099
2455 South Road
Poughkeepsie, NY 12601-5400

    Stay connected to IBM Redbooks

    •Find us on Facebook:

    http://www.facebook.com/IBMRedbooks

    •Follow us on Twitter:

    http://twitter.com/ibmredbooks

    •Look for us on LinkedIn:

    http://www.linkedin.com/groups?home=&gid=2130806

    •Explore new Redbooks publications, residencies, and workshops with the IBM Redbooks weekly newsletter:

    https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?OpenForm

    •Stay current on recent Redbooks publications with RSS Feeds:

    http://www.redbooks.ibm.com/rss.html
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Basic concepts

    In this chapter, we review some basic concepts concerning data compression and deduplication, then describe how these technologies are implemented as part of IBM System Storage N series solutions. 

    Deduplication reduces the amount of physical storage space required by eliminating  duplicate data blocks within a FlexVol volume. Deduplication works at the block level on an active file system, and uses the Write Anywhere File Layout (WAFL) block-sharing mechanism. If a digital signature of a block matches another block in the data volume the duplicate block is discarded and its disk space is reclaimed.  

    The inline and post-process data compression features enable you to reduce the physical capacity that is required to store data on storage systems by compressing the data blocks within a FlexVol volume. 

    We explain how these features work with different types of files and how they work together to increase storage efficiency. Management of the features is enabled by configuring the operations to run automatically or according to a schedule. For additional details refer to the IBM System Storage N series Data ONTAP 8.1 7-Mode Storage Management Guide, GA32-1045.

    1.1  N series deduplication

    A key part of the N series storage efficiency offering is that N series deduplication provides block-level deduplication within the entire flexible volume. Furthermore, the N series Gateway, a network-based solution designed to be used as a gateway system that sits in front of third-party storage, allows N series storage efficiency and other features to be used on the third-party storage.  Essentially, deduplication removes duplicate blocks, storing only unique blocks in the flexible volume and creating a small amount of additional metadata in the process (Figure 1-1). 

    Notable features of N series of deduplication include: 

    •It works with a high degree of granularity, that is, at the 4 KB block level. 

    •It operates on the active file system of the flexible volume. Any block referenced by a Snapshot copy is not made “available” until the Snapshot copy is deleted. 

    •It is a background process that can be configured to run automatically, be scheduled, or run manually through the command line interface (CLI), N series Systems Manager, or N series OnCommand Unified Manager.

    •It is application transparent, and therefore it can be used for deduplication of data originating from any application that uses the N series system. 

    •It is enabled and managed using a simple CLI or GUI such as Systems Manager or OnCommand Unified Manager.

    [image: ]

    Figure 1-1   How N series deduplication works at the highest level 

    In summary, this is how deduplication works. Newly saved data is stored in 4 KB blocks as usual by Data ONTAP. Each block of data has a digital fingerprint, which is compared to all other fingerprints in the flexible volume. If two fingerprints are found to be the same, a byte-for-byte comparison is done of all bytes in the block. If there is an exact match between the new block and the existing block on the flexible volume, the duplicate block is discarded, and its disk space is reclaimed.

    1.1.1  Deduplicated volumes

    A deduplicated volume is a flexible volume that contains shared data blocks. Data ONTAP supports shared blocks in order to optimize storage space consumption. Basically, in one volume, there is the ability to have multiple references to the same data block. In Figure 1-2, the number of physical blocks used on the disk is 3 (instead of 6), and the number of blocks saved by deduplication is 3 (6 minus 3). In this document, these are referred to as used blocks and saved blocks. 
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    Figure 1-2   Data structure in a deduplicated volume

    Block pointers are altered in the process of sharing the existing data and eliminating the duplicate data blocks. Each data block has a reference count that is kept in the volume metadata. The reference count will be increased for the block that remains on disk with the block pointer; the reference count will be decremented for the block that contained the duplicate data. When no block pointers reference a data block, it is released. 

    The N series deduplication technology allows duplicate 4 KB blocks anywhere in the flexible volume to be deleted, as described in the following sections.

    The maximum number of times a particular block can be shared is 32767, that is, a single shared block can have up to 32768 pointers. This means, for example, that if there are 64,000 duplicate blocks, deduplication would reduce that to only 2 blocks.

    1.1.2  Deduplication metadata

    The core enabling technology of deduplication is fingerprints. These are unique digital “signatures” for every 4 KB data block in the flexible volume.

    When deduplication runs for the first time on a flexible volume with existing data, it scans the blocks in the flexible volume and creates a fingerprint database, which contains a sorted list of all fingerprints for used blocks in the flexible volume.

    After the fingerprint file is created, fingerprints are checked for duplicates. When duplicates are found, a byte-by-byte comparison of the blocks is done to make sure that the blocks are indeed identical. If they are found to be identical, the indirect block‘s pointer is updated to the already existing data block, and the new (duplicate) data block is released. 

    Releasing a duplicate data block entails updating the indirect block pointer, incrementing the block reference count for the already existing data block, and freeing the duplicate data block. In real time, as additional data is written to the deduplicated volume, a fingerprint is created for each new block and written to a change log file. When deduplication is run subsequently, the change log is sorted, its sorted fingerprints are merged with those in the fingerprint file, and then the deduplication processing occurs. 

    There are two change log files, so as deduplication is running and merging the fingerprints of new data blocks from one change log file into the fingerprint file, the second change log file is used to log the fingerprints of new data written to the flexible volume during the deduplication process. The roles of the two files are then reversed the next time that deduplication is run. (For those familiar with Data ONTAP usage of NVRAM, this is analogous to when it switches from one half to the other to create a consistency point.) 

     

    
      
        	
          Note: When deduplication is run for the first time on a flexible volume, it still creates the fingerprint file from the change log.

        
      

    

    Here are some additional details about the deduplication metadata: 

    •There is a fingerprint record for every 4 KB data block, and the fingerprints for all the data blocks in the volume are stored in the fingerprint database file. 

    •Fingerprints are not deleted from the fingerprint file automatically when data blocks are freed. When a threshold of 20% new fingerprints is reached, the stale fingerprints are deleted. This can also be done by a manual operation from the command line. 

    •In Data ONTAP 8.1 and later, the deduplication metadata for a volume will continue to be located inside the aggregate; however, a copy of this will be stored in the volume. The copy inside the aggregate is used as the working copy for all deduplication operations. Change log entries will be appended to the copy in the volume. 

    •During an upgrade from Data ONTAP 8.0.X to 8.1, the fingerprint and change log files are automatically upgraded to the new fingerprint data structure. 

    •In Data ONTAP 8.1 and later, the deduplication metadata requires a minimum amount of free space in the aggregate equal to 3% (fingerprint plus change logs) of the total logical data written for all deduplicated flexible volumes. Each flexible volume should have free space that is 4% of the total data space, for a total of 7%. 

    •The deduplication fingerprint files are located in both the volume and the aggregate. This allows the deduplication metadata to follow the volume during operations such as volmove or volume SnapMirror (VSM). If the volume is moved using volmove, the next time deduplication is run it will automatically create the aggregate copy of the fingerprint database from the volume copy of the metadata. This is a much faster operation than completely recreating all the fingerprints.

    1.1.3  Deduplication metadata overhead

    Although deduplication can provide substantial storage savings in many environments, a small amount of storage overhead is associated with it. In Data ONTAP 8.1, the deduplication metadata for a volume will continue to be located inside the aggregate; however, a copy of this will be stored in the volume. The guideline for the amount of extra space that should be left in the volume and aggregate for the deduplication metadata overhead is as follows: 

    •Volume deduplication overhead. For each volume with deduplication enabled, up to 4% of the logical amount of data written to that volume is required to store volume deduplication metadata. 

    •Aggregate deduplication overhead. For each aggregate that contains any volumes with deduplication enabled, up to 3% of the logical amount of data contained in all of those volumes with deduplication enabled is required to store the aggregate deduplication metadata. 

    For example, if 100 GB of data is to be deduplicated in a single volume, there should be 4 GB of available space in the volume and 3 GB of space available in the aggregate. As a second example, consider a 2 TB aggregate with four volumes, each 400 GB in size, in the aggregate. Three volumes are to be deduplicated, with 100 GB of data, 200 GB of data, and 300 GB of data, respectively. The volumes need 4 GB, 8 GB, and 12 GB of space, respectively, and the aggregate needs a total of 18 GB of space available in the aggregate, calculated as follows: (3% of 100 GB) + (3% of 200 GB) + (3% of 300 GB) = 3 + 6 + 9 = 18 GB. 

    The primary fingerprint database, otherwise known as the working copy, is located outside the volume, in the aggregate, and is therefore not captured in Snapshot copies. The change log files and a backup copy of the fingerprint database are located within the volume and are therefore captured in Snapshot copies. Because the backup copy of the fingerprint database within the volume has new fingerprints appended but not sorted, the Snapshot copies of the fingerprint database will be efficient. Having the primary (working) copy of the fingerprint database outside the volume enables deduplication to achieve higher space savings. However, the other temporary metadata files created during the deduplication operation are still placed inside the volume. These temporary metadata files are deleted when the deduplication operation is complete. But if Snapshot copies are created during a deduplication operation, these temporary metadata files can get locked in Snapshot copies, and they remain there until the Snapshot copies are deleted. 

    1.2  N series data compression

    In this section, we describe N series data compression. This is a software-based solution that provides transparent data compression. It can be run inline or post-process and also includes the ability to perform compression of existing data. No application changes are required to use N series data compression. 

    1.2.1  How N series data compression works

    N series data compression does not compress the entire file as a single contiguous stream of bytes. This would be prohibitively expensive when it comes to servicing small reads or overwrites from part of a file because it requires the entire file to be read from disk and uncompressed before the request can be served. This would be especially difficult on large files. To avoid this, N series data compression works by compressing a small group of consecutive blocks, known as a compression group. In this way, when a read or overwrite request comes in, only a small group of blocks must be read, not the entire file. This optimizes read and overwrite performance and allows greater scalability in the size of the files being compressed. 

    Compression groups

    The N series compression algorithm divides a file into compression groups. The file must be larger than 8 KB or it will be skipped for compression and written to disk uncompressed. The maximum size of a compression group is 32 KB. A compression group can contain data from one file only, whereas a single file can be contained within multiple compression groups. For example, a 60 KB file would be included within two compression groups: the first would be 32 KB and the second 28 KB. 

    Compressed writes

    N series handles compression write requests at the compression group level. Each compression group is compressed separately. The compression group is left uncompressed unless a savings of at least 25% can be achieved on a per-compression-group basis. This optimizes the savings while minimizing the resource overhead, as illustrated in Figure 1-3. 
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    Figure 1-3   Compression write request handling

    Because compressed blocks contain fewer blocks to be written to disk, compression reduces the amount of write I/Os required for each compressed write operation. This not only lowers the data footprint on disk, but can also decrease the time to complete your backups. See “Volume SnapMirror” on page 51 for details about volume SnapMirror and “SMTape” on page 61 for information about SMTape backups.

    Compressed reads

    When a read request comes in, only the compression groups that contain the requested data are read, not the entire file. This optimizes the amount of I/O being used to service the request. When reading compressed data, only the required compression group data blocks are transparently decompressed in memory. The data blocks on disk will remain compressed. This method has much less overhead on the system resources and minimizes read service times. 

    1.2.2  When data compression runs

    N series data compression can be done as an inline or post-process operation. Considerations related to the timing are described in this section.

    Inline operations

    N series data compression can be configured as an inline operation, meaning that as data is sent to the storage system it is compressed in memory before being written to the disk. The advantage of this implementation is that it can reduce the amount of write I/O. This implementation option can affect write performance and should not be used for performance-sensitive environments without proper testing to understand the impact. 

    To provide the fastest throughput, inline compression will compress most new writes, but will defer some more performance-intensive compression operations to occur when the next post-process compression process is run. An example of a performance-intensive compression operation is partial compression group writes and overwrites. 

    Post-process operations

    N series data compression includes the ability to run post-process compression. Post-process compression uses the same schedule that deduplication uses. If compression is enabled, when the sis schedule initiates a post-process operation it runs compression first, followed by deduplication. It includes the ability to compress data that existed on disk prior to enabling compression (see “Command summary” on page 35).

    If both inline and post-process compression are enabled, then post-process compression will try to compress only blocks that are not already compressed. This includes blocks that were bypassed by inline compression such as small partial compression group overwrites. 

    1.3  General compression and deduplication features

    Both compression and deduplication are enabled on a per-flexible-volume basis. They can be enabled on any number of flexible volumes in a storage system. Although deduplication can be enabled on FlexVol volumes contained within either 32-bit or 64-bit aggregates, compression can only be enabled on FlexVol volumes contained within a 64-bit aggregate.

    Compression requires that deduplication be enabled on a volume first; it cannot be enabled without deduplication. Inline compression requires that both deduplication and post-process compression also be enabled. 

    Compression and deduplication share the same scheduler and can be scheduled to run in one of five ways:

    •Inline (compression only)

    •Scheduled on specific days and at specific times 

    •Manually, by using the command line

    •Automatically, when 20% new data has been written to the volume 

    •SnapVault-based (SV), when used on a SnapVault destination 

     

    
      
        	
          Note: Only one post-process compression or deduplication process can run on a flexible volume at any one time.

        
      

    

    Up to eight compression and deduplication processes can run concurrently on eight different volumes within the same N series storage system. If there is an attempt to run an additional post-process compression or deduplication process beyond the maximum, the additional operations will be placed in a pending queue and automatically started when deduplication processes become available.

    Post-process compression and deduplication processes periodically create checkpoints so that, in the event of an interruption to the scan, it can continue from the last checkpoint. 
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Why use data compression and deduplication?

    This chapter provides guidelines for determining whether to use data compression or deduplication, or both, to save storage space. Consider the type of data an application generates, along with certain processing and performance characteristics of the application, to select the appropriate method. For data compression, you can also specify that the compression be performed in line or post-processing.

    This chapter also quantifies the space savings that are achievable for some typical application types, and introduces a tool for estimating the amount of space you might save based on your actual data and the storage efficiency options you select.

    2.1  Considerations by type of application

    Choosing when to enable compression or deduplication involves balancing the benefits of space savings against the potential overhead. Your savings and acceptable overhead will vary depending on the use case and you may find some solutions suited for primary tier and others better suited for backup or archive tier only. 

    The amount of system resources each technique consumes, and the possible savings, are highly dependent on the type of data. Performance impact will also vary by environment. Performance impact should be fully tested and understood before implementing either technique in production. 

    Table 2-1 shows some examples of where to consider adding compression or deduplication. These are strictly examples, not rules; your environment might have different performance requirements for specific use cases. Performance impact should be fully tested and understood before you decide to implement in production.

    Table 2-1   When to consider adding compression and deduplication

    
      
        	
          Type of application

        
        	
          Storage efficiency options to consider

        
      

      
        	
          Backup/Archive

        
        	
          Inline compression + post-process compression and deduplication

        
      

      
        	
          Test/Development

        
        	
          Inline compression + post-process compression and deduplication

        
      

      
        	
          File Services/IT Infrastructure, Engineering Data

        
        	
          Inline compression + post-process compression and deduplication

        
      

      
        	
          Geoseismic

        
        	
          Inline compression only (set post-process schedule to none)

        
      

      
        	
          Virtual Servers and Desktops (Boot Volumes)

        
        	
          Deduplication only on primary, inline compression + post-process compression and deduplication on backup/archive

        
      

      
        	
          Oracle OLTP

        
        	
          None on primary, inline compression + post-process compression and deduplication on backup/archive

        
      

      
        	
          Oracle Data Warehouse

        
        	
          Maybe1 deduplication on primary, inline compression + post-process compression and deduplication on backup/archive

        
      

      
        	
          Exchange 2010

        
        	
          Deduplication and maybea post-process compression on primary, inline compression + post-process compression and deduplication on backup/archive

        
      

    

    

    1 Maybe applies to use cases that can be considered, but only if there is sufficient time to run post-process compression/deduplication processes and there are sufficient savings. Testing should be done before implementing in production.

     

    
      
        	
          Note: These are guidelines, not rules, and assume that the savings are high enough, your system has sufficient system resources, and any potential effect on performance is fully understood and acceptable. 

        
      

    

    2.2  Inline compression versus post-process compression 

    Inline compression provides immediate space savings. Post-process compression first writes the blocks to disk as uncompressed and then at a scheduled time compresses the data. Post-process compression is useful for environments that want compression savings but don‘t want to incur any performance penalty associated with new writes. Inline compression is useful for customers who are not performance sensitive and who can handle some impact on new write performance as well as CPU during peak hours. Some considerations for inline and post-process compression are presented inTable 2-2. 

    Table 2-2   When to use post-process compression or inline compression

    
      
        	
          Goal

        
        	
          Recommendation 

        
      

      
        	
          Minimize Snapshot space

        
        	
          Inline compression will minimize the amount of space used by Snapshot copies. 

        
      

      
        	
          Minimize qtree SnapMirror (QSM) or SnapVault destinations disk space usage

        
        	
          Inline compression provides immediate savings with minimal1 impact to backup windows. Also, it takes up less space in the snapshot reserve. 

        
      

      
        	
           Minimize disk I/O

        
        	
          Inline compression can reduce the amount of new blocks written to disk. Post-process compression requires an initial write of all the uncompressed data blocks followed by a read of the uncompressed data and new write of compressed blocks. 

        
      

      
        	
          Do not affect performance when writing new data to disk

        
        	
          Post-process compression writes the new data to disk as uncompressed, without any impact on the initial write performance. You can then schedule when compression occurs to gain the savings. 

        
      

      
        	
          Minimize effect on CPU during peak hours 

        
        	
          Post-process compression allows you to schedule when compression occurs, thus minimizing the impact of compressing new data during peak hours.

        
      

    

    

    1 Minimal impact to backup window assumes you have sufficient CPU resources. Performance impact should be fully tested and understood before you implement the process in production. 

     

    
      
        	
          Note: Ensure that you have sufficient resources available on your system before considering enabling inline compression, especially including during peak hours.

        
      

    

    2.3  Space savings

    This section discusses the potential storage savings for three scenarios: deduplication only, inline compression only (disabling the post-process schedule), and the combination of compression and deduplication. Comprehensive testing with various datasets was performed to determine typical space savings in different environments. 

    The results shown in Table 2-3 on page 12 were obtained from various customer deployments and lab testing, and are dependent on the customer-specific configuration. 

    Table 2-3   Typical deduplication and compression space savings

    
      
        	
          Dataset type

        
        	
          Application type

        
        	
          Inline compression only

        
        	
          Deduplication only

        
        	
          Deduplication and compression

        
      

      
        	
          File services/IT infrastructure

        
        	
          50%

        
        	
          30%

        
        	
          65%

        
      

      
        	
          Virtual servers and desktops

          (Boot volumes)

        
        	
          55%

        
        	
          70%

        
        	
          70%

        
      

      
        	
          Database

        
        	
          Oracle OLTP

        
        	
          65%

        
        	
          0%

        
        	
          65%

        
      

      
        	
          Oracle DW

        
        	
          70%

        
        	
          15%

        
        	
          70%

        
      

      
        	
           

          E-mail, Collaborative

        
        	
          Exchange 

          2003/2007

        
        	
          35%

        
        	
          3%

        
        	
          35%

        
      

      
        	
          Exchange 2010

        
        	
          35%

        
        	
          15%

        
        	
          40%

        
      

      
        	
          Engineering data

        
        	
          55%

        
        	
          30%

        
        	
          75%

        
      

      
        	
          Geoseismic

        
        	
          40%

        
        	
          3%

        
        	
          40%

        
      

      
        	
          Archival data

        
        	
          Archive application dependent

        
        	
          25%

        
        	
          Archive application dependent

        
      

      
        	
          Backup data

        
        	
          Backup application dependent

        
        	
          95%

        
        	
          Backup application dependent

        
      

    

    These results, based on internal testing and customer feedback, are considered realistic and typically achievable. Savings estimates can be validated for an existing environment using the tool described in 2.5, “Space Savings Estimation Tool (SSET)” on page 14. 

     

    
      
        	
          Note: The deduplication space savings in Table 2-3 result from deduplicating a dataset one time, with the following exception. In cases in which the data is being backed up or archived over and over again, the realized storage savings get better and better, achieving 20:1 (95%) in many instances. The backup case also assumes that the backup application is maintaining data coherency with the original, and that the data’s block alignment will not be changed during the backup process. If these criteria are not true, then there can be a discrepancy between the space savings recognized on the primary and secondary systems.  

        
      

    

    In the N series implementation, compression is run before deduplication, so you can use inline compression to get immediate space savings from compression followed by additional savings from deduplication. In our testing of other solutions we found that better savings were achieved by running compression prior to deduplication.

    2.4  Factors that affect savings

    This section describes the factors that affect how much storage space can be saved by N series storage efficiency methods.

    2.4.1  Type of data 

    Some non-repeating archival data, such as image files and encrypted data, is not considered a good candidate for deduplication. Data that is already compressed by a hardware appliance or an application, including a backup or archive application, and encrypted data are generally not considered good candidates for compression. 

    2.4.2  Snapshot copies 

    Snapshot copies will affect your savings from both deduplication and compression. Snapshot copies lock data, and thus the savings are not realized until the lock is freed by the Snapshot copy either expiring or being deleted. This will be more prevalent in compression-enabled volumes if you perform a significant number of small overwrites. For more information about Snapshot’s affect on savings for both compression and deduplication, see “Compression and deduplication with other N series features” on page 49. 

    2.4.3  Space savings of existing data 

    A major benefit of deduplication and data compression is that they can be used to compress and deduplicate existing data in the flexible volumes. It is realistic to assume that there will be Snapshot copies, perhaps many, of the existing data. 

    When you first run deduplication on a flexible volume, the storage savings will probably be rather small or even nonexistent. Although deduplication has processed the data within the volume, including data within Snapshot copies, the Snapshot copies will continue to maintain locks on the original duplicate data. When previous Snapshot copies expire, deduplication savings will be realized. The amount of savings realized when the Snapshot copies expire will depend on the number of duplicates that were removed by deduplication. 

    For example, consider a volume that contains duplicate data, and the data is not being changed to keep this example simple. Also assume that there are ten Snapshot copies of the data in existence before deduplication is run. If deduplication is run on this existing data, there will be no savings when deduplication completes, because the ten Snapshot copies will maintain their locks on the freed duplicate blocks. Now consider deleting a single Snapshot copy. Because the other nine Snapshot copies are still maintaining their lock on the data, there will still be no deduplication savings. However, when all ten Snapshot copies have been removed, all the deduplication savings will be realized at once, which could result in significant savings.

    During this period of old Snapshot copies expiring, it is fair to assume that new data is being created on the flexible volume and that Snapshot copies are being created. The storage savings will depend on the amount of deduplication savings, the number of Snapshot copies, and when the Snapshot copies are taken relative to deduplication. 

    Therefore, the question is when to run deduplication again in order to achieve maximum capacity savings. The answer is that deduplication should be run, and allowed to complete, before the creation of each and every Snapshot copy. This provides the greatest storage savings benefit. However, depending on the flexible volume size and the possible performance impact on the system, this may not always be advisable. 

    When you run compression against the existing data with the –a or –b option, the system might temporarily show increased space usage. See Table 5-3 on page 36 for additional information about commands for compression and deduplication of existing data. The –b option compresses blocks that are locked in a Snapshot copy. This might cause new blocks to be written that contain compressed data while the original uncompressed blocks are still locked in a Snapshot copy. When the Snapshot copy expires or is deleted, the savings are realized. When the –a option is used, the previously shared blocks are rewritten. This can temporarily take up additional space because the deduplication savings are temporarily lost. When post-process compression of the existing data is finished, you should rerun deduplication to regain the deduplication savings. The following command will cause this to happen automatically after compression completes: 

    sis start: -s -C -D -a -b 

    2.4.4  Deduplication metadata 

    Although deduplication can provide substantial storage savings in many environments, a small amount of storage overhead is associated with it. This should be considered when sizing the flexible volume. See “Deduplication metadata overhead” on page 4 for details.

    2.4.5  Data that will not compress or deduplicate 

    Deduplication metadata (fingerprint file and change logs) is not compressed or deduplicated. Other metadata, such as directory metadata, is also not deduplicated nor compressed. Therefore, space savings may be low for heavily replicated directory environments with a large number of small files (for example, web space).

    Backup of the deduplicated or compressed volume using NDMP is supported, but there is no space optimization when the data is written to tape because it is a logical operation. This could actually be considered an advantage because in this case the tape does not contain a proprietary format. To preserve the deduplication and compression space savings on tape, N series SMTape is preferred. 

    Only data in the active file system will yield compression and deduplication savings. Data pointed to by Snapshot copies that were created before deduplication processes were run is not released until the Snapshot copy is deleted or expires. Post-process compression that runs on a schedule will always compress data even if it is locked in a Snapshot copy. Data pointed to by Snapshot copies that were created before starting compression of existing data is bypassed unless the –b option is used. For more information about deduplication and compression as they relate to Snapshot copies, see “Snapshot copies ” on page 50. 

    2.5  Space Savings Estimation Tool (SSET)

    The actual amount of data space reduction depends on the type of data. For this reason, the Space Savings Estimation Tool (SSET 3.0) can be used to analyze the actual dataset to determine the effectiveness of deduplication and data compression. SSET can provide savings information for three different configurations: deduplication only, data compression only, or both. 

    When executed, SSET crawls through all the files in the specified path and estimates the space savings that will be achieved by deduplication and compression. Although actual deduplication and compression space savings might deviate from what the estimation tool predicts, use and testing so far indicate that, in general, the actual results are within +/– 5% of the space savings that the tool predicts. 

    2.5.1  Overview of SSET 

    SSET is available to IBM employees. It performs non-intrusive testing of the dataset to determine the effectiveness of deduplication only, compression only, or both. This tool is intended for use only by IBM personnel to analyze data at current or prospective IBM N series user organizations. By installing this software, the user agrees to keep this tool and any results from this tool confidential. The Space Savings Estimation Tool is available for Linux and Microsoft Windows systems that have the data available locally or use CIFS/NFS. For complete usage information, see the SSET readme file. 

    2.5.2  Limitations of SSET 

    SSET runs on either a Linux system or a Windows system. It is limited to evaluating a maximum of 2 TB of data. If the given path contains more than 2 TB, the tool processes the first 2 TB of data, indicates that the maximum size has been reached, and displays the results for the 2 TB of data that it processed. The rest of the data is ignored. The tool is designed to examine only data that is either available locally or that uses NFS/CIFS. The data does not need to reside on a N series storage system for SSET to perform an analysis. For more information about SSET, see the SSET readme file. The following versions of the SSET tool, including the readme file, can be downloaded by IBM personnel from the NetApp Field Portal: 

    Space Savings Estimation Tool (SSET) - Linux version 3.0

    Space Savings Estimation Tool (SSET) - Windows version 3.0 
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Performance

    This chapter discusses the performance aspects of data compression and deduplication. It also provides some guidelines to help you achieve the best possible savings when implementing these techniques. 

    3.1  Factors influencing performance

    Because compression and deduplication are part of Data ONTAP, they are tightly integrated with the WAFL (Write Anywhere File Layout) file structure. Therefore, compression and deduplication are optimized to perform with high efficiency. They are able to leverage the internal characteristics of Data ONTAP to perform compression and decompression, create and compare digital fingerprints, redirect data pointers, and free up redundant data areas. 

    The following factors can affect the performance of the compression and deduplication processes and the I/O performance of compressed and deduplicated volumes: 

    •The application and the type of dataset being used 

    •The data access pattern (for example, sequential versus random access, the size and pattern of I/O) 

    •The amount of duplicate data 

    •The compressibility of the data 

    •The total amount of data 

    •The average file size 

    •The nature of the data layout in the volume 

    •The amount of changed data between compression/deduplication runs

    •The number of concurrent compression/deduplication processes running

    •The number of volumes that have compression/deduplication enabled on the system 

    •The hardware platform—the number of CPUs in the system 

    •The amount of load on the system 

    •Disk types ATA/SAS, and the RPM of the disk

    •The number of disk spindles in the aggregate 

    Compression and deduplication can be scheduled to run during non peak hours, which means that the bulk of the overhead on the system will occur during non peak hours. When there is a lot of activity on the system, compression and deduplication run as background processes, which limits their resource usage. When there is not a lot of activity on the system, compression and deduplication speed will increase, utilizing available system resources. The potential performance impact should be fully tested prior to implementation. 

    Because compression and deduplication are run on a per-volume basis, the more volumes you have enabled, the greater the impact on system resources. Staggering the sis schedule for volumes can help control the overhead. 

    When you consider adding compression or deduplication, remember to use standard sizing and testing methods, as would be used when considering the addition of applications to the storage system. It is important to understand how inline compression will affect your system, how long post-process operations will take in your environment, and whether you have the bandwidth to run these with acceptable impact on the applications running on your storage system. 

    If you have optimized compression to minimize impact on your throughput, there might still be an impact, even if you are only using post-process compression. This is because you still have to uncompress some data in memory when servicing reads. This impact will continue as long as the data is compressed on disk, regardless of whether compression is disabled on the volume at a future point. See “Uncompressing a flexible volume ” on page 74, for more details. 

    Because of these factors, performance with compression and deduplication should be carefully measured in a test environment and taken into sizing consideration before deploying these storage optimization strategies in performance-sensitive solutions. 

    3.2  Performance of compression and deduplication operations

    The performance of post-process compression and deduplication processes vary widely depending on the factors previously mentioned, and this determines how long it takes these low priority, background processes to finish running. Both post-process compression and deduplication are designed to be low priority processes and to use all available CPU cycles that other applications are not using. This is different than the performance of inline compression. 

    Some examples of deduplication and compression performance on an IBM System Storage N series N7900 with no other load are listed in Table 3-1. These values show the sample compression and deduplication performance for a single process and for multiple parallel processes running. 

    Table 3-1   Post-process compression and deduplication sample performance on an N7900

    
      
        	
          Number of concurrent processes

        
        	
          Compression

        
        	
          Deduplication

        
      

      
        	
          1

        
        	
          140 MBps

        
        	
          150 MBps

        
      

      
        	
          8

        
        	
          210 MBps

        
        	
          700 MBps

        
      

    

     

    
      
        	
          Note: These values indicate potential performance on the listed systems. Your throughput will vary depending on the factors previously described. 

        
      

    

    The total bandwidth for multiple parallel compression and deduplication processes is divided across the multiple sessions, and each session gets a fraction of the aggregated throughput.

    To get an idea of how long it takes for a single deduplication process to complete, suppose that the deduplication process is running on a flexible volume at a conservative rate of 100 MBps on an IBM System Storage N series N6040. If 1 TB of new data was added to the volume since the last deduplication update, this deduplication operation takes about 2.5 to 3 hours to complete. Remember, other factors, such as different amounts of duplicate data or other applications running on the system, can affect deduplication performance. 

    To get an idea of how long it takes for a single compression process to complete, suppose that the compression process is running on a flexible volume that contains data that is 50% compressible and at a conservative rate of 70 MBps on an N7900. If 1 TB of new data was added to the volume since the last compression process ran, this compression operation takes about 4 hours to complete. Remember, other factors, such as different amounts of compressible data, different types of systems, or other applications running on the system, can affect compression performance.

    These scenarios are merely examples. Deduplication typically completes much faster following the initial scan, when it is run nightly. Running compression and deduplication nightly can minimize the amount of new data to be compressed or deduplicated, thus requiring less time to complete. 

     

    
      
        	
          Note: The priority of the post-process compression and deduplication processes is fixed in Data ONTAP; it cannot be adjusted. 

        
      

    

    3.2.1  Inline compression performance

    Inline compression consumes extra CPU resources whenever data is read from or written to the volume, including during peak hours. The more volumes that are enabled with compression, the greater the resource demand and overhead will be. The impact will be shown by longer latencies on the volume that has compression enabled. Given the possible impact to peak time performance, inline compression is typically limited to use cases that are not performance sensitive, such as file services, backup, and archive solutions. 

    Although compression requires deduplication to be enabled on your volume, you can choose to run compression alone. To do this, enable both deduplication and compression (both post-process and inline) and set the schedule for post-process compression and deduplication to never run. Although this might not give the best space savings, it can be valuable for use cases that benefit from compression savings but that do not deduplicate well and do not have an available window in which to incur the resource overhead associated with post-process operations. 

    Ensure that you have sufficient resources available on your system during peak hours before considering enabling inline compression. Performance impact should be fully tested and understood before implementing the process in production. 

    3.2.2  Considerations

    The more compressible the data, the faster compression occurs. In other words, it will be faster to compress data that has 75% savings from compression compared to compressing data that has only 25% savings from compression.

    Deduplication throughput might decrease on a volume that contains compressed data, depending on the amount of sharing and the compressibility of the data. 

    Experience has shown that the more new data that is written to the volume, relative to the existing amount of logical data, the better the performance of the deduplication process for that volume. The amount of sharing per block will also affect performance.

    These factors further enforce the strong recommendation for performance testing with compression and deduplication prior to implementation. 

    3.3  Impact on the system during compression and deduplication processes

    Both compression and deduplication are lower priority processes, and by design will use all available CPU cycles that other applications are not using. However, they can still affect the performance of other applications running on the system. 

    The number of compression and deduplication processes that are running and the phase that the deduplication process is running in can affect the performance of other applications running on the system. Up to eight concurrent compression and deduplication scans can run concurrently on the same N series storage system. If there is an attempt to run an additional compression or deduplication process beyond the maximum, the process will be placed in a queue and automatically started when deduplication processes become available.

    Here are some observations about running deduplication on an N6040 system: 

    •With eight deduplication processes running and no other processes running, deduplication uses 15% of the CPU in its least invasive phase. By design it will use nearly all of the available CPU in its most invasive phase unless a higher priority request comes in.

    •With eight compression processes running and no other processes running, by design compression will use all available CPU unless a higher priority request comes in, such as from an application.

    •When one deduplication process is running, there is 0% to 15% performance degradation. 

    •With eight deduplication processes running, there might be a 15% to more than 50% performance penalty on other applications running on the system. 

    3.4  Impact on the system from inline compression

    Enabling compression on a system increases CPU utilization. As mentioned previously, how compression affects your system depends on a number of variables. On workloads such as file services, systems with less than 50% CPU utilization have shown an increased CPU usage of approximately 20% for datasets that were 50% compressible. For systems with more than 50% CPU utilization, the impact might be more significant. The impact on your environment varies depending on a number of factors, including those described at the beginning of this section. Test in a lab environment to fully understand the impact on your environment before implementing into production. 

    3.5  I/O performance of deduplicated volumes

    This section presents details about the I/O performance of deduplicated volumes.

    3.5.1  Write performance of deduplicated volumes

    The impact of deduplication on the write performance of a system is a function of the hardware platform that is being used, as well as the amount of load that is placed on the system. 

    For deduplicated volumes, if the load on a system is low (for example, systems in which the CPU utilization is around 50% or lower), there is a small to negligible difference in performance when writing data to a deduplicated volume and there is no noticeable impact on other applications running on the system. On heavily used systems, in which the system is CPU-bound, the impact on write performance might be noticeable. For example, in an extreme case with 100% random overwrites with over 95% savings, an N6040 showed a performance impact of 15%. On high-end systems such as the N7900 system, the same scenario showed a performance impact of 15 - 30% for random writes. The impact was lower with multiple volumes. Flash Cache for metadata caching somewhat mitigates the performance impact in heavy write scenarios. The performance impact of sequential writes, such as new files or append writes, was less than 5% as compared to volumes without deduplication enabled.

     

    
      
        	
          Note: The deduplication numbers are for FC drives. If ATA drives are used in a system, the performance impact will be greater. 

        
      

    

    The performance impact will vary and should be tested before implementing in production.

    3.5.2  Read performance of a deduplicated volume

    When data is read from a deduplication-enabled volume, the impact on the read performance varies depending on the difference between the deduplicated block layout and the original block layout. There is minimal impact on random reads.

    Data ONTAP 8.1 has specific optimizations, referred to as intelligent cache, that reduce the performance impact deduplication has on sequential read workloads. Because deduplication alters the data layout on the disk, using deduplication without intelligent cache could affect the performance of sequential read applications such as dump source, qtree SnapMirror or SnapVault source, SnapVault restore, and other sequential read-heavy applications.

    In scenarios in which deduplication savings are lower, deduplication has little or no performance impact on sequential reads. In test scenarios in which there were high amounts of deduplication savings, say 100%, there was a throughput enhancement of 50%. In the worst-case scenarios, in which intelligent cache was bypassed by forcing sequential reads of non cached blocks, there was a performance degradation of up to 25% on a CPU-bound system. Having at least 15% CPU available and 10% disk I/O availability (disk busy less than 90%) will typically absorb the impact deduplication would have on sequential reads. Typical real-world scenarios will be somewhere between the two extreme test cases described here, and should be tested. Intelligent cache has proven to be useful in many scenarios, especially in virtualized environments.

    In addition, the Performance Acceleration Module (PAM) and Flash Cache add-on cards also utilize intelligent caching to optimize performance, and should be considered when using deduplication. 

    3.5.3  Workload impact while deduplication process is active

    A differentiator of N series deduplication is the fact that it runs as a post-process, allowing the storage systems to run with little or no impact from deduplication during critical production hours. The deduplication process can be postponed until a more appropriate time when resources are more readily available on the storage system. When the background deduplication process runs as scheduled or triggered, it searches for duplicates and updates the file system to remove the duplicates. This process should be tested to understand the impact on your systems, and scheduled appropriately. During this process, deduplication will use system resources, and host access will typically see a performance impact of 20 - 30% on random writes. The random reads are more sensitive to the different phases of the deduplication process, and can see a performance impact of 15 - 70% while the deduplication process is running. 

    3.6  I/O performance of compressed volumes

    Compression has an impact on I/O performance. File services type benchmark testing with compression savings of 50% has shown a decrease in throughput of approximately 5%. The impact on your environment will vary depending on a number of factors, including the amount of savings, the type of storage system, how busy your system is, and other factors identified at the beginning of this section. Test in a lab environment to fully understand the impact on your environment before implementing in production.

    3.6.1  Write performance of a compressed volume

    The impact of compression on the write performance of a system is different depending on whether you are using inline or post-process compression. 

    If you use inline compression, the write performance is a function of the hardware platform that is being used, the type of write (that is, partial or full), the compressibility of the data, the number of volumes with compression enabled, and the amount of load that is placed on the system.

    For post-process compression the write performance will only be affected for partial overwrites of previously compressed data; all other data will be written uncompressed. It will be compressed the next time post-process compression is run. 

    For physical backup environments such as volume SnapMirror, with datasets that provide good space savings, there is no CPU impact and there is reduced I/O on the destination system, faster replications, and network bandwidth savings during the transfer. 

    For logical backup environments such as qtree SnapMirror, the effect of enabling inline compression depends on a number of factors. For example, with four parallel qtree SnapMirror transfers to an IBM System Storage N series N5600 with four separate compression-enabled volumes, we saw the following: 

    The backup window remained constant given the following: 

     –	CPU utilization increased approximately 35% when compression was enabled on all four volumes on the destination system.

     –	Dataset was 70% compressible. 

    The backup window will be most affected if CPU becomes a bottleneck. Test in your environment with various amounts of concurrency to determine your specific ideal configuration. 

    For more information about SnapMirror and SnapVault with data compression, see “Data protection” on page 50. 

    3.6.2  Read performance of a compressed volume

    When data is read from a compressed volume, the impact on the read performance varies depending on the access patterns, the amount of compression savings on disk, and how busy the system resources are (CPU and disk). In a sample test with a 50% CPU load on the system, read throughput from a dataset with 50% compressibility showed decreased throughput of 25%. On a typical system the impact could be higher because of the additional load on the system. Typically, the most impact is seen on small random reads of highly compressible data, and on a system that is more than 50% CPU busy. Impact on performance will vary and should be tested before implementing in production. 

    3.7  PAM and Flash Cache cards

    In environments with large numbers of shared blocks that are read repeatedly, a PAM or Flash Cache card can significantly reduce the number of disk reads, thus improving the read performance.

    The PAM or Flash Cache card does not increase performance of the compression engine or of reading compressed data.

    The amount of performance improvement with a PAM or Flash Cache card depends on the number of shared blocks, the access rate, the active dataset size, and the data layout. 

    PAM and Flash Cache cards have provided significant performance improvements in VMware Virtual Desktop Infrastructure (VDI) environments. These advantages are further enhanced when combined with shared block technologies, such as N series deduplication or FlexClone technology. 

    3.8  Suggestions for optimal savings and minimal performance overhead

    The suggestions presented here are based on lessons the authors learned from internal tests and customer deployments. Once again, we stress that these are just guidelines based on certain specific environments and workloads. Performance in your environment will vary, and should always be tested before implementation in a production system.

    •Both deduplication and compression consume system resources and can alter the data layout on disk. Due to the application’s I/O pattern and the effect of deduplication and compression on the data layout, the read and write I/O performance can vary. The space savings and the performance impact depend on the application and the data contents. 

    •The performance impact of deduplication and compression should be carefully considered and measured in a test setup and taken into sizing consideration before deploying these techniques in performance-sensitive solutions. 

    •If there is only a small amount of new data, run deduplication infrequently, because there is no benefit in running it frequently in such a case, and it consumes system resources. The frequency for running deduplication depends on the rate of change of the data in the flexible volume. 

    •The more concurrent compression and deduplication processes you run, the more system resources are consumed.

    •If Snapshot copies are required, run the compression and deduplication processes before creating the Snapshot copies to minimize the amount of data that gets locked into the copies. (Make sure that the compression and deduplication processes have completed before creating the Snapshot copy.) If a Snapshot copy is created on a flexible volume before the deduplication processes have completed, the result is likely to be lower space savings. If a Snapshot copy is created on a flexible volume before the compression processes have completed, the result is likely to be that more space is used by the Snapshot copies.

    •For deduplication to run properly, you need to leave some free space for the deduplication metadata. For information about how much extra space to leave in the volume and in the aggregate, see “Deduplication metadata overhead” on page 4. 
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Implementation and upgrade considerations

    It is extremely important that you test any new technology before implementing it in production. Compression and deduplication can affect system performance both during the compression and block-sharing process and after the data has been compressed or deduplicated. Inline compression can have an impact on backup and restore windows on backup and archive storage in addition to affecting performance during peak hours on production storage. This chapter describes how N series compression and deduplication interact with various email servers, databases, and backup products.

    This chapter also discusses the effect that upgrading to Data ONTAP 8.1 has on compression and deduplication, and some things to consider if you must revert to an earlier version of Data ONTAP.

    4.1  Evaluating the techniques

    If testing confirms the savings benefit of running compression or deduplication in your environment, and the performance impact is acceptable, you should implement one volume at a time per storage system. Record statistics before enabling the technology to establish a performance baseline, then record the statistics after adding the technology to a single volume and after adding any additional volumes. This can help you to understand and better predict the cost of implementation. It can also help you to avoid exceeding the acceptable performance overhead of the overall storage system.

    If you are using compression and deduplication on a backup system, you might consider compressing and deduplicating the existing backup data and using inline compression on the incremental backups. If you are considering running compression or deduplication on existing data on the source system, you should be aware of the implications. When compression or deduplication on existing data is complete, all newly compressed blocks are written as new blocks, and all deduplicated blocks are considered changed blocks. This can lead to the next incremental transfer being unexpectedly large. For details, see “Volume SnapMirror” on page 51. 

    Application suitability for data compression or deduplication

    Applications that perform small writes and add unique headers are not good candidates for deduplication. An example of this is an Oracle Database that is configured with an 8 KB block size. 

    Volumes with a high change rate that consists of many small overwrites are not good candidates for compression. This would be even more of an issue if there is long Snapshot copy retention. Very small files do not benefit from compression. Also, data that is already compressed by applications is not a good candidate for compression. 

    Because compression is attempted on all files in a compression-enabled volume, the performance impact will be there regardless of whether the files can be compress or not. 

    Some use cases do not show enough savings with either deduplication or compression to justify the overhead. Another reason to not run either compression or deduplication is if the system cannot afford any additional overhead at any time. Examples of data sets that do not show savings are rich media files, encrypted data, and video surveillance. 

    4.2  VMware

    VMware environments deduplicate extremely well. However, when working out the Virtual Machine Disk (VMDK) and data store layouts, keep the issues covered in this section in mind.

    Operating system VMDKs deduplicate extremely well because the binary files, patches, and drivers are highly redundant between virtual machines (VMs). Maximum savings can be achieved by keeping these in the same volume. These VMDKs typically do not benefit from compression over what deduplication can already achieve. Furthermore, because compressed blocks bypass the PAM/Flash Cache card, compressing the operating system VMDK can negatively affect performance during a boot storm. For these reasons, adding compression on an operating system VMDK is generally not a good thing. See “PAM and Flash Cache cards ” on page 61 for more details.

    Application binary VMDKs compress and deduplicate to varying degrees. Duplicate applications deduplicate well; applications from the same vendor commonly have similar libraries installed and deduplicate somewhat successfully; and applications written by different vendors do not deduplicate at all. When compressed or deduplicated, application data sets have varying levels of space savings and performance impact based on application and intended use. Careful consideration is needed, just as with nonvirtualized environments, before deciding to keep the application data in a compressed or deduplicated volume. 

    Transient and temporary data, such as VM swap files, page files, and user and system temp directories, do not compress or deduplicate well and potentially add significant performance pressure when compressed or deduplicated. Therefore, this data is best kept on a separate VMDK and volume that are not compressed or deduplicated.

    N series includes a performance enhancement referred to as intelligent cache. Although it is applicable to many different environments, intelligent caching is particularly appropriate in VM environments, where multiple blocks are set to zero as a result of system initialization. These zero blocks are all recognized as duplicates and are deduplicated efficiently. The warm cache extension enhancement provides increased sequential read performance for such environments, where there are large numbers of deduplicated blocks. Examples of sequential read applications that benefit from this performance enhancement are NDMP, SnapVault, and some NFS-based applications. This performance enhancement is also beneficial to the boot-up processes in VDI environments. The expectation is that about 30% space savings can be achieved overall. This is a conservative figure, and in some cases users have achieved savings of up to 80%. The major factor that affects this percentage is the amount of application data. New installations typically deduplicate extremely well because they do not contain a significant amount of application data.

     

    
      
        	
          Important: In VMware environments, proper partitioning and alignment of the VMDKs is extremely important (not just for deduplication). VMware must be configured so that the VMDKs are aligned on WAFL (Write Anywhere File Layout) 4 KB block boundaries as part of a standard VMware implementation. Furthermore, applications in which performance is heavily affected by deduplication (when these applications are run without VMware) are likely to suffer the same performance impact from deduplication when they are run with VMware. 

        
      

    

    For more information about N series storage in a VMware environment, see Redbooks publications IBM System Storage N series with VMware ESX Server, SG24-7636 and IBM System Storage N series and VMware vSphere Storage Best Practices, SG24-7871.

    4.3  Microsoft SharePoint

    Compression and deduplication can be used together and are transparent to Microsoft SharePoint. Block-level changes are not recognized by SharePoint, so the SharePoint database remains unchanged in size, even though there are capacity savings at the volume level. 

    4.4  Microsoft SQL Server

    Data compression and deduplication can provide significant space savings in Microsoft SQL Server environments, but proper testing should be done to determine the savings for your environment. The Space Savings Estimation Tool (SSET 3.0) can be used to estimate the amount of savings that would be achieved with compression or deduplication, or both.

    A Microsoft SQL Server database uses an 8 KB page size. Although Microsoft SQL Server will place a unique header at the beginning of each page, the rest of the blocks within each page might still contain duplicates. This means that deduplication might provide significant savings when comparing the 4 KB blocks within the volume. 

    4.5  Microsoft Exchange Server

    If Microsoft Exchange and N series data compression or deduplication will be used together, consider the following points: 

    •In some Exchange environments, extents are enabled to improve the performance of database validation. Enabling extents does not rearrange blocks on disk that are shared between files by deduplication on deduplicated volumes. Enabling extents does not predictably optimize sequential data block layout when used on deduplicated volumes, so there is no reason to enable extents on deduplicated volumes. 

    •N series data compression shows space savings in the range of 35% for all versions of Microsoft Exchange. Run the SSET to better estimate the compression savings that your environment can achieve.

    •Beginning with Microsoft Exchange 2010, single-instancing storage will no longer be available. Deduplication with N series and N series Gateway provide significant savings for primary storage running Exchange 2010. Similar savings can be expected with Microsoft Exchange 2007 if Exchange single instancing is disabled. 

    4.6  Lotus Domino

    IBM Domino® 8.5 introduces a feature called Domino Attachment and Object Service (DAOS). N series deduplication will still be effective when DAOS is enabled, but we anticipate that the reported space savings will be lower because DAOS will have already performed much of the work.

    If Domino database encryption is enabled for most or all of the databases, you should anticipate that both deduplication and compression space savings will be small. This is because encrypted data is by its nature unique. 

    Domino quotas are not affected by deduplication or compression. A mailbox with a limit of 1 GB cannot store more than 1 GB of data in a deduplicated or compressed volume even if the data consumes less than 1 GB of physical space on the storage system. 

    4.7  Oracle

    Data compression and deduplication can provide significant savings in Oracle environments, but proper testing should be done to determine the savings for your environment. The Space Savings Estimation Tool (SSET 3.0) can be used to estimate the amount of savings that would be achieved with deduplication or compression, or both.

    Data compression has shown savings of 60 - 75% in customer environments. Deduplication savings depend on the Oracle configuration.

    A typical Oracle data warehouse or data mining database will typically use 16 KB or 32 KB page sizes. Although Oracle will place a unique identifier at the beginning of each page, the rest of the blocks within each page might still contain duplicates. This means that deduplication might provide significant savings when comparing the 4 KB blocks within the volume.

    Oracle OLTP databases typically use an 8 KB page size. Oracle will place a unique identifier at the beginning of each page. Testing has shown that these environments typically do not have a significant number of duplicate blocks, and do not show much deduplication savings.

    One additional case to consider is if a table space is created or extended. In this case Oracle will initialize the blocks, and commit many of them in the same transaction. This will result in the creation of duplicate blocks, allowing deduplication to provide savings. However, as these blocks are filled with incoming data, the space savings will shrink. 

    4.8  Tivoli Storage Manager

    If IBM Tivoli Storage Manager and N series deduplication or compression will be used together, consider the following points: 

    •Deduplication savings will not be optimal because Tivoli Storage Manager does not block-align data when it writes files out to its volumes. The net result is that there are fewer duplicate blocks available to deduplicate.

    •Tivoli Storage Manager has the option to compress files backed up from clients to preserve bandwidth. On data that is compressed using Tivoli Storage Manager, compression does not usually yield much additional savings when deduplicated or compressed by the N series storage system.

    •Tivoli Storage Manager has the option for client-based encryption, which results in data with no duplicates. Encrypted data does not usually yield good savings when deduplicated or compressed. 

    •Tivoli Storage Manager‘s progressive backup methodology backs up only new or changed files, which reduces the number of duplicates because there are not multiple full backups to consider. 

    4.9  Symantec Backup Exec

    Deduplication savings with Symantec Backup Exec will not be optimal because Backup Exec does not block-align data when it writes files out to its volumes. The net result is that there are fewer duplicate blocks available to deduplicate. 

    4.10  Data backups 

    There are various ways to back up your data. Consider the following compression and deduplication issues in your backup environment: 

    •Optimal backup throughput it usually achieved by specifying that post-process compression and deduplication operations initiate only after your backup completes, and that post-process compression and deduplication operations on the destination volume complete before initiating the next backup.

    •If backing up data from multiple volumes to a single volume, you might achieve significant space savings from deduplication beyond that of the deduplication savings from the source volumes. This is because you can run deduplication on the destination volume, which might contain duplicate data from multiple-source volumes. 

    •If you are backing up data from your backup disk to tape, consider using SMTape to preserve the deduplication and compression savings. Using NDMP to tape will not preserve the deduplication and compression savings on tape. 

    •If you are using compression and deduplication on a backup system, consider compressing and deduplicating the existing backup data and using inline compression on the incremental backups.

    •Use inline data compression on your backup volumes if you are not resource constrained on your storage system. If your system is CPU bottlenecked during backups, either reduce the number of concurrent backups or use only post-process compression instead of inline compression.

    •If the application you are using to perform backups already does compression, N series data compression will not add significant additional savings.

    4.11  Upgrading and reverting

    There are several deduplication and compression issues to consider when upgrading to Data ONTAP 8.1. In most cases, reverting to an earlier version is best handled with assistance from IBM Technical Support. This section covers these considerations.

    4.11.1  Upgrading to Data ONTAP 8.1

    During an upgrade from an earlier version of Data ONTAP to Data ONTAP 8.1, the fingerprint and change log files are automatically upgraded to the new fingerprint data structure the first time deduplication is run. In Data ONTAP 8.1 and later, the deduplication metadata requires space in both the volume and the aggregate. It requires minimum free space in the aggregate equal to 3% of the total data amount of free space for all deduplicated flexible volumes, and each flexible volume should have free space that is 4% of the total data space for deduplication metadata.

    After an upgrade to Data ONTAP 8.1, compression will be disabled on a volume even if it was previously enabled. To use compression on new data that is written to the volume after the upgrade completes, you must re-enable compression. If there was compressed data on a system that was upgraded, it will remain compressed and can be read and overwritten as normal after the upgrade is complete, even if you do not re-enable compression. Deduplication will remain enabled after the upgrade is complete; therefore, it does not have to be re-enabled. 

    4.11.2  Reverting to an earlier version of Data ONTAP

    When considering reverting a system to an earlier version of Data ONTAP, it is generally a good idea to contact IBM Technical Support for assistance. There are several scenarios in which customers can revert their N series storage systems without guidance from IBM Technical Support. These situations are:

    •If the N series storage system is new, and has not yet been used, then the revert_to command can be used without guidance from IBM Technical Support.

    •If the N series storage system is being used as a test system and there is no production data present, then the revert_to command can be used without guidance from IBM Technical Support. 

    The revert_to command itself will provide sufficient guidance to help you successfully complete the revert process, including the process for reverting deduplicated volumes, in these scenarios. If you encounter problems during or after the revert process, contact IBM Technical Support. 

    Reverting in any other scenario should not be attempted without assistance from IBM Technical Support:

    http://www.ibm.com/storage/support/nseries/ 
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Configuration and operation

    In this chapter, we describe how to install, configure, and manage deduplication and compression. We assume that the N series storage system is already installed and running and that the reader is familiar with basic N series administration. 

    5.1  Requirements

    Table 5-1 identifies the requirements to implement N series deduplication and compression. 

    Table 5-1   Overview of compression and deduplication requirements

    
      
        	
          Requirement

        
        	
          Deduplication

        
        	
          Compression

        
      

      
        	
          Hardware

        
        	
          N series equipment that is supported with Data ONTAP 8.1

        
      

      
        	
          Volume type supported

        
        	
          FlexVol only, no traditional volumes

        
      

      
        	
          Aggregate type supported

        
        	
          32-bit and 64-bit

        
        	
          64-bit only

        
      

      
        	
          Maximum volume size

        
        	
          For Data ONTAP 8.1, compression and deduplication do not impose a limit on the maximum volume size supported; therefore, the maximum volume limit is determined by the type of storage system regardless of whether deduplication or compression is enabled

        
      

      
        	
          Supported protocols

        
        	
          All

        
      

    

     

    
      
        	
          Note: N series deduplication and data compression on N series Gateway systems are supported with a block checksum scheme (BCS), not a zone checksum scheme (ZCS). 

        
      

    

    Some additional considerations with regard to maximum volume sizes are:

    •After an upgrade is complete, the new maximum volume sizes for Data ONTAP are in effect.

    •When considering a downgrade or revert, consult IBM technical support for best practices. 

    5.2  Maximum logical data size limit

    The maximum logical data size limit for post-process compression and deduplication is equal to the maximum volume size on the storage system regardless of the size of the volume created. After this logical limit is reached, writes to the volume will continue to work successfully; however, post-process compression and deduplication will fail with the error message "Maximum logical data limit has reached." 

    As an example, if you had an N7900 that has a 100 TB maximum volume size and you created a 100 TB volume, the first 100 TB of logical data will compress and deduplicate as normal. However, any additional new data written to the volume after the first 100 TB will not be post-process compressed or deduplicated until the logical data becomes less than 100 TB. If inline compression is enabled on the volume, it will continue to be inline compressed until the volume is completely full. 

    A second example is a system with a 50 TB volume size limit, and you create a 25 TB volume. In this case the first 50 TB of logical data will compress and deduplicate as normal; however, any additional new data written to the volume after the first 50 TB will not be post-process compressed or deduplicated until the amount of logical data is less than 50 TB. If inline compression is enabled on the volume, it will continue to be inline compressed until the volume is completely full. 

    5.3  Command summary

    The following sections describe the various compression and deduplication commands. 

    The commands in Table 5-2 are used to configure compression and deduplication on new data written to disk after compression and deduplication is enabled. 

    Table 5-2   Commands for compression and deduplication of new data

    
      
        	
          Command 

        
        	
          Summary

        
      

      
        	
          sis on </vol/volname >

        
        	
          Enables deduplication on the flexible volume specified.

        
      

      
        	
          sis config

        
        	
          Displays which volumes have compression/deduplication enabled.

        
      

      
        	
          sis config -C true </vol/volname>

        
        	
          Enables post-process compression of subsequently created data. This requires that deduplication first be enabled on the volume.

        
      

      
        	
          sis config -C true -I true </vol/volname>

        
        	
          Enables inline compression and post-process compression of subsequently created data. This requires that deduplication first be enabled on the volume. There is no way to enable inline compression without post-process compression and deduplication. 

        
      

      
        	
          sis config [-s sched] </vol/volname >

        
        	
          Creates an automated compression/deduplication schedule. When compression/deduplication is first enabled on a flexible volume, a default schedule is configured, running it each day of the week at midnight. If the auto option is used, compression and deduplication are triggered when 20% new data is written to the volume. The 20% threshold can be adjusted by using the auto@num option, where num is a two-digit number to specify the percentage. The manual option can be used on SnapVault destinations to prevent post-process compression and deduplication from running.

        
      

      
        	
          sis config -I false </vol/volname>

        
        	
          Disables inline compression. It will not stop post-process compression or decompress any existing compressed data.

        
      

      
        	
          sis config -C false -I false </vol/volname> 

        
        	
          Disables any newly created data from being compressed. It will not decompress any existing compressed data.

          “-I false” is only necessary if inline compression is also enabled. 

        
      

      
        	
          sis start </vol/volname>

        
        	
          Begins the deduplication process on the flexible volume specified. If compression is also enabled it will start first, followed by deduplication. 

          This will compress and deduplicate any data that has been written to disk after compression/deduplication was enabled on the volume. This will not compress or deduplicate data that existed on the volume prior to compression/deduplication being enabled. For this, refer to the commands in the next table.

        
      

      
        	
          sis start -d </vol/volname >

        
        	
          Deletes the existing checkpoint information. This option is used to delete checkpoint information that is still considered valid. By default, checkpoint information is considered invalid after 24 hours.

        
      

      
        	
          sis stop </vol/volname >

        
        	
          Suspends an active post-process compression/deduplication operation running on the flexible volume without creating a checkpoint.

        
      

      
        	
          sis stop -a </vol/volname>

        
        	
          Creates a checkpoint and stops the currently active post-process compression/deduplication operations running on a volume.

        
      

      
        	
          sis check </vol/volname >

        
        	
          Verifies and updates the fingerprint database for the flexible volume specified; includes purging stale fingerprints (requires advanced mode).

        
      

      
        	
          sis check -d </vol/volname >

        
        	
          Deletes the existing checkpoint file and starts the check portion of the deduplication operation from the beginning (requires advanced mode).

        
      

      
        	
          sis status </vol/volname>

        
        	
          Checks the progress of post-process compression/deduplication operations running on a volume. Also shows whether deduplication is enabled or disabled on a volume.

        
      

      
        	
          sis status -l </vol/volname>

        
        	
          Returns the current status of the specified flexible volume. Can be used to check whether inline or post-process compression or deduplication is enabled on a particular volume.

        
      

      
        	
          sis stat </vol/volname >

        
        	
          Displays the statistics of flexible volumes that have compression/deduplication enabled (requires diag mode).

        
      

      
        	
          sis help start

          sis help stop

        
        	
          Lists the commands for starting and stopping compression.

        
      

      
        	
          df -S <volname>

          df -S </vol/volname>

        
        	
          Shows space savings from compression and deduplication as well as actual physical used capacity per volume.

        
      

    

     

    Commands for compression and deduplication of existing data

    The commands in this section are used to compress and deduplicate data that was already on disk prior to compression or deduplication being enabled. This option is typically used during initial configuration of compression and deduplication on an existing flexible volume that contains uncompressed and undeduplicated data. (There is no need to use this option on a volume that has just been created and does not contain any data.) To compress or deduplicate existing data on disk use the commands in Table 5-3.

    Table 5-3   Commands for compression/deduplication of existing data

    
      
        	
          Command 

        
        	
          Summary

        
      

      
        	
          sis start -s </vol/volname>

        
        	
          Begins compression (if enabled) of existing data followed by deduplication on the flexible volume specified. It will use the latest checkpoint if one exists and is less than 24 hours old. This will bypass compression of any blocks that are already deduplicated or locked in Snapshot copies.

        
      

      
        	
          sis start -sp <vol/volname >

        
        	
          Begins compression (if enabled) of existing data followed by deduplication on the flexible volume specified using the existing checkpoint information, regardless of the age of the checkpoint information. This option should only be used with the -s option.

        
      

      
        	
          sis start -s -d </vol/volname>

        
        	
          Begins compression (if enabled) of existing data followed by deduplication on the flexible volume specified. It will disregard any checkpoints that exist. This will bypass compression of any blocks that are already deduplicated or locked in Snapshot copies.

        
      

      
        	
          sis start -s -D </vol/volname>

        
        	
          Begins the deduplication process on the flexible volume specified and performs a scan of the flexible volume to process existing data. It will use the latest checkpoint if one exists.

          The -D option is used if compression is also enabled on the volume and you only want to run deduplication against the existing data, not compression. The new data will still be compressed (requires advanced mode.)

        
      

      
        	
          sis start -s -d -D </vol/volname>

        
        	
          Deletes any previous checkpoints and initiates the deduplication process of existing data to begin from scratch on the flexible volume specified (requires advanced mode).

        
      

      
        	
          sis start -s -C </vol/volname>

        
        	
          Begins compression of the existing data on disk. It will use the latest checkpoint if one exists. It will not run deduplication against this data (requires advanced mode.)

        
      

      
        	
          sis start -s -C -d </vol/volname>

        
        	
          Deletes any previous checkpoints and initiates compression of existing data to begin from scratch on a flexible volume (requires advanced mode.)

        
      

      
        	
          sis start -s -C -a </vol/volname>

        
        	
          Initiates compression of existing data to begin and include shared blocks created by deduplication or cloning of data. It will not run deduplication against this data. The -a option can be used together with the -b option.

        
      

      
        	
          sis start -s -C -b </vol/volname>

        
        	
          Initiates compression of existing data to begin and include blocks that are locked in existing Snapshot copies. It will not run deduplication against this data. The -b option can be used together with the -a option.

        
      

      
        	
          sis start -s -C -a -b </vol/volname>

        
        	
          Initiates compression of all possible blocks containing existing data on disk. It will not run deduplication against this data.

        
      

      
        	
          sis start -s -C -D -a -b </vol/volname>

        
        	
          Initiates compression of all possible blocks containing existing data on disk followed by running deduplication.

        
      

    

     

    Commands for disabling compression and deduplication

    The commands in Table 5-4 are used to disable and undo compression and deduplication savings. 

    Table 5-4   Commands for disabling/undoing compression and deduplication

    
      
        	
          Command 

        
        	
          Summary

        
      

      
        	
          sis config -C false -I false </vol/volname>

        
        	
          Disables any newly created data from being compressed. It will not decompress any existing compressed data.

        
      

      
        	
          sis off </vol/volname>

        
        	
          Disables inline and post-process compression as well as deduplication on the specified volume. This means that there will be no additional change logging, compression, or deduplication operations, but the flexible volume remains a compressed and deduplicated volume, and the storage savings are preserved.

          If this command is used, and then compression or deduplication is turned back on for this flexible volume, the flexible volume should be rescanned with the sis start -s command to gain the maximum savings.

        
      

      
        	
          sis undo </vol/volname>

        
        	
          Initiates the removal of compression and block sharing from deduplication on a volume; it first requires that compression and deduplication be turned off on the volume (requires advanced mode).

        
      

      
        	
          sis undo </vol/volname> -D

        
        	
          Initiates the removal of block sharing from deduplication on a volume; it first requires that compression and deduplication be turned off on the volume (requires advanced mode).

        
      

      
        	
          sis undo </vol/volname> -C

        
        	
          Initiates the uncompression of data in a volume; it first requires that compression be turned off on the volume (requires advanced mode).

        
      

      
        	
          sis stop </vol/volname>

        
        	
          Suspends an active post-process compression/deduplication process on the flexible volume without creating a checkpoint.

        
      

      
        	
          sis stop -a </vol/volname>

        
        	
          Creates a checkpoint and stops the currently active post-process compression/deduplication operations running on a volume.

        
      

      
        	
          sis status </vol/volname>

        
        	
          Returns the current status of the specified flexible volume. Can be used to check the progress of the removal of compression/deduplication running on a particular volume. The -l option displays a long list.

        
      

      
        	
          sis revert_to [<7.3|8.0>]  </vol/volname>

        
        	
          Converts the deduplication metafiles to appropriate lower Data ONTAP version formats, currently 7.3 or 8.0. 

          When no volume name is provided, revert_to runs on all volumes with deduplication enabled. 

        
      

      
        	
          sis revert_to [<7.3|8.0>]  -delete </vol/volname>

        
        	
          Deletes the original metafiles that existed for Data ONTAP version [<7.3|8.0>], resulting in no metafiles being created when revert_to is run.

          When no volume is provided, the -delete option will be applied to all volumes that are reverted by the revert_to command.

        
      

      
        	
          sis revert_to -cleanup </vol/volname>

        
        	
          Deletes the metafiles of the lower version that were created by previously running sis revert_to. Useful if user decides not to revert to previous release after all.

          When no volume is provided, the -cleanup option will delete all existing metafiles that are the format of the release that was specified when running the revert_to command.

        
      

      
        	
          sis help

        
        	
          Lists the commands for starting and stopping compression and deduplication.

        
      

      
        	
          sis help undo

        
        	
          Lists the commands for removal of compression and deduplication on data within a volume (requires advanced mode).

        
      

      
        	
          df -S <volname>

          df -S </vol/volname>

        
        	
          Shows space savings from compression and deduplication as well as actual physical used capacity per volume.

        
      

    

    5.4  Interpreting space usage and savings

    The df -S command shows savings as well as actual physical space used per volume. The fields displayed are described in Table 5-5. 

    Table 5-5   Interpreting df -S results

    
      
        	
          df -S

        
        	
          Description

        
      

      
        	
          Filesystem

        
        	
          Volume name

        
      

      
        	
          Used

        
        	
          Amount of physical space used on the volume

        
      

      
        	
          Total-saved

        
        	
          Number of bytes saved by both compression and deduplication

        
      

      
        	
          %Total-saved

        
        	
          Percentage space saved from both compression and deduplication

        
      

      
        	
          Deduplicated 

        
        	
          Number of bytes saved by deduplication

        
      

      
        	
          %Deduplicated

        
        	
          Percentage of space saved from deduplication

        
      

      
        	
          Compressed

        
        	
          Number of bytes saved by compression

        
      

      
        	
          %Compressed

        
        	
          Percentage of space saved from compression 

        
      

    

    To determine the logical space used capacity, add the values “Used + Total-Saved” from the df -S output. 

    5.5  Compression and deduplication options for existing data

    By default when compression and deduplication are enabled on a volume, all new data will be deduplicated and compressed; however, existing data will not be. Optionally, if you want to deduplicate or compress existing data, you need to run a sis operation manually, typically only once per volume. This process will run as a low-priority background process scanning through the existing data and compressing first (if compression is selected) and then running deduplication. In general, it will create a checkpoint every hour and after each phase of operation. If this operation is stopped you can restart it from the existing checkpoint.

    It is possible to select only deduplication of the existing data. This option will start by reading the existing blocks on disk and creating a fingerprint database. After the fingerprints are created, it will then begin the process of looking for and releasing identical blocks. See “Deduplication metadata” on page 3 for more details.

    It is also possible to select to run compression against only data that existed on disk prior to enabling compression. This option will read and compress existing data while periodically creating checkpoints during its operation. The checkpoint will be deleted in any of the following scenarios: 

    •When the compression of existing data completes.

    •If compression is disabled on the volume.

    •If the -d option is used while starting or stopping compression of existing data. 

    By default, compression of existing data does not attempt to compress any compression groups that contain shared blocks, such as from deduplication, or that have blocks locked in Snapshot copies. For volumes that have existing data that contains a lot of deduplicated data or significant amounts of data locked in Snapshot copies, the compression savings from the default use of compression against existing data might be limited. To change the default behavior, the -a option can be used to force compression of existing shared blocks created by deduplication or cloning of data. The -b option can be used to force compression of existing blocks locked in existing Snapshot copies. Both the -a and -b options can be used in conjunction with each other and each requires that -s -C be used with it.

    Running compression on a volume with the -b or -a option can result in increased space usage temporarily. 

    The reason that the -b option causes a temporary increase in used disk space is as follows. Compression rewrites the existing data as new compressed blocks. The original data blocks are temporarily not released because they are locked by a Snapshot copy. This temporary increase will be removed when the Snapshot copies that contain the original data blocks are deleted or expired. As an example, if you have a 32 KB file on disk that is locked in a Snapshot copy, assuming 50% compressibility, you would temporarily have the original 32 KB on disk plus the newly written compressed version occupying an additional 16 KB on disk. That results in 48 KB temporarily on disk. After the lock is deleted or expires, then the 32 KB would be freed and only 16 KB would remain on disk, and you would realize your savings. To determine how much temporary space you would require you would need to add the size of the Snapshot database and know how compressible the data is.

    The reason that the -a option might cause a temporary increase in used disk space is as follows. When the volume has block sharing due to deduplication, compression with the -a option will try to compress shared (deduplicated) blocks. If any of these blocks is compressed, it will be rewritten as a new unshared compressed block, ostensibly losing any previous savings from deduplication. This temporary increase will remain until deduplication is rerun. If your total compression-only savings is larger than your deduplication-only savings, then this will not be a factor.

    5.6  Guidelines for compressing existing data

    For optimal savings, consider the following guidelines for compressing existing data:

    •Remove as many existing Snapshot copies as possible on the volume before compressing existing data. Disable the Snapshot schedule for the volume until the compression of existing data completes. 

    •Compression of existing data can be run with the option -b to compress data that is locked in Snapshot copies. This option should be used only if the volume has sufficient space to accommodate the temporary increase required until the locks on the uncompressed blocks from the Snapshot copy are released. 

    •If existing data in a volume has been deduplicated and you now want to compress this data including the shared blocks, run compression with the -s and -a option. This will compress data blocks that are shared due to deduplication followed by redoing deduplication (sis start -s -a </vol/volname>). This option should be used only if the volume has sufficient space to accommodate the possible temporary increase before deduplication completes. 

    Compression of existing data running with the -a or -b option on a volume with the autosize option enabled might take up space from the aggregate if the undoing of block sharing utilizes 85% or more of the volume space.

    When using the -a or -b option, it is best to run compression on existing data on the source volume of an NDMPcopy, dump, VSM, QSM, or SV relationship before the initial baseline is created. If not, after compression of existing data completes with options -a or -b, the next update could be significant in size; in essence, it could be like re-creating the baseline copy.

    If the volume has a lot of shared data, such as FlexClone files in VMware environments, we recommend that compression of existing data be run in the default mode, skipping shared blocks to avoid significant volume inflation. 

    5.7  Compression and deduplication quick start

    Table 5-6 lists the “quick start” steps to enable and configure compression and deduplication on a FlexVol volume.

    Table 5-6   Compression and deduplication quick start

    
      
        	
           

        
        	
          New flexible volume

        
        	
          Existing flexible volume

        
      

      
        	
          Enable deduplication on volume.

        
        	
          sis on /vol/<volname>

        
      

      
        	
          Enable compression on volume. Note: -I is only required if you want to enable inline compression

        
        	
          sis config -C true -I true </vol/volname>

        
      

      
        	
          Run initial compression and deduplication scan.

        
        	
          NA

        
        	
          sis start -s /vol/<volname>

        
      

      
        	
          Monitor status of compression and deduplication scan.

        
        	
          NA

        
        	
          sis status /vol/<volname

        
      

      
        	
          Create, modify, delete compression/deduplication schedules.

        
        	
          sis config -s [sched] /vol/<volname>

        
      

      
        	
          Manually run compression/deduplication (if not using schedules).

        
        	
          sis start /vol/<volname>

        
      

      
        	
          Monitor status of compression and deduplication. 

        
        	
          sis status /vol/<volname>

        
      

      
        	
          Monitor compression and deduplication space savings.

        
        	
          df -S /vol/<volname>

        
      

    

    5.8  Configuring compression and deduplication schedules

    Compression and deduplication to be scheduled to run against new data written to the volume after compression/deduplication has been enabled. Setting up a schedule for compression and deduplication is convenient because you avoid having to run it manually each time. This section describes how to configure schedules from the command line (CLI). You can also use Systems Manager to configure the schedules. 

    Use the sis config command to configure and view compression and deduplication schedules for flexible volumes. Here is the usage syntax: 

    sis help config 

     

    sis config [ [ [ -s schedule ] | [ -m minimum_blocks_shared ] | [-C <true/false>] | [-I <true/false> ]] <path> ...] 

    This command sets up, modifies, and retrieves the schedule, minimum blocks shared, and compression parameters of SIS volumes.

    Run with no arguments, sis config returns the schedules for all flexible volumes that have deduplication enabled. Example 5-1 shows the four different formats that the reported schedules can have. 

    sis config 

    Example 5-1   Schedules for all flexible volumes that have deduplication enabled

    [image: ]

    																		Inline

    	Path						Schedule						Compression					Compression

    	----------- 						---------- 						------------ 					-------------- 		 

    	/vol/vol1						- 						Enabled 					Enabled 

    	/vol/vol2 						auto 						Enabled 					Disabled 

    	/vol/vol3 						sun-fri@23 						Enabled 					Enabled 

    	/vol/vol4 						sun@6 						Enabled 					Disabled 

    	/vol/vol5 						manual 						Enabled 					Enabled 
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    These schedule types have the following meanings:

    •On flexible volume vol1, post-process compression and deduplication are not scheduled to run. Inline compression will still run. 

    •On flexible volume vol2, post-process compression and deduplication are set to autoschedule. This means that compression and deduplication are triggered by the amount of new data written to the flexible volume, specifically when there are 20% new fingerprints in the change log. Inline compression is disabled. 

    •On flexible volume vol3, post-process compression and deduplication are scheduled to run Sunday to Friday at 11 p.m. Inline compression is also enabled. 

    •On flexible volume vol4, post-process compression and deduplication are scheduled to run at 6 a.m. on Sunday. Inline compression is disabled. 

    •On flexible volume vol5, which is a SnapVault destination, post-process compression and deduplication are scheduled not to run. Inline compression is enabled. This option is beneficial for SnapVault destinations that have data with good compression savings, but minimal deduplication savings. 

    When the -s option is specified, the command sets up or modifies the schedule on the specified flexible volume. The schedule parameter can be specified in one of four ways: 

    [day_list][@hour_list] 

    [hour_list][@day_list] 

    - 

    auto

    manual

    The day_list specifies which days of the week post-process compression and deduplication should run. It is a comma-separated list of the first three letters of the day: sun, mon, tue, wed, thu, fri, sat. The names are not case-sensitive. Day ranges such as mon-fri can also be used. The default day_list is sun-sat. 

    The hour_list specifies which hours of the day post-process compression and deduplication should run on each scheduled day. The hour_list is a comma-separated list of the integers from 0 to 23. Hour ranges such as 8 - 17 are allowed. 

    Step values can be used in conjunction with ranges. For example, 0-23/2 means “every 2 hours.” The default hour_list is 0, that is, midnight on the morning of each scheduled day. If “-” is specified, there is no scheduled post-process compression and deduplication operation on the flexible volume. 

    The auto schedule causes post-process compression and deduplication to run on that flexible volume whenever there are 20% new fingerprints in the change log. This check is done in a background process and occurs every hour. The 20% threshold can be adjusted by using the auto@num option, where num is a two-digit number to specify the percentage. 

    The manual schedule is an option for SnapVault destinations only. By default, if deduplication and post-process compression are enabled on a SnapVault destination, the processes will automatically be started after the transfer completes. Configuring the post-process compression and deduplication schedule to manual prevents deduplication metadata from being created and stops the post-process compression and deduplication processes from running. 

    When deduplication is enabled on a flexible volume for the first time, an initial schedule is assigned to the flexible volume. This initial schedule is sun-sat@0, which means “once every day at midnight.” 

    To configure the schedules shown earlier in this section, the following commands are issued: 

    sis config -s - /vol/vol1 

    sis config -s auto /vol/vol2 

    sis config -s sun-fri@23 /vol/vol3 

    sis config -s sun@6 /vol/vol4 

    sis config -s manual /vol/vol5 

    5.9  End-to-end compression and deduplication examples

    This section describes the steps used to enable and configure compression and deduplication on a FlexVol volume using Data ONTAP 8.1, operating in 7-mode. 

    The first example describes the process of creating a new flexible volume and then configuring, running, and monitoring compression and deduplication on it.

    The second example describes the process of adding compression and deduplication savings to an already existing flexible volume that already contains data. We then run compression and deduplication to get savings on the already existing data on disk. 

     

    
      
        	
          Note: The steps are spelled out in detail, so the process appears much longer than it would be in the real world. 

        
      

    

    Example 1: Create a new volume and enable compression/deduplication

    Use the following steps to create a new volume and enable compression and deduplication:

    1.	Create a flexible volume as shown in Example 5-2 (no larger than the maximum volume size limit for your system).

    Example 5-2   Create a flexible volume
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    itsotuc> vol create volArchive aggrTest 200g

    Creation of volume 'volArchive' with size 200g on containing aggregate 'aggrTest' has completed.
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    2.	Enable deduplication on the flexible volume (sis on), followed by compression (sis config -C true -I true) (-I is only required if you want to use inline compression), and verify that it is turned on. The sis config command shows the compression and deduplication configuration for flexible volumes. 

    After you turn deduplication on, Data ONTAP lets you know that if this were an existing flexible volume that already contained data before deduplication was enabled, you would want to run sis start -s. In Example 5-3, it is a new flexible volume, so that is not necessary.

    Example 5-3   New flexible volume
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    itsotuc> sis on /vol/volArchive

    SIS for "/vol/volArchive" is enabled.

    Already existing data could be processed by running "sis start -s

    /vol/volArchive".

    itsotuc> sis config -C true -I true /vol/volArchive

     

    itsotuc> sis config /vol/volArchive

                                                  Inline

    Path                 Schedule     Compression Compression

    -------------------- ------------ ----------- ----------- 

    /vol/volArchive      sun-sat@0    Enabled     Enabled
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    3.	Another way to verify that deduplication is enabled on the flexible volume is to check the output from running sis status on the flexible volume.  This verification is shown in Example 5-4.

    Example 5-4   Verify that deduplication is enabled on flexible volume
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    itsotuc> sis status /vol/volArchive 

    Path                           State         Status    Progress

    /vol/volArchive                Enabled       Idle      Idle for 00:03:19
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    4.	Turn off the default deduplication schedule using the commands in Example 5-5.

    Example 5-5   Turn off default deduplication schedule
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    itsotuc> sis config /vol/volArchive

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volArchive      sun-sat@0    Enabled     Enabled

     

    itsotuc> sis config -s - /vol/volArchive

     

    itsotuc> sis config /vol/volArchive

     

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volArchive      -            Enabled     Enabled

    [image: ]

    5.	Mount the flexible volume and copy data into the new archive directory flexible volume. 

    6.	Examine the flexible volume. Use the df -S command to examine the storage consumed and the space saved (Example 5-6). Note that only compression savings have been achieved so far, by simply copying data to the flexible volume, even though deduplication is also turned on. What has happened is that the inline compression compressed the new data as it was written to the volume. Because deduplication was enabled, all the new blocks have had their fingerprints written to the change log file. Until deduplication is actually run, the duplicate blocks will not be removed.

    Example 5-6   Examine storage consumed and space saved
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    itsotuc*> df -S 

    Filesystem              used        total-saved   %total-saved   deduplicated 

    %deduplicated     compressed        %compressed 

    /vol/volArchive/   139178264         36126316          21%            0 

    0%                  36126316 							           21%
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    7.	Manually run compression and deduplication on the flexible volume. This causes the compression engine to compress any blocks that were skipped by inline compression followed by processing of the change log, which includes fingerprints to be sorted and merged, and duplicate blocks to be found.  Starting compression and deduplication manually is shown in Example 5-7.

    Example 5-7   Manually run compression and deduplication on flexible volume
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    itsotuc> sis start /vol/volArchive 

    The SIS operation for "/vol/volArchive" is started.
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    8.	Use sis status to monitor the progress of compression and deduplication operations, as shown in Example 5-8.

    Example 5-8   Monitoring the progress of compression and deduplication
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    itsotuc> sis status /vol/volArchive

    Path                           State          Status     Progress 

    /vol/volArchive                Enabled        Active     23 GB (77%) Compressed

     

    itsotuc> sis status /vol/volArchive 

    Path                           State          Status     Progress 

    /vol/volArchive                Enabled        Active     164 GB Searched 

     

    itsotuc> sis status /vol/volArchive 

    Path                           State          Status     Progress 

    /vol/volArchive                Enabled        Active     39 GB (43%) Done

     

    itsotuc> sis status /vol/volArchive 

    Path                           State          Status     Progress 

    /vol/volArchive                Enabled        Idle       Idle for 00:01:03
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    9.	When sis status indicates that the flexible volume is again in the Idle state, compression and deduplication have finished running. You can check the space savings they provided in the flexible volume using the df -S command, as shown in Example 5-9. 

    Example 5-9   Checking the space savings
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    itsotuc> df -S 

    Filesystem        used       total-saved   %total-saved    deduplicated %deduplicated   compressed  %compressed 

    /vol/volArchive/ 72001016   103348640 					 											59%           64598736          

    47% 					  38749904       35%
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    10.	Adjust the compression and deduplication schedule as required in your environment. See “Configuring compression and deduplication schedules” on page 41 for more specifics.  

    Example 2: Enabling compression/deduplication on an existing volume

    This example adds compression and deduplication savings to an existing flexible volume with data already on the volume. Although it is not necessary, this example includes the steps used to compress and deduplicate the data already on disk, in addition to the new writes to disk. The destination N series storage system is called itsotuc, and the volume is /vol/volExisting. 

    1.	Enable deduplication on the flexible volume (sis on), followed by compression (sis config -C true -I true) (-I is only required if you want to use inline compression), and verify that it is turned on. The sis config command shows the compression and deduplication configuration for flexible volumes. The commands are shown in Example 5-10.

    Example 5-10   Enabling deduplication on a flexible volume
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    itsotuc> sis on /vol/volExisting

     SIS for "/vol/volExisting" is enabled. 

    Already existing data could be processed by running "sis start -s 

    /vol/volExisting".

     

    itsotuc> sis config -C true -I true /vol/volArchive

     

    itsotuc> sis config /vol/volArchive 

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volArchive      sun-sat@0    Enabled     Enabled
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    2.	Examine the flexible volume as shown in Example 5-11. Use the df -S command to examine the storage consumed and the space saved.

    Example 5-11   Examine storage consumed and the space saved
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    itsotuc>df -S 

    Filesystem            used         total-saved   %total-saved   deduplicated 

    %deduplicated    compressed    %compressed 

    /vol/volExisting/    173952092       0               0%             0 

    0%                    0              0%
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    At this time, only new data will be compressed and have fingerprints created. From here, if you want to only compress and deduplicate new writes, you can skip to step 9. 

    If you want to compress and deduplicate existing data on disk, the following additional steps 3 - 8 are required. 

    3.	Disable the post-process compression and deduplication schedule using the commands in Example 5-12.

    Example 5-12   Disabling the post-process and deduplication schedule
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    itsotuc> sis config /vol/volExisting 

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volExisting 							 sun-sat@0    Enabled     Enabled

     

    itsotuc> sis config -s - /vol/volExisting

     

    itsotuc> sis config /vol/volExisting 

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volExisting     -            Enabled     Enabled
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    4.	Record the current Snapshot schedule for the volume. Disable the snap schedule. Example 5-13 shows how to record and disable the schedule.

    Example 5-13   Disable the Snapshot schedule

    [image: ]

    itsotuc> snap sched volExisting 

    Volume volExisting: 0 2 6@8,12,16,20

     

    itsotuc> snap sched volExisting 0 0 0 
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    5.	Delete as many Snapshot copies as possible, as shown in Example 5-14. 

    Example 5-14   Delete Snapshot copies
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    itsotuc> snap list volExisting 

    Volume volExisting 

    working... 

     

      %/used     %/total   date          name 

    ---------- ----------  ------------  -------  

     23% ( 0%)  20% ( 0%)  Jul 18 11:59  snap.1 

     24% ( 1%)  20% ( 0%)  Jul 18 23:59  snap.2 

     26% ( 3%)  23% ( 2%)  Jul 19 11:59  snap.3 

     26% ( 0%)  23% ( 0%)  Jul 19 23:59  snap.4 

     27% ( 2%)  24% ( 1%)  Jul 20 11:59  snap.5 

     

    itsotuc> snap delete volExisting snap.1

    itsotuc> Tue Jul 20 16:20:06 EDT [wafl.snap.delete:info]: Snapshot copy

    snap.1 on volume volExisting was deleted by the Data ONTAP function snapcmd_delete. The unique ID for this Snapshot copy is (3,6768).

     

    itsotuc> snap delete volExisting snap.2 

    itsotuc> Tue Jul 20 16:20:10 EDT [wafl.snap.delete:info]: Snapshot copy 

    snap.2 on volume volExisting was deleted by the Data ONTAP function 

    snapcmd_delete. The unique ID for this Snapshot copy is (2,6760).

     

    itsotuc> snap delete volExisting snap.3 

    itsotuc> Tue Jul 20 16:20:15 EDT [wafl.snap.delete:info]: Snapshot copy 

    snap.3 on volume volExisting was deleted by the Data ONTAP function snapcmd_delete. The unique ID for this Snapshot copy is (4,6769).

     

    itsotuc> snap list volExisting 

    Volume volExisting 

    working... 

     

      %/used    %/total     date          name 

    ----------  ----------  ------------  -------- 

     12% ( 0%)   10% ( 0%)  Jul 19 23:59  snap.4 

     13% ( 1%)   10% ( 1%)  Jul 20 11:59  snap.5
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    6.	Start compression and deduplication of the existing data on the volume (run this during low system usage times). See Example 5-15. You can run with the option -D if you want to run deduplication only on the existing data. You can run with the -C option if you want to compress only the existing data; however, the next time the deduplication process runs it will deduplicate the existing data. 

    Example 5-15   Start compression and deduplication
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    itsotuc> sis start -s /vol/volExisting 

    The file system will be scanned to process existing data in /vol/volExisting.

    This operation may initialize related existing metafiles. 

    Are you sure you want to proceed (y/n)? y 

    The SIS operation for "/vol/volExisting" is started. [itsotuc:wafl.scan.start:info]: Starting SIS volume scan on volume volExisting. [image: ]

    7.	Use sis status to monitor the progress of compression and deduplication (Example 5-16). 

    Example 5-16   Monitor the progress of compression and deduplication with sis status
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    itsotuc> sis status /vol/volExisting

    Path                   State      Status      Progress  

    /vol/volExisting       Enabled    Active      122 GB Scanned, 25 GB Compressed 

     

    itsotuc> sis status /vol/volExisting

    Path                   State      Status      Progress   

    /vol/volExisting       Enabled    Active      164 GB Searched

     

    itsotuc> sis status /vol/volExisting

    Path                   State      Status      Progress  

    /vol/volExisting       Enabled    Active      41 GB (45%) Done 

     

    itsotuc> sis status /vol/volExisting

    Path                   State      Status      Progress   

    /vol/volExisting       Enabled    Idle        Idle for 00:02:43
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    8.	When sis status indicates that the flexible volume is again in the Idle state, compression and deduplication have finished running, and you can check the additional space savings they provided in the flexible volume. The savings are shown in Example 5-17.

    Example 5-17   Check for additional space savings
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    itsotuc> df -S 

    Filesystem          used    total-saved   %total-saved   deduplicated %deduplicated    compressed    %compressed

    /vol/volExisting/  72005148   103364200        59%         64621288 

    47%               38742912        35%
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    9.	Reconfigure the Snapshot schedule for the volume using this command:

    snap sched volExisting 5 7 10

    10.	Adjust the compression and deduplication schedule as required in your environment. See 5.8, “Configuring compression and deduplication schedules” on page 41 for more specifics.  

    That is all there is to it.
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Compression and deduplication with other N series features

    N series has several products that work with both compression and deduplication. This chapter discusses how compression and deduplication interact with other N series products and features. It gives details regarding support, limitations, and best practices. 

    6.1  Management tools

    Systems Manager 2.0 provides the ability to configure both deduplication and compression on individual systems.

    N series OnCommand Unified Manager helps storage administrators efficiently manage all of their N series storage with deduplication. 

    N series OnCommand Unified Manager includes the following support for deduplication:

    •The ability to define deduplication policies and configure deduplication across multiple systems from a single management system. 

    •Monitoring and reporting capability to identify the deduplication savings across multiple systems from a single management system. 

    •Optimized management of SnapVault schedules with deduplication. 

    Currently OnCommand Unified Manager does not manage data compression. 

    For additional information, refer to the OnCommand Unified Manager Core Package 5.0 and Host Package 1.1 Publication Matrix:

    https://www-304.ibm.com/support/entdocview.wss?uid=ssg1S7003763

    6.2  Data protection

    This section reviews the effects of data compression and deduplication on some of the tools and techniques used for protecting data. 

    Snapshot copies 

    Snapshot copies lock blocks on disk that cannot be freed until the Snapshot copy expires or is deleted. After a Snapshot copy of data is made on any volume, any subsequent changes to data contained in that Snapshot copy will temporarily require additional disk space until the Snapshot copy is deleted or expires. The same is true with deduplication- and compression-enabled volumes. 

    Space savings will not be seen on deduplicated volumes initially if the blocks are locked by Snapshot copies. This is because the blocks are not freed until the lock is removed. Post-process compression will rewrite the uncompressed blocks as new blocks on disk. If these original blocks are locked in a Snapshot copy, then both the original and newly compressed blocks will temporarily exist on disk until the Snapshot copy expires or is deleted. However, the only way that inline compression space savings are affected by Snapshot copies is for overwrites. 

    The following guidelines can help you to achieve the best space savings from deduplication- and compression-enabled volumes that contain Snapshot copies:

    •Run compression and deduplication before creating new Snapshot copies.

    •Wait for post-process compression and deduplication to complete before creating new Snapshot copies. 

    •If running deduplication without compression, schedule deduplication only after significant new data has been written to the volume. 

    •Limit the number of Snapshot copies you maintain.

    •If possible, reduce the retention duration of Snapshot copies.

    •Configure appropriate reserve space for the Snapshot copies. 

    The N series compression solution also includes the ability to compress data that existed on disk prior to enabling compression on the volume. By default, existing data locked within a Snapshot is skipped. For compression of existing data, consider these guidelines: 

    •Delete as many Snapshot copies as possible before running compression against existing data. 

    •Disable the Snapshot schedule until compression of existing data completes. 

    SnapRestore 

    SnapRestore functionality is supported with both compression and deduplication, and it works in the same way with or without either feature. When you initiate a SnapRestore operation on a FlexVol volume, the restored data retains the original space savings. Deduplication metadata will also be restored to metadata corresponding to the data maintained in the Snapshot copy. This will require some additional processing during the first deduplication operation completed after using volume SnapRestore. 

    Volume SnapMirror

    Volume SnapMirror (VSM) allows you to replicate data to another location for disaster recovery purposes. Both compression and deduplication are supported with volume SnapMirror. Volume SnapMirror operates at the physical block level; thus, when compression and deduplication are enabled on the source, the data sent over the wire for replication is also compressed/deduplicated and therefore the savings are inherited at the destination. This can significantly reduce the amount of network bandwidth required during replication. The combinations of volume SnapMirror and compression/deduplication shown in Example 6-1 are supported.

    Table 6-1   Supported compression/deduplication configurations for volume SnapMirror 
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    Consider the following issues and characteristics when running deduplication, compression, or both with volume SnapMirror:

    •Both source and destination systems should use an identical release of Data ONTAP. If this is not possible, then the destination must be a newer version than the source. If you want to run compression, both systems require Data ONTAP 8.1 or later.

    •If using compression on both the source and the destination volumes, they must both be contained within a 64-bit aggregate. 

    •Compression and deduplication can only be managed on the source system. The flexible volume at the destination system inherits all the compression/deduplication attributes and storage savings. 

    •Shared blocks are transferred only once, so deduplication reduces network bandwidth usage. 

    •Compression is maintained throughout the transfer, so compression reduces network bandwidth usage. 

    •The volume SnapMirror update schedule is not tied to the compression/deduplication schedule. 

    •Maximum volume size limits for deduplicated/compressed volumes are constrained to the lower limit between the source and the destination systems.

    •Both source and destination systems must support the same storage efficiency option you select to use. In other words, if you select to use compression, then both the source and destination systems must support compression. 

    •Volume SnapMirror typically sees smaller transfer sizes as a result of compression and deduplication space savings. 

    When configuring volume SnapMirror and compression/deduplication, consider the compression/deduplication schedule and the volume SnapMirror schedule. As a preferred practice, start volume SnapMirror transfers of a compressed/deduplicated volume after compression/deduplication is complete (that is, not in the middle of the deduplication or compression process). This will avoid sending uncompressed/undeduplicated data and additional temporary metadata files over the network. If the temporary metadata files in the source volume are locked in Snapshot copies, they also consume extra space in the source and destination volumes. 

    We suggest running compression of existing data on the primary if possible before running baseline transfers for volume SnapMirror, especially if using the -a or -b option. This is because running compression against existing data with the -a or -b option can result in a large number of physical-level changes on disk. This means that SnapMirror recognizes these as changed blocks and includes them in their next data transfer to the destination volume. As a result, volume SnapMirror transfers that occur after compression of existing data with the -a or -b option are likely to be much larger than normal. For preexisting volume SnapMirror relationships, it is important to take into consideration the big surge of data involved in the transfer and to plan accordingly. See “Compression and deduplication options for existing data” on page 38 for more details.

    In case of a disaster at the primary location, you might need to break the volume SnapMirror relationship and have the volume SnapMirror destination start serving data. Deduplication maintains a partially ordered fingerprint database in the FlexVol volume along with the aggregate copy. Because of this, the destination system will have the space savings from the source volume and will also have a copy of the ordered fingerprint database. After a volume SnapMirror break, the aggregate fingerprint database will be automatically constructed from the FlexVol copy during the first deduplication operation on the destination volume. 

    Qtree SnapMirror 

    Qtree SnapMirror (QSM) allows you to replicate your data to another location for disaster recovery purposes. Both compression and deduplication are supported with qtree SnapMirror. Qtree SnapMirror operates at a logical level; thus, when deduplication or compression is enabled on the source, the data sent over the wire for replication is first uncompressed in memory or undeduplicated before the transfer. The supported combinations of qtree SnapMirror and compression/deduplication as shown in Table 6-2 on page 53.

    Table 6-2   Supported compression/deduplication configurations for qtree SnapMirror
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          Note: When running deduplication or compression with qtree SnapMirror, compression/deduplication space savings are always lost during the network transfer. Therefore, there are no network bandwidth savings.

        
      

    

    Both source and destination storage systems run compression and deduplication independent of each other. 

    The compression/deduplication schedule is not tied to the qtree SnapMirror update. In other words, the compression/deduplication process does not automatically start at the completion of the qtree SnapMirror transfer. 

    Use inline compression to attain compression savings on a qtree SnapMirror destination so as to not affect Snapshot space. 

    If possible, we suggest compressing existing data on the primary prior to running baseline transfers for qtree SnapMirror. This is because compressing existing data with the -a or -b option can result in many physical-level changes on disk. This means that qtree SnapMirror recognizes these as changed blocks and includes them in the next data transfer to the destination volume. As a result, qtree SnapMirror transfers that occur after the compression of existing data is run with the -a or -b option are likely to be much larger than normal. For preexisting qtree SnapMirror relationships, it is important to consider the big surge of data involved in the transfer and to plan accordingly. However, this is not a problem if you only compress existing data on the destination volume in a qtree SnapMirror relationship. 

    As a preferred practice, we suggest performing qtree SnapMirror updates after post-process compression processes on the source volume finish running. If a qtree SnapMirror update occurs while the post-process compression process is running on the source volume, then some new or changed blocks might be transferred before they have been rewritten as compressed. This results in a duplicate transfer of the compressed blocks in a subsequent transfer. Because qtree SnapMirror transfers also result in a Snapshot copy on the source, the original uncompressed blocks could be locked on disk, resulting in extra space being used in the Snapshot reserve. 

    Deduplication savings are only realized when the Snapshot copies maintaining locks on the original blocks expire or are deleted. Typically, there are only a couple of qtree SnapMirror base Snapshot copies on the destination storage system. If Snapshot copies are not retained long term, they are constantly rotated out and the original blocks that were deduplicated are freed as the Snapshot copies roll off. If users want to keep Snapshot copies long term, it is possible that the deduplicated data can be locked in Snapshot copies for longer periods of time, which reduces the deduplication storage savings. This situation can arise when users create Snapshot copies manually or using the snap sched command. 

    The preferred practice when using qtree SnapMirror with post-process compression or deduplication is to let qtree SnapMirror use the minimum number of Snapshot copies it requires (essentially, keep the latest version). 

    SnapVault 

    The behavior of compression and deduplication with SnapVault (SV) is similar to the behavior with qtree SnapMirror, except for the following points: 

    •We suggest using inline compression to attain compression savings on a SnapVault destination without affecting Snapshot space. SnapVault will take an archival Snapshot copy after the transfer is complete, which will temporarily lock the transferred blocks. If you use post-process compression without inline compression, then the size of the archival Snapshot copy will temporarily be larger because it contains the uncompressed version of the blocks just transferred.This temporary increase in Snapshot space will be removed after the deduplication process completes and a newer archival Snapshot is created. 

    •The archival Snapshot copy is replaced with a new one after compression/deduplication finishes running on the destination. (The name of this new Snapshot copy is the same as that of the archival copy, but the creation time of this copy is changed.)

    •The SnapVault update is not tied to the compression/deduplication operation; that is, a subsequent incremental update is allowed to run while the compression/deduplication process on the destination volume from the previous backup is still in progress. In this case, the compression/deduplication process continues to run, but the archival Snapshot copy does not get replaced after compression/deduplication finishes running. 

    •The compression/deduplication schedule is tied to the SnapVault schedule on the destination system. The compression/deduplication schedule on the source is not tied to the SnapVault update schedule, and it can be configured independently on a volume, just like qtree SnapMirror. 

    •By default, every SnapVault update (baseline or incremental) kicks off the compression/deduplication process on the destination after the archival Snapshot copy is created if compression/deduplication is enabled. This can be modified by setting the post-process compression/deduplication schedule to manual. By configuring the post-process compression and deduplication schedule to manual it prevents deduplication metadata from being created and stops the post-process compression and deduplication processes from running. This option is beneficial for SnapVault destinations that have data with good compression savings, but minimal deduplication savings 

    •The compression/deduplication schedule on a SnapVault destination cannot be modified to run at a specific time or after a specific amount of data has been written to the volume. The sis start command is not allowed; however, the sis start -s command can be run manually on the destination. 

    •Post-process compression of existing data results in physical-level changes to data.This means that both qtree SnapMirror and SnapVault recognize these as changed blocks and include them in their data transfers to the destination volume. As a result, qtree SnapMirror and SnapVault transfers that follow a sis start -s command are likely to be much larger than normal. If possible, We suggest compressing existing data on the primary prior to running baseline transfers for qtree SnapMirror and SnapVault. For preexisting qtree SnapMirror or SnapVault relationships, it is important to take into consideration the big surge of data involved in the transfer and to plan accordingly. 

    •You can manage deduplication on SnapVault destinations using either the CLI or OnCommand Unified Manager.

    Open Systems SnapVault 

    Open Systems SnapVault (OSSV) provides heterogeneous disk-to-disk data protection. It transfers data from a primary system to a secondary system running Data ONTAP and it includes an option to use link compression to provide network bandwidth savings. Link compression is not the same as data compression. Link compression compresses data before sending it across the network, and decompresses the data after the transfer is complete and received at the destination system. 

    Both data compression and deduplication are supported with OSSV. OSSV link compression can work with data compression and deduplication to provide savings for both network bandwidth and disk space. As an example, the following would happen if your destination volumes have deduplication and inline data compression enabled and utilize OSSV with link compression: 

    •The data transfer request will result in data being transferred by OSSV to a SnapVault destination. 

    •Prior to sending the data over the network, OSSV will use its optional link compression to compress the data.

    •OSSV compresses the data and transfers the compressed data over the wire.

    •When the data is received on the SnapVault destination system, it is decompressed in memory in preparation to be written to disk. 

    •Data compression will take this uncompressed data and use inline data compression to compress data before writing to disk. 

    •Deduplication will run after the data transfer completes and is fully written to disk.

    •Deduplication and data compression will achieve space savings on the destination for the baseline transfer, and each incremental will yield space savings. This will result in the total savings on the destination volume remaining somewhat consistent. For example, in the case of a home directory, if you see space savings of 65% for the baseline transfer, then the space savings following additional transfers would typically remain at about 65% over time. 

    SnapMirror Sync 

    SnapMirror Sync mode is not supported with either deduplication or compression. 

    SnapMirror Semi-Sync 

    SnapMirror Semi-Sync mode is not supported with either deduplication or compression. 

    SnapLock 

    For Data ONTAP 8.1, compression and deduplication are fully supported with SnapLock, including both enterprise and compliance modes. When implementing SnapLock and compression or deduplication, consider the following points: 

    •A SnapLock volume with files committed to “write once, read many” (WORM) can be deduplicated or compressed. Capacity savings are similar to savings in which the files are not committed to WORM. Both compression/deduplication and subsequent uncompression/undeduplication do not result in any changes to the SnapLock attributes or the WORM behavior of the volume or the file. 

    •Compression/deduplication is applied across WORM, WORM append, and non-WORM (normal) files. 

    •Volume restore from a Snapshot copy is permitted only on SnapLock enterprise volumes. When a volume restore occurs from a Snapshot copy with compressed/deduplicated data, the file system returns to the state at which the Snapshot copy was created, including the state of compression/deduplication, and to the WORM status of the volume and the files.

    •File folding continues to function, regardless of the WORM and deduplication status of the files. 

    •When locking Snapshot copies on a SnapVault secondary, a Snapshot copy is permanent. This means that it can be deleted only after a retention period. No archive Snapshot copy is created on the secondary until compression/deduplication is complete. If compression/deduplication is still running when the next transfer attempts to begin, then the next transfer is delayed. Therefore, compression/deduplication on the SnapVault secondary can result in the disruption of the transfer schedule on the primary. Avoiding the mismatched schedule allows optimal capacity savings to be recognized. 

    •Autocommit functions regardless of the compression/deduplication status of the files. 

    •When using qtree SnapMirror, compression/deduplication must be run separately on the source and destination. The WORM property is carried forward by qtree SnapMirror. Switching on WORM or compression/deduplication on either end has no effect on the qtree SnapMirror transfers. Undoing compression/deduplication also has no effect on the WORM property when done on either the source or the destination. 

    •When using volume SnapMirror, the WORM property of the files is carried forward by volume SnapMirror. Compression/deduplication needs to be run only on the primary. Volume SnapMirror allows the secondary to inherit compression/deduplication. Undoing compression/deduplication can be done only after breaking the volume SnapMirror relationship. 

    •The volume-level SnapLock attributes, such as volume compliance clock and volume expiry time, are not impacted by compression or deduplication. 

    •To revert to a previous release on a system hosting a SnapLock volume that contains compressed/deduplicated data, compression/deduplication must first be undone (uncompressed/undeduplicated). 

    6.3  High availability technologies 

    This section describes how data compression and deduplication interact with various high availability (HA) technologies.

    HA pair controller configuration 

    HA pair controller configurations are supported with both deduplication and compression. We suggest that both nodes run the same version of Data ONTAP. 

    Deduplication and compression both run on each node independently. 

    Writes to the flexible volume have fingerprints written to the change log. During failover or giveback to the partner node, inline compression continues as normal and deduplication change logging continues to happen. Post-process compression and deduplication processes will start at the next scheduled time on the failed node after failover/giveback is complete, using the updated change log, or they can be started manually. A maximum of eight concurrent compression/deduplication processes are allowed on each node in an HA pair configuration. During failover, the surviving node will continue to be limited to a maximum of eight concurrent compression/deduplication operations, even though deduplication will continue for both nodes. 

    For SnapVault with Symantec NetBackup, block sharing is supported for partner volumes in takeover mode. We suggest that no active post-process compression/deduplication operations take place during the planned takeover or planned giveback. For best results:

    •Perform the planned takeover or giveback during a time when compression/deduplication operations are not scheduled to run. 

    •Determine whether any compression/deduplication operations are active and stop them until the planned takeover or giveback is complete. 

    You can use the sis status command to determine whether the status of compression and deduplication is Active or Idle. If compression/deduplication is running, then the status will be Active. 

    On a system with compression/deduplication enabled, the output of the sis status command is similar to Example 6-1.

    Example 6-1   Monitor Active and Idle compression and deduplication status
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    Path                   State      Status      Progress   

    /vol/vol1              Enabled    Active      122 GB Scanned, 25 GB Compressed 

    /vol/vol2              Enabled    Active      164 GB Searched 

    /vol/vol3              Enabled    Active      41 GB (45%) Done 

    /vol/vol4              Enabled    Idle        Idle for 00:02:43
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    You can use the sis stop command to halt the active compression/deduplication operation on the volume and the sis start command to restart it. The sis stop command will create a checkpoint and, when takeover or giveback completes, you can restart the deduplication/compression operations from the latest checkpoint with the sis start command. 

    Compression will continue to work on partner volumes in takeover mode as long as both systems are running Data ONTAP 8.1 or greater. If the failover system is running an earlier version of Data ONTAP, then the volume will go offline in failover mode. If both systems are running Data ONTAP 8.1 or greater, then the mode/algorithm of compression on the partner volume is done in the same way as local volumes and new writes continue to be compressed in takeover mode.

    MetroCluster 

    Both compression and deduplication are supported in both fabric and stretch MetroCluster. MetroCluster uses RAID SyncMirror, which mirrors at the aggregate level if enabled blocks are compressed/deduplicated on the remote plex automatically.

    When using MetroCluster with compression or deduplication, consider the following points: 

    •In takeover mode, compression and deduplication continue to run normally as per the schedule. 

    •A node in takeover mode takes over the servicing of I/Os targeted to the partner volumes. As a result, additional system resources are consumed, which might require that the system workload be adjusted.

    SyncMirror 

    Both compression and deduplication are supported with SyncMirror. SyncMirror works the same way with or without compression or deduplication.

    6.4  Other N series features

    This section covers the interaction of data compression and deduplication with other N series features.

    Quotas 

    Quotas are based on logical space usage; therefore, for compressed and deduplicated files, the logical (uncompressed/undeduplicated) size is charged against the quotas. There are several advantages to this scheme as opposed to charging quotas based on the physical (compressed/deduplicated) size of the file, specifically: 

    •This is in line with the general design principle of making deduplication and compression transparent to the user. 

    •It is easier for system administrators to manage quotas. They can maintain a single quota policy across all volumes, whether or not compression or deduplication is enabled on it. 

    •There are no out-of-space failures when data is being mirrored with SnapMirror from a volume with deduplication or compression enabled to a destination volume that has deduplication or compression disabled.

    •Overwriting parts of the file will not fail due to quota errors when the new data being written is not as compressible as the data it is replacing. 

    •Quotas cannot be oversubscribed on a volume. For example, a user with a quota limit of 1 TB cannot store more than 1 TB of data in a deduplicated/compressed volume, even if the data has been deduplicated/compressed and fits into less than 1 TB of physical space on the storage system. 

    FlexClone volumes 

    FlexClone technology instantly replicates data volumes and data sets as transparent, virtual copies, without requiring additional storage space. FlexClone volumes support both compression and deduplication. When a FlexClone volume (cloned volume) is created: 

    •If the parent FlexClone volume has compression or duplication enabled, the new volume inherits the efficiency. 

    •The cloned volume inherits the compression/deduplication configuration of the parent volume, such as the compression/deduplication schedule. 

    •The data in the cloned volume inherits the space savings of the original data. The deduplication process also continues for any new data written to the clone and re-creates the fingerprint database in the aggregate from the volume copy of the deduplication metadata files (the fingerprint database and the change log files). This allows the deduplication process to continue to deduplicate between the new data and the old data. 

    It is important to understand that if you compress existing data with the -a or -b option on the clone, then all compressible data on the parent will be written as new data on the clone. This can significantly increase the size of the clone and thus reduce the space saving benefits of cloning. 

    One use case for FlexClone with compression or deduplication is to quickly set up an environment with compression or deduplication to determine the possible deduplication/compression savings on a volume. This is useful in the following scenarios when you do not want to make changes to the production environment: 

    •When you have a parent volume that does not already have deduplication enabled 

    •When you have a parent volume that does not already have deduplication or compression enabled 

    •When you have a parent volume that has deduplication but you want to test adding compression 

    Scenario 1: Adding deduplication on a normal volume

    To run deduplication on a FlexClone volume, run sis start –s on the clone. This deduplicates the data within the clone volume only, and does not modify the data on the parent volume. To determine the savings achieved by deduplication, see the %deduplicated column in the output from running the df -S command on the clone to determine the amount of savings, as you would for a non-FlexClone volume. 

    Scenario 2: Adding compression and deduplication on a normal volume 

    To add both compression and deduplication, run sis start –s -C -D -b <volname of clone> on the clone. After both operations complete the clone contains the compressed and deduplicated data. To determine the total savings, look at the %saved column in the output from running the df –S command on the clone. Because all compressed data is written as new data to the clone, it can significantly increase the size of the clone and thus reduce the space saving benefits of cloning. 

    Scenario 3: Adding compression on a deduplicated volume 

    To add compression to a deduplicated volume, enable compression on the clone and then run sis start –s <volname of clone>. This results in the compressible data being written to the clone; it does not affect the data on the parent volume. To determine the savings from compression, run df –S on the clone and look at the %compressed column. From here you can run your tests against the deduplicated/compressed clone. 

     

    
      
        	
          Note: Optionally, you could run with the –a and –b option to fully realize the possible savings; however, this can take up more space on the clone and take longer to complete. For more information about the –a and -b options, see “Compression and deduplication options for existing data” on page 38.

        
      

    

    All of these use cases allow you to create copies of volumes with minimal storage overhead and without affecting your production data. You can also choose to enable compression and deduplication on the clone without running with the –s option. This will compress/deduplicate only the new data written to the volume and not show the savings from the original data in the parent. 

    Volume splitting

    When a cloned volume is split from the parent volume, all of the deduplicated data in the clone that was part of the parent volume (that is, not including the data that was written to the cloned volume after the clone was created) gets undeduplicated after the volume split operation. If deduplication is enabled on the cloned volume, this data gets deduplicated again in subsequent deduplication operations on the clone volume. If compression is enabled on the cloned volume, then, during a split, the data from the parent is transferred to the clone as uncompressed and will be recompressed on the clone. 

    FlexClone files

    FlexClone at the file and LUN level is available and is allowed on compressed or deduplicated volumes. Both compression and deduplication can be used to regain capacity savings after a FlexClone volume is broken. Creating FlexClone volumes at the file or LUN level by using the –l option (which enables change logging) can result in optimal deduplication/compression performance and space savings. However, there can be a significant trade-off in cloning performance due to the additional overhead of change logging. 

    32-bit aggregate support

    Deduplication supports both 32-bit and 64-bit aggregates. Compression is only supported with 64-bit aggregates. 

    If you want to enable compression on a data set that exists on a 32-bit aggregate, you must either upgrade the aggregate or migrate the data from the 32-bit aggregate to a volume in a 64-bit aggregate. When data is migrated using a logical migration method, such as NDMPcopy, SnapVault, or qtree SnapMirror, the data is undeduplicated during the process. After the transfer is complete, you can run deduplication again to regain the deduplication savings. 

    64-bit aggregate support

    Both compression and deduplication support 64-bit aggregates. 

    Flexcache 

    Caching systems will not store data as compressed or deduplicated. 

    DataMotion for volumes 

    DataMotion for volumes is supported with both compression and deduplication. The savings will be maintained at the destination and deduplication and compression operations will continue as normal after the move is complete. If post-process compression or deduplication is actively running during the move, then DataMotion will stop these operations shortly before the final cutover is complete. Compression and deduplication will continue when they are scheduled next to run. If using compression, the destination aggregate must be 64-bit, and both the source and destination must run the same version of Data ONTAP or the volume move will fail. 

    DataMotion for vFiler

    DataMotion for vFiler is supported with compression and deduplication or FlexClone at the file or LUN level. DataMotion for vFiler will fail if post-process compression or deduplication is running when the move is started. Any attempt to start post-process compression or deduplication during the move will fail. After a successful DataMotion for vFiler cutover, the deduplicated volume remains deduplicated on the destination array. However, before another deduplication process can run on the volume, the deduplication fingerprint database must be rebuilt using the sis start –s command. The DataMotion for vFiler software automatically starts rebuilding the fingerprint database after a successful migration. 

    The combination of having to manage resources associated with non disruptive migration and inline compression or metadata for deduplication or FlexClones volumes can result in a small possibility of performance degradation for the client applications. This can happen only if DataMotion for vFiler is employed under high load (greater than 60% CPU). Therefore, DataMotion for vFiler should not be used under such conditions. 

    An N series best-practice recommendation is to use DataMotion for vFiler during off-peak hours or periods of lower load to enable the fastest migration times and hence minimal impact. We recommend that customers actively monitor system performance during a DataMotion for vFiler cutover operation on systems that have deduplication or FlexClone volumes at the file or LUN level (on either the source or the destination system). If excessive load is encountered during the migration, the storage administrator can abort DataMotion for vFiler while maintaining access to data.

    PAM and Flash Cache cards 

    PAM and Flash Cache (PAM II) cards can be used to reduce the number of disk reads, thus helping to improve read performance in environments in which there are shared blocks that are read repeatedly. 

    The amount of performance improvement deduplication-enabled volumes will have with the Flash Cache card will depend on the duplication rate, the access rate, the active data set size, and the data layout. Adding a Flash Cache card to a system does not increase the deduplication maximum volume size for that system. See “PAM and Flash Cache cards” on page 24 for additional recommendations regarding deduplication and Flash Cache. 

    The Flash Cache card can provide significant performance improvements in VMware VDI environments. The advantages provided by N series Flash Cache cards are further enhanced when combined with other shared block technologies, such as N series deduplication or FlexClone. For more information about the N series and the VMware solution, see IBM System Storage N series with VMware ESX Server, SG24-7636.

    Although Flash Cache cards are supported with compression-enabled volumes, any blocks on disk that contain compressed data will not be stored on the Flash Cache card and therefore will not realize any read performance improvements from the Flash Cache card.

    SMTape

    Both deduplication and compression support SMTape backups. Backup to a tape through the SMTape engine preserves the data format of the source volume on the tape; therefore, the compression and deduplication savings are maintained on tape. Because the data is backed up as compressed/deduplicated, it can only be restored to a volume that supports compression/deduplication. 

    Dump

    Both deduplication and compression support backup to a tape via NDMP. The data sent from the source volume is uncompressed/undeduplicated and then written to the tape in uncompressed/undeduplicated format. 

    N series storage encryption (NSE)

    N series Storage Encryption uses self-encrypting drives to provide transparent set-and-forget protection of your data. Both deduplication and data compression are supported with NSE disks and provide the same efficiency savings as non-encrypting drives.

    Non disruptive upgrades

    Both major and minor non disruptive upgrades are supported with compression and deduplication. We suggest that no active post-process compression or deduplication operations be running during the non disruptive upgrade. The following guidelines will provide the best results:

    •Perform the Data ONTAP upgrade during a time when compression/deduplication operations are not scheduled to run. 

    •Determine whether any compression/deduplication operations are active and halt them until the Data ONTAP upgrade is complete. 

    Use the sis status command shown in Example 6-2 on page 62 to determine whether the status of compression/deduplication is Active or Idle. On a system with compression and deduplication enabled, the output of the sis status command is similar to that shown in the example.

    Example 6-2   Check Active and Idle status
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    Path                   State      Status      Progress   

    /vol/vol1              Enabled    Active      122 GB Scanned, 25 GB Compressed 

    /vol/vol2              Enabled    Active      164 GB Searched 

    /vol/vol3              Enabled    Active      41 GB (45%) Done

    /vol/vol4 								Enabled    Idle 								Idle for 00:02:43
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    •Use the sis stop command to end the active compression/deduplication operation on the volume and the sis start command to restart it.  

    For specific details and requirements for doing a non disruptive upgrade on your system, refer to the release notes for the version of Data ONTAP to which you are upgrading. You can also contact N series support for an Upgrade Advisor plan (verify AutoSupport is enabled prior to contacting support). 

    Read reallocation (REALLOC) 

    Read reallocation requires that the "space_optimized" option be used to benefit deduplicated data. This option will reallocate duplicate blocks the first time they are encountered. Read reallocation will not provide any optimization for files that contain compressed data because it bypasses these blocks. 

    VOL copy command 

    When deduplicated or compressed data is copied using the volume copy command, the copy of the data at the destination location inherits all of the deduplication and compression attributes and storage savings of the original data. 

    Vol copy will be disallowed if the source volume is compressed with Data ONTAP 8.1 or later and the destination is running an earlier version of Data ONTAP or if the destination FlexVol volume is contained within a 32-bit aggregate. The following error message is generated:

    "VOLCOPY: Aborting: the aggregate that contains destination volume vol_32 does not support compression"

    The deduplication metadata files will automatically be re-created in the destination aggregate the next time deduplication is run. 

    Aggregate copy command 

    When deduplicated or compressed data is copied using the aggr copy command, the copy of the data at the destination location inherits all of the deduplication/compression attributes and storage savings of the original data. Aggregate copy is also the only way to copy data and maintain the layout of data on disk and enable the same performance with deduplicated data. 

    MultiStore (vFiler) 

    Both compression and deduplication are supported with MultiStore. The compression/deduplication commands are available in the CLI of each vFiler unit, allowing each vFiler unit to be configured from within itself. When configuring compression or deduplication for MultiStore, consider the following: 

    •N series data compression and deduplication are supported at the volume level only; they are not supported at the qtree level.

    •A vFiler unit can enable compression or deduplication on a volume only if it owns the volume. 

    •If compression or deduplication is run on a volume, then all qtrees within that volume are compressed/deduplicated. 

    •Standard vFiler unit behavior states that if a vFiler unit owns a volume, then any qtree within that volume cannot be owned by any other vFiler unit. With that in mind, the following is true: 

     –	If compression/deduplication is enabled on a volume, then all qtrees within the volume must be owned by the vFiler unit that owns that volume. 

     –	If a vFiler unit owns a volume in which compression/deduplication is enabled, then any qtree within that volume cannot be owned by any other vFiler unit. 

    •vFiler0 is a special case because it is a master vFiler unit. It has the following characteristics: 

     –	vFiler0, as a master vFiler unit, has access to all resources on the system, and is thus allowed to own a volume that contains qtrees that are owned by other vFiler units. 

     –	By default, if any storage is not owned by a vFiler unit within the hosting system, then it is owned by vFiler0. 

     –	vFiler0 is able to run compression/deduplication on a volume that is not owned by a vFiler unit on the system. 

     –	As a master vFiler unit, vFiler0 can run compression/deduplication commands on a volume inside any vFiler unit in the system. 

    SnapDrive

    SnapDrive for Windows removes white space. This might reduce the expected savings from compression or deduplication; however, the overall system savings will still benefit from the effects of SnapDrive capacity reduction. The effects on the overall space savings are not significant, and will usually not warrant any special actions. 

    LUNs 

    When using deduplication or compression on a file-based (NFS/CIFS) environment, both deduplication and compression are straightforward and automatic. As data is written, it is compressed inline or post-process. As duplicate blocks are freed from deduplication, they are marked as available. In both cases, as blocks of free space become available, the N series system recognizes these free blocks and makes them available to the volume.  

    Deduplication and compression on a block-based (FCP/iSCSI) LUN environment are slightly more complicated. This is because of the space guarantees and fractional reservations used by LUNs. For instance, consider a volume that contains a 500 GB LUN, and the LUN has LUN reserves enabled. The LUN reserve causes the space for the LUN to be reserved when the LUN is created. Now consider that 500 GB of data is written to the LUN. The consumed space is exactly 500 GB of physical disk space. If the data in the LUN is reduced through compression or deduplication, the LUN still reserves the same physical space capacity of 500 GB, and the space savings are not apparent to the user. 

    LUN space guarantees and fractional reserves can be configured so that the use by the N series system of the freed blocks changes depending on the configuration. By varying the values of certain parameters, freed blocks can be returned to either the volume free pool or the aggregate free pool.  

    Table 6-3 on page 64 describes some common configurations and the associated compression and deduplication behavior.

    Table 6-3   Summary of LUN configuration examples
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          Compression/deduplication savings returned to which free pool?

        
        	
          Neither

        
        	
          Neither

        
        	
          Volume free pool

        
        	
          Aggregate free pool

        
      

    

    The following definitions apply to the table:

    LUN (fractional) overwrite reserve:	

    	The space that Data ONTAP reserves will be available for overwriting blocks in a LUN when the space guarantee = Yes. Because this space is reserved, any savings from compression or deduplication will not be available for other use. 

    Volume free pool:	Refers to the free blocks in the parent volume of the LUN. These blocks can be assigned anywhere in the volume as needed. 

    Aggregate free pool:	Refers to the free blocks in the parent aggregate of the LUN. These blocks can be assigned anywhere in the aggregate as needed.

    The following LUN configuration examples illustrate various strategies for maximizing savings and managing free space.

    Configuration A: The default LUN configuration 

    The default configuration of an N series LUN follows. (The preferred practice for all N series LUNs is to turn the controller Snapshot copy off, delete all scheduled Snapshot copies, and set the snap reserve to 0.)  

    LUN space reservation value = on	Default = on 

    Volume fractional reserve value = 100	Default = 100% 

    Volume guarantee = volume 	Default = volume

    Snap reserve = 0% 	Default = 5% 

    Autodelete = off 	Default = off 

    Autosize = off 	Default = off 

    Try_first = volume_grow	Default = volume_grow 

    This configuration is used to ensure that overwrite to the LUN should never fail, even if it is overwritten entirely. When a LUN is created with LUN space reservation on and volume guarantee set to volume, no apparent compression or deduplication savings are observed by the storage administrator.

    Configuration B: LUN configuration with volume free space management 

    Use the following configuration to remove LUN overwrite reserve space:  

    LUN space reservation value = on 

    Volume fractional reserve value = 0 

    Volume guarantee = volume

    Snap reserve = 0%

    Autodelete = on

    Autosize = on

    Try_first = volume_grow 

    The difference between this configuration and configuration A is that the value of the fractional reserve is set to zero and both autodelete and autosize are on. As a result, in this configuration no blocks are set aside for LUN overwrites. To mitigate the possibility of overwrite failures caused by a full volume, we suggest turning on snapshot autodelete and volume autosize. Snapshot autodelete will free space in a volume by automatically deleting old snapshots, and volume autosize will expand the volume when it reaches a predefined threshold. 

    If compression or deduplication is run in this configuration, no space savings are realized, even if a space reclamation tool is run. The reason is that with LUN space reservation set to on, 100% of the LUN space is allocated at the time of LUN creation, regardless of whether those blocks contain data or are empty.

    Configuration C: LUN configuration for maximum volume space savings

    To make freed blocks available to the volume free pool, use the following configuration: 

    LUN space reservation value = off

    Volume fractional reserve value = 0

    Volume guarantee = volume

    Snap reserve = 0%

    Autodelete = on

    Autosize = on

    Try_first = volume_grow

    The difference between this configuration and configuration B is that the LUN is not space reserved. This means that at the time of creation the LUN takes up no space from the volume. Only when data is written to the LUN will space be allocated. This allows for volumes to support more LUNs than they physically have space for. With LUN space guarantees off, the value for the volume fractional reserve is ignored for all LUNs in this volume. However, because autodelete and autosize are both on, the volume will expand rather than run out of space if the total allocated blocks approach the total size of the volume.

    In this configuration, after compression/deduplication is run, the savings will not be seen unless a space reclamation tool such as SnapDrive is run. If space reclamation is run after compression/deduplication completes, the freed blocks will be made available to the volume. 

    Configuration D: LUN configuration for maximum volume and aggregate space savings

    Use the following configuration to provide optimal space savings by returning all freed blocks to the aggregate free pool:

    LUN space reservation value = off

    Volume fractional reserve value = 0 

    Volume guarantee = none

    Snap reserve = 0%

    Autodelete = on

    Autosize = on

    Try_first = volume_grow 

    The difference between this configuration and configuration C is that the volume is not space reserved. This configuration automatically allocates the free blocks from the volume into the aggregate free pool, where the blocks can be reallocated to any other volumes or LUNs in the aggregate.  

    The advantage of this configuration is that it provides the highest efficiency in aggregate space provisioning. It also uses the thin provisioning features of Data ONTAP, volume autosize, and Snapshot autodelete to help administer the space in the solution.  

    In this configuration, any blocks in the volume that are freed by compression and deduplication are automatically allocated to the aggregate free space pool. If space reclamation is performed on the LUN, then any freed blocks from the LUN will also be allocated to the aggregate free pool. 

    For more information about LUN configuration options, refer to N series Thin Provisioning, REDP-4747.
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Troubleshooting

    This chapter discusses basic troubleshooting methods and common considerations when working with compression and deduplication. 

    7.1  Maximum logical data size limits

    The maximum logical data size limit for post-process compression and deduplication is equal to the maximum volume size on the storage system regardless of the size of the volume created. If you surpass this logical limit, scheduled compression and deduplication operations will fail with the error "maximum logical data limit has reached." This could result in lower savings than expected on volumes with large amounts of data. 

    7.2  Post-process operations take too long to complete

    When compression and deduplication begin, compression runs first, followed by deduplication. Compression reads the uncompressed blocks into memory, compresses the data, and rewrites the blocks as compressed. When the deduplication process begins, it sorts and searches the fingerprint database, and then removes all verified duplicates. This process can be time-consuming. The cause might be the amount of data to be processed, but other factors can also play a role, and should be considered as well. 

    When running compression or deduplication, verify that there are enough resources available. Remember that compression and deduplication are low-priority processes and will give up resources for other processes. OnCommand Unified Manager is a good starting point to investigate this issue because it can provide resource information about how much CPU, memory, and I/O bandwidth is available. 

    Another consideration is the number of simultaneous compression or deduplication processes that are running on a single system. Follow the suggested practice of using a gradual approach to determine how many simultaneous compression and deduplication processes you can run safely in your environment before saturating your system resources.

    A common practice is to run compression and deduplication at off-peak hours. If compression or deduplication does not complete during off-peak hours, consider stopping the compression or deduplication processes during peak hours and resuming them during off-peak hours. When you stop compression and deduplication processes, a checkpoint is automatically created that will be used the next time you start the processes. 

    Performance testing should be done prior to using deduplication or compression in a production environment.

    7.3  Lower than expected space savings

    If you do not see the expected savings when using deduplication or compression, consider the following factors. 

    There might not be enough space for deduplication to run 

    The aggregate should have free space equal to 3% of the total data amount for all deduplicated flexible volumes, and each flexible volume should have free space equal to 4% of the total data space. 

    For details about the overhead associated with the deduplication metadata files, see “Deduplication metadata overhead” on page 4. 

    The LUN configuration might be masking the deduplication savings 

    Certain LUN configurations will cause freed blocks to be returned to different logical pools within the storage system. Refer to “LUNs ” on page 63 for information about deduplication with LUNs and how space savings are recognized with different configurations. 

    Snapshot copies 

    Snapshot copies lock blocks in place by design, so that they are available for data recovery. This locking mechanism does not allow blocks that are freed by deduplication or rewritten with compression to be returned to the free pool until the locks expire or are deleted. If you are using deduplication or compression with Snapshot copies, consider the following practices and issues: 

    •If possible, run compression and deduplication to completion before taking a Snapshot copy. 

    •Use the snap list command to see what Snapshot copies exist and the snap delete command to remove them. Alternatively, wait for the Snapshot copies to expire and the space savings to appear. 

    •By default, the initial compression of existing data skips blocks that are locked in Snapshot copies. If your existing data on disk contains a lot of data that is locked by Snapshot copies, running compression against existing data without the –b option might not show much savings. 

    For more information about compression of existing data and processing options, see “Compression and deduplication options for existing data” on page 38. 

    For more information about using compression and deduplication with Snapshot copies, see “Snapshot copies ” on page 50. 

    There might be little duplicate or compressible data within the volume

    Run the Space Savings Estimation Tool (SSET) against the data set to get an idea of the amount of duplicate and compressible data within the data set. 

    Snap reserve space is exceeded 

    When the snapshot reserve space is full, Snapshot copies will begin to use space in the active file system. The df -S (s) command reports savings by dividing “saved” by “used + saved” reported in the active file system only. The savings value does not take into account space used by Snapshot copies regardless of whether they include savings. This means that if Snapshot copies start taking space from the active file system, this space will be counted as used space in the active file system and therefore will decrease the value reported as %saved in the df -S output. Consider the following example:

    1.	Create a new volume with the snapshot reserve set to 0, populate it with data, and take a Snapshot copy, as shown in Example 7-1. 

    Example 7-1   Create volume with reserve 0, populate with data, and take Snapshot copy
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    itsotuc*> snap reserve test 

    Volume snap: current snapshot reserve is 0% or 0 k-bytes.

     

    itsotuc> snap list test 

     

    working...

     

    %/used        %/total         date                name 

    ----------   ----------       ------------        -------- 

    0% ( 0%)    0% ( 0%)          Jul 18 14:21        snap

     

    itsotuc> df -S test 

     

    Filesystem     used      total-saved   %total-saved   deduplicated

    %deduplicated   compressed   %compressed

     

    /vol/test/     185584732  0             0%             0

    0%              0            0%

     

    itsotuc> df -h test 

     

    Filesystem             total  used    avail    capacity   Mounted on 

    /vol/test/             500GB  176GB   323GB    35%        /vol/test/ 

    /vol/test/.snapshot    0KB    5884KB  5318GB    -%        /vol/test/.snapshot
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    2.	Run compression against the existing data with the option to compress data already locked in a Snapshot copy. 

    itsotuc*> sis start -s -C -b /vol/test 

    3.	After compression completes, notice the amount of Snapshot space used and the savings results from df -S, as shown in Example 7-2. 

    Example 7-2   Check savings results with df -S
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    itsotuc> df -S test 

     

    Filesystem     used        total-saved    %total-saved   deduplicated
%deduplicated     compressed    %compressed 

     

    /vol/test/     264527140    93001804       26%            0

    0%                93001804      26%

     

    itsotuc> df -h test 

     

    Filesystem            total   used   avail   capacity   Mounted on 

    /vol/test/            500GB   252GB  247GB     50%      /vol/test/ 

    /vol/test/.snapshot   0KB     163GB  5243GB    ---%     /vol/test/.snapshot
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    4.	Change the Snapshot reserve space so that it is large enough to contain the full size of the Snapshot copy. Notice the savings results from df -S in Example 7-3.

    Example 7-3   Check savings with reserve space set to full size of Snapshot copy
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    itsotuc*> snap reserve test 

    Volume snap: current snapshot reserve is 40% or 209715200 k-bytes.

     

    itsotuc> df -S test

    Filesystem   	      used   total-saved   %total-saved   deduplicated 

    %deduplicated   compressed   %compressed 

     

    vol/test/       92598792   93001804           50%           0          

    0%					  93001804       50%

     

    itsotuc> df -h test

    Filesystem            total    used   avail   capacity   Mounted on 

    /vol/test/            300GB    88GB   111GB 	     44%     /vol/test/ 

    /vol/test/.snapshot   200KB   163GB    36GB      82%     /vol/test/.snapshot
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    Savings are calculated by dividing “used space” by “used + savings.” The following calculations show the savings achieved:

    Snapshot size:	163*1024*1024 = 170917888 

    Used:	264527140 

    Saved:	93001804 

    Savings equals:	saved / (used + saved) 
93001804 / (264527140+93001804) = 26% 

    To calculate the actual savings in the active file system (space not including Snapshot copies), subtract the amount of space used by the Snapshot copies that exceeds the Snapshot reserve space from the value listed as “Used” in the calculation. 

    Active FileSystem Space:	93609252 [used - snapshot size (264527140 – 170917888)]

    Savings equals:	saved / (used + saved)
93001804 / (93609252+93001804) = 50% 

    This 50% savings represents the actual savings you will realize when the Snapshot copies containing the original uncompressed blocks are deleted or expire. 

    Compression of existing data on disk runs on already deduplicated data

    By default, the initial compression of existing data on disk skips blocks that are deduplicated. If the existing data on disk contains a lot of deduplicated data, compressing the existing data without the –a option might not result in much savings. 

    Misaligned data can result in reduced or little space savings

    This issue is a bit harder to track down. If you believe this might be the issue, it is best to contact IBM Support for assistance. 

    Misaligned blocks are a possibility if best practices are not followed when configuring a virtualization environment. For more information about VMware best practices, see IBM System Storage N series and VMware vSphere Storage Best Practices, SG24-7871.

    7.4  Slower than expected performance

    The information in this section assumes that basic proof-of-concept testing has been done prior to running in production to set performance expectations when compression and deduplication are enabled on the N series system. Performance testing should be performed prior to implementing deduplication or compression in a production environment.

    If unexpectedly slow performance continues to be an issue, we suggest contacting IBM Support for assistance with in-depth troubleshooting. In many cases, there are factors such as misconfigured applications or conflicting policies that can be easily fixed to regain acceptable performance. See “Where to get more help” on page 87 for contact information and guidance for data collection. 

    Unexpectedly slow read performance caused by adding deduplication

    Deduplication can affect sequential read performance, and the more deduplication savings, the worse the performance might be. Some examples of applications that use sequential reads are NDMP, qtree SnapMirror, SnapVault, and some NFS apps. Also, if the data is being read in such a way that the deduplicated data cannot be maintained within the system memory, there might be performance impact. To offset this effect, N series provides intelligent caching, which provides the ability to cache deduplicated blocks, resulting in a performance boost for read requests. Intelligent cache applies to the Performance Acceleration Module (PAM) and Flash Cache (PAM II). Refer to “PAM and Flash Cache cards ” on page 61 for information about compression and deduplication with PAM and Flash Cache cards. In the case of random reads, there is usually not much impact on performance from random reads of deduplicated data. 

    Unexpectedly slow read performance caused by adding compression

    Compression can affect read performance because compression groups must be uncompressed before servicing a read. This effect is minimized by the size of the compression group. It is most pronounced in the performance of small random reads. The least effect is felt on large sequential reads. 

    Unexpectedly slow write performance caused by adding compression or deduplication 

    Enabling deduplication on a volume will cause the creation of deduplication metadata (fingerprints) when data is written to the volume. The deduplication metadata is a standard part of the deduplication process. The creation of the metadata is not typically an issue on systems that have available resources for the deduplication process; however, if the storage system resources are used by other applications, then even the slightest impact can visibly affect the storage system.

    If write performance appears to be degraded, check the N series system resources (CPU, memory, and I/O) to determine whether they are saturated. This can be done with the N series OnCommand Unified Manager. If resources are saturated, consider stopping some or all compression and deduplication operations to see if performance resumes its expected level. Stopping compression and deduplication operations will generate a checkpoint, then these operations can be resumed at a time when the system is less busy. If system resources are still saturated, consider disabling inline compression (if enabled) to see if resource usage levels drop sufficiently. 

    Remember, turning off compression and deduplication will not undo compressed and deduplicated blocks already on disk. Disabling compression and deduplication will stop the creation of deduplication metadata, stop any future post-process compression and deduplication from running, and stop new writes from being inline compressed. All compression and deduplication savings achieved prior to that point will continue to exist. Also, any reads and partial overwrites will still require uncompression of the compression group in memory. 

    Write performance will vary on different platforms, so it is not informative to compare write performance results across different N series platforms. Write performance can also be affected by using slower disk drives. Thus, comparing FC drives to SATA drives can give less than useful results. 

    If slow write performance continues to be an issue, we suggest contacting IBM Support for assistance with in-depth troubleshooting. In many cases, there are other factors such as misconfigured applications or conflicting policies that can be easily fixed to regain acceptable performance. See “Where to get more help” on page 87 for contact information and data collecting guidance. 

    System running slower since enabling compression/deduplication

    Deduplication has been known to compound system performance issues associated with misalignment. For instance, there could be a misconfiguration that is causing the N series system to run at less than optimum performance levels without being noticed. A good example is the case of misaligned blocks in a VMware ESX environment. Refer to IBM System Storage N series and VMware vSphere Storage Best Practices, SG24-7871, for additional details. 

    When deduplication is enabled in this environment, it would be common to see noticeable degradation in system performance because deduplication will effectively cause the misconfigured blocks to be accessed more often because they are now shared and more likely to be accessed. In this case, other troubleshooting efforts outlined in this chapter will not resolve the issue. The best approach for this scenario is to contact IBM Support. The support team can analyze the system and recommend a way to resolve the performance issue while maintaining the space savings. 

    Another common performance problem occurs when too many compression and deduplication processes are run simultaneously on a single system. Although the maximum number of simultaneous processes is eight, running that number of compression and deduplication processes at one time will use significant resources, and can negatively affect application performance. The number of simultaneous compression and deduplication processes that will be allowed on a system should be reevaluated and possibly reduced as additional applications and processes are run on the storage systems. The preferred approach is to rerun the performance tests on the system to understand how compression and deduplication will run after the additional workload is added to it. This performance testing would likely entail reducing the number of simultaneous compression and deduplication processes to one for a better understanding of the performance effects, and then gradually increasing the number of simultaneous processes until a system performance threshold is reached. 

    Although it is relatively easy to uncompress or undeduplicate a flexible volume, the process is resource intensive and can take a significant amount of time to complete. As an alternative, you can disable compression and deduplication. This will stop any future compression or deduplication from occurring. All space savings from compression and deduplication run prior to the processes being disabled will continue to exist. Undoing compression or deduplication should be considered only if recommended by IBM Support, following their analysis of the environment to ascertain whether the source of the problem is being properly addressed. If you must undo deduplication or compression, you can do it while the flexible volume is online, as described in the next section.

    7.5  Removing space savings

    We recommend contacting IBM Support prior to undoing deduplication or compression on a volume to determine that removing the space savings is really necessary. In many cases, system performance can be restored by finding the true source of the degradation, which can be unrelated to compression or deduplication. 

    It is relatively easy to uncompress or undeduplicate a flexible volume and turn it back into a regular flexible volume. This can be done while the flexible volume is online, as described in this section. 

     

    
      
        	
          Note: The undo operations use system resources and thus should be scheduled to run during times of low system usage. 

        
      

    

    7.5.1  Uncompressing a flexible volume 

    To remove the compression savings from a volume, you must first turn off compression on the flexible volume. Do this with the following command: 

    sis config -C false -I false </vol/volname> 

    This command stops both inline and post-process compression from compressing new writes to the flexible volume. It is still possible to read compressed data while compression is turned off. This command will not undo the compression of the data already compressed on disk, and the savings will not be lost.

    If compression is turned off on a FlexVol volume for a period of time and then turned back on for this same flexible volume, new writes will be compressed. Compression of existing data can be used to compress the data that was written during the period that compression was turned off. 

    If you want to uncompress the compressed data in a flexible volume, after compression has been turned off issue the following command: 

    sis undo </vol/volname> -C 

     

    
      
        	
          Note: You must be in advanced mode to run this command. 

        
      

    

    Example 7-4 demonstrates how to uncompress a flexible volume. 

    Example 7-4   Uncompress a flexible volume
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    itsotuc> df –S 

    Filesystem        used   total-saved   %total-saved   deduplicated   %deduplicated																														compressed  %compressed 

    /vol/volHomeC/ 138787476   36513720          21%            0              0%   

    36513720      21% 

     

    itsotuc> sis config /vol/volHomeC 

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volHomeC 							 - 				 	Enabled     Enabled

     

    itsotuc> sis config -C false -I false /vol/volHomeC

     

    itsotuc> sis config /vol/volHomeC 

                                                  Inline 

    Path                 Schedule     Compression Compression

    -------------------- ------------ ----------- ----------- 

    /vol/volHomeC        -            Disabled    Disabled

     

    itsotuc> priv set advanced

     

    itsotuc*> sis undo /vol/volHomeC -C 

     

    itsotuc*> Tue Mar 29 16:30:23 EDT [itsotuc:wafl.scan.start:info]: 

    Starting SIS volume scan on volume volHomeC. 

     

    itsotuc*> sis status /vol/volHomeC 

    Path                           State     Status     Progress 

    /vol/volHomeC                  Enabled   Undoing    62 GB Processed

     

    itsotuc*> sis status /vol/volHomeC

    Path                           State     Status     Progress

    /vol/volHomeC                  Enabled   Idle       Idle for 04:52:04 

     

    itsotuc*> df -S /vol/volHomeC

    Filesystem        used     total-saved   %total-saved   deduplicated   %deduplicated   compressed  %compressed 

    /vol/volHomeC/ 195661760         0             0%            																			0					

    0% 						  	0	 			 0%
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          Note: If at any time sis undo determines that there is not enough space to uncompress, it stops and sends a message to the console about insufficient space, and leaves the flexible volume compressed. Use df –r to determine how much free space you really have, and then delete either data or Snapshot copies to provide the needed free space. 

          Note: Deduplication savings can be decreased after running sis undo –C because this command will re-write compressed blocks as new uncompressed blocks, including those that previously incorporated block sharing (that is, deduplicated or FlexClone blocks). To regain these savings you can rerun the deduplication sis start -s command after uncompression completes. 

        
      

    

    7.5.2  Undeduplicating a flexible volume 

    To remove deduplication from a volume, you must first turn off deduplication on the flexible volume. (This will also turn off compression if it was enabled.) To do this use the command: 

    sis off </vol/volname> 

    This command stops fingerprints from being written to the change log when new data is written to the flexible volume. 

    Keep the following considerations in mind: 

    •When you turn off deduplication (sis off) on a volume, you also turn off both inline and post-process compression. To run only inline compression, sis must to be enabled on the volume but the post-process compression/deduplication schedule can be set to never run using the following command: 

    sis config -s - </vol/volname> 

    •There is no way to stop post-process deduplication and continue doing post-process compression. 

    •It is possible to remove only the deduplication savings and not the compression savings. 

    •If this command is used and then deduplication is turned back on for this flexible volume, the flexible volume can be rescanned to get savings on the existing undeduplicated data with the sis start –s command. 

    Next, if you want to remove the deduplication savings by recreating the duplicate blocks in the flexible volume, use the following commands (the sis undo command is available only in advanced mode): 

    priv set advanced

    sis undo </vol/volname> –D 

    This will re-create the duplicate blocks and delete the fingerprint and change log files. 

    Example 7-5 shows how to undeduplicate a flexible volume.

    Example 7-5   Undeduplicate a flexible volume
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    itsotuc> df -S /vol/volHomeD 

    Filesystem       used     total-saved   %total-saved   deduplicated   %deduplicated   compressed  %compressed 

    /vol/volHomeD/  81043124   94335648         54%          94335648          

    54%							0				0%

     

    itsotuc> sis status /vol/volHomeD 

    Path                           State     Status     Progress 

    /vol/volHomeD                  Enabled   Idle       Idle for 01:35:42

     

    itsotuc> sis off /vol/volHomeD 

    SIS for "/vol/volHomeD" is disabled. 

     

    itsotuc> priv set advanced 

    Warning: These advanced commands are potentially dangerous; use them only when directed to do so by support personnel. 

     

    itsotuc*> sis undo /vol/volHomeD -D 

    itsotuc*> Tue Mar 29 18:34:58 EDT [itsotuc:wafl.scan.start:info]: Starting SIS volume scan on volume volHomeD 

     

    itsotuc*> sis status/vol/volHomeD 

    Path                           State     Status     Progress 

    /vol/volHomeD                  Disabled  Undoing    128 GB Processed

     

    itsotuc*> sis status /vol/volHomeD 

    No status entry found. 

     

    itsotuc*> df -S /vol/volHomeD

    Filesystem       used      total-saved   %total-saved   deduplicated   %deduplicated   compressed  %compressed 

    /vol/volHomeD/ 174037920        0              0%             0              

    0%    							0			  	0%
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          Note: If sis undo starts processing and then there is not enough space to undeduplicate, it stops, sends a message about insufficient space, and leaves the flexible volume deduplicated. Use df –r to determine how much free space you really have, and then remove some data from the volume or delete some Snapshot copies to provide the needed free space. 

          Note: Compression savings can be decreased after running sis undo. This is because sis undo will re-write previously shared blocks as uncompressed blocks. If you want to regain these compression savings, re-enable compression and deduplication. Next, set the compression and deduplication schedule to never run, followed by running compression against the existing data (sis start –s </vol/volname> -C). Optionally, you can also enable inline compression at this point.

        
      

    

    7.5.3  Uncompressing and undeduplicating a flexible volume

    To remove both compression and deduplication savings from a volume, you must first turn off deduplication and compression on the flexible volume. To do this use the command: sis off <vol_name>. This command prevents new data that is written to the flexible volume from being inline compressed, post-process compressed, or deduplicated, and it prevents fingerprints from being written to the change log. 

    Use the following command to uncompress and remove deduplication savings by rewriting the data in its uncompressed state and recreating the duplicate blocks (the sis undo command is available only in advanced or diag mode): 

    sis undo <vol_name> 

    Example 7-6 demonstrates how to uncompress and undeduplicate a flexible volume. 

    Example 7-6   Uncompress and undeduplicate a flexible volume
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    itsotuc*> df -S /vol/volExisting

    Filesystem       used      total-saved   %total-saved   deduplicated   %deduplicated   compressed  %compressed 

    /vol/volExisting/ 72005228   103364200        59%          64621288         

    47%   						38742912       35% 

     

    itsotuc*> sis config /vol/volExisting 

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volExisting     -            Enabled     Enabled 

     

    itsotuc*> sis off /vol/volExisting 

    SIS for "/vol/volExisting" is disabled. 

     

    itsotuc*> sis config /vol/volExisting

                                                  Inline 

    Path                 Schedule     Compression Compression 

    -------------------- ------------ ----------- ----------- 

    /vol/volExisting     -            Disabled    Disabled 

     

    itsotuc*> sis status /vol/volExisting 

    Path                                 State        Status     Progress 

    /vol/volExisting                     Disabled     Idle       Idle for 1:10:27 

     

    itsotuc> priv set diag 

    Warning: These diagnostic commands are for use by support personnel only. 

     

    itsotuc*> sis undo /vol/volExisting 

     

    itsotuc*> Tue Mar 29 18:47:08 EDT [itsotuc:wafl.scan.start:info]: Starting SIS volume scan on volume volExisting. 

     

    itsotuc*> sis status /vol/volExisting 

    Path                           State      Status     Progress 

    /vol/volExisting               Disabled   Undoing    102 GB Processed 

     

    itsotuc> sis status /vol/volExisting

     

    No status entry found. 

     

    itsotuc> df -S /vol/volExisting 

    Filesystem       used        total-saved   %total-saved   deduplicated   %deduplicated   compressed  %compressed 

    /vol/volExisting/ 174022932       0             0%               0        

    0%						    	0			     	0%
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    7.6  Logs and error messages

    This section provides guidance for collecting system information about compression and deduplication. This information can be useful for troubleshooting. 

    Location of logs and error messages

    The location of the compression and deduplication log file is: /etc/log/sis 

    Interpreting compression and deduplication error messages 

    Table 7-1 describes some special error conditions related to compression and deduplication and how they can be resolved. 

    Table 7-1   Error messages related to data compression and deduplication

    
      
        	
          Error message and explanation

        
        	
          Resolution

        
      

      
        	
          wafl_online_notCompatibleVer

          Volume could not be brought online because it was compressed with a later version of compression that is not supported in this release of Data ONTAP.

        
        	
          Upgrade to a version of Data ONTAP that supports the version of compression that was used on the volume.

        
      

      
        	
          wafl_compress_fail_rootVol

          Attempt to enable compression on the root volume. 

        
        	
          Compression cannot be enabled on the root volume.

        
      

      
        	
          sis_ chkpoint_restore_failed

          The sis operation failed to restore from the previous checkpoint.

        
        	
          The sis operation automatically starts from the beginning.

        
      

      
        	
          sis_changelog_full

          Change logging metafile is full. 

        
        	
          Run sis start to process entries in the change logging metafile.

        
      

      
        	
          wafl_compress_enable_failed

          An attempt to enable compression on an unsupported platform. This could be caused by an attempt to enable compression on a:

          1.	Version of Data ONTAP that does not support compression

          2.	Traditional volume

          3.	FlexVol volume that is contained within a 32-bit aggregate; compression is only supported on 64-bit aggregates

          4.	Volume that already has compression enabled

        
        	
           

          Take the applicable action to either:

          1.	Upgrade the version of Data ONTAP to one that supports compression.

          2.	Compression is only supported on FlexVol volumes.

          3.	Upgrade aggregate to 64-bit.

          4.	Check whether compression is already enabled on the volume.

        
      

      
        	
          sis_cfg_invalidEntry

          SIS operation found an invalid configuration for the volume.

        
        	
          Default configuration is created automatically. Use the sis command to change default settings.

        
      

      
        	
          sis_cfg_deleted

          The deduplication configuration file has been deleted.

        
        	
          Reenable and reconfigure deduplication for the volume using sis on and sis config to resume deduplication.

        
      

      
        	
          sis_cfg_setFailed

          Deduplication failed to write in the configuration file. This can lead to incorrect reporting of statistics.

        
        	
          Determine whether there is adequate space in the volume. If this occurred during a Data ONTAP upgrade and the volume does not appear in the sis status  command output, remount the volume after correcting the underlying condition. 

        
      

      
        	
          sis_undo_nospace

          Volume does not have enough space to complete the sis undo operation.

        
        	
          Free up space on volume, and then try again.

        
      

      
        	
          sis_upgrade_aggr_metafile_failed

          Deduplication metafiles cannot be created in the aggregate containing the volume during a Data ONTAP upgrade.

        
        	
          Determine that there is sufficient space in the aggregate. If necessary, add additional space to the aggregate and then remount the volume for the sis upgrade to resume.

        
      

      
        	
          sis_revert_to_write_failed

          The “sis revert_to” failed to write to a file or create a file related to a revert_to operation.

        
        	
          Determine that there is sufficient space in the volume and aggregate and then rerun the command.

        
      

      
        	
          sis_aggregate_full

          The aggregate is full and the change logging metafile cannot hold any more fingerprint entries.

        
        	
          Add disks to the aggregate or free up space to allow change logging to proceed.

        
      

      
        	
          sis_aggr_metadir_create_failed

          The creation of deduplication metafiles in the aggregate containing the deduplication volume failed. Change logging will be turned off on the volume.

        
        	
          Determine that there is adequate space in the aggregate containing the deduplication volume. Use the sis on command to turn on change logging on the volume, which attempts to recreate the deduplication metafiles in the aggregate. 

        
      

    

    Additional details are included in the sis logs. The additional information includes details about how many data blocks and fingerprints are processed.

    Example: 

    Fri Aug 15 00:43:49 PDT /vol/max1 [sid: 1218783600] Stats (blks gathered 0,finger prints sorted 603349248,dups found 0,new dups found 4882810,blks deduped 0,finger prints checked 0,finger prints deleted 0) 

    This example reveals the following values:

    New blocks created since the last deduplication process ran = 0 

    Fingerprint entries (new + preexisting) sorted for this deduplication process = 603349248 

    Duplicate blocks found = 0 

    New duplicate blocks found = 4882810 

    Duplicate blocks that were deduplicated = 0 

    Fingerprints checked for stale condition = 0 

    Stale fingerprints deleted = 0 

    7.6.1  Compression- and deduplication-related event messages 

    Table 7-2 identifies some special event messages logged that relate to compression and deduplication. 

    Table 7-2   Compression- and deduplication-related sis log messages

    
      
        	
          Event message

        
        	
          Explanation

        
      

      
        	
          sis_undo_stopped

        
        	
          Sis undo operation was stopped by a user.

        
      

      
        	
          sis_changelog_noload

        
        	
          Previous change logging metafiles could not be reused during initialization. New metafiles will be created.

        
      

      
        	
          sis_undo_done

        
        	
          Sis undo –t operation on a volume is completed.

        
      

      
        	
          wafl_compress_scan_checkpoint_
deleted

        
        	
          Compression of existing data deleted a checkpoint.

        
      

      
        	
          sis_op_stopped

        
        	
          Sis operation is stopped by a user.

        
      

      
        	
          sis_max_saving_reached

        
        	
          The maximum post-process compression and deduplication savings on the volume has been reached. No further post-process compression or deduplication operations will run. If enabled, inline compression will continue to provide additional savings.

        
      

      
        	
          sis_max_savings_near

        
        	
          The maximum post-process compression and deduplication savings on the volume is near. After you reach this limit, no further post-process compression or deduplication operations will run. 

        
      

      
        	
          sis_logical_limit_reached

        
        	
          The post-process compression and deduplication logical data limit on the volume has been reached. No further post-process compression or deduplication operations will run. If enabled, inline compression will continue to provide additional savings. Logical data is the summation of used blocks, saved blocks, and compressed blocks in the volume.

        
      

      
        	
          sis_logical_limit_near

        
        	
          The post-process compression and deduplication logical data limit on the volume has nearly been reached. After it is reached, no further post-process compression or deduplication operations will run. If enabled, inline compression will continue to provide additional savings. Logical data is the summation of used blocks, saved blocks, and compressed blocks in the volume.

        
      

      
        	
          sis_slow_Notify

        
        	
          The deduplication metadata processed is too big.

        
      

      
        	
          sis_changelog_drop

        
        	
          The system is unable to change log due to heavy load on the system.

        
      

      
        	
          sis_checkpoint_delete

        
        	
          A sis checkpoint was deleted and the current sis operation is restarted from the beginning.

        
      

      
        	
          sis_revert_to_has_Succeeded

        
        	
          The sis revert_to command has succeeded.

        
      

      
        	
          sis_revert_to_has_Aborted

        
        	
          The sis revert_to operation has failed.

        
      

      
        	
          sis_fingerprint_notify_lost

        
        	
          A bad block is encountered while reading deduplication metafiles. As a result, some of the fingerprint records might have been lost. The only impact is potentially lower deduplication savings.

        
      

      
        	
          sis_verify_suspended

        
        	
          The system suspended a sis volume-checking operation to run a queued sis operation.

        
      

      
        	
          sis_clog_truncate_onrevert

        
        	
          The deduplication changelog file is truncated to the maximum size supported by a previous Data ONTAP release during a revert operation.

        
      

    

    7.7  Understanding OnCommand Unified Manager event messages

    N series OnCommand Unified Manager includes an event for "Deduplication: Volume is over deduplicated." By default, this event is triggered when the size of the deduplicated volume will not be large enough to fit all data if the data is undeduplicated using the sis undo command. 

    Users can change the default threshold setting in OnCommand Unified Manager to make it a very high value so that the event does not get triggered. The triggering of this event does not change the deduplication operation in any way. The event is simply a notification that this condition has occurred. 

    7.8  Additional compression and deduplication reporting

    Basic status information for compression and deduplication can be collected using the sis status command with no options. This command will show which volumes have deduplication enabled, the current status and the progress of compression and deduplication operations. The output from the basic sis status command is shown in Example 7-7. 

    Example 7-7   Output of the sis status command
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    itsotuc*> sis status 

    Path                State     Status     Progress 

    /vol/volArchive     Enabled   Idle       Idle for 49:59:46 

    /vol/volHomeC       Enabled   Idle       Idle for 29:13:39 
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    There are several reporting options available to gather more detailed information about compression and deduplication on a particular volume. Current status information can be viewed using the sis status command; more historical reports can be viewed using the sis stat command, which is available in diag mode. 

    Refer to the next two sections for more details about sis status-l and sis stat. 

    7.8.1  Reporting more details about the most recent compression and deduplication

    To gather more detailed information about the latest compression and deduplication that has been run use the -l option with sis status. Some of the most common questions that can be addressed with the sis status -l command are: 

    •What command shows how long the last compression/deduplication operation ran?

    •What command shows how much data was fingerprinted in the change log during the last deduplication operation? 

    •What command shows the compression/deduplication schedule? 

    Example 7-8 shows the output from the sis status –l command, followed by the definition of each value. This information corresponds to the last deduplication operation.

    Example 7-8   Output of the sis status -l command 
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    itsotuc> sis status -l /vol/volArchive 

     

    Path:														/vol/volArchive 

    State: 														Enabled

    Compression: 														Enabled

    Inline Compression:								 						Enabled

    Status: 														Idle

    Progress: 														Idle for 45:48:07

    Type:														Regular

    Schedule: 														-

    Minimum Blocks Shared: 														1

    Blocks Skipped Sharing: 														0

    Last Operation State: 														Success

    Last Successful Operation Begin: 														Mon Mar 28 15:44:01 EDT 2011

    Last Successful Operation End: 														Mon Mar 28 16:16:17 EDT 2011

    Last Operation Begin: 														Mon Mar 28 15:44:01 EDT 2011

    Last Operation End: 														Mon Mar 28 16:16:17 EDT 2011

    Last Operation Size: 														164 GB

    Last Operation Error: 														-

    Change Log Usage: 														0% 

    Logical Data: 														167 GB/99 TB (0%)

    Queued Jobs: 														-

    Stale Fingerprints: 														0% 

    [image: ]

    Path:	Absolute path of the volume. 

    State:	Shows whether deduplication is enabled or disabled for the volume. 

    Compression:	Shows whether post-process compression is enabled or disabled for the volume. 

    Inline Compression:	Shows whether inline compression is enabled or disabled for the volume. 

    Status:	The current state of post-process compression/deduplication processes: Active, Idle, Initializing, Undoing. 

    Progress:	If the volume’s post-process compression/deduplication operation is in the idle, disabled, or pending state, this will show how long it has been in that state. If the volume’s post-process compression/deduplication operation is active, it will show the progress of the current operation. For example, if the operation is in the deduplication sorting phase, this value will show the number of records searched for sorting the fingerprints so far. 

    Type:	The type of the compressed/deduplicated volume: Regular, SnapVault.

    Schedule:	The post-process compression/deduplication schedule for the volume. 

    Minimum Blocks Shared:	The minimum duplicate blocks needed to start sharing. By default the value is set to 1. 

    Blocks Skipped Sharing: The number of blocks that failed to share because the number failed to meet the minimum blocks shared criteria. 

    Last Operation State:	The completion status of the last post-process compression/deduplication operation. 

    Last Successful Operation Begin: The time when the last successful post-process compression/deduplication process (operation) began. 

    Last Successful Operation End: The time when the last successful post-process compression/deduplication process (operation) ended. 

    Last Operation Begin:	The time when the last deduplication process (operation) began. 

    Last Operation End:	The time when the last deduplication process (operation) ended. 

    Last Operation Size:	The amount of new data that was processed during the last deduplication process (operation). 

    Last Operation Error:	The error that occurred, if any, during the last deduplication process (operation). 

    Change Log Usage:	The percentage of how full the change log is. If the change log becomes full, new fingerprints stop being created until the post-process compression/deduplication operations are run. 

    Logical Data:	The percentage of logical data in the volume and the maximum logical data supported on the system. 

    Queued Jobs:	The number of post-process compression/deduplication jobs that are in queue waiting to start. The maximum number of concurrent post-process compression/deduplication jobs allowed is 8. If there are more than 8 jobs, the subsequent jobs are placed in queue. 

    Stale Fingerprint:	The percentage of stale records in the fingerprint database. 

    7.8.2  Reporting more details about compression and deduplication history over the entire life of the volume 

    For detailed status information, you can use priv set diag and then the sis stat –l command for long, detailed listings. When the volume name is omitted, the command is executed for all known sis volumes. 

    The output in Example 7-9 is from the sis stat –l command that is available in diag mode, followed by definitions for each value. This information is for the entire life of the volume, as opposed to the last compression or deduplication operation, which was reported by the sis status –l command in the previous example. 

    Example 7-9   Output from the sis stat -l command
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    itsotuc*> priv set diag; sis stat -l /vol/volArchive 

    Path: 						 						 /vol/volArchive 

    Allocated: 												 72001016 KB

    Shared: 												 36593168 KB 

    Saving: 												 64598736 KB 

    %Saved: 												 58 % 

    Max Refcount: 												 32767 

    Total Processed:						 						 172748556 KB 

    Total Process Time:												 00:32:16 

    Total Verify Time:												 - 

    SIS Files: 												 192029 

    Succeeded Op: 												 1 

    Started Op: 												 1 

    Failed Op:				 		 						 0 

    Stopped Op:												 0 

    Deferred Op: 												 0 

    Succeeded Check Op: 												 0 

    Failed Check Op:												 0 

    Suspended Check Op: 												 0 

    Total FP Deleted: 												 0 

    Total Sorted Blocks: 												 43187139 

    Overlapped Blocks:												 586940 

    Same Fingerprint:							 					 23736273

    Same FBN location: 												 0 

    Same Data: 												 15152878 

    Same VBN: 												 5989654 

    Mismatched Data: 												 366946

    Max Reference Hits: 												 0

    Staled Recipient:												 0 

    Staled Donor: 												 0 

    File Too Small:							  					 0

    Out of Space: 												 0 

    FP False Match: 												 366946 

    Mismatch By Overwrites: 			 									 2555053 

    Delino Records: 											  	 0 

    Unaligned Compression Blocks: 												 7768174

    Additional Sharing Messages: 												 501721 

    Compression Saved: 												 9687476 

    CGs Decompressed: 												 7326202 

    Partial CG Modifies: 												 202014 

    Avg Decompress Time: 												 46 

    Avg Compress Time: 												 241 

    Extra CP Reads: 												 0 

    CGs Compressed Inline: 												 4544997 

    CGs Compressed: 												 887698 

    Compressed Blocks: 												 4799354 

    Uncompressed Blocks: 												 29367135 

    New Partial CG Writes: 												 29367135 

    Decompress Disk Bad: 												 0 

    Decompress SW Bad: 												 0 

    Compression Attempts: 												 5432695 

    Compression Failures: 												 3539938 

    Poor Compression Ratio: 												 1049502 

    Shared Blocks Skipped: 												 0 

    Snapshot Blocks Skipped:												 0 

    Un-Flushed Change Logs: 												 0
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    Path:	Absolute path of the volume. 

    Allocated:	Total allocated KB in the dense volume. 

    Shared:	Total space shared by doing deduplication. 

    Saving:	Total saving due to deduplication. 

    %Saved:	Percentage of saved space over allocated space. 

    Max Refcount:	Maximum number of references to a shared block. 

    Total Processed:	Space in KB processed by the deduplication engine. 

    Total Process Time:	Total time taken for the deduplication engine to process the total processed amount of space. 

    Total Verified Time:	Total time taken for the deduplication engine to remove the stale records from the fingerprint database. 

    SIS Files:	Number of files that share blocks either with their own blocks or with other files.

    Succeeded Op:	Number of deduplication operations that have succeeded. 

    Started Op:	Number of deduplication operations that have started. 

    Failed Op:	Number of deduplication operations that were aborted due to some failure. 

    Stopped Op:	Number of deduplication operations that have been stopped. 

    Deferred Op:	Number of deduplication operations that have been deferred because of hitting the watermark of number of concurrent deduplication processes running. 

    Succeeded Check Op:	Number of fingerprint check operations that have succeeded. 

    Failed Check Op:	Number of fingerprint check operations that have failed. 

    Suspended Check Op:	Number of suspended deduplication verify operations. The verify operation is suspended if there are scheduled or SnapVault-triggered deduplication operations pending in the queue. 

    Total FP Deleted:	Number of stale fingerprint records deleted from the fingerprint database during the verify portion of the deduplication operation. 

    Total Sorted Blocks:	Number of blocks fingerprinted and sorted based on the fingerprints. 

    Overlapped Blocks:	Number of overlapping block sharing requests completed during deduplication block sharing operation. 

    Same Fingerprint:	Total number of blocks that have the same fingerprints. 

    Same FBN Location:	Number of deduplications that did not happen because the donor and recipient blocks have the same block number in the same file. 

    Same Data:	Number of blocks that have matching fingerprints and the same data. 

    Same VBN:	Number of files that have the same VBN in their buftrees. 

    Mismatched Data:	Number of blocks that have the same fingerprints but mismatched data. This counter is not persistent across volumes. 

    Max Reference Hits:	Number of blocks that are maximally shared. 

    Staled Recipient:	Total number of recipient inodes' blocks that were not valid during deduplication. This is the count for the whole volume. 

    Staled Donor:	Number of donor inodes' blocks that were stale during deduplication. This is the count for the whole volume. 

    File Too Small:	Compression did not compress file because it didn‘t meet the minimum file size requirement of 9 k. 

    Out of Space:	Number of deduplication operations that were aborted due to lack of space. 

    FP False Match:	Number of blocks that have fingerprint match, but the data does not match. This is a persistent per-volume counter. 

    Mismatch by Overwrite:	   The number of stale block entries found during deduplication block sharing operation. Stale block entries represent fingerprint entries that are changed after the fingerprint for the block is calculated but before deduplication block sharing is complete. 

    Delino Records:	Number of records associated with the deleted inode or stale inode. 

    Unaligned Compression Blocks:	   Blocks that cannot be deduplicated because they exist within different size compression groups. 

    Additional Sharing Messages:   The number of Compression Group (CG) aligned block sharing messages completed during deduplication block sharing phase. 

    Compression Saved:	The number of blocks saved on disk from compression. 

    CGs Decompressed:	The number of compression groups that have been decompressed because of read or modify requests. 

    Partial CG Modifies:	The number of compression groups that have been partially modified. 

    Avg Decompress Time:	   The average CPU time to complete decompression of a single compression group in memory. Decompression could be from reads or partial overwrites. 

    Avg Compress Time:	The average CPU time to complete compression of a single compression group. 

    Extra CP Reads:	The number of extra blocks read due to reading the entire compression group to service a smaller read operation. 

    CGs Compressed Inline:   The number of compression groups that were compressed using inline compression. 

    CGs Compressed:	The number of compression groups that were compressed on disk (inline and post-process). 

    Compressed Blocks:	The number of blocks compressed on disk. 

    Uncompressed Blocks:   Not valid because statistics are not updated. 

    New Partial CG Writes:   The number of new compression groups that are less than 32 k. 

    Decompress Disk Bad:   The number of times decompress failed because data on disk was not consistent. 

    Decompress SW Bad:   The number of failed decompressions due to compression software errors. 

    Compression Attempts: The number of attempts to compress compression groups. 

    Compression Failures:   The number of times compression was attempted but did not succeed. 

    Poor Compression Ratio:   The number of times a compression group was not compressed because it did not meet the minimum compression savings of 25%. 

    Shared Blocks Skipped:   The number of blocks skipped by post-process compression due to blocks being shared by deduplication or cloning. 

    Snapshot Blocks Skipped:   The number of blocks skipped by post-process compression due to blocks being locked in a Snapshot copy.

    Unflushed Change Logs:   The total number of change log bufs that are in the per-dip buffers and are yet to be written to WAFL. 

    7.9  Where to get more help

    For additional support, contact one of the following: 

    •Your local account team 

    •Systems engineer 

    •Account manager 

    •IBM Support and downloads

    ibm.com/support

    •IBM Global Services

    ibm.com/services

    •IBM System Storage N series AutoSupport Overview

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S7001625

    •IBM N series Information Center for hardware and software product documentation, including planning, installation, and setup:

    http://publib.boulder.ibm.com/infocenter/nasinfo/nseries/index.jsp

    •Important information for N series support, including the latest Release Candidate documentation:

    http://www.ibm.com/storage/support/nseries/

    7.9.1  Useful information to gather before contacting support 

    The following compression and deduplication commands and logs provide useful information for troubleshooting the root cause of compression and deduplication issues. This information is especially useful when working with IBM Support. 

    •priv set diag; sis stat -lv /vol/<volname> 

    •priv set diag; sis status -l /vol/<volname> 

    •priv set diag; sis check -c /vol/<volname> 

    •snap list <vol_name> 

    •snap delta <volname>

    •df -sh <vol_name> 

    •df -rh <vol_name> 

    •df -h <vol_name>

    •df -S 

    •All sis logs located in /etc/log/ - sis, sis.0, sis.1, sis.2, sis.3, sis.4, sis.5 

    •/etc/log/messages

    •priv set diag; stats start -I <identifier> compression: <vol_name> (ex. priv set diag; stats start -I compress_stats1 compression: cvol1) 

    •priv set diag; stats stop -I <identifier> (ex. priv set diag; stats stop -I compress_stats1)

    •During the time the problem is being observed: 

     –	priv set diag; wafl stats zero 

     –	Wait for a period of time while the problem continues to be observed

     –	priv set diag; wafl stats (capture these results for IBM Support) 

    •vol status <vol_name>

    •Copy of the EMS logs for the time when the issue is seen 

     

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only. 

    •IBM System Storage N series and Microsoft Hyper-V Provisioning, REDP-4755

    •IBM System Storage N series and VMware vSphere Storage Best Practices, SG24-7871

    •IBM System Storage N series Hardware Guide, SG24-7840

    •IBM System Storage N series Software Guide, SG24-7129

    •IBM System Storage N series with Microsoft Clustering, SG24-7671

    •IBM System Storage N series with VMware ESX Server, SG24-7636

    •IBM System Storage Solutions Handbook, SG24-5250

    •Implementing IBM Storage Data Deduplication Solutions, SG24-7888

    •N series Data Motion, SG24-7900

    •N series SnapMirror Async Guide, SG24-7993

    •N series Thin Provisioning, REDP-4747

    Other publications

    These publications are also relevant as further information sources:

    •IBM System Storage N series Data ONTAP 8.1 7-Mode System Administration Guide, GA32-1046

    •IBM System Storage N series Data ONTAP 8.1 7-Mode High-Availability Configuration Guide, GA32-1036

    •IBM System Storage N series Data ONTAP 8.1 7-Mode Data Protection Online Backup and Recovery Guide, GA32-1039

    •IBM System Storage N series Data ONTAP 8.1 7-Mode Storage Management Guide, GA32-1045

    Online resources

    These websites are also relevant as further information sources:

    •IBM N series Information Center for hardware and software product documentation, including planning, installation and setup:

    http://publib.boulder.ibm.com/infocenter/nasinfo/nseries/index.jsp

    •IBM N series support website including the latest documentation:

    http://www.ibm.com/storage/support/nseries/

    •Data ONTAP for IBM System Storage N series:

    http://www-03.ibm.com/systems/storage/network/software/data_ontap/index.html

    •IBM NAS for your storage infrastructure:

    http://www-03.ibm.com/systems/storage/network/index.html

    •IBM System Storage N series AutoSupport Overview:

    http://www-01.ibm.com/support/docview.wss?uid=ssg1S7001625

    •IBM System Storage N series Data ONTAP 8.1 7-Mode System Administration Guide:

    https://www-304.ibm.com/support/entdocview.wss?uid=ssg1S7003720

    •IBM System Storage N series Data ONTAP 8.1 7-Mode High-Availability Configuration Guide:

    https://www-304.ibm.com/support/entdocview.wss?uid=ssg1S7003780

    •IBM System Storage N series Data ONTAP 8.1 7-Mode Data Protection Online Backup and Recovery Guide:

    https://www-304.ibm.com/support/entdocview.wss?uid=ssg1S7003727

    •IBM System Storage N series and TotalStorage NAS interoperability matrices:

    http://www-03.ibm.com/systems/storage/network/interophome.html

    How to get IBM Redbooks Publications

    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services
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