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    Preface

    The IBM® DB2® Analytics Accelerator Version 2.1 for IBM z/OS® (also called DB2 Analytics Accelerator or Query Accelerator in this book and in DB2 for z/OS documentation) is a marriage of the IBM System z® Quality of Service and Netezza® technology to accelerate complex queries in a DB2 for z/OS highly secure and available environment. Superior performance and scalability with rapid appliance deployment provide an ideal solution for complex analysis. 

    This IBM Redbooks® publication provides technical decision-makers with a broad understanding of the IBM DB2 Analytics Accelerator architecture and its exploitation by documenting the steps for the installation of this solution in an existing DB2 10 for z/OS environment. 

    In the book we define a business analytics scenario, evaluate the potential benefits of the DB2 Analytics Accelerator appliance, describe the installation and integration steps with the DB2 environment, evaluate performance, and show the advantages to existing business intelligence processes.
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    Summary of changes

    This section describes the technical changes made in this edition of the book and in previous editions. This edition might also include minor corrections and editorial changes that are not identified.

    Summary of Changes
for SG24-8005-00
for Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS
as created or updated on December 20, 2012.

    August 2012, First Edition

    This revision reflects the addition, deletion, or modification of new and changed information described below.

    December 2012, First Update

    This revision reflects the addition, deletion, or modification of new and changed information described below. 

    Change bars reflect the updates in the book.

    Changed information

    •Correction in 4.3, “Virtual accelerator tool (EXPLAIN only)” on page 78.

    Added information

    •Added information in 10.2.2, “Displaying an access plan diagram” on page 232.
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Business analytics with DB2 for z/OS

    This part highlights the value proposition for warehousing on System z and the new DB2 for z/OS integrated solution. The following topics are discussed:

    •The evolution of business intelligence

    •Why to implement a data warehouse on System z

    •The architecture for the BI solution on System z

    •Functions in DB2 10 for z/OS for a data warehouse

    •DB2 Analytics Accelerator solution and current offers

    The following chapters are included in this part:

    •Chapter 1, “Data warehousing on System z” on page 3

    •Chapter 2, “The DB2 for z/OS integrated solution” on page 33
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Data warehousing on System z

    The IBM System z has been processing over two-thirds of the world’s business data for many decades. System z (the mainframe) provides reliability, availability, and serviceability. z/OS supplies a highly secure, scalable, and open operating system that offers high-performance processing that is capable of supporting a diverse application execution environment, which is the perfect environment for today’s data warehouse. Combined, they provide the perfect environment for DB2 for z/OS. 

    The tight integration that DB2 has with the System z architecture and the z/OS environment creates a synergy that allows DB2 to benefit from advanced z/OS functions such as 64-bit storage, high-speed communications, dynamic workload management, and some of the fastest processors available. 

    This chapter describes how System z, z/OS, and DB2 for z/OS provide an excellent environment for handling your data warehouse.

    The following topics are discussed in this chapter: 

    •The evolution of business intelligence

    •Why to implement data warehousing on System z

    •Functions in DB2 for z/OS for a data warehouse

    •Positioning of current offerings

    •Analytics workloads

    •DB2 and DB2 Analytics Accelerator as a hybrid solution

    1.1  The evolution of business intelligence 

    Organizations are continuing to rate data warehouse and business intelligence (BI) initiatives high within their strategic plans, and continue to increase their spending on these initiatives. A key area driving this is the need to invest in performance management and link corporate strategy and initiatives with metrics, queries, and reporting.

    Corporate performance management implementations, along with the appropriate data governance controls, allow an organization to take advantage of the following actions:

    •Achieve realistic goals based on real information

    •Adapt goals intelligently when required and focus on the outcome

    •Align individuals’ goals to the strategic goals of the organization

    •Provide communication and accountability

    •Measure progress against key performance indicators and publish results in a central location where it is available for everyone to provide feedback

    •Gain an understanding of the business and what drives it

    Market growth is also being driven by the push to have BI available to “the masses.” That is, to give a greater number of users within the organization, from executives to the operational staff, the ability to use corporate information or embedded analytics within applications to accelerate decision-making in their daily tasks. Figure 2-1 on page 34 gives an indication of the user population and types of users that have been introduced to BI capability over time.

    New capabilities continue to be added to BI implementations. An example of this is the addition of real-time updates of operational data within an operational data store (ODS) or something similar, thus further allowing users to use current information.

    Growth of the BI applications (and more specifically of the currently popular business analytics) is also linked to the challenges that organizations are facing. Examples of those challenges include:

    •Increase employee productivity

    •Improve business processes

    •Better understand and meet client expectations

    •Manage risk and compliance

    •Improve operational efficiency

    •Manage ongoing cost pressures

    •Promote the use of existing information in the decision-making process

    In addition to the business challenges, technical challenges also arise:

    •Too much information and not knowing which is most important.

    The amount of information is growing, and new types are being introduced

    •Lack of data integration

    Information is scattered throughout the organization, sometimes in separate silos

    •Lack of appropriate technical skills available

    •Real-time access to information

    •Query performance optimization

    •The need to integrate structured and unstructured data sources

    •Lack of trust in data sources

    •The need for rapid deployment of new systems

    •Scalability of systems.

    •The need to provide extended search capabilities across all enterprise data

    •The need to create master data sets of information important to the business, for example, customers, products, and suppliers

    •Lack of agility in regard to inflexible IT systems

    Employees are spending too much time on managing change in these systems rather than doing more strategic tasks

    •Lack of self-service BI query, reports, and analysis

    •Time too long for operational data updates to flow from an ODS to scorecards and dashboards in a traditional BI implementation

    1.2  Why to implement data warehousing on System z

    Traditionally, mainframes have been used for transaction processing and as data servers. Mainframes commonly run the IMS products, the IBM CICS® products, TSO, and DB2 for z/OS, used in driving the largest portion of the mission-critical business user scenarios. However, vendor packages and Java drivers have added a large number of “on demand” users. In addition, the mainframe offers a virtualization capability; you can have hundreds or thousands of logical partitions/virtual partitions defined on a mainframe. 

    A mainframe is a powerful machine for the physical consolidation of a large number of servers, thereby reducing the footprint, labor cost, and facilities requirements. Because of its workload management, its virtualization capabilities, and all the provisioning capabilities, the mainframe can also be used in cloud computing today.

    The market is shifting and organizations are recognizing the strategic value of the data locked within the business that is not currently available to decision-makers across the enterprise. Organizations are reconsidering their current strategy from a tools and deployment perspective to support new requirements for high performance, availability, reliability, and security, the attributes they look for when selecting the System z platform.

    The IBM Data Warehousing and Business Analytics solutions on System z provide the industry’s only end-to-end solution, on a single platform that is capable of scaling to meet the breadth of business user needs for complete and accurate business information faster and better with fewer resources and less expense. This flexible solution is designed to meet the business challenges of today, and evolving business needs going forward, to deliver actionable insight for optimized business performance. The z/OS operating system and the IBM System z offer architectures that provide qualities of service that are critical for data warehousing.

    z/OS is recognized as highly secure, scalable, and open operating system that offers high performance while supporting a diverse application execution environment. The z/OS operating system is based on 64-bit IBM z/Architecture®. The robustness of z/OS powers the most advanced features of the IBM System z technology, enabling the management of unpredictable business workloads. 

    DB2 gains a tremendous benefit from z/Architecture. The tight integration that the IBM DB2 database management subsystem has with the System z architecture and the z/OS environment creates a synergy that allows DB2 to benefit from advanced z/OS functions. The following are several of the z/Architecture features that DB2 can benefit from that can have a positive effect on a data warehousing implementation.

    A significant strength of the System z platform and the z/OS operating system is the ability to run multiple concurrent workloads, whether within a single z/OS image or across multiple images. 

    1.2.1  Architecture of the BI solution on System z 

    Figure 1-1 depicts the ecosystems of an integrated business intelligence environment. It shows the data sources through ETL and through the data warehouse. The items in the “cubes” deliver information to users. The BI application is shown at the front end.
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    Figure 1-1   The integrated System z solution

    1.2.2  Functions in DB2 for z/OS for a data warehouse 

    At the heart of any data warehouse, before you can even consider running a BI application, you need a database management system (DBMS) that uses a relational database management system (RDBMS). Fortunately, System z has DB2 for z/OS. In the beginning of data warehousing, back when it was still referred to a decision support, DB2 for z/OS was at its center. In fact, throughout DB2's long history, it has always managed to deliver product enhancements that championed decision support. 

    In answer to the changing database landscape of today's challenging warehousing world, IBM is delivering ever more significant DB2 for z/OS enhancements in direct support of data warehousing and BI. The most recent DB2 releases have been rich with capabilities to improve your data warehouse and BI experience.

    DB2 has a renewed presence in the data warehouse world because data warehousing is changing. Rather than determining what happened in the past, clients want to use all their information to make immediate decisions. And, instead of allowing only a few people to access the valuable data being kept in the data warehouse, today it is being used by an ever-growing number of users. The focus is on getting the correct data to the appropriate person at the appropriate time. The data must be available rapidly and be accurate, so it can easily be used to provide valuable information. DB2 for z/OS is uniquely positioned to satisfy these modern data warehouse challenges.

    1.2.3  DB2 impact on data warehousing

    DB2 for z/OS has been supporting data warehousing for almost 30 years. It has continually delivered features and functions in direct or indirect support of data warehousing and the associated BI applications. The following list details the more significant DB2 features that can enhance your data warehousing experience:

    •Resource Limit Facility 

    Introduced DB2 V2.1, Resource Limit Facility (RLF) allows for the control of the amount of CPU resource that a task, in this case a query, can actually use. RLF affects dynamic SQL, which can comprise a significant portion of the data warehouse SQL workload. For example, it can be critical in controlling system resources, and it can help you control the degree of parallelism obtained by a query.

    •Data sharing

    Data sharing was delivered along with CP parallelism in DB2 Version 4. High availability for data warehousing has now become more the norm rather than the exception, and data sharing is capable of giving data warehousing that kind of high availability. DB2 data sharing allows access to the operational data by the data warehouse and analytics, but still allows you to separate those applications into their own DB2, thus reducing the chance of data warehouse activity impacting operational transactions.

    •Table space partitioning

    The large volume of data stored in data warehouse environments can introduce challenges to database management and query performance. The table space partitioning feature of DB2 for z/OS currently has the following characteristics to aid in addressing those challenges: 

     –	Maximize availability or minimize run time for specific queries by allowing queries and utilities to work at the partition level.

     –	Grow to 4096 partitions, with each partition being a separate physical data set.

     –	Allow loading and refreshing activities, including the extraction, cleansing, and transformation of data, in a fixed operational window.

     –	Increase parallelism for queries and utilities. Parallelism can be maximized by running parallel work across multiple partitions.

     –	Accommodate data growth easily with universal table spaces. A universal table space is a key DB2 enhancement delivered in DB2 9 that can be considered as necessary support for a data warehouse. Because a universal table space is a cross between the features of a partitioned table space and a segmented table space and gives you many of the best features of both, you get the size and growth of partitioning while retaining the space management, mass delete performance, and insert performance of a segmented table space. 

    Considering the sometimes unpredictable yet often expected growth of the table spaces in a data warehouse, a partition-by-growth universal table space can allow for automatic growth up to 128 TB without the need for specifying and managing partitioning keys (similar to a segmented table space, but with the ability to grow to 128 TB). 

    A range-partitioned universal table space provides the functionality of a segmented table space while retaining the size, partition independence, and parallelism you can get from a classic partitioned table space.

     

    
      
        	
          Note: Achieving 128 TB assumes the correct DSSIZE and correct number of partitions have been specified. 

        
      

    

     –	Perform data recovery or restoration at the partition level if data  becomes damaged or otherwise unavailable, thereby improving availability and reducing elapsed time.

    •Compression

    DB2 supports two forms of compression: table space compression taking advantage of the System z hardware, and a software compression technique used for index compression.

     –	Hardware-assisted data (table space) compression

    Delivered with DB2 V3, hardware-assisted data compression still has a major and immediate effect on data warehousing. Enabling compression for a table space can yield significant disk savings. In testing, numbers as high as 80% have been observed. 

    Although space saving is the primary objective of data compression, it is possible to see performance gains when compression is being utilized. 

    DB2 compression is specified at the table space level. It is based on the Lempel-Ziv lossless compression algorithm, uses a dictionary, and is assisted by the System z hardware. Compressed data is also carried through into the buffer pools. This means compression might have a positive effect on reducing the amount of logging you do because the compressed information is carried into the logs. This reduces your active log size and the amount of archive log space needed.

    Compression also can improve your buffer pool hit ratios. With more rows in a single page after compression, fewer pages need to be brought into the buffer pool to satisfy a query get page request. An additional benefit of DB2 hardware compression is the hard speed. As hardware processor speeds increase, so does the speed of the compression built into the hardware chipset.

     –	Index compression

    One of the more popular solutions to a query performance dilemma is an index. Adding an index can fix many SQL issues. However, adding an index has a cost, which is the additional disk space consumed. You have to decide between disk space consumption and a poorly running SQL statement. Moreover, DB2 9 now supports powerful index enhancements. So you can find yourself using more disk storage for indexes in DB2 9. DB2 9 does come with a near-perfect solution for this issue: index compression.

    Even though query types used in a data warehouse environment can significantly benefit from the addition of an index, it is possible for a data warehouse to reach a point were the indexes have storage requirements that are equal to, if not sometimes greater than, the table data storage.

    Index compression (first delivered in DB2 9) is a possible solution to an index disk storage issue. Early testing and information obtained from first implementers indicates that significant disk savings can be achieved by using index compression. With index compression being measured as high as 75 percent, you can expect to achieve, on average, about a 50 percent index compression rate. 

    Keep in mind, however, that compression also carries cost. In certain test cases, there was a slight decrease in class 1 CPU time when accessing a compressed index. But you can expect your total CPU time, class 1 and class 2 SRB CPU time combined, to increase. However, CPU cost is only realized during an index page I/O. After the index has been decompressed into a buffer pool or compressed during the write to disk, compression adds zero cost. 

    Unlike data compression, there is no performance benefit directly from the use of index compression. Index compression is strictly for reducing index disk storage. If any performance gain occurs, it appears when the optimizer can use one of the additional indexes that now exists; that is, an index that might never have been created because of disk space constraints prior to the introduction of index compression. 

    When implementing a data warehouse, the growth in size can become problematic, regardless of the platform. DB2’s compression techniques can be helpful when addressing a data size issue by reducing the amount of disk needed to fulfill your data warehouse storage requirements for table spaces and indexes.

    •Parallelism

    Parallelism was first delivered in DB2 Version 3 in the form of I/O parallelism. Multiple I/Os were able to be started in parallel to satisfy a read request, thus reducing the time to complete all the I/O and reduce overall elapsed time for the SQL statement. Next, CP parallelism became available in DB2 Version 4, allowing a query to run across two or more central processors (CP). 

    Parallelism was extended again with the introduction of data sharing. Sysplex query parallelism, first available in DB2 Version 5, gave a query the ability to run across multiple CPs on multiple Central Electronic Complexes (CECs) in IBM Parallel Sysplex®.

    Although there is additional CPU used for the initial setup when DB2 first decides to take advantage of query parallelism, there is a close correlation between the degree of parallelism achieved and the possible elapsed time reduction that can be experienced. 

    Parallelism is controlled through the use of a number of DSNZPARMs and BIND options. Both the degree of parallelism, and therefore the cost or impact of using parallelism, are associated with a DSNZPARM that controls the potential high water mark for the number of parallel threads that can be started. Parallelism can also be turned on and off at the system level, the package level, and at the SQL statement level. 

    With the increased possibility of long-running complex queries using larger amounts of partitioned data, parallelism is tool that can be implemented in the effort to reduce the run times of such queries.

    •Star schema

    There is a specialized use of parallelism known as a star schema. That is the way a relational database represents multidimensional data, which is often a requirement for data warehousing applications. A star schema is usually a large fact table with a number of smaller dimension tables.

    For example, you can have a fact table for sales data. The dimension tables might represent products that were sold, the stores where those products were sold, the date the sale occurred, promotional data associated with the sale, and the employee responsible for the sale. Using star joins in DB2 requires enabling the feature through a DSNZPARM keyword.

    •Materialized query tables 

    A materialized query table (MQT) is a DB2 table that contains the results of a query, along with the definition of the query. It can be thought of as a materialized view or automatic summary table that is based on an underlying table or set of tables. These underlying tables are referred to as the base tables. 

    MQTs are a powerful way to improve response time for complex SQL queries, especially for queries that involve the following situations:

     –	 A commonly accessed subset of rows

     –	 Joined and aggregated data over a set of base tables

     –	 Aggregated or summarized data that covers one or more subject areas

    MQTs can effectively eliminate overlapping work among queries by performing the computation once when the MQTs are built and refreshed, and reusing their content for many queries. In many workloads, users frequently issue queries over similar sets of large volume data. Moreover, this data is often aggregated along similar dimensions (for example, time, region). 

    Although MQTs can be directly specified in a user query, their real power comes from the query optimizer's ability to recognize the existence of an appropriate MQT implicitly, and to rewrite the user query to use that MQT. The query accesses the MQT (instead of accessing one or more of the specified base tables), and that shortcut can drastically minimize the amount of data read and processed. 

    For example, suppose you have a large table named SALES that contains one row for each transaction that gets processed. You want to compute the total transaction revenue along the time dimension, as shown in Example 1-1. Although the table contains many columns, you are most interested in these columns:

     –	 YEAR, MONTH, and DAY, which represents the date of a transaction

     –	 REVENUE, which represents the revenue gained from the transaction

    Example 1-1   Sample query 
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    SELECT YEAR, SUM (AMOUNT)

    FROM TRANS

    WHERE YEAR >= '2001' AND YEAR <= '2008'

    GROUP BY YEAR

    ORDER BY YEAR;
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    This query might be expensive to run, particularly if the TRANS table is a large table with millions of rows and many columns. Suppose that you define a system-maintained MQT that contains one row for each day of each month and year in the TRANS table. Using the automatic query rewrite process, DB2 can rewrite the original query into a new query that uses the MQT instead of the original base table TRANS. The performance benefits of the MQT increase as the number of queries that can consume the MQT increase.

    However, users must understand the associated maintenance cost of ensuring the proper data currency in these MQTs. Therefore, the creation of effective and efficient MQTs is both “a science and an art.”

    •Index on expression

    As of DB2 9 for z/OS, the ability to create an index over an expression is now supported. The DB2 optimizer can use this type of index to support index matching on an expression. In certain scenarios it can enhance the query performance. In contrast to simple indexes, where index keys are composed by concatenating one or more table columns specified, the index key values are not exactly the same as values in the table columns. The values have been transformed by the expressions specified.

    •XML

    DB2 for z/OS provides support for IBM pureXML®. This is a native XML storage technology with hybrid relational and XML storage capabilities providing a performance improvement for XML applications, while eliminating the need to shred XML into traditional relational tables or to store XML as binary large objects (BLOBs).

    1.2.4  Functions in DB2 10 for z/OS for a data warehouse

    Reducing the cost of doing business is always an important issue and a challenge for IT.

    CPU reductions for transactions, queries, and batch 

    DB2 10 can contribute to this effort by reducing CPU usage while delivering value. IBM testing of DB2 10 and early client results revealed that, depending on the specific workload, clients could achieve “out-of-the-box” DB2 CPU savings of 5 percent to 10 percent for traditional workloads and up to 20 percent for specific workloads when compared to running the same workloads on DB2 9. The earlier in the migration a REBIND is preformed, the sooner the best performance and memory improvements can be realized. 

    DB2 reduces its CPU usage by optimizing processor times and memory access, leveraging the latest processor improvements, larger amounts of memory, and z/OS enhancements. Improved scalability and virtual storage constraint relief can add to the savings. Continued productivity improvements for database and systems administrators can drive even more savings.

    Scales with less complexity and cost

    By addressing the memory constraint in the overall system, virtual memory is no longer critical, allowing five to 10 times more concurrent threads in a single DB2 10 member. This increase in threads removes one key reason for additional DB2 data sharing members and allows some consolidation of LPARs and members previously built for handling more users.

    Reduced catalog lock contention

    The DB2 10 catalog has been restructured to reduce lock contention by removing all links in the catalog and directory. In addition, new functionality improves the lock avoidance techniques of DB2. Concurrency is improved by holding acquired locks for less time and preventing writers from blocking the readers of data. The DB2 10 catalog uses partition-by-growth universal table spaces, with one catalog table per table space with all catalog objects under DFSMS control. 

    In DB2 10 new-function mode (NFM), you can access currently committed data to minimize transaction suspension. Now, a read transaction can access the currently committed and consistent image of rows that are incompatibly locked by write transactions without being blocked. Using this type of concurrency control can greatly reduce timeout situations between readers and writers who are accessing the same data row.

    64-bit evolution - virtual storage relief

    For many years, virtual storage has been the most common constraint for large clients. Prior to DB2 10, the amount of available virtual storage below the bar potentially limited the number of concurrent threads for a single data sharing member or DB2 subsystem. 

    DB2 8 provided the foundation for virtual storage constraint relief (VSCR) below the bar and moved a large number of DB2 control blocks and work areas (buffer pools, castout buffers, compression dictionaries, RID pool, trace tables, part of the EDM pool, and so forth) above the bar. 

    DB2 9 provided additional relief of about 10 to 15 percent. Although this level of VSCR helped many clients to support a growing number of DB2 threads, other clients had to expand their environments horizontally to support workload growth in DB2, by activating data sharing or by adding further data sharing members. This added complexity and further administration to existing system management processes and procedures.

    DB2 10 for z/OS provides a dramatic reduction of virtual private storage below the bar by moving 50 to 90 percent the current storage above the bar using 64-bit virtual storage. This change allows for as much as 10 times more concurrent active tasks in DB2. Clients need to perform much less detailed virtual storage monitoring. Some clients can have fewer DB2 members and can reduce the number of logical partitions (LPARs). The net results for DB2 customers are cost reductions, simplified management, and easier growth.

    Because of the DBM1 VSCR delivered in DB2 10, it becomes more realistic to think about data sharing member or LPAR consolidation. DB2 9 and earlier versions of DB2 use 31-bit extended common service area (ECSA) to share data across address spaces. If several data sharing members are consolidated to run in one member or DB2 subsystem, the total amount of ECSA that is needed can cause virtual storage constraints to the 31-bit ECSA.

    To provide virtual storage constraint relief (VSCR) to that situation, DB2 10 uses more often 64-bit common storage instead of 31-bit ECSA. For example, in DB2 10 the instrumentation facility component (IFC) uses 64-bit common storage. When you start a monitor trace in DB2 10, the online performance (OP) buffers are allocated in 64-bit common storage to support a maximum OP buffer size of 64 MB (increased from 16 MB in DB2 9).

    Other DB2 blocks were also moved from ECSA to 64-bit common. Installations using a significant number of stored procedures (especially nested stored procedures) might see a reduction of several megabytes of ECSA.

    Bi-temporal queries and their business advantages

    DB2 10 provides temporal data functionality, often referred to as time travel queries, through the BUSINESS_TIME and SYSTEM_TIME table period definitions. These period definitions are used for temporal table definitions to provide system-maintained, period-maintained, or bi-temporal (both system- and period-maintained) data stores. These temporal data tables are maintained automatically, and when the designated time period criterion is met, the data is archived to an associated history table.

    Integrated XML support

    DB2 10 substantially improves DB2 family consistency and productivity for pureXML users. These improvements deliver excellent performance improvements and include support for the binary XML format as an external representation of an XML value that can be used for the exchange of XML data between a client and a data serve; XML schema validation as a built-in function; XML date and time data types and functions including time zone feature and arithmetic and comparison operators; XML index for XML joins, simplification of tasks that convert XML values to a SQL data type through use of the XMLCAST specification; the ability of an XPath expression to return values as a table using the XMLTABLE function; XML consistency checking using the CHECK DATA utility; support for multiple version of XML documents; and support for partial update of an XML document.

    In addition, to enhance DB2 family compatibility and application portability, DB2 10 XML supports the us of the XML data type for IN, OUT, and INOUT parameters and for SQL variables inside the procedure and function logic. These DB2 10 enhancements are only for native SQL procedures and for SQL user-defined scalar and table functions.

    Support for OLAP - moving sums, averages, and aggregates

    The OLAP capabilities of moving sums, averages, and aggregates are now built in directly to DB2. Improvements within SQL, intermediate work file results, and scalar or table functions provide performance for these OLAP activities. Moving sums, averages, and aggregates are common OLAP functions within any data warehousing application. These moving sums, averages, and aggregates are typical standard calculations that are accomplished using different groups of time-period or location-based data for product sales, store location, or other common criteria.

    Having these OLAP capabilities built in directly to DB2 provides an industry-standard SQL process, repeatable applications, SQL function or table functions, and robust performance through better optimization processes.

    These OLAP capabilities are further enhanced through scalar, custom table functions or the new temporal tables to establish the window of data for the moving sum, average, or aggregate to calculate its answer set. By using a partition, time frame, or common table SQL expression, the standard OLAP functions can provide the standard calculations for complex or simple data warehouse requirements. Also, given the improvements within SQL, these moving sums, averages, and aggregates can be included in expressions, select lists, or ORDER BY statements, satisfying any application requirements.

    SMF compression

    To improve query performance, metrics on how the SQL is behaving are required. These metrics are stored in SMF 100, 101, and 102 records with the amount of SMF data gathered for DB2 at times being significant. Because SMF record volume for DB2 can be large, there can be significant savings realized by compressing DB2 SMF records. Compression can provide increased throughput because the records written are smaller and there is a saving of auxiliary storage space to house these files. Laboratory measurements show that SMF compression generally saves 60% to 80% of the space for DB2 SMF records and requires less than 1% in CPU for overhead to do it.

    This option is enabled in DB2 by a new DSNZPARM keyword.

    Compression dynamically with INSERT

    Prior to DB2 10, the only way to build the compression dictionary after an ALTER TABLESPACE SQL statement to enable compression was to run the LOAD or REORG utility. Scheduling a LOAD or REORG could be challenging. With DB2 10 new function mode (NFM), after enabling compression with ALTER, the compression dictionary can be built at any time by executing an INSERT or MERGE SQL statement, running a LOAD SHRLEVEL CHANGE.

    Dynamic SQL EXPLAIN

    In the previous version of DB2, collecting EXPLAIN data for dynamic SQL was challenging.   DB2 10 improves that situation considerably. The collection of EXPLAIN information for dynamic SQL can be enabled by a newly introduced special register CURRENT EXPLAIN MODE. Using the default NO disables collecting any EXPLAIN information. However, YES can be specified to capture eligible dynamic SQL as it is prepared and executed, or EXPLAIN can be specified to collection information at prepare but the statements are not executed.

    Instance-based statement hints

    Instance-based statement hints (also referred to as system-level access path hints) provide a new mechanism for matching hints to a given query. In prior releases, QUERYNO linked queries to their associated hints, which might be error prone because QUERYNO might potentially change, which requires a change to applications for dynamic SQL.

    With DB2 10, the mechanism uses query text to match with corresponding hints (similar to how statement matching is performed for the dynamic statement caching). Using this mechanism, the hints are enforced based on the statement text for the entire DB2 subsystem (hence the name “instance-based” or “system-level”).

    Dynamic SQL information

    You can collect information about prepared dynamic SQL statements through audit trace IFCID 145. DB2 10 changes the IFCID 145 to support auditing the entire SQL statement text and to indicate row permission and column mask object usage during access path selection process.

    Various query parallelism restrictions lifted

    DB2 10 improves several existing access paths through parallelism (in a data warehouse environment, parallelism can be a critical contributor to the reduction of SQL elapsed time). These specifically designed enhancements eliminate various previous DB2 restrictions, increase the amount of work redirected to the zIIP processors, and distribute work more evenly across the parallel tasks. These enhancements provide additional reasons to enable parallelism within your environment.

    Parallelism improves your application performance and DB2 10 can now fully benefit from parallelism with the following types of SQL queries:

    •Multi-row fetch

    •Full outer joins

    •Common table expressions (CTE) references

    •Table expression materialization

    •A table function

    •A CREATE GLOBAL TEMPORARY table (CGTT)

    •A work file resulting from view materialization

    These new DB2 10 CP parallelism enhancements are active when the SQL Explain PLAN_TABLE PARALLELISM_MODE column contains “C”.

    The new parallelism enhancements can also be active during the following specialized SQL situations:

    •When the optimizer chooses index reverse scan for a table

    •When a SQL subquery is transformed into a join

    •When DB2 chooses to do a multiple column hybrid join with sort composite

    •When the leading table is sort output and the join between the leading table and the second table is a multiple column hybrid join

    Additional DB2 10 optimization and access improvements also help many aspects of application performance. In DB2 10, index look-aside and sequential detection help improve referencing parent keys within referential integrity structures during INSERT processing. This process is more efficient for checking referential integrity-dependent data, and it reduces the overall CPU required for the insert activity.

    Index enhancements

    Several index enhancements can enhance warehousing, as described here:

    •Index include column

    DB2 10 allows you to define additional non-key columns in a unique index. You do not need the extra five-column index and the processing cost of maintaining that index. DB2 in NFM includes a new INCLUDE clause on the CREATE INDEX and ALTER INDEX statements.The INCLUDE clause is only valid for UNIQUE indexes. The extra columns specified in the INCLUDE clause do not participate in the uniqueness constraint.

    •Index updates use of I/O parallelism

    DB2 10 provides the ability to insert into multiple indexes that are defined on the same table in parallel. Index insert I/O parallelism manages concurrent I/O requests on different indexes into the buffer pool in parallel, with the intent of overlapping the synchronous I/O wait time for different indexes on the same table. This processing can significantly improve the performance of I/O-bound insert workloads. It can also reduce the elapsed times of LOAD RESUME YES SHRLEVEL CHANGE utility executions, because the utility functions similar to MASS INSERT when inserting to indexes.

    •Range-list index scan 

    The range-list index scan feature allows for more efficient access for several applications that need to scroll through data. Queries of this type are most often found in applications that contain cursor scrolling logic where the returned result set is only part of the complete result set. 

    These types of queries (with OR predicates) can suffer from poor performance because DB2 cannot use OR predicates as matching predicates with single index access. The alternative method is to use multi-index access (index ORing), which is not as efficient as single index access. Multi-index access retrieves all RIDs that qualify from each OR condition and then unions the result. DB2 10 can process these types of queries with a single index access, thereby improving the performance of these types of queries. This type of processing is known as a range list index scan, although some documentation also refers to it as SQL pagination.

    •Index probing

    In DB2 10, the optimizer can use Real Time Statistics (RTS) data and probe the index non leaf pages to come up with better matching predicate filtering estimates. DB2 10 uses index probing in the following situations:

     –	When the RUNSTATS utility shows that the table is empty

     –	When the RUNSTATS utility shows that there are empty qualified partitions

     –	When the catalog statistics have default values

     –	When a matching predicate is estimated to qualify zero rows

    This new safe query optimization technique, also known as index probing, is only used for matching index predicates with hard coded literals or when REOPT() is used to supply the literals.

    Buffer pool enhancement

    Buffer pool prefetch, which includes dynamic prefetch, list prefetch, and sequential prefetch activities, is 100% zIIP-eligible in DB2 10. DB2 10 zIIP-eligible buffer pool prefetch activities are asynchronously initiated by the database manager address space (DBM1) and are executed in a dependent enclave that is owned by the system services address space (MSTR). Because asynchronous services buffer pool prefetch activities are not accounted to the DB2 client, they show up in the DB2 statistics report instead. Deferred write is also eligible for zIIP.

    Work file enhancements

    DB2 10 has three significant work file enhancements.

    First, DB2 10 allows work file records to be spanned, which provides the functionality to allow the work file record length to be up to 65529 bytes by allowing the record to span multiple pages. This support alleviates the issue of applications receiving SQLCODE -670 (SQLSTATE 54010) if the row length in the result of a join or the row length of a large sort record exceeds the 32 KB maximum page size of a work file table space. 

    Next is in-memory work file enhancement. This support is intended to reduce the CPU time consumed by workloads that execute queries that require the use of small work files. In-memory work file support is available in DB2 10 conversion mode.

    Finally, DB2 10 allows work files to be defined as partition-by-growth universal table spaces after they are in new function mode (NFM). This is the preferred method of defining work files used for declared global temporary tables (DGTT).

    Sort enhancements 

    DB2 10 has five sort enhancements that can have a positive effect on the warehouse query workload:

    •Increase the default sort pool storage size to 1 MB

    •Implement a hash technique for GROUP BY queries

    •Implement a hash technique for sparse indexes to improve probing

    •Remove padding on variable length data fields

    •Improved FETCH FIRST n Rows processing

    Inline LOB support

    Prior to DB2 10, DB2 for z/OS stores each LOB column, one per page, in a separate auxiliary (LOB) table space, regardless of the size of the LOB to be stored. All accesses to each LOB, (SELECT, INSERT, UPDATE, and DELETE) must access the auxiliary table space using the auxiliary index.

    A requirement with LOB table spaces is that two LOB values for the same LOB column cannot share a LOB page. Thus, unlike a row in the base table, each LOB value uses a minimum of one page. For example, if some LOBs exceed 4 KB but a 4 KB page size is used to economize on disk space, then it might take two I/Os instead of one to read such a LOB, because the first page tells DB2 where the second page is.

    DB2 10 supports inline LOBs. Depending on its size, a LOB can now reside completely in the base table space along with other non-LOB columns. Any processing of this inline LOB now does not have to access the auxiliary table space. An LOB can also reside partially in the base table space along with other non-LOB columns and partially in the LOB table space. That is, an LOB is split between base table space and LOB table space. In this case any processing of the LOB must access both the base table space and the auxiliary table space.

    Inline LOBs offer the following benefits:

    •Small LOBs that reside completely in the base table space can now achieve similar performance to similarly sized VARCHAR columns. 

    •Inline LOBs avoid all getpages and I/Os that are associated with an auxiliary index and LOB table space.

    •Inline LOBs can save disk space even if compression cannot be used on the LOB table space.

    •The inline piece of the LOB can be indexed using index on expression.

    •Inline LOBs access small LOB columns with dynamic prefetch.

    •The inline portion of the LOB can be compressed.

    •A default value other than empty string or NULL is supported.

    The DB2 10 LOAD and UNLOAD utilities can load and unload the complete LOB along with other non-LOB columns.

    Inline LOBs are only supported with either partition-by-growth or partition-by-range universal table spaces. Reordered row format is also required. Inline LOBs take advantage of the reordered row format and handle the LOB better for overall streaming and application performance. Additionally, the DEFINE NO option allows the row to be used and the data set for the LOB not to be defined. DB2 does not define the LOB data set until an LOB is saved that is too large to be completely inline.

    Dynamic statement cache enhancements

    In DB2 10, more SQL can be reused in the cache across users. Dynamic SQL statements can now be shared with a already cached dynamic SQL statements, if the only difference between the two statements is literal values.In the dynamic statement cache, literals are replaces with an ampersand (&) that behaves similar to parameter markers. 

    1.3  Positioning of current offerings 

    System z has developed into a rich warehouse and analytics platform. With the capabilities provided by z/OS, DB2 for z/OS, Linux for System z, and the zBX, almost anything necessary for taking advantage of business analytics is available. The diagram in Figure 1-2 on page 18 demonstrates what is currently available, with more tools and functionality being added all the time.
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    Figure 1-2   Warehousing and Business Analytics on System z; the big picture

    1.3.1  InfoSphere Warehouse on System z

    The IBM InfoSphere® Warehouse for DB2 for z/OS, referred to here as InfoSphere Warehouse on System z, provides a highly scalable, lower-cost way to design, populate and optimize a DB2 for z/OS data warehouse to support business intelligence (BI) applications such as Cognos 8 BI.

    This offering is designed to simplify operational complexity through deployment of both operational and warehouse data on a single platform, reducing costs related to data movement while providing more efficient access to DB2 data. InfoSphere Warehouse on System z significantly improves query performance for users who want to employ OLAP techniques to drill down into specific data stored in DB2 for z/OS. The combination of the System z platform and InfoSphere Warehouse gives clients the ability to support near real-time analytics based on core business data managed in DB2 for z/OS, helping clients gain additional competitive advantage and value from their operational data.

    InfoSphere Warehouse on System z provides powerful features which include:

    •Delivering multidimensional data with no-copy OLAP analytics

    •Building the data warehouse with advanced design and physical modeling with Design Studio

    •Populating the data warehouse with simplified SQL-based data movement and transformation with the SQL Warehouse tool

    IBM provides unparalleled cross-platform support for data warehousing and business intelligence from Windows to the mainframe. As part of the InfoSphere product family, InfoSphere Warehouse on System z further strengthens the IBM data warehousing and business intelligence solution on System z that today includes DB2 for z/OS, InfoSphere Information Server for Linux on System z, and Cognos 8 BI for Linux on System z. This comprehensive solution gives clients the data warehousing and business intelligence capabilities they need while also providing the scalability, reliability, availability, and security of the System z platform.

    InfoSphere Warehouse on System z offers a highly scalable, highly resilient, lower cost infrastructure to optimize a DB2 for z/OS data warehouse, data mart or operational data store.

    •It simplifies operational complexity by deploying both operational and warehouse data on a single platform, thus reducing costs related to data movement and providing data compliance and security.

    •It dramatically improves query performance, saving on CPU cost and elapsed time through the use of Cubing Services caching for Multidimensional (MDX) query support.

    •It benefits from unique System z advantages including hardware-based data compression, world class workload management, and high availability through data sharing.

    •It supports the following operating system: Linux

    1.3.2  Information Server for System z

    Information Server for System z is a fully integrated software platform that profiles, cleanses, transforms, and delivers information from mainframe and distributed data sources to drive greater insight for the business without added IBM z/OS operational costs. It can help you derive more value from the complex, heterogeneous information spread across your systems. It enables your organization to integrate disparate data and deliver trusted information wherever and whenever it is needed, in line and in context, to specific people, applications and processes. It helps business and IT personnel collaborate to understand the meaning, structure and content of any information across any source. 

    With breakthrough productivity and performance for cleansing, transforming and moving this information consistently and securely throughout your enterprise, IBM Information Server for System z lets you access and use information in new ways to drive innovation, help increase operational efficiency and lower risk. And, IBM Information Server for System z uniquely balances the reliability, scalability and security of the System z platform with the low-cost processing environment of the Integrated Facility for Linux specialty engine. The result is a superior price/performance profile.

    1.3.3  Cognos for System z

    IBM Cognos offers solutions on System z; one that runs natively on z/OS and a second that benefits from Linux on System z. 

    IBM Cognos Business Intelligence 8.4 on z/OS is a vigorous addition to the IBM Business Analytics and Data Warehousing portfolio on System z. Optimized to work with IBM DB2 on z/OS V9 and V10, it provides the BI capabilities that IBM z/OS clients require to compete in today's aggressive business environment. Cognos Business Intelligence 8.4 on z/OS offers a full range of reporting and analysis capabilities so users have the information they need to make smarter business decisions. 

    Cognos Business Intelligence V10.1 for Linux on System z is an integral part of the IBM Business Analytics and Data Warehousing on System z portfolio. It provides a complete range of BI capabilities including reporting, analysis, dashboards, real-time monitoring, collaboration, and extended BI on a single infrastructure. You can author, share, and analyze reports that draw on data from all enterprise sources for better business decisions.

    1.3.4  SPSS for System z

    IBM SPSS® provides three solutions on System z. as explained here.

    •SPSS Modeler for Linux on System z: predictive models (link resides outside ibm.com) for determining the best possible actions

     –	Techniques for extracting patterns and relationships from data sets

     –	Integrated with IBM Cognos 8 BI, and providing easily understandable reports in a variety of styles complete with graphs, charts, and tables

    •SPSS Statistics for Linux on System z: advanced statistics and data management

     –	Validate assumptions faster

     –	Receive guidance about when to use various statistical capabilities

     –	Take data from almost any type of file and use it to generate tabulated reports, charts, and plots of distributions and trends, descriptive statistics, and complex statistical analyses

    •SPSS Collaboration and Deployment Services for Linux on System z: a platform for the management and deployment of analytical assets

     –	Secure, browser-based access to results

     –	Centralized analytical repository, managed analytic processes, web services interfaces for integration, automated versioning and change management

    1.3.5  Query Management Facility 

    IBM Query Management Facility™ (IBM QMF™) Version 10 allows you to do more with your existing QMF investment than ever before. New analytic and mathematical functions and OLAP support dramatically enhance the ability of QMF ability to deliver new function to business users, which is an important option for BI and analytics usage. Providing access to many more data sources through JDBC opens QMF to a wider array of information that can be combined with the known and trusted support provided by QMF for DB2 within the same report.

    QMF Classic Edition provides greater flexibility and interoperability by allowing you to start QMF for TSO as a DB2 for z/OS stored procedure. Additional features include support for multistatement SQL queries, and enhancements to certain commands and changes that improve performance, resource control, and troubleshooting capabilities. 

    1.3.6  InfoSphere Master Data Management Server

    InfoSphere Master Data Management (MDM) Server is the most complete, proven, and powerful operational MDM solution. It creates trusted views of your data assets and elevates the effectiveness of your business processes and applications, improving business results, lowering costs, reducing risk, and enabling strategic agility. 

    1.3.7  InfoSphere BigInsights

    IBM InfoSphere BigInsights™ brings the power of Hadoop to the enterprise. Apache Hadoop is the open source software framework used to reliably manage large volumes of structured and unstructured data. BigInsights enhances this technology to withstand the demands of your enterprise, adding administrative, workflow, provisioning, and security features, along with best-in-class analytical capabilities from IBM Research. The result is that you get a more developed and user-friendly solution for complex, large-scale analytics.

    InfoSphere BigInsights allows enterprises of all sizes to cost-effectively manage and analyze the massive volume, variety and velocity of data that consumers and businesses create every day.

    1.3.8  InfoSphere Streams

    InfoSphere Streams radically extends the state-of-the-art in big data processing. It is a high performance computing platform that allows user-developed applications to rapidly ingest, analyze, and correlate information as it arrives from thousands of real-time sources. Users are able to perform the following tasks:

    •Continuously analyze massive volumes of data at rates up to petabytes per day.

    •Perform complex analytics of heterogeneous data types including text, images, audio, voice, VoIP, video, police scanners, web traffic, email, GPS data, financial transaction data, satellite data, sensors, and any other type of digital information that is relevant to your business.

    •Leverage sub-millisecond latencies to react to events and trends as they are unfolding, while it is still possible to improve business outcomes.

    •Adapt to rapidly changing data forms and types.

    •Seamlessly deploy applications on any size computer cluster. Meet current reaction time and scalability requirements with the flexibility to evolve with changes in data volumes and business rules.

    •Quickly develop new applications that can be mapped to a variety of hardware configurations, and adapted with shifting priorities.

    •Provides security and information confidentiality for shared information.

    1.3.9  Data Governance for System z

    Information governance is a holistic business value-driven approach to help transform data into trusted strategic assets that can be leveraged across your organization to lower cost and risks, increase an organization’s profitability, and maintain a competitive advantage.

    IBM Data Management Tools for System z offer comprehensive support for information governance solutions, enabling you to respond to ongoing requirements such as data quality, security, privacy, auditing, retention, archiving, optimization, tuning and performance analysis. These tools can help you to address your information governance issues and are structured around three entry points: data quality, security and privacy, and managing the information lifecycle.

    1.3.10  Cloud Computing on System z

    Many data centers are struggling with an increasingly costly and rigid IT infrastructure. By moving to a more dynamic IT infrastructure built around private cloud services with technologies such as virtualization and automated provisioning, companies can reduce costs and become more agile. System z can provide the most cost effective, easier-to-manage cloud solution with Solution Edition for Cloud Computing. The Solution Edition for Cloud Computing is an aggressively priced starter package which includes IBM System z hardware, Tivoli® software, and IBM services to deliver a cloud computing foundation. With this offering, IBM can transform new or existing mainframe resources into cloud computing infrastructure that can be used to provide value add services to the enterprise.

    1.3.11  InfoSphere Optim Data Management solutions

    InfoSphere Optim™ Data Management solutions manage data from requirements to retirement, to boost performance, empower collaboration, and improve governance across applications, databases, and platforms. 

    1.3.12  IBM InfoSphere Guardium database security

    IBM InfoSphere Guardium® provides the simplest, most robust solution for assuring the privacy and integrity of trusted information in your data center and reducing costs by automating the entire compliance auditing process in heterogeneous environments. 

    1.3.13  IBM Smart Analytics System 9700 and 9710 

    IBM Smart Analytics System 9700 is designed to give your organization the insight it needs to work smarter in this challenging environment by putting the correct answers in the hands of your decision-makers today while putting your business in the best position to quickly adapt and grow to answer the questions of tomorrow.

    The IBM Smart Analytics System is a unique, deeply integrated and optimized, ready-to-use analytics solution that can quickly turn information into insight. Designed to accelerate decision making in your business, the system helps deliver the insight you need where and when you need it, to ensure you can quickly respond to ever-changing business conditions and uncover and capture new revenue opportunities for your organization. By leveraging a flexible infrastructure of IBM software, servers and storage, the IBM Smart Analytics System provides your organization flexibility and simplicity in deployment to ensure you can adjust and grow the solution to fit your ever-evolving business needs.

    The IBM Smart Analytics System 9700 offers the following benefits:

    •The extension of the operational environment with analytic processing

    •A platform of unequaled security (ELA5+) with unmatched availability and recoverability

    •The most reliable system platform with highly scalable servers and storage

    •A trusted information platform offering high performance data warehouse management and storage optimization

    •An analytics platform that can support operational analytics, deep mining, and analytical reporting with minimal data movement

    •The ability to perform operational analytics with the same quality of services as your OLTP environment on System z

    DB2 Analytics Accelerator and IBM Smart Analytics System 9700 and 9710 

    If you have created a data warehouse or other decision support system on your System z server, you can easily extend the functionality and performance of the solution with the DB2 Analytics Accelerator.

    If you are struggling to meet service level agreements (SLAs) with departmental reporting systems that are difficult to maintain, rethink your strategy and consider the value you can gain from an IBM Smart Analytics System 9700 or IBM Smart Analytics System 9710 coupled with an integrated DB2 Analytics Accelerator. Drawing on Cognos 10, IBM Smart Analytics System offers a full range of BI capabilities including reporting, analysis and dashboarding. A turnkey analytic solution, the system delivers this leading BI software fully optimized for high-performance server and storage hardware, so it is business-ready in days, not months. The IBM Smart Analytics System 9700 leverages the IBM zEnterprise® 196 (z196) server, which scales to 3 TB of real memory and has a 96-core design, 80 of which can be configured by users, thus delivering massive scalability for secure data serving and query processing.

    The IBM Smart Analytics System 9710, based upon the new IBM zEnterprise 114 platform, delivers the quality of service of System z at an entry-level cost. Clients can now deploy an IBM z/OS solution that can scale to meet the requirements for data marts and full-size data warehouses for entry-level clients.

    IBM has assembled an industry-leading, comprehensive portfolio of information management, hardware, software and services capabilities. As part of that portfolio, the IBM Smart Analytics System and DB2 Analytics Accelerator appliances provide an ideal solution for organizations that rapidly accelerating complex data analysis. Visit the website www.ibm.com/software/data/infosphere/smart-analytics-system/9700 to learn more about the IBM Smart Analytics System models and how they work with DB2 Analytics Accelerator.

    In 2009 IBM announced the IBM Smart Analytics Optimizer (ISAO). The name of its successor and replacement was changed in version 2 to DB2 Analytics Accelerator because it focuses on DB2 Analytics and also includes a new appliance based on Netezza technology. From the DB2 for z/OS point of view, they are both seen as “query accelerators” irrespective of version 1 or version 2.

    1.4  Analytics workloads 

    There is a wide spectrum of analytics workloads. They exhibit different characteristics with respect to resource consumption. Some workloads request data for a single client, while others access a large portion of data in a database. Some workloads support tactical business decisions, and others deliver strategic business insight. Some workloads require data close to real time, while others can tolerate data more than one day old. 

    When considering the solution for a business analytics application, a good understanding of the underlying workload is required. A system architecture might support certain workloads well, but perform poorly on other workloads. Knowledge of the characteristics of a workload in conjunction with the strengths and weaknesses of system architectures is essential to determining the appropriate solutions.

    A key attribute of workloads is concurrency. Here concurrency is defined as the number of work units running at the same time. A work unit is generally a query in analytics workloads, but that is not always the case. For example, in ETL a work unit can be a single stream of data ingestion.

    Operational analytics

    Operational analytics generally deal with business functions (such as marketing, selling, and distribution) on a real-time basis. For example, when you contact a service representative of your telephone company to complain about errors in your phone bill, chances are that the representative will access your call data records of the past several months and perform an analysis while talking to you. The system will display a dashboard about your call patterns, the hours you called, the cities and the countries you called, and other metrics. Based on this information, the representative knows whether or not you spend a significant amount of money on your phone plans. Armed with this information, the representative can answer your complaints better. As importantly, this type of analytics allows the representative to cross-sell and up-sell clients with more profitable phone plans.

    What are the main characteristics of this type of workload? Normally information about a single client is accessed. Near-time history is used, generally just a few months and probably no more than a year of the activities. Due to access patterns, a relatively small number of records are accessed. For this type of workload, a system with an indexing architecture holds a performance advantage.

    Another example of operational analytics is self-service credit card report generation. In this scenario, users can access their credit card account online to determine how much they spent in the past six months. Previously, credit card companies simply produced a report listing their purchases. Users might not have found that information particularly helpful because they had to comb through hundreds of lines of output to look for patterns. With self-service credit card report generation, an operational analytics report generated dynamically can inform users of their purchases in different categories. They might discover they spent $500 in premium coffee in the past year, or that 50 percent of their expenses went to dining. This type of analytics can keep users loyal to the credit card companies because they deliver value add to these clients.

    There are many more examples of operational analytics workloads. For example, a cashier hands a shopper appropriate coupons at the supermarket checkout. They know what the shopper bought in the last six months, and give the shopper coupons they know there is a high probability the shopper will use.

    Based on these examples it is clear that operational analytics equates with high concurrency. Thousands of people are checking out at supermarkets across the country at the same time. Service representatives get many phone calls during the peak hours. It is necessary to use a system that can handle a high concurrency of queries.

    Another way to look at operational analytics workloads is that this approach pushes the analysis to the front line. It is performed by client-facing employees such as call center representatives, supermarket cashiers, or even the clients themselves as in the self-service credit card reporting example. This is quite different from the traditional data warehouse workloads, where complex queries are submitted by a small number of back-office power users.

    Predefined reporting

    Predefined reports are reports that run on a regular basis. At the end of a week, reports are generated to list the sales figures of the previous week. Many production systems perform ETL every night. At the end of the ETL window, queries are commonly kicked off to generate reports to show business performance of the previous day. For example, store managers receive a report about the sales numbers of their own stores, while regional managers receive a summary report across many stores in their region.

    A common occurrence is that a system can get quite busy at the end of an ETL cycle. These predefined reports get kicked off after data is loaded. Often there are service level agreements to stipulate reports to be made available to business users by certain time. These predefined reports will compete for CPU cycles against the online analytics queries.

    These reports always request the same information, but the data changes between periods. A report running on Monday night looks for Monday data, while a report running on Tuesday looks for Tuesday data. It uses the same databases, accesses the same tables, and inspects the same columns, but different rows are retrieved. This behavior gives DBAs a chance to tune the databases to deliver optimal query performance. A query will always use the same access path. Access patterns are predictable and tuning is more feasible.

    Ad hoc queries

    As the name “ad hoc” implies, these are queries that are developed dynamically. This is the exact opposite of predefined queries. With ad hoc queries, users start with a theory and then perform a series of queries to test their understanding. Although this is also done in advanced analytics, running ad hoc queries can validate simpler theories. For example, a business analyst believes Father's Day is the busiest day of the year for home improvement stores. The analyst can easily run a query to check the sales numbers on Father's Day versus other holidays for the past several years to test this belief. 

    Another use of ad hoc queries is for “train-of-thought “analysis. With train-of-thought analysis, the answer of the previous question leads to the formulation of the next question. Assume the sales figures of a retail company in the past quarter are below expectations. How does an analyst determine the problem areas? They can run a query to list sales figures by geography, by stores, and by product categories. If the result of the query indicates certain product categories do not perform well, they can build another query to drill down to those product categories. They continue to drill deeper to the business performance problem by running more ad hoc queries until the root cause is found.

    Although ad hoc queries can be simple, in practice they tend to be quite complex. In many instances queries are generated by packages such as Cognos and SAP, adding another level of complexity. Although they are not synonymous, when ad hoc queries are mentioned, people tend to think of complex queries as well. In many cases, clients require vendors to benchmark ad hoc queries before making purchasing decisions. They show up at the end of a benchmark and give surprise queries to a vendor to run.

    There is no predefined structure to these ad hoc queries. SQL statements do not exist ahead of time, which makes it difficult for DBAs to tune the databases. Sometimes from experience they know certain columns are used frequently, and they create indexes for these columns. But that is often not the case. If indexes are not available, it will force a table space scan. 

    OLAP

    With online analytics processing (OLAP), data is stored in cubes with pre-aggregated information to speed up query processing. The dimensions are also predefined. Perhaps the best way to describe this type of workload is by using an example.

    Assume that users are interested in performing sales analysis. Their company is in the retail industry. In this case, the key information is sales data. It is also called “fact data.” 

    Surrounding the fact data is a number of dimensions such as stores, geography, products, customers, and time. The users might want to perform sales analysis by time; for example, which quarter of the year delivers the highest revenue. Or they might want to determine the best-selling products. 

    Generally such analysis is not limited to simply one dimension at a time. Users can analyze multiple dimensions at the same time, such as sales by stores, by time, and by geography. They might find that snow removal equipment sells well in East Coast stores during the winter season. 

    These examples point out analysis centers on the fact data. In this sense, OLAP workload generally associates with a star schema. The fact data is in the center, and is surrounded by a number of dimensions on the outside.

    From a technology standpoint, there are two types of OLAP processing. One approach builds the cube ahead of time. This cube stores the aggregation information that users are interested in. 

    Using the retail example, this cube contains aggregated sales data by stores by geography by products and by time. The term “aggregation” is used because that sales data is rolled up to a daily level or higher. The fine, granular data in a data warehouse usually contains one row for each sales transaction. This can be millions of rows or more per day for a large company. In contrast, a cube contains many fewer rows when data is aggregated at the daily level or higher. 

    Building a cube can take from hours to tens of hours. But after it is built it can handle queries quickly because computation had already been performed during the cube-building process. This type of approach is called multidimensional OLAP or MOLAP.

    MOLAP

    The major benefit offered by MOLAP is speed, but the downside is lack of flexibility. If users y want to analyze a dimension that is not part of the cube, they now have to rebuild it, taking many more hours. In our example, we have been looking at stores, geography, products, and time as our dimensions. But if a user wants to analyze sales by client, they are out of luck. Because a cube is prebuilt, they are not using the underlying database engine to perform the analysis.

    ROLAP

    The second approach is ROLAP, or relational OLAP. ROLAP is no longer a physical cube. Instead cubing structure, metadata is maintained. When a user runs a query, the cubing software accesses the database in real time to build an answer set. There is no data materialization. The advantage of this approach is flexibility. Users can ask for any data in the database. ROLAP also uses fresher data, while data stored in MOLAP cubes could be old until they are refreshed. The disadvantage of ROLAP is speed, because answer sets must be built dynamically. 

    Advanced analytics

    Advanced analytics is more than one workload type. On one hand, it refers to direct analytics against data directly. For example, you can run a linear regression against data in a table directly. Over the years, the SQL language has been extended to cover more analytics capability, such as certain OLAP functions. In that case, all the computation is performed within the database engine. For more sophisticated analytics functions, the general approach has been using a package such as SPSS or SAS to take data out of the database into a flat file and then perform analytics on the file. 

    Another aspect of advanced analytics is data mining and predictive analytics. This kind of analytics requires building models to capture patterns. It used to be that only demographic data was used to build a model. A model might have rules such as “If a client is in the 40 to 49 age group and has income more than $100,000 then the probability of the client responding to a promotion is 10 percent”. But things have changed significantly. Now businesses recognize that client behaviors are much better indicators for predicting success probability. Because businesses have already collected vast amount of client data in their data warehouses, they utilize this information to build their models. In some cases, they might come up with rules such as “If a client is using a credit card progressively less frequently in the past six months, there is a 70% probability that the client will switch to a different credit card within the next three months.”

    After a model is built, it can be used to score the clients listed in the database. For example, if a model is built to predict a client responding to a promotion, then the model can be used to score each client. Then a list of clients with a probability of 50 percent more in responding is created, and promotion mail is sent to them. This will save a company a significant amount of money because traditionally the response rate to a promotion without using client behavioral data is around 1 percent or less.

    From a technology standpoint, more and more analytics functions have been pushed into the database for processing. Instead of taking the data from a database and processing it itself, SPSS and SAS have been collaborating with database products to push their analytics functions into the database.

    Batch loading

    Batch loading refers to the routine ETL process to load data to the data warehouses. Although many business applications require more real time update to the data warehouses, there are still many situations where updates are done during nightly batch windows. Batch loading delivers data at a faster rate. One disadvantage, however, is that it locks up a database or a table during loading, thereby making data unavailable to users. 

    Real time data ingestion

    Business competitiveness drives many companies to ingest data real time, especially in the financial services sector. This is the opposite of the batch loading process. Data is collected from the operational side, generally by reading log entries of database transactions.   Transformation is performed on the extracted data, and the data is then inserted into a data warehouse. Data ingestion is performed through SQL statements. This has the benefit of making a data warehouse available during the ingestion process. SQL updates run at a slower speed than batch loading.

    In certain applications such as fraud detection, institutions require availability of recently executed credit card transactions for analysis to catch fraud issues as quickly as possible.If they wait for overnight data loading, it is conceivable a thief could initiate many fraudulent transactions in a 24-hour period, leading to more extensive monetary damage. 

    Similarly, in operational analytics applications, when a client contacts the company, service representatives want to have the most recent transactions available. The client might have filed a complaint earlier the same day. Again, overnight data loading will not work in this case.

    Concurrency

    It used to be the case that a data warehouse system was used by only a few power users. Concurrency was low. With the advent of operational analytics, however, the landscape has changed dramatically. Now there are hundreds to thousands of users signing on at the same time. DB2 Analytics Accelerator is essential to utilizing an architecture to support the coexistence of a large number of queries at the same time. 

    1.5  DB2 and DB2 Analytics Accelerator as a hybrid solution 

    Contrary to a widely-held belief, no architecture can handle all analytics workloads well. There are strengths and weaknesses of each architecture and technology. Although in-memory databases execute queries extremely fast, the usage is limited to small data warehouses due to the higher cost of RAM. Column-based databases favor queries at the expense of updates. Index-based databases deliver fast results to queries accessing a small number of records, but require experienced DBAs to be familiar with the queries to build the proper indexes. Hadoop MapReduce makes it feasible to support large-scale distributed parallel processing using commodity servers, but does not support joins and requires using a programming language interface rather than SQL.

    IBM DB2 Analytics Accelerator for z/OS

    DB2 Analytics Accelerator offers a significant amount of capacity to process queries. A typical configuration offers a large number of CPU cores, memory, disk storage and I/O bandwidth. In addition, there are Field Programmable Gate Arrays (FPGAs) in the hardware stack to accelerate data compression, data projection, and data restriction. Query processing time is linearly scalable when more hardware is added. Massive parallelism is achieved by utilizing all the hardware resources to support execution of a single query.

    To speed up queries further, DB2 Analytics Accelerator implements pipeline parallelism. Data is fed from disk storage to FPGAs and then to memory. As the CPU cores are processing the first block of data in memory, the FPGAs are processing the second block of data. These steps in turn overlap with the transfer of the third block of data from disk storage to FPGAs, leading to parallelism across all the processing units.

    This high degree of parallelism enables processing of large amounts of data in a short period of time. Given the nature of ad hoc queries, it is difficult to predict data access patterns. This in turn makes it challenging to construct the appropriate indexes in traditional database systems to speed up these queries. DB2 Analytics Accelerator takes a different approach, where the only access path available is table scan. Because the DB2 Analytics Accelerator architecture is optimized to access and process a large amount of data, it is well suited for ad hoc and complex query workloads. The design goal of Netezza is an appliance feature that requires no or little tuning. Indexes and MQTs require expertise to design and tune.

    ROLAP processing requires access to data in a database at query execution time. This delivers the benefit of using the freshest data but at the expense of longer run times. DB2 Analytics Accelerator supports ROLAP well because these queries tend to access finer granular data in large quantities. Summary tables are not necessary, given the speed of processing in DB2 Analytics Accelerator.

    Predefined reports also run well in DB2 Analytics Accelerator. Some of these queries, such as producing quarterly reports to senior management, access multiple intervals of data. This makes them good candidates to run in DB2 Analytics Accelerator, while freeing up valuable resources on System z for other activities.

    To prepare for data modeling, analysts commonly prepare a customer signature file. This is a wide table with many columns. Each row maps to one client, with attributes describing client behaviors such as percentages of their purchases spent in dining, clothing, and other categories. Creating this file requires joining many tables with large quantity of data. This makes the data modeling preparation workload a good candidate to run in DB2 Analytics Accelerator. 

    DB2

    As the name suggests, operational analytics is associated with the operational aspect of a business. Queries in this workload category deal with a single business decision at a time. Relatively small numbers of records are accessed, from a few to several thousands, as needed for each analysis. This makes it particularly suitable for DB2, given its strength in the transactional business. 

    Real time data ingestion is performed through SQL inserts and updates. The current DB2 Analytics Accelerator implementation requires data to be loaded at the table or partition boundary. Direct updates to rows in a table in DB2 Analytics Accelerator are not possible. Workload requiring real time ingestion is best handled by DB2. Automation can be set up to load the updated partition to DB2 Analytics Accelerator after changes to DB2 tables are complete.   However, there is a time window where the data in DB2 tables and DB2 Analytics Accelerator tables are not at the same level of freshness.

    Given the indexing structure in DB2, it is poised to support a large number of concurrent queries. A lightweight query consumes only a small amount of system resources, making it possible to maintain hundreds of queries or more in the system at the same time. Moreover, z/OS is efficient in high concurrency and it minimizes the impact of context switch. High volume lighter-weight workloads requiring hundreds of queries or more in the system simultaneously will find it best to run in DB2.

    Similarly, DB2 indexing structure executes certain predefined reports and advanced analytics functions well. To the extent that data can be accessed through indexes, it is possible that certain queries will run faster when compared to DB2 Analytics Accelerator, even though it comes with larger amount of resources.

    Figure 1-3 summarizes the workload optimization provided by DB2 for z/OS and DB2 Analytics Accelerator.
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    Figure 1-3   DB2 and DB2 Analytics Accelerator: Workload optimized systems

    Workload management

    By now, it is clear many workloads run on an analytics system. It is unlikely a production system is put together for a single workload only. On the contrary, a multitude of workloads will be executing simultaneously, such as real time data ingestion running in the background, power users running ad hoc queries, and client-facing representatives running operational analytics queries in the foreground.

    With several workloads running at the same time, a good workload manager is necessary. It will ensure that higher priority work will get done first. It will also make sure shorter queries take priority. In some cases it will even promote consistency in response times. For example, suppose a user runs a short query on Monday and it takes 5 seconds. If the user runs the same query on Wednesday, they will want to see a similar response time. Without a good workload manager, it is conceivable a monster query comes in on Wednesday, grabs all the available CPU cycles, and elongates the short query to 5 minutes. Clearly this is not desirable.

    z/OS provides period aging capability so that a system programmer does not need to classify a query ahead of time. Using this scheme, an incoming query will be classified as short. Then the system monitors resource consumption. If this query consumes a fair amount of CPU cycles, it will be moved to the medium category with a lower priority. If it continues to take up more CPU cycles, it will then be labeled as a long query and assigned an even lower priority. There are multiple periods in this scheme with each period associated with a lower priority. Eventually a query can drop to the last period with a discretionary priority.

    A person driving a hybrid car is not involved in the decision making of switching between the electric and gasoline engines. At lower speeds, the electric engine is engaged, while at higher speeds the gasoline engine is utilized. The management of the engines is controlled by the onboard computer in the automobile. 

    Similarly, an application accessing a data warehouse is not aware of the dual database engines under the covers. The DB2 optimizer will make query routing decisions based on the estimated run time cost of the incoming workloads. It is completely transparent to the applications. With a hybrid dual-database engine approach, DB2 in conjunction with DB2 Analytics Accelerator provide seamless integrated services to the vast spectrum of analytics workloads.

    Reduction of CPU consumption in z/OS 

    Installing a DB2 Analytics Accelerator presents an opportunity for running data warehouse applications on System z with reduced cost. Potentially a good portion of the CPU cycles consumed by queries running in DB2 can be eliminated as queries are diverted to execute in DB2 Analytics Accelerator.

    Amount of reduction is dependent upon the volume of queries that are eligible to run in DB2 Analytics Accelerator. It is likely complex queries will be selected to run in DB2 Analytics Accelerator because they have high estimated CPU cost. Even when only a small subset of a workload runs in DB2 Analytics Accelerator, the potential z/OS CPU savings can be significant. Based on workload profiles from multiple production systems, complex queries make up a small percentage of the workload mix, but they consume a large percentage of the CPU capacity, mirroring the classic 80-20 rule. 

    Unlike the previous version of query accelerator (IBM Smart Query Optimizer) which works on one query block at a time, DB2 Analytics Accelerator executes an entire query. This indicates almost all of the CPU cycles consumed by DB2 on behalf of a query will be eliminated. This is true for most queries. The only exception comes in when a query returns a large answer set. In that case an application will issue SQL FETCH many times and consume a noticeable amount of CPU time in DB2.

    Overall reduction of CPU consumption in z/OS is a function of the workload mix. Query workloads make up a good portion of the mix. However, there are other activities in a system that continue to run in z/OS. An example is the DB2 Analytics Accelerator data load process. It takes a noticeable amount of CPU cycles to unload data from DB2 tables and load them in DB2 Analytics Accelerator. How much CPU capacity is required depends on the length of the load window. A longer load window reduces data unload rate and therefore consumes fewer CPU cycles in a fixed period of time.   Besides data loading, other housekeeping routines such as data backup and reorganization take place regularly. A certain amount of CPU capacity is required to ensure these routines to complete in a timely fashion.

    There can be a tendency to over-reduce the allocated CPU capacity in z/OS. In the event that DB2 Analytics Accelerator is not available, all queries will now run in DB2. Even without any reduction of CPU capacity, it is expected the complex queries will take longer to run in DB2. But adding the effect of a smaller capacity z/OS system, these queries will take even longer to execute. Whether this is acceptable or not depends on business requirements. Exercise care to assess the impact to business users in the event that DB2 Analytics Accelerator is not available. It is advisable to determine the quantity of CPU capacity reduction only after such an assessment is made. 
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The DB2 for z/OS integrated solution

    This chapter introduces the DB2 Analytics Accelerator and describes its deep integration into existing DB2 for z/OS environments.

    The following topics are discussed in this chapter:

    •The IBM DB2 Analytics Accelerator

    •Query processing with the DB2 Analytics Accelerator

    •Integration of the Accelerator administration into DB2 for z/OS

    •Loading data into the DB2 Analytics Accelerator

    •DB2 commands for the DB2 Analytics Accelerator

    2.1  The IBM DB2 Analytics Accelerator

    DB2 Analytics Accelerator for z/OS, V2.1 is a high performance solution designed to work with IBM System z to deliver faster analytic query responses transparently to users. It integrates into DB2 9 for z/OS or DB2 10 for z/OS data warehouse environments, forming an analytic query appliance that is powered by Netezza technology. 

    Online Analytical Processing (OLAP) queries typically scan large amounts of data, from gigabytes to terabytes, to come up with answers to business questions that have been asked. These business questions have been transformed to SQL and passed to DB2 for z/OS, typically involving SQL. DBAs, application programmers, IT Architects, and system engineers have done excellent work in tuning traditional environments. But the challenge is still coming into your system as ad hoc queries scanning huge amounts of data and consuming large amounts of resources, both in terms of CPU and I/O capacity. 

    In most cases, these queries cannot be screened by skilled staff before they are submitted to the system, resulting in an entirely unknown resource consumption. One limit that is reached when scanning terabytes of data is inevitably related to the spinning speed of DASD devices. Solid State Disks partially address this issue, but they are not the ultimate answer to achieving ultimate performance. For the moment, we can simply look at these limits as dictated by the laws of physics. This unknown resource consumption of dynamic SQL SELECT statements and the acceleration for ad hoc OLAP queries is addressed by the DB2 Analytics Accelerator.

    Technical foundation of the DB2 Analytics Accelerator 

    Technically, the DB2 Analytics Accelerator is an appliance that comes as additional hardware and software to be connected either to a System z196 or System z114. See Figure 2-1 for an overview of the involved components.
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    Figure 2-1   Overview of DB2 Analytics Accelerator components

    A DB2 Analytics Accelerator is connected either to a System z196 or z114 through a 10 GBit Ethernet connection. The DB2 Analytics Accelerator is set up in a way that it can only be accessed through System z, making sure that all security mechanisms that are available for System z can be used to protect theDB2 Analytics Accelerator from any unauthorized access from the outside world. All DB2 Analytics Accelerator administration tasks are performed through DB2 for z/OS, thus there is no need to have direct access to the DB2 Analytics Accelerator box from outside this secured network.

    Before discussing query processing with DB2 for z/OS and DB2 Analytics Accelerator, we look at the technical foundation used within DB2 Analytics Accelerator. Figure 2-2 shows an overview of the technology used within the DB2 Analytics Accelerator.
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    Figure 2-2   DB2 Analytics Accelerator technical foundation

    An DB2 Analytics Accelerator uses three different components:

    •There are two SMP hosts (also called coordinators, for example in the output of the -DISPLAY ACCELERATOR command). 

    •There are a specified number of Snipped-Blades or S-Blades (also called workers). The number of available S-Blades depends on the DB2 Analytics Accelerator model used. These blades host two quad-core CPUs and four dual-core field programmable gate arrays (FPGAs). A FPGA has certain instructions built in silicon to allow for faster code execution.

    •The third component, important to achieve the throughput, are the disk enclosures. Each S-Blade is connected to eight disks that can be accessed in parallel by the S-Blades. 

    To complement the high availability of System z environments that DB2 Analytics Accelerators are connected to, DB2 Analytics Accelerator uses failover mechanisms for the SMP hosts, S-Blades, and disks as described here:

    •One SMP host is always active. The second one is in hot stand-by mode. The inactive SMP host takes over the tasks of the active SMP host if there is an unexpected error on the active SMP host.

    •Each disk is split in three different partitions of equal sizes. 

     –	The first partition is used to store compressed data, originating from DB2 for z/OS. 

     –	The second partition contains mirrored data from another drive. 

     –	The third partition is dedicated for temporary space that is used for query processing.

    If one of the disks fails, the data can be regenerated from another disk.

    •If an S-Blade fails, the eight disks that were associated with the failing blade are reassigned to a spare blade that comes with all DB2 Analytics Accelerator. In the case that no spare blade is available, the disks that were connected to the failing blade are then reassigned to all remaining blades.

    Deep integration of the DB2 Analytics Accelerator into DB2 for z/OS

    The DB2 Analytics Accelerator is like an appliance. It is an appliance to the extent that it adds another Resource Manager to DB2 for z/OS, just like the Internal Resource Locking Manager (IRLM), Data Manager (DM), or Buffer Manager. It is a highly integrated solution and the data continues to be managed and secured by the most reliable database platform: DB2 for z/OS. 

    You can look at the DB2 Analytics Accelerator as an additional access path for DB2 for z/OS. No changes are required to existing applications because neither users or applications are, or need to be, aware of its existence to benefit from the capabilities it can offer. Whenever queries are eligible for being processed by the DB2 Analytics Accelerator, users will immediately benefit from shortened response times without any further actions.

    Both users and applications continue to connect to DB2 for z/OS, but are entirely unaware of DB2 Analytics Accelerator’s presence. Instead, the DB2 for z/OS optimizer is aware of DB2 Analytics Accelerator’s existence in a given environment and can execute a given query either on the DB2 Analytics Accelerator or by using the already well-known access paths within DB2 for z/OS. Due to heuristics and optimizer-based decisions for any query-routing, all queries are executed in their most efficient way, irrespective of their type (OLAP versus OLTP).

     

    
      
        	
          Important: The DB2 Analytics Accelerator can be viewed as an additional access path for dynamic SQL statements in DB2 for z/OS.

        
      

    

    With the DB2 Analytics Accelerator, you can now deploy an environment that executes queries based on their characteristics in the most efficient way. 

    That is, the existing access paths with DB2 for z/OS are chosen for queries that are likely to be short-running. The DB2 Analytics Accelerator is chosen as an access path for queries that scan large amounts of data and perform aggregations over these massive amounts of data, probably resulting only in a few rows that are returned to the requesting application.

    Figure 2-3 on page 37 depicts the deep integration of the DB2 Analytics Accelerator with DB2 for z/OS. 
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    Figure 2-3   Deep integration of DB2 Analytics Accelerator within DB2 for z/OS

    Note that all existing application continue to connect to DB2 for z/OS. No changes are needed for these applications. The only attribute that needs to be provided to allow query execution using DB2 Analytics Accelerator as a query accelerator is the correct value in the special register CURRENT QUERY ACCELERATION. You can find more information about the CURRENT QUERY ACCELERATION special register in Chapter 10, “Query acceleration management” on page 221. The DB2 for z/OS optimizer makes sure that an incoming dynamic query is executed in the most efficient way. 

    2.2  Query processing with the DB2 Analytics Accelerator

    Figure 2-4 on page 38 depicts the active connections and query flow that exist after a DB2 Analytics Accelerator is connected to your System z environment.

    The heartbeat provides for active monitoring of the accelerator to provide status information for the -DISPLAY ACCELERATOR command (especially -DISPLAY ACCELERATOR DETAIL) as well as providing statistics for DB2 SMF 100 records and online performance monitors.

    As applications continue to connect to DB2 for z/OS using the standard application programming interfaces (APIs), a dynamic query is passed to the DB2 for z/OS optimizer. DB2 for z/OS optimizer decides how to execute an incoming, dynamic query:

    •If all offloading criteria are met, the query is sent to DB2 Analytics Accelerator by the DB2 for z/OS core engine through the DB2 Analytics Accelerator DRDA® requestor to the active coordinator. The query is processed on DB2 Analytics Accelerator, returning the result back through the active coordinator and back through the DB2 Analytics Accelerator DRDA requestor to the requesting application.

    •If offloading criteria are not met, the query executes in DB2 for z/OS, using the standard access paths that are available.
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    Figure 2-4   Query execution flow controlled by the DB2 for z/OS optimizer

    DB2 performs several checks before a query is sent to DB2 Analytics Accelerator for execution. Details about this decision process and the profile tables used to control it are listed in Chapter 10, “Query acceleration management” on page 221.

    If the optimizer decides that a query will be executed in DB2 for z/OS, it uses the already well-known access paths. If the optimizer decides that a query is to execute on DB2 Analytics Accelerator, DB2 for z/OS routes the query to the active SMP host (also called coordinators, as mentioned) through DRDA. The SMP host is the only interface that is used by DB2 for z/OS to communicate with the DB2 Analytics Accelerator.

    After a request has been received on the active SMP host, it is sent to all S-Blades for processing. All S-Blades process those slices of data that are stored on the eight disks that are allocated to each S-Blade. With this in mind, look at the processing of queries inside DB2 Analytics Accelerator as depicted in Figure 2-5 on page 39.

    The query shown in the upper left part of Figure 2-5 on page 39 selects data from table SALES, uses the SUM function in the SELECT clause, applies a fairly simple WHERE clause, and performs a GROUP BY aggregation at the end of the query. To process the query, the S-Blades trigger the read-request to read compressed data slices of table SALES from those disks that are connected to the S-Blade. The data read from disk is passed to a field programmable gate array (FPGA) that is physically available on all S-Blades. The FPGA decompresses the data and removes all columns from the data that are not needed for further processing (columns that are not part of SELECT, WHERE, and GROUP BY clauses). The last step performed by the FPGA is to apply the WHERE clause to filter the data even further to reduce the amount of data passed back to the CPU cores on the S-Blades to a minimum. The remaining data is pushed to available CPU cores on each S-Blades to perform final aggregations in our case.
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    Figure 2-5   Query processing inside the DB2 Analytics Accelerator

    Other operations performed by the CPU cores, depending on the incoming queries, can be join operations or other complex computations that cannot be handled by the FPGAs. This processing is called Asymmetric Massive Parallel Processing (AMPP). An introduction to this processing can be found in The Netezza Data Appliance Architecture: A Platform for High Performance Data Warehousing and Analytics, REDP-4725.

    Because there are multiple S-Blades available in an DB2 Analytics Accelerator (their number depends on the Accelerator model), the data portions need to be returned from the S-Blades to the active SMP host. The SMP host is also responsible for combining the results from different S-Blades and returning the final result set to DB2 for z/OS using the 10 GBit connection between the DB2 Analytics Accelerator and a System z machine.

    In terms of DB2 Analytics Accelerator query specialty engine eligibility, if the request is from a remote application, then the DB2 server processing is zIIP eligible. If the request is from a local z/OS application and offloaded to the Accelerator then it is not zIIP eligible except for the case of running a Java application that can run on a zAAP.

    2.3  Integration of the Accelerator administration into DB2 for z/OS

    The deep integration into DB2 for z/OS is also underlined by the incorporation of DB2 Analytics Accelerator commands into DB2 commands and the encapsulation of DB2 Analytics Accelerator administrative functionality into stored procedures. The list of stored procedures available to administer the Accelerator is provided in Table 2-1 on page 40.

    Table 2-1   Available stored procedures to administer DB2 Analytics Accelerator

    
      
        	
          Name

        
        	
          Description

        
      

      
        	
          ACCEL_ADD_ACCELERATOR

        
        	
          Pairing an accelerator to a DB2 subsystem

        
      

      
        	
          ACCEL_TEST_CONNECTION

        
        	
          Check connectivity from DB2 procedures to the accelerator

        
      

      
        	
          ACCEL_REMOVE_ACCELERATOR

        
        	
          Removing an accelerator from a DB2 subsystem and cleanup resources on accelerator

        
      

      
        	
          ACCEL_UPDATE_CREDENTIALS

        
        	
          Renewing the credentials (authentication token) in the accelerator

        
      

      
        	
          ACCEL_ADD_TABLES

        
        	
          Add a set of tables to the accelerator

        
      

      
        	
          ACCEL_ALTER_TABLES

        
        	
          Alter table definitions for a set of tables on the accelerator (distribution and organizing keys)

        
      

      
        	
          ACCEL_REMOVE_TABLES

        
        	
          Remove a set of tables from the accelerator

        
      

      
        	
          ACCEL_GET_TABLES_INFO

        
        	
          List set of tables on the accelerator together with detail information

        
      

      
        	
          ACCEL_LOAD_TABLES

        
        	
          Load/Reload/Update data from DB2 into a set of tables on the accelerator

        
      

      
        	
          ACCEL_SET_TABLES_ACCELERATION

        
        	
          Enable or disable a set of tables for query offloading

        
      

      
        	
          ACCEL_CONTROL_ACCELERATOR

        
        	
          Controlling the accelerator tracing, collecting trace and detail of the accelerator (software level and so on)

        
      

      
        	
          ACCEL_UPDATE_SOFTWARE

        
        	
          Update software on the accelerator (transfer versioned software packages or apply an already transferred package, also list software both on z/OS and accelerator side)

        
      

      
        	
          ACCEL_GET_QUERY_DETAILS

        
        	
          Retrieve statement text and query plan for a running or completed Netezza query

        
      

      
        	
          ACCEL_GET_QUERY_EXPLAIN

        
        	
          Generate and retrieve Netezza explain output for a query explained by DB2

        
      

      
        	
          ACCEL_GET_QUERIES

        
        	
          Retrieve active or history query information from accelerator

        
      

    

    The DB2 Analytics Accelerator Studio uses these administrative stored procedures to provide the rich set of functions to users. 

    Additionally, the DB2 Analytics Accelerator stored procedures and DB2 command line processor script in member AQTSCI01 of SAQTSAMP library will call the DB2-supplied stored procedures listed in Table 2-2.

    Table 2-2   Invoked DB2-supplied stored procedures

    
      
        	
          Name

        
        	
          Description

        
      

      
        	
          SYSPROC.DSNUTILU

        
        	
          SYSPROC.ACCEL_LOAD_TABLES calls SYSPROC.DSNUTILU stored procedure to unload the data from the DB2 tables.

        
      

      
        	
          ADMIN_COMMAND_DB2

        
        	
          SYSPROC.ACCEL_LOAD_TABLES calls SYSPROC.ADMIN_COMMAND_DB2 for executing -DISPLAY commands.

        
      

      
        	
          ADMIN_INFO_SYSPARM

        
        	
          SYSPROC.ACCEL_ADD_TABLES and SYSPROC.ACCEL_ALTER_TABLES call SYSPROC.ADMIN_INFO_SYSPARM.

        
      

    

    Because using DB2 Analytics Accelerator Studio to maintain production data is not feasible, especially given that most environments contain highly automated batch cycles, these stored procedures allow for batch operations. For more details about incorporating DB2 Analytics Accelerator stored procedures in existing batch environments, see Chapter 11, “Latency management” on page 267.

    2.4  Loading data into the DB2 Analytics Accelerator

    It is important to understand that data is loaded into the Accelerator from DB2 for z/OS, thus the accelerator contains a snapshot of data. Queries accessing data on DB2 Analytics Accelerator need to tolerate this characteristic, which is typically the case for most data warehouse and business intelligence applications.

    For information about how to update data in DB2 Analytics Accelerator, refer to Chapter 9, “Using Studio client to define and load data” on page 201 and Chapter 11, “Latency management” on page 267. 

    Data is loaded into DB2 Analytics Accelerator using stored procedure ACCEL_LOAD_TABLES. The stored procedure calls the UNLOAD utility to unload data from DB2 for z/OS tables and push them through UNIX System Services pipes to the DB2 Analytics Accelerator. 

    On the DB2 Analytics Accelerator, the active SMP host receives the incoming data and sends it to available S-Blades in the system. Each S-Blade has eight disks connected, and the S-Blades distribute the incoming data to connected disks in slices, according to distribution and organizing keys.

    If a range-partitioned table is loaded into DB2 Analytics Accelerator, multiple partitions can be unloaded in parallel. For details about unloading partitions in parallel, refer to 11.2.2, “SYSPROC.ACCEL_LOAD_TABLES” on page 272.
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    Figure 2-6   Loading and refreshing data in DB2 Analytics Accelerator

    In lab environment we measured a load throughput for DB2 Analytics Accelerator of around 1 TB per hour with six z196 CPs, but actual unload performance varies significantly based on z/OS CPU capacity, database design, the number of parallel load jobs, and other factors.

    After tables are loaded into the DB2 Analytics Accelerator and enabled for consideration by the DB2 for z/OS optimizer, your ETL processes need to incorporate loading data into DB2 Analytics Accelerator during your regular batch cycles. This topic is discussed in 11.1, “DB2 Analytics Accelerator and latency management” on page 268. 

    From this point on, you are able to use the DB2 Analytics Accelerator capabilities for fast analysis and reporting.

    2.5  DB2 commands for the DB2 Analytics Accelerator 

    The deep integration of DB2 Analytics Accelerator into DB2 for z/OS is underlined by DB2 commands that support the accelerator. DB2 Commands are available to start, stop, and obtain details about an accelerator that is connected either to a single DB2 for z/OS subsystem or a data sharing group. 

    The DISPLAY THREAD command has been enhanced to show threads that execute on DB2 Analytics Accelerator. To cancel threads on DB2 Analytics Accelerator, the CANCEL THREAD command has been enhanced to cancel threads executing on the DB2 Analytics Accelerator.

    START ACCEL command

    The following examples illustrate the use of these commands Example 2-1 on page 43 shows using the START ACCEL command to start the DB2 Analytics Accelerator.

    Example 2-1   -START ACCEL command and output
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    DB2 Command:

     

    -START ACCEL(*)

     

    Output:

     

    DSNX810I  -DA12 DSNX8CMD START ACCEL FOLLOWS -                   

    DSNX820I  -DA12 DSNX8STA START ACCELERATOR SUCCESSFUL FOR IDAATF3

    DSNX820I  -DA12 DSNX8STA START ACCELERATOR SUCCESSFUL FOR SAMPLE 

    DSNX821I  -DA12 DSNX8CSA ALL ACCELERATORS STARTED.               

    DSN9022I  -DA12 DSNX8CMD '-START ACCEL' NORMAL COMPLETION        

    *** 
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    As shown, we started all accelerators within subsystem DA12. In our scenario, we had two accelerators defined: a physical accelerator named IDAATF3, and a virtual accelerator named SAMPLE. Because the ACCEL(*) parameter starts all accelerators that are defined in the subsystem, you can also specify the name of the accelerator to be started, for example ACCEL(IDAATF3) to start accelerator IDAATF3 only. 

    STOP ACCEL command

    The same is true for the -STOP ACCEL(*) command that is shown in Example 2-2. In this example, all accelerators that are defined within subsystem DA12 are stopped.

    Example 2-2   -STOP ACCEL command and output
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    DB2 Command:

     

    -STOP ACCEL(*)

     

    Output:

     

    DSNX810I  -DA12 DSNX8CMD STOP ACCEL FOLLOWS -                   

    DSNX860I  -DA12 DSNX8STO STOP ACCELERATOR SUCCESSFUL FOR IDAATF3

    DSNX862I  -DA12 DSNX8STO ACCELERATOR SAMPLE ALREADY STOPPED     

    DSNX861I  -DA12 DSNX8CXA ALL OTHER ACCELERATORS STOPPED         

    DSN9022I  -DA12 DSNX8CMD '-STOP ACCEL' NORMAL COMPLETION        

    *** 
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    DISPLAY ACCEL command

    Beyond START and STOP commands, you can obtain information about the Accelerator’s status by using the DISPLAY ACCEL command. The syntax of this command is outlined in Example 2-3.

    Example 2-3   -DISPLAY ACCEL(*) syntax
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                      .-(--*--)----------------------------.   

                      |        .-,----------------.        |   

                      |        V                  |        |   

    >>-DISPLAY ACCEL--+-(--------accelerator-name-+------)-+-------->

     

    >--+--------+--+----------------------------+------------------->

       '-DETAIL-'  '-LIST--(----+-*------+----)-'   

                                '-ACTIVE-'          

     

    >--+------------------------+--+---------------------+---------><

       |           .-LOCAL-.    |  '-MEMBER(member-name)-'   

       '-SCOPE--(--+-GROUP-+--)-' 
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    The options you can choose from allow you to obtain accelerator information from accelerators that are connected to particular members or the entire data sharing group. Other options include to receive a list of available accelerators and to obtain details about each accelerator’s status. A detailed description of available options can be found in DB2 10 for z/OS Command Reference, SC19-2972. 

    Here, we focus on DIS ACCEL(*) and DIS ACCEL(*) DETAIL commands without specifying any further options regarding data sharing. Sample output from a DIS ACCEL(*) command is shown in Example 2-4.

    Example 2-4   -DISPLAY ACCEL output
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    DB2 Command:

     

    -DIS ACCEL(*)

     

    Output:

     

    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED      1792    1    0    0

    SAMPLE                           DA12 STARTEXP        0    0    0    0

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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    Notice that Example 2-4 shows a different status for the physical accelerator and for the virtual accelerator (used for explanatory purposes only). The status for IDAATF3, which is the physical accelerator, is STARTED. The status for the virtual SAMPLE accelerator is STARTEXP. This status is mandatory if an accelerator is used, whether it is a physical or virtual accelerator.

    The output shows you the member (relevant for data sharing environments) where an accelerator is connected to (column MEMB), the number of requests it has processed (column REQUESTS), the number of active (columns ACTV) and queued requests (column QUED), and the maximum observed queue length (column MAXQ).

    Using the DETAIL option for this command provides additional information as shown in Example 2-5.

    Example 2-5   -DISPLAY ACCEL(*) DETAIL output
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    DB2 Command:

     

    -DIS ACCEL(*) DETAIL

     

    Output:

     

    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                       

    DSNX830I  -DA12 DSNX8CDA                                               

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ 

    -------------------------------- ---- -------- -------- ---- ---- ---- 

    IDAATF3                          DA12 STARTED      1792    1    0    0 

    LOCATION=IDAATF3 HEALTHY                                               

    DETAIL STATISTICS                                                      

      LEVEL  = AQT02012                                                    

      STATUS = ONLINE                                                      

      FAILED QUERY REQUESTS                              =     6807        

      AVERAGE QUEUE WAIT                                 =       47 MS     

      MAXIMUM QUEUE WAIT                                 =      221 MS     

      TOTAL NUMBER OF PROCESSORS                         =       24        

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =     1.00%       

      AVERAGE CPU UTILIZATION ON WORKER NODES            =    93.00%       

      NUMBER OF ACTIVE WORKER NODES                      =        3        

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB     

      TOTAL DISK STORAGE IN USE                          =     7.13%       

      DISK STORAGE IN USE FOR DATABASE                   =   354309 MB     

    SAMPLE                           DA12 STARTEXP        0    0    0    0 

    LOCATION=                                                              

    DISPLAY ACCEL REPORT COMPLETE                                          

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION            

    *** 
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    To retrieve the status information shown in Example 2-5 on page 44, DB2 for z/OS uses periodic DRDA messages to transport counters between DB2 for z/OS and DB2 Analytics Accelerator.

    Periodic DRDA messages are sent every 20 seconds between DB2 for z/OS and the DB2 Analytics Accelerator. The heartbeat information is part of these DRDA messages. DB2 for z/OS sends a requesting DRDA message to the active SMP host of an attached DB2 Analytics Accelerator. The DB2 Analytics Accelerator is then supposed to return this DRDA message, enriched with counters specific to DB2 Analytics Accelerator. Counters being part of the heartbeat can be exposed to DB2 for z/OS by Instrumentation Facilities (IFCIDs). Some of these counters contain status information about DB2 Analytics Accelerator that can be externalized by using the DISPLAY ACCEL(*) DETAIL command.

    Because heartbeat messages are sent every 20 seconds, externalized counters can be delayed by the same amount of time. An example that you are likely to observe for a delayed counter is the increase of requests processed by the DB2 Analytics Accelerator. Queries that have been successfully processed by the DB2 Analytics Accelerator do not immediately increase the number of requests externalized by the DISPLAY ACCEL(*) DETAIL command, but are visible after the next heartbeat has completed.

    Using the DETAIL option brings up the following additional information:

    •LOCATION=IDAATF3 HEALTHY

    The value HEALTHY refers to the heartbeat status that is constantly going on between DB2 for z/OS and the Accelerator. There are four different values and they are interpreted as follows:

     –	HEALTHY: The accelerator is replying to heartbeat requests on this IP address or location.

     –	BUSY: The accelerator is not replying to heartbeat requests on this IP address or location but the connection is still active.

     –	FLATLINE: The accelerator is not accepting heartbeat connection requests on this IP address or location.

     –	AUTHFAIL: The accelerator server did not accept the value of the ACCELERATORAUTHTOKEN column in the SYSACCELERATORS table for this ACCELERATOR.

    •LEVEL

    The product level of the accelerator.

    •STATUS = ONLINE

    This value lists the status of the accelerator. The different values have the following meanings:

    INITIALIZED: System component is starting.

    ONLINE: System is running normally.

    PAUSED: Already running queries will complete but new ones are queued.

    OFFLINE: No queries are queued, only maintenance is allowed.

    STOPPED: System software is not running.

    MAINTENANCE: System is undergoing maintenance.

    DOWN: System was not able to initialize successfully.

    UNKNOWN: System status cannot be determined. This can be the case when the underlying Netezza (NPS®) code encounters a problem.

    •FAILED QUERY REQUESTS

    The number of requests that were unable to be processed by the DB2 Analytics Accelerator.

    •AVERAGE QUEUE WAIT

    The average time in milliseconds a query waited in the queue for processing.

    •MAXIMUM QUEUE WAIT

    The maximum time in milliseconds a query waited in the queue for processing.

    •TOTAL NUMER OF PROCESSORS

    The total number of CPU core that are available in the whole system for query processing. Because in our case we used DB2 Analytics Accelerator model 1000-3, we used three S-Blades. Each S-Blade hosts two quad-core CPs, resulting in 24 cores.

    •AVERAGE CPU UTILIZATION ON COORDINATOR NODES

    Coordinator hosts are the SMP hosts within the DB2 Analytics Accelerator that perform the entire communication with DB2 for z/OS, combine results from the worker nodes, and return the results to DB2 for z/OS. Our model used two SMP hosts, with the average CPU utilization shown here.

    •AVERAGE CPU UTILIZATION ON WORKER NODES

    Worker nodes or S-Blades are heavily used during query processing. This value shows you the average CPU utilization on the S-Blades or worker nodes.

    •NUMBER OF ACTIVE WORKER NODES

    S-Blades are also called worker nodes and we had three of them in our system.

    •TOTAL DISK STORAGE AVAILABLE

    The total disk storage in our model is listed as 8024544 MB, which equals 8 TB of our DB2 Analytics Accelerator model 1000-3.

    •TOTAL DISK STORAGE IN USE

    The amount of disk storage that is used in percent of the total available storage.

    •DISK STORAGE IN USE FOR DATABASE

    The amount of disk storage that is used for data. Note that the data is compressed within the DB2 Analytics Accelerator using a different compression algorithm than in DB2 for z/OS. This will lead to different DASD utilizations in the DB2 Analytics Accelerator and DB2 for z/OS for the same data.

    DISPLAY THREAD command

    The DISPLAY THREAD command has been enhanced to show only threads that currently execute on the DB2 Analytics Accelerator. To limit the output to threads executing on the DB2 Analytics Accelerator, you can use the syntax shown in Example 2-6.

    Example 2-6   DISPLAY THREAD(*) ACCEL(*) output

    [image: ]

    -DISPLAY THREAD(*) ACCEL(*)

     

    DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -              

    DSNV402I  -DA12 ACTIVE THREADS -                             

    NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN

    SERVER   AC *   206 db2jcc_appli IDAA2    DISTSERV 00B1  3521

     V437-WORKSTATION=IBM-G5KQ70FEF01, USERID=IDAA2,             

          APPLICATION NAME=db2jcc_application                    

     V445-G998D439.FC21.C933A403D7E7=3521 ACCESSING DATA FOR     

      ::FFFF:9.152.212.57                                        

     V444-G998D439.FC21.C933A403D7E7=3521 ACCESSING DATA AT      

      IDAATF3-::FFFF:10.101.8.100..1400                          

    DISPLAY ACTIVE REPORT COMPLETE                               

    DSN9022I  -DA12 DSNVDT '-DIS THREAD' NORMAL COMPLETION       

    *** 
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    The ACCEL parameter allows you to limit the output to one or more accelerators that are defined in your system. Specifying ACCEL (*) lists you all threads that currently execute on all connected Query Accelerators. Specifying the accelerator name as in ACCEL(IDAATF3) lists only threads that are active on accelerator IDAATF3. Using this functionality allows you to obtain a quick overview of threads that currently utilize the DB2 Analytics Accelerator.

    CANCEL THREAD command

    The CANCEL THREAD command has been enhanced to provide the ability to cancel threads that currently execute on the DB2 Analytics Accelerator. 

     

    
      
        	
          Note: To enable CANCEL THREAD functionality for threads executing on DB2 Analytics Accelerator, you need to apply PM54383.

        
      

    

    Without the PTF applied, the CANCEL THREAD command is unable to cancel any thread that currently uses an accelerator. For more information about the CANCEL THREAD command, refer to DB2 10 for z/OS Command Reference, SC19-2972, section “Using TCP/IP commands to cancel accelerated threads.”

    For additional examples about the use of commands, see 7.3, “Monitoring the DB2 Analytics Accelerator using commands” on page 172.
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Sample DB2 Analytics Accelerator implementation

    This part provides details of a sample DB2 Analytics Accelerator implementation.

    This is the core of the book. In it, we define an existing business scenario implemented in DB2 for z/OS using a subset of the Cognos sample workload. We also describe the steps needed for users to implement the same scenario in an integrated DB2 Analytics Accelerator solution.

    This part contains the following chapters:

    •Chapter 3, “The business scenario” on page 51

    •Chapter 4, “Feasibility study” on page 71

    •Chapter 5, “Installation and configuration” on page 93

    •Chapter 6, “Workload Manager settings for DB2 Analytics Accelerator” on page 143

    •Chapter 7, “Monitoring DB2 Analytics Accelerator environments” on page 161

    •Chapter 8, “Operational considerations” on page 179

    •Chapter 9, “Using Studio client to define and load data” on page 201

    •Chapter 10, “Query acceleration management” on page 221

    •Chapter 11, “Latency management” on page 267

    •Chapter 12, “Performance considerations” on page 301

    •Chapter 13, “Security considerations” on page 335

    For introductory information, see Part 1, “Business analytics with DB2 for z/OS” on page 1.
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The business scenario

    This chapter describes the profiles of an organization that might consider the benefits of the IBM DB2 Analytics Accelerator. A fictitious organization and business scenario is also introduced. This scenario, along with the organization’s business requirements, is referenced throughout the book.

    The following topics are discussed in this chapter:

    •Query acceleration organization profiles

    •Business scenario overview

    •Great Outdoors challenges and implementation plan

    •Data warehouse description

    •Sample workload description

     

     

    
      
        	
          Fictional company used for this scenario and samples: This book uses the fictional Great Outdoors company to describe business scenarios. The fictitious company is an example package used with IBM Cognos Business Intelligence.

          The fictitious company and a number of other samples are included with IBM Cognos software and are available for install with the IBM Cognos samples database. For more information about how to install IBM Cognos samples, refer to IBM Cognos 10 Business Intelligence Installation and Configuration Guide available at:

          http://publib.boulder.ibm.com/infocenter/cbi/v10r1m0/index.jsp?topic=%2Fcom.ibm.swg.im.cognos.inst_cr_winux.10.1.0.doc%2Finst_cr_winux.html

        
      

    

    3.1  Query acceleration organization profiles

    Many organizations realize the benefit of improving business outcomes and improved decision making. The use of Business Intelligence and Analytic applications is well understood to help make smarter decisions, achieve better results, and gain a deeper understanding of trends, opportunities, weaknesses and threats. Organizations want to further analyze their data to gain additional insights into their business.

    Today, though, the enterprise warehouse environment of an organization is facing many challenges. One such challenge is that the amount of data being stored in a typical warehouse environment is increasing. As the amount of data increases and sometimes the format of this data changes, the warehouse and user experience can be impacted. It can become challenging for an organization to see the right information in an appropriate format and in the right time frame for them to use in their analysis and decision making process.

    Moving large amounts of data from disparate source systems to a warehouse can be a resource-intensive task. The increasing amount of data in some warehouses can further impact longer-running queries and reports that may exist in an organization. These slow-running queries, when executed with other mixed (OLTP and OLAP) workloads, can impact the experience of existing users and cause further lack of acceptance for potential new users. Combined with typical corporate priorities to become more productive, agile, and innovative, it becomes more challenging to deliver on the promises of data warehousing and business analytics.

    For many organizations, the concept that some of their longer-running DB2 for z/OS queries can be routed to an accelerator for processing is very attractive. These queries may be in the form of batch SQL jobs, or may be generated through corporate analytic and BI tools, for example ad hoc reporting from Cognos BI. The query accelerator available for DB2 for z/OS, which leverages Netezza technology, can make a significant difference in the execution time of an analytic and warehouse type of workload. Combining the benefits of both DB2 for z/OS (for OLTP type queries) and IBM DB2 Analytics Accelerator (for longer-running analysis queries) ensures resources are shared appropriately for all warehouse users.

    The IBM DB2 Analytics Accelerator can likely benefit organizations that fit one of the following profiles:

    •The organization wants to undertake a new reporting initiative on System z to gain more insights.

    •The organization wants to consolidate disparate data to its existing System z platform, while benefiting from integrated operational BI.

    •The organization wants to modernize an existing data warehouse and BI workload on System z.

    These types of organizations, with the appropriate workload, can likely see their elapsed time for longer-running queries being significantly reduced. They would also likely see their CPU utilization on the mainframe being reduced, allowing DB2 for z/OS to focus on efficiently running their OLTP queries. Other benefits for these organization profiles are discussed in the following sections.

    New System z BI initiative to gain more insight

    This profile describes the System z organization that has identified a new reporting or operational BI initiative to analyze data that is not being currently analyzed. The organization wants to gain insights into the data and its business, while benefiting from having accelerated performance for complex analytics and queries. In this situation, it makes sense to use the Netezza box as the DB2 Analytics Accelerator component for DB2 for z/OS. BI and analytic applications such as Cognos BI only need to connect to DB2 for z/OS and can still benefit from query acceleration. Figure 3-1 illustrates a new System z reporting initiative to gain more insight.
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    Figure 3-1   New System z reporting initiative to gain more Insight

    Using the DB2 Analytics Accelerator for a new reporting or operational BI initiative on System z includes the following benefits:

    •Improved data insights for organization business users and business processes

    •Performance, availability, and scalability benefits by blending System z and Netezza technologies

    •Acceleration benefits are transparent to DB2 applications

    •Simplicity and time to value for new mixed BI workload initiatives (OLTP and OLAP/Analytics)

    Consolidating disparate data to System z

    This profile describes an organization that has created its data warehouse on System z and also has a number of disparate data marts or islands of data scattered around the organization, where some of their workload queries are executed. Some of these silos of information may be custom-built applications that typically require ongoing maintenance and modification. There may be only a select few in the organization that are able to maintain or utilize various of these silos, and reporting may require manual data manipulation. The organization might have identified potential benefits if some of the data flows and transformations to and from System z are eliminated, and it wants a high performance integrated OLTP and BI analysis environment. Figure 3-2 on page 54 illustrates a consolidation to data warehouse on System z with accelerator.
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    Figure 3-2   Consolidate to data warehouse on System z with accelerator

    This type of organization might be facing any of the following challenges:

    •Multiple versions of “the truth” exist, meaning that different applications provide different answers for the same information request. Different areas of the organization may own their own reporting data marts and apply their own interpretation of business rules.

    •Multiple applications are used for corporate reporting and business analysis.

    •Administration and management is required for multiple platforms and complex data integration processes.

    •The organization has identified the value of consolidating its data into a single easily managed platform (integrated OLTP and Analysis/OLAP), but may have concerns in regard to how analytic and traditional business intelligence workloads might perform on the mainframe.

    •It takes too long to deploy new data marts within the organization; business benefit and value to the organization is not achieved in a timely manner.

    The benefits of consolidating data on System z and including query acceleration with the DB2 Analytics Accelerator are the same performance benefits mentioned in the previous organization profile. In addition, this type of organization may benefit with: 

    •Consolidated islands of data to a single secure data environment, providing “one version of the truth.”

    •Integrated OLTP and BI environment, enabling application queries where required to utilize more real-time data.

    •Fewer servers to administer and less competitive platforms.

    •The possible elimination of some network components, meaning fewer points of failure.

    •The DB2 Analytics Accelerator being used to enable data analytics consolidation, providing the benefits of System z performance, scalability, and reliability combined with the accelerated performance of DB2 Analytics Accelerator.

    •The use of the DB2 Analytics Accelerator to improve analysis workload performance, rather than requiring additional zIIP processors to support the consolidated data warehouse environment.

    Modernizing an existing System z workload

    This profile describes an organization that has already created its data warehouse on System z. The warehouse contains historical data and coexists with many of its operational applications. The organization wants to improve the performance of its existing BI and analytic workload. Figure 3-3 illustrates modernizing a BI or data warehouse workload on System z.
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    Figure 3-3   Modernizing a BI or data warehouse workload on System z

    Organizational challenges might include:

    •Difficulty in extending the use of operational data for business analysis, embedding operational analytics in other applications or daily business intelligence reporting

    •Long-running DB2 for z/OS queries. These queries might be executed from a business intelligence environment and provide important business information. Currently the queries might be scheduled in batch overnight so as to not impact corporate users during the day. The overnight schedules might mean information is not available in a timely manner, or that the full potential of having this information for other business processes is not realized.

    •Forgotten queries which, due to performance issues, are no longer executed. Some of these queries might have already been through exhaustive tuning efforts without success. If they were able to run successfully in a timely manner, the results might provide important decision-making information.

    •Performance challenges with complex and ad hoc queries. Users, when building ad hoc queries through BI tools, might not realize the impact of their ad hoc querying.

    Query acceleration using DB2 Analytics Accelerator for this organization can provide the following benefits:

    •Query performance and execution time of individual queries or overall workloads can be improved significantly, freeing MIPS and storage space and therefore reducing processing cost

    •The ability to execute queries that were either forgotten or blocked previously by the administrator due to performance issues

    •Increased organization agility by being able to more rapidly respond with immediate, accurate information and deliver new insights to business users

    •Reporting is consolidated on System z to where the majority of the data being analyzed lives, while retaining System z security and reliability.

    Impact on total cost of ownership

    In our scenario, query and reporting constitutes the DB2 dominant workload. In general, the DB2 Analytics Accelerator potential to effectively improve response times and possibly reduce costs by a CPU reduction is related to the costing model in effect in your organization. Most clients use MLC software licence charging based on 4-hour rolling peak average across a month. You must have a clear understanding of the way CPU is used and how CPU utilization for dynamic queries is reflected in your TCO.

    3.2  Business scenario overview

    The fictional Great Outdoors company began in October 2004 as a business-to-business company. It does not manufacture its own products; rather, the products are manufactured by a third party and are sold to third-party retailers. The company built its business by selling products to other vendors.

    Recently, the Great Outdoors company expanded its business by creating a website to sell products and receive orders.

    The Great Outdoors is made up of six companies. These companies are primarily geographically-based, with the exception of GO Accessories, which sells to retailers from Geneva, Switzerland. Each of these countries has one or more branches.

    As shown in Figure 3-4 on page 57, the Great Outdoors company includes the following subsidiaries:

    •GO Americas

    •GO Asia Pacific

    •GO Central Europe

    •GO Northern Europe

    •GO Southern Europe

    •GO Accessories
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    Figure 3-4   The Great Outdoors organization

    Each of these subsidiaries sells camping equipment, golf equipment, mountaineering equipment, outdoor protection, and personal accessories. GO Accessories sells only personal accessories. The company has steadily grown into a worldwide operation over the last several years.

    3.3  Great Outdoors challenges and implementation plan

    In the past, the Great Outdoors company undertook an initiative to consolidate their information repositories and created their data warehouse on System z, where their operational systems already existed. Many benefits were realized from this initiative, such as superior scalability, availability, reliability and performance.

    With the addition of the new orders website and the number of orders increasing considerably, the Great Outdoors company began to notice a vast increase in data and an impact on its query response times. Users noticed queries and reports slowing down and more often than not are having to schedule reports and queries to run overnight, with the results saved and available for the next day. 

    Data is refreshed weekly in the warehouse, and performance issues are especially evident after a weekly refresh of data. After the refresh, the concurrency of users that begin to run reports to determine sales values against targets has significant impact. The query and reporting performed against the warehouse environment is a mixed workload (both long-running and short-running queries) of an operational and analytic nature. Tactical and ad hoc operational queries from the transaction operational schemas must be available 24 hours a day, 7 days a week (except for monthly maintenance window). Strategic analysis reporting is done from the data warehouse schema.

    The management of Great Outdoors have approached IBM to look at ways of ‘Modernizing’ and expanding their environment to do ‘more with less impact’. They have summarized their current pain points as:

    •Poor system response times and performance at given times based on workload

    •User satisfaction surrounding the data warehouse is adversely affected due to some response times

    •The data warehouse may become under-utilized if performance and response time issues were to become worse

    In this scenario, the Great Outdoors company has learned from IBM that there is a new offering that provides excellent query acceleration results, especially with a mixed workload of both short-running and long-running queries. The offering is the DB2 Analytics Accelerator and it capitalizes on the best of both worlds, System z and Netezza, and it is transparent to existing DB2 and System z applications.

    IBM has agreed to work with the Great Outdoors company to undertake an DB2 Analytics Accelerator feasibility study to determine whether the new “query acceleration” offering for DB2 for z/OS would provide significant response time improvement. In preparation for the feasibility study, Great Outdoors has identified nine sample reports, with a mixture of simple, intermediate, and complex reports. They made copies of these reports and made them available along with various existing execution measurements. This information will be used for further workload assessments and to determine whether there are benefits to purchasing a DB2 Analytics Accelerator.

    The feasibility study will look for response time improvements for the concurrent user workload that has been identified. Great Outdoors also wants to understand what impact a DB2 Analytics Accelerator will have on its existing applications and existing processes to load data into the data warehouse.

    To address these challenges, IBM and Great Outdoors have outlined the following action plan. This plan and associated information is discussed in detail throughout the remainder of this book:

    1.	Identify sample workload of queries and reports.

    2.	Undertake a DB2 Analytics Accelerator feasibility study, with IBM providing an assessment of the workload.

    3.	Implement a DB2 Analytics Accelerator query accelerator, assuming a successful feasibility study and favorable investigation into ROI.

    4.	Undertake learning and an overview of DB2 Analytics Accelerator Studio.

    5.	Analyze performance improvement measurements after the workload has been executed on DB2 Analytics Accelerator.

    As part of the implementation of DB2 Analytics Accelerator, the following tasks are to be undertaken:

    •Determine network-specific considerations, if any.

    •Determine whether all tables accessed by the sample workload or only certain tables will be loaded into DB2 Analytics Accelerator.

    •Determine the process of loading data into DB2 Analytics Accelerator, whether there is any impact to existing ETL or batch jobs, and whether there are any latency issues to consider.

    •Determine whether data organization keys and the spread of data need to be considered for the workload when using the DB2 Analytics Accelerator.

    3.4  Data warehouse description

    The Great Outdoors data warehouse has been implemented on DB2 for z/OS Version 10.1 NFM. The warehouse includes information about sales targets, distribution, satisfaction (customer, employee, and retailer), marketing (promotions, bundle sales, and item sales), and human resources. See Figure 3-5.
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    Figure 3-5   Conceptual data warehouse environment

    The Great Outdoors DB2 10 for z/OS implementation includes the following schemas:

    •GOSLDW (“sales data warehouse” - 36 tables)

    •GOSL (“operational sales” - 19 tables)

    •GORT (“retailer info” - 10 tables)

    •GOHR (“Human Resources” - 11 tables)

    •GOMR (“Marketing” - 6 tables) 

    Reporting and analysis from these schemas is usually performed using IBM Cognos Business Intelligence (BI), SQL scripts in zLinux and QMF. IBM Cognos BI 10.1.1 is the standard reporting tool used by most users in the organization. Current extract, transform, and load (ETL) jobs for the data warehouse have been implemented using JCL processes.

    The sample workload of nine reports chosen for the DB2 Analytics Accelerator feasibility study queries database objects contained in the first three schemas listed: the sales data warehouse, the operational sales, and operational retailer data stores. Some reports have multiple queries associated with them. The reports overall contain a mixture of short-running and long-running queries, and accurately represent a typical workload for Great Outdoors. 

    The selected nine reports have been classified as simple, intermediate, or complex based on the following criteria:

    •Simple

     –	Simple fast-running reports, dashboards, and ad hoc reports

     –	Runtime generally measured in seconds

    •Intermediate

     –	Advanced reports requiring predicate (WHERE clause) evaluation over large fact table, then joining, and aggregation of a relatively small result set (only a small portion of the records are retrieved)

     –	Runtime measured in minutes, typically 20 minutes or less

    •Complex

     –	Expert and resource-intensive reports requiring multiple joins and aggregations on the full fact table

     –	Runtime measured 20 minutes or higher, and can be more significant

     

    
      
        	
          Note: Typically an organization has complex reports that may run for hours. Such reports were identified in the Great Outdoors workload, but for the purposes of running the workload a number of times, the sample complex reports used have been filtered to shorten their run time. Their effect on a workload is still demonstrated, despite their execution time being restricted to approximately 20 minutes in DB2 for z/OS

        
      

    

    In total, the nine reports generate 26 queries. These queries access 22 tables across the three database schemas (GOSLDW, GOSL, GORT).

    3.4.1  Dimensional analysis schema

    This section provides an overview of the data warehouse dimensional data model used by the Great Outdoors company. This will provide you with a background for the remaining chapters of the book, which discuss loading or querying the relevant parts of the data model. The entire data model has not been listed. A reference is provided only for components of the model that are referenced by the nine reports selected for the DB2 Analytics Accelerator feasibility study.

    GOSLDW - Sales Data Warehouse

    GOSLDW is dimensionally modelled and consists of multiple star schemas based on the following fact tables:

    •Sales fact

    •Employee detail fact

    •Employee ranking fact

    •Finance fact

    •Inventory levels fact

    •Product forecast fact

    •Retailer activity fact

    •Returned items fact

    •Sales target fact

    •Survey fact

    •Training fact

    The intermediate and complex reports selected for the feasibility study all use the “Sales fact” table and associated dimension tables. These are shown in Figure 3-6. In addition, some of the queries utilize lookup tables also contained within the schema.
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    Figure 3-6   GOSLDW tables, referenced by intermediate and complex report samples

    The row counts for the tables accessed by the intermediate and complex reports are documented in Table 3-1.

    Table 3-1   GOSLDW table row counts

    
      
        	
          Table name

        
        	
          Row count

        
      

      
        	
          Sales_Fact

        
        	
          10,295,390,060 

        
      

      
        	
          Time_Dimension

        
        	
          1,135 

        
      

      
        	
          Retailer_Dimension

        
        	
          4,323 

        
      

      
        	
          Product_Dimension 

        
        	
          1,287 

        
      

      
        	
          Gender_Lookup 

        
        	
          46

        
      

      
        	
          Sales_Territory_Dimension 

        
        	
          21

        
      

      
        	
          Product_Type 

        
        	
          21

        
      

      
        	
          Product_Line

        
        	
          5

        
      

      
        	
          Product_Lookup

        
        	
          2,645

        
      

      
        	
          Order_Method_Dimension

        
        	
          7

        
      

    

    3.4.2  Transactional schemas

    This section gives a summary description for the transaction database schemas used in our scenario.

    GOSL - Operational Sales

    GOSL is the operational sales transactional model used by the Great Outdoors company. It is based around sales orders and product details. 

    A number of the selected reports that are categorized as simple access eight tables held within the operational sales schema, as shown in Figure 3-7 on page 62.
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    Figure 3-7   GOSL schema, referenced by simple report samples

    The row counts for the tables accessed by the simple reports are listed in Table 3-2.

    Table 3-2   GOSL table row counts

    
      
        	
          Table name

        
        	
          Row count

        
      

      
        	
          Order_details

        
        	
          43,063 

        
      

      
        	
          Order_header

        
        	
          5,360 

        
      

      
        	
          Product_forecast 

        
        	
          3,872 

        
      

      
        	
          Product_multilingual

        
        	
          2,645 

        
      

      
        	
          Product 

        
        	
          115

        
      

      
        	
          Product_type

        
        	
          21 

        
      

      
        	
          Order_method

        
        	
          7 

        
      

      
        	
          Product_line

        
        	
          5 

        
      

    

    GORT - Retailer Information

    GORT is the operational retailer transactional model used by the Great Outdoors company. It is based around retailers and retailer locations.

    A number of the selected reports that are categorized as simple access four tables held within the retailer information schema, as shown in Figure 3-8 on page 63.
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    Figure 3-8   GORT schema, referenced by simple report samples

    The row counts for the GORT tables accessed by the simple reports are listed in Table 3-3.

    Table 3-3   GORT table row counts

    
      
        	
          Table name

        
        	
          Row count

        
      

      
        	
          Country

        
        	
          21

        
      

      
        	
          Retailer_site 

        
        	
          391

        
      

      
        	
          Retailer_site_mb

        
        	
          391

        
      

      
        	
          Retailer

        
        	
          109

        
      

    

    3.5  Sample workload description

    For the feasibility study, the Great Outdoors company selected and renamed nine existing reports. These reports are a mixture of short-running and long-running reports, which in total generate 26 queries against the DB2 for z/OS database. Some of these queries were originally used to populate prompts in the reports for users to select filter criteria. The remaining queries return the results used within the reports. For the purpose of testing the selected workload, each query has been included in each report as a separate query, without having to pass result values from one query to the other.

    As described earlier, the reports have been classified as simple, intermediate, or complex. This classification is based on the type of SQL queries generated for each report and the elapsed time to execute the report. The classification is not based on the number of rows returned for queries within the reports.

     

    
      
        	
          Note: The SQL queries used by the selected nine Cognos BI reports are grouped in a zipped file named GOReports that is available for download as described in Appendix B, “Additional material” on page 409.

        
      

    

    3.5.1  Simple reports

    The simple reports are fast-running reports, similar to those you would expect to find in dashboards and some ad hoc reports. These types of queries are typically executed many times throughout the day and typically execute for less than a minute (usually within seconds).

    For the purpose of this scenario, these reports are identified as listed here:

    •RS02 - Report 2 contains five queries

     –	QUERY_2A: 3 result rows

     –	QUERY_2B: 324 result rows

     –	QUERY_2C: 16 result rows

     –	QUERY_2D: 4 result rows

     –	QUERY_2E: 3,044 result rows

    •RS04 - Report 4 contains one query

     –	QUERY_4A: 115 result rows

    •RS05 - Report 5 contains three queries

     –	QUERY_5A: 35 result rows

     –	QUERY_5B: 11,541 result rows

     –	QUERY_5C: 144 result rows

    •RS06 - Report 6 contains four queries

     –	QUERY_6A: 1,429 result rows

     –	QUERY_6B: 115 result rows

     –	QUERY_6C: 3,872 result rows

     –	QUERY_6D: 236 result rows

    As an example, RS02 - Report 2 was based on the “Go Business View” dashboard. This dashboard is shown in Figure 3-9 on page 65. When the dashboard is executed in Cognos BI, a simple query is generated against DB2 to populate the result set for each object in the dashboard. 

    [image: ]

    Figure 3-9   Simple dashboard report - GO Business View dashboard

    3.5.2  Intermediate reports

    The intermediate reports are more advanced requiring predicate (WHERE clause) evaluation over the large sales fact table, then joining and aggregation of a relatively small result set. Only a small portion of the original records are retrieved. The following reports typically execute for approximately 20 minutes. 

    For the purpose of this scenario, these reports are identified as listed here:

    •RI09 - Report 9 contains three queries

     –	QUERY_9A: 16 result rows

     –	QUERY_9B: 4,323 result rows

     –	QUERY_9C: 41 result rows

    •RI10 - Report 10 contains four queries

     –	QUERY_10A: 5 result rows

     –	QUERY_10B: 1,135 result rows

     –	QUERY_10C: 1,135 result rows

     –	QUERY_10D: 8 result rows

    •RI11 - Report 11 contains three queries

     –	QUERY_11A: 40 result rows

     –	QUERY_11B: 1,287 result rows

     –	QUERY_11C: 16 result rows

    3.5.3  Complex reports

    The complex reports are resource intensive. They contain queries that require multiple joins and aggregations on the entire sales fact table. 

    For the scenario, these reports are identified as listed here:

    •RC01 - Report 1 contains two queries

     –	QUERY_1A: 5 result rows

     –	QUERY_1B: 1,965 result rows

    •RC03 - Report 3 contains 1 query

     –	QUERY_3A: 175 result rows

    RC01 - Report 1 is based on the company’s “Region Revenue Summary” report, which can be seen in Figure 3-10 on page 67. This report is executed in Cognos Report Studio and when rendered, allows business users to drill up and drill down through the data. 

    The drill up and down has been implemented using Cognos DMR (or, dimensionally modelled relational). DMR allows a user to navigate through hierarchies within data as if it were an OLAP data source, despite it being relational. 

    If not modelled correctly and with appropriate aggregations, a DMR report may be time-consuming for a user to navigate. In the example shown in Figure 3-10 on page 67, when a Great Outdoors user executes the report, the user waits for the initial results. Each time a user executes a drill down action, a further potential complex query is generated and submitted to the database, with the user potentially waiting further time for the next results. 

    Figure 3-10 on page 67 shows that the initial report view has executed and the user has drilled further on the nested column cell referenced by “2004” and “Sports Store.” The user is now waiting for the next level of detail to be returned.
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    Figure 3-10   Complex Cognos DMR report - Great Outdoors Region Review Summary

    It is also important to note that the fictitious company Great Outdoors has another, older DMR report called “Time Period Analysis” that has been modified with additional filters and used for the sample workload report RC03 - Report 3. 

    Great Outdoors added the filters 12 months ago because the original report was no longer able to execute. The original report is no longer run and has become a “lost query” due to the amount of time it took to execute. It was regularly taking approximately five hours to run overnight, and would also commonly fail after four hours due to running low on database temp space. 

    The company highlighted this report and the status to IBM as a potential candidate for query acceleration on the DB2 Analytics Accelerator; see Figure 3-11 on page 68.
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    Figure 3-11   Lost query - query not viable to run effectively without query acceleration

    3.5.4  Workload scenarios

    The Great Outdoors company will work with IBM to determine measurements for the following two scenarios. Each scenario will be executed with both query acceleration enabled and query acceleration not enabled.

    •Serial execution test - single user

    •Concurrent execution test - multiple active users

    The first scenario is based on a single user executing the identified nine reports discussed in this chapter.

    The second scenario is based on a typical user workload that Great Outdoors has identified. This workload is based on 80 active users and the nine identified reports. Each user is defined as executing particular reports a specified number of times. Information from the concurrent execution test will be used during the DB2 Analytics Accelerator feasibility study.

    The scenarios are further described in the following sections.

    Serial execution test

    This scenario is based on a single user executing each report one time. Each query within a report gets all system resources. This test was primarily used to unit test the workload and determine the individual unit test measurements for each report. Measurements were captured for both DB2 Analytics Accelerator enabled and not enabled. These measurements do not consider the impact of a typical workload running with multiple active users. A total of nine reports were executed. A single user executes a sequence of two complex, three intermediate, and four simple reports.

    Concurrent execution test

    This scenario is based on a typical Great Outdoors workload with 80 active users. Simple reports are executed continuously by 56 users, while 20 users execute the intermediate reports and four users execute the complex reports.

    The users are identified as running specific reports, with a mixture of simple, intermediate, and complex reports running concurrently. Throughout this test, the simple reports are run continuously by a number of users. This is to simulate the typical ongoing workload of simple queries issued throughout a typical day. 

    After the simple reports are running, intermediate and complex reports are executed one time by the relevant users. This test has been designed to show the amount of work System z would usually be doing when a mixed workload occurs. 

    When the same scenario is executed using DB2 Analytics Accelerator, the Great Outdoors company will see whether the measurements show that the short-running queries continue to run in DB2 for z/OS without any performance impact on the larger queries. The larger queries should be accelerated on DB2 Analytics Accelerator.

    Details of the reports and the number of active users are listed in Table 3-4. 

    Table 3-4   Parameters used for concurrent workload scenario

    
      
        	
          Report

           

        
        	
          User count

        
        	
          Execution description

        
      

      
        	
          RS02 - Report 2

        
        	
          14

        
        	
          Users execute simple report continuously throughout the test with a 10-second wait time between runs

        
      

      
        	
          RS04 - Report 4

        
        	
          14

        
        	
          Users execute simple report continuously throughout the test with a 10-second wait time between runs

        
      

      
        	
          RS05 - Report 5

        
        	
          14

        
        	
          Users execute simple report continuously throughout the test with a 10-second wait time between runs

        
      

      
        	
          RS06 - Report 6

        
        	
          14

        
        	
          Users execute simple report continuously throughout the test with a 10-second wait time between runs

        
      

      
        	
          RI09 - Report 9

        
        	
          6

        
        	
          Users execute intermediate report only one time, after an initial period of only the simple reports running

        
      

      
        	
          RI10 - Report 10

        
        	
          8

        
        	
          Users execute intermediate report only one time, after an initial period of only the simple reports running

        
      

      
        	
          RI11 - Report 11

        
        	
          6

        
        	
          Users execute intermediate report only one time, after an initial period of only the simple reports running

        
      

      
        	
          RC01 - Report 1

        
        	
          2

        
        	
          Users execute complex report only one time, after an initial period of only the simple reports running

        
      

      
        	
          RC03 - Report 3

        
        	
          2

        
        	
          Users execute complex report only one time, after an initial period of only the simple reports running

        
      

    

    Results for the serial execution tests of the workload are shown in , “Organizations with a System z data warehouse environment that includes the DB2 Analytics Accelerator are able to move even further toward having analytic information available to users and applications in a timely manner. With the DB2 Analytics Accelerator, there are no specific changes you need to make to your existing applications and tools because they continue to access DB2 for z/OS as before. However, there might be occasions needing further consideration with DB2 Analytics Accelerator in place, as mentioned in this chapter.” on page 359. 

    Results for the concurrent execution test of the workload are shown in 12.3, “Existing workload scenario” on page 314.
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Feasibility study

    As explained in 3.3, “Great Outdoors challenges and implementation plan” on page 57, that organization is facing a series of data warehousing challenges that are impacting operations. Although consolidation on the System z platform has met some of the challenges, the next step is to accelerate complex queries and reduce performance issues and tuning effort by using the DB2 Analytics Accelerator.

    The potential for response time improvements for the current workload and capacity planning information for the DB2 Analytics Accelerator solution are evaluated by using an economic and technical feasibility study, as described in this chapter.

    This study evaluates the business scenario based on the capture of relevant information about the current dynamic SQL workload. Depending on this information and the requirements for data refresh, this capture provides a decision checklist to help you understand the factors that might impact the size of the accelerator.

    In our case, the business analytics workload is the only workload. In many situations there can be other static workloads that might be the real contributors to the total cost of ownership. As such, factor them in before the feasibility study.

    The following topics are discussed in this chapter:

    •The need for a DB2 Analytics Accelerator feasibility study

    •User scenarios for a feasibility study and value assessment

    •Virtual accelerator tool (EXPLAIN only)

    •Return on investment calculation

    •Workload assessment results

    •Capacity planning and sizing

    •Influencing the feasibility study through query rewrite

    4.1  The need for a DB2 Analytics Accelerator feasibility study

    The main goal of the feasibility study is to assess the technical and financial viability of implementing DB2 Analytics Accelerator. The feasibility study needs to answer the question: “Does DB2 Analytics Accelerator make economic sense in your environment?” The study should provide an analysis of the business value, including a look at possible roadblocks. 

    The outcome of the feasibility study will indicate whether or not to proceed with DB2 Analytics Accelerator implementation. The results of the feasibility study can also be used to estimate ROI by extrapolating the results to the expected workload characteristics of your environment. Even though it is tempting to overlook the need for a feasibility study, it is always better to determine possible negative outcomes sooner rather than later, when more time and money might have been invested and lost. In situations where performing a workload assessment is difficult, it is still possible to perform a value assessment, as outlined in this chapter.

    A feasibility study also facilitates an understanding of the user environment and the workload, to enable a meaningful recommendation about whether the IBM DB2 Analytics Accelerator is a good fit.

    In general, eligible queries for DB2 Analytics Accelerator are mostly long-running complex OLAP/BI queries. Short-running OLTP queries will seldom if ever qualify. Characteristics of typical queries that qualify for DB2 Analytics Accelerator offload are also discussed in Chapter 10, “Query acceleration management” on page 221. 

    Figure 4-1 illustrates that DB2 for z/OS along with DB2 Analytics Accelerator can divide your mixed workload by routing OLTP queries to DB2 and OLAP queries to DB2 Analytics Accelerator.
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    Figure 4-1   DB2 and DB2 Analytics Accelerator workload

    Figure 4-2 on page 73 illustrates when DB2 for z/OS is an ideal fit, when DB2 Analytics Accelerator is a good fit, and how DB2 deeply integrated with DB2 Analytics Accelerator can be a good choice for a mixed workload scenario covering the entire spectrum of various query characteristics.

    For example, the ideal query scope for DB2 involves processing a small number of rows. The ideal query scope for DB2 Analytics Accelerator involves performing multi-table scans. However, the integrated solution of DB2 with DB2 Analytics Accelerator can efficiently handle all kinds of queries, from processing a small number of rows through multi-row processing through single table scans to multi-table scans.
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    Figure 4-2   Online transaction and analytics processing

    Advanced analytics capabilities

    Enhanced business insights can be achieved through smart synthesis of historical and operational data. Predictive data models can be developed for forecasting. The DB2 Analytics Accelerator can change how business intelligence and predictive analysis are performed by leveraging a huge amount of latent business value in an enterprise. Therefore, this can be a major factor influencing the feasibility of implementing the DB2 Analytics Accelerator, for example in scenarios that involve consolidating the ever-growing proliferation of data marts into a single, easily managed System z platform.

    Analysis of new workloads

    The DB2 Analytics Accelerator enables instantaneous analysis of complex scenarios hardly imagined in the DB2 	world. Thus, it is suitable for use with new workloads that were unable to be analyzed before. So when deciding whether the DB2 Analytics Accelerator is a feasible solution for your enterprise, consider the business value of all the new possibilities in addition to the CPU savings in z/OS.

    Forgotten queries

    Most organizations struggle with complex, long-running queries that have become the nightmare of database administrators. DBAs can spend hours or days in tuning, adding indices, hints, or materialized query tables (MQTs), only to decide ultimately that the query cannot be run within a reasonable time or with a reasonable amount of resource, and eventually remove it from the system. 

    Now, the IBM DB2 Analytics Accelerator can enable DBAs to process complex, long-running queries without additional tuning or using additional System z resource, thereby providing unprecedented speed and delivering business-changing value quickly.

    Other strategic and tactical values

    There are additional strategic and tactical values offered by this solution, depending on your pain points and other business requirements. 4.5.3, “Strategic and tactical value” on page 86, discusses in more detail the considerations to keep in mind when deciding whether DB2 Analytics Accelerator is feasible for various user scenarios in your enterprise.

    4.2  User scenarios for a feasibility study and value assessment

    There is no “one size fits all” approach to a DB2 Analytics Accelerator feasibility study. It depends on various client situations, as discussed in this section. Figure 4-3 shows an overview of different scenarios and illustrates how to arrive at a reasonable approach to a feasibility study and value assessment.
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    Figure 4-3   Value assessment for various client scenarios

    Profiles of typical DB2 Analytics Accelerator beneficiaries along the lines of the various client scenarios shown in Figure 4-3 is also discussed in 3.1, “Query acceleration organization profiles” on page 52. The description provided can also be used to determine the feasibility of implementing the DB2 Analytics Accelerator for a given client scenario at a high level before even initiating the workload assessment. 

    A typical DB2 Analytics Accelerator assessment might consist of the following steps:

    1.	Completing a preliminary questionnaire similar to the one shown in 4.2.1, “Preliminary assessment questionnaire” on page 75 can help to ensure that the client meets the basic requirements regarding system environments and data warehouse workloads.

    2.	Performing a quick analysis of the existing workload on DB2 for z/OS in the case of a modernization scenario involving traditional BI query acceleration. Refer to 4.2.2, “Collecting information for the quick workload assessment” on page 76 for a description of the steps involved and the data to be collected. 

    The resulting analysis provides an initial indication of the feasibility of using the IBM DB2 Analytics Accelerator for this particular workload.

    3.	Performing more detailed workload analysis either by modeling a data mart or BY implementing a complete proof of concept (POC) in the IBM lab or onsite.

    4.	Submitting the proposed solution to a “solution assurance” process to ensure that it is suitable for the client environment by taking into consideration all the unique constraints of the current environment.

    4.2.1  Preliminary assessment questionnaire

    This section highlights the questions that are usually asked for a quick workload assessment. The questions listed in the “Environmental information” column in Table 4-1 collect information pertaining to the current environment. The “Client data” column solicits specifics about a client’s business environment, in this case, the Great Outdoors company. (Refer to Chapter 3, “The business scenario” on page 51, for a more detailed description of the Great Outdoors company environment.) 

    Similar information is gathered for organizations that want to perform a thorough feasibility study to assess the benefits of the DB2 Analytics Accelerator for their business analytics applications.

    Table 4-1   Assessment questionnaire - environment details

    
      
        	
          Environmental information

        
        	
          Client data

        
      

      
        	
          Is this a new data warehouse?

        
        	
          No

        
      

      
        	
          On which platform or platforms is the data warehouse implemented?

        
        	
          DB2 for z/OS

        
      

      
        	
          What is the main purpose of the data warehouse?

        
        	
          Analysis and reporting of sales data. This DB2 subsystem also has operational data store.

        
      

      
        	
          Is a System z z196 in place?

        
        	
          Yes

        
      

      
        	
          Is DB2 10 for z/OS in use?


        
        	
          N/A

        
      

      
        	
          Is a BI tool in use?

        
        	
          Yes
Product: Cognos Business Intelligence Version 10.1.1 

          Platform: z/Linux

        
      

      
        	
          Is a data warehouse sizing available?

        
        	
          No

        
      

    

    The questions listed in Table 4-2 on page 76 are designed to collect information pertaining to the current data warehouse. The “Client data” column lists the data warehouse specifics for the Great Outdoors company. 

    This information can also be used to compare against the assessment results to verify whether the information collected from the dynamic statement cache for quick workload study reflects a typical workload.

    Table 4-2   Assessment questionnaire - data warehouse details 

    
      
        	
          Data warehouse information

        
        	
          Client data

        
      

      
        	
          Size of the data warehouse (raw data; for example, not including indexes and structural data).

        
        	
          1017 GB

        
      

      
        	
          Size of “hot data” (if existing) of the data warehouse (raw data), which is used by performance-critical queries.

        
        	
          1017 GB

        
      

      
        	
          Is the data warehouse used for operational business (for example, call center or web front-end)?	 

        
        	
          Yes

        
      

      
        	
          Are data marts part of the data warehouse?

        
        	
           Yes

        
      

      
        	
           How often is the data in the data warehouse refreshed or updated?

        
        	
          Weekly

          2% to 5% of data

        
      

      
        	
           How often is the data in the data marts refreshed or updated?

        
        	
          Weekly

          2% to 5% of data

        
      

      
        	
          In the following questions, “Queries” are read-only queries, in dynamic SQL, accessing a data schema with left-outer or inner joins.

        
      

      
        	
          How many long-running queries with an elapsed time > 1 min. and < 10 min. are running on the data warehouse (simple)?

        
        	
          500 per day

        
      

      
        	
          How many long-running queries with an elapsed time > 10 min. and < 60 min. are running on the data warehouse	 (intermediate)?

        
        	
          300 per day

        
      

      
        	
          How many long-running queries with an elapsed time > 60 min. are running on the data warehouse (complex)?

        
        	
          20 per day

        
      

      
        	
          How many of these queries are considered problematic by users, regarding performance?	

        
        	
          5 reports (15 occurrence of complex queries in a day + 30 occurrence of intermediate queries)

        
      

    

    4.2.2  Collecting information for the quick workload assessment

    Workload assessment is an assessment of how much the DB2 Analytics Accelerator can help solve clients’ query challenges in existing DB2 for z/OS environments. This assessment provides you with initial numbers for optimization figures that are needed for the feasibility study. The workload assessment part of the feasibility study is usually performed by the IBM Data Warehouse on System z, Center of Excellence at Boeblingen, Germany.

    This section describes both the typical process and what information is collected to perform the feasibility study. 

    The workload assessment performed by the Center of Excellence is based on workload information captured from the dynamic statement cache (DSC) together with information from several catalog and explain tables. This process expects accurate data and statistics, for example, as maintained by RUNSTATS or REORG with inline statistics utilities, for predicting DB2 Analytics Accelerator acceleration and preliminary sizing estimates.

    The workload collection is performed by capturing the workload and explaining the captured SQL statements. Then all the necessary information is unloaded into flat files. These files must be uploaded to an IBM FTP server for further investigation.

     

    
      
        	
          Note: This procedure does not extract any business data from your tables. Only structural information (metadata) and a snapshot of dynamic SQL executed is collected. You will also be able to mask sensitive data, if any.

        
      

    

    All necessary jobs or procedures are provided in source code and can be evaluated before execution. The jobs and scripts are provided as a text file in the compressed file when you request a DB2 Analytics Accelerator assessment from IBM. 

    This procedure analyzes read-only queries running in DB2 10 for z/OS, DB2 9 for z/OS, or DB2 for z/OS Version 81 environments. 

     

    
      
        	
          Note: If you collect DB2 V8 workload for analysis, then ensure that you use the appropriate unload jobs. Also keep in mind that the access path might change when you migrate to DB2 9 or 10 (which might render this analysis unusable). This is because one of the prerequisites for DB2 Analytics Accelerator is DB2 version 9 or above, as discussed in Chapter 5, “Installation and configuration” on page 93.

        
      

    

    The following steps are described in more detail in the “Assessment Collector” document (in PDF format) that is part of the input for initial workload assessment provided by IBM:

    •Step 1: Activate the dynamic statement cache.

    •Step 2: Activate relevant IFCIDs 316, 317, 318

    -START TRACE(MON) CLASS(30) IFCID(316,317,318) DEST(SMF) SCOPE(GROUP)

    •Step 3: Create objects for collecting workload information.

    •Step 4: Collect workload information from the Dynamic Statement Cache.

    •Step 5 Mask sensitive information (if any) in SQL statements.

    •Step 6: Explain extracted SQL statements.

    •Step 7: Unload workload, explain, and catalog information.

    •Step 8: Prepare data sets for sending.

    •Step 9: Send “Unload files” to IBM Boeblingen DWHz Center of Excellence.

    •Step 10 (optional): Clean up the system.

     

    
      
        	
          Note: Uploading Compressed file to the IBM FTP Server (Step 9) usually follows the same process as that of sending problem (PMR) data to IBM Support.

        
      

    

    After the file is received, the data is analyzed by the Center of Excellence and an assessment report is generated. 

     

    
      
        	
          Note: The workload assessment report pertaining to the Great Outdoors scenario is contained in the pdf file Assessment_results available for download as described in Appendix B, “Additional material” on page 409. 

        
      

    

    The report generated for the workload analyzed shows how DB2 Analytics Accelerator provides a significant benefit in the overall performance for the Great Outdoors company’s long-running complex queries and intermediate queries.

    4.2.3  Peak data warehouse workload analysis

    Identifying the portion of the peak data warehouse workload on System z to assess the queries that can be offloaded to the DB2 Analytics Accelerator can be an appropriate approach to a feasibility study, particularly if you are running at or near 100% capacity of System z resources.

    Just before the peak work load, flush the DSC, wait for the peak workload to complete and then unload/capture the DSC data and send the data to the lab for a workload assessment.

    If it is possible to offload a portion of your peak workload to the DB2 Analytics Accelerator, then it will reduce processor utilization at peak time.

    4.3  Virtual accelerator tool (EXPLAIN only)

    With the help of virtual accelerators, you can check whether your workloads are suitable for acceleration and how beneficial that is. You can employ virtual accelerators for testing purposes as well. To test workloads on a virtual accelerator, a real accelerator is not required. This allows you to use it as an aid for your feasibility study or purchasing decision.

    The results produced by virtual accelerators are written to EXPLAIN tables, so be sure to create all the EXPLAIN tables including DSN_QUERYINFO_TABLE prior to using the virtual accelerator feature. These EXPLAIN tables can be scrutinized on their own or used as input for other tools, such as IBM Optim Query Tuner.

    Virtual accelerators provide an enhancement to existing EXPLAIN functionality in DB2 for z/OS. When checking acceleration eligibility by using EXPLAIN for a given query, table DSN_QUERYINFO_TABLE contains the information if a query would be eligible to execute on an accelerator.

    Information how to interpret data in DSN_QUERYINFO_TABLE can be found in section 10.2.1, “DSN_QUERYINFO_TABLE” on page 232. Note that without a physical IBM DB2 Analytics Accelerator in place, there is no visual access plan graph, because the detailed information about an access path on the accelerator can only be retrieved from the accelerator itself.. 

    Although the same information can also be obtained from real accelerators, virtual accelerators have the advantage that they do not require accelerator hardware. You can thus check whether or not queries can be accelerated. You can also calculate response time estimates without making extra demands on the DB2 Analytics Accelerator hardware resources.

    4.3.1  Installing the virtual accelerator without the DB2 Analytics Accelerator

    You can install the virtual accelerator with or without the DB2 Analytics Accelerator installed, and with or without Data Studio (or DB2 Analytics Accelerator Studio) installed.

    If you are running the DB2 Analytics Accelerator, then you probably have installed all the prerequisites for the virtual accelerator. If you are running Data Studio (with the DB2 Analytics Accelerator plug-in) or DB2 Analytics Accelerator Studio, then you might not need to perform the tasks described in this section. 

    This section explains how to install a virtual accelerator facility from an ISPF interface. If you are trying to perform the feasibility study by running ad hoc queries using the virtual accelerator in your DB2 environment (test or production), then follow the process described in this section. This process is applicable to both DB2 9 for z/OS and DB2 10 for z/OS environments.

    These steps explain how to install a virtual accelerator in an environment where the DB2 Analytics Accelerator is not yet installed:

    1.	Apply the required or enabling APARs/PTFs and the recommended PUT level for your version of DB2 from the following link (as also listed in Table 5-6 on page 99).

    http://www.ibm.com/support/docview.wss?uid=swg27022331

    2.	Configure the DB2 subsystem parameter for acceleration (set ZPARM ACCEL to COMMAND (or AUTO) and leave QUERY_ACCELERATION=NONE). If you are running DB2 9 for z/OS, then in addition to ACCEL DSNZPARM, also set DSNZPARM ACCEL_LEVEL=V2.

    3.	Recycle DB2.

    4.	Customize and run the DSNTIJAS installation job to create SYSACCEL tables. When customizing this member, look for the INSERT statement and provide your LOCATION name and pick your own ACCELERATORNAME. A sample INSERT statement is provided here:

    INSERT INTO SYSACCEL.SYSACCELERATORS    

           ( ACCELERATORNAME                

           , LOCATION                       

           )                                

          VALUES                            

           ( 'RAVIRTUE'                     

           , 'DWHDA11'                      

           ); 

    5.	Grant the following required privileges to the users:

     –	The SELECT, INSERT and DELETE privilege on the SYSACCEL.SYSACCELERATORS table

     –	The SELECT, INSERT, DELETE, UPDATE privilege on the SYSACCEL.SYSACCELERATEDTABLES table

     –	The MONITOR privilege (to DISPLAY, START and STOP the virtual accelerator)

     –	The SELECT privilege on tables referenced in queries to be explained

     –	The SELECT, INSERT, UPDATE and DELETE privileges on explain tables including DSN_QUERYINFO_TABLE to explain queries against the virtual accelerator

    6.	INSERT INTO SYSACCEL.SYSACCELERATEDTABLES table

    INSERT INTO "SYSACCEL"."SYSACCELERATEDTABLES"   

    (NAME, CREATOR, ACCELERATORNAME, REMOTENAME, REMOTECREATOR, ENABLE, CREATEDBY)

    VALUES ('LINEITEM', 'ONETB', 'RAVIRTUE', 'LINEITEM', 'ONETB', 'Y', 'RAVI')

    7.	-START ACCEL(*)

    DSNX810I  -DA11 DSNX8CMD START ACCEL FOLLOWS -                     

    DSNX820I  -DA11 DSNX8STA START ACCELERATOR SUCCESSFUL FOR RAVIRTUE 

    DSNX821I  -DA11 DSNX8CSA ALL ACCELERATORS STARTED.                 

    DSN9022I  -DA11 DSNX8CMD '-START ACCEL' NORMAL COMPLETION          

    *** 

    8.	EXPLAIN with SET CURRENT QUERY ACCELERATION ENABLE

    The DB2 EXPLAIN statement can be run on regular and virtual accelerators alike. The analysis shows whether a query can be accelerated. It also indicates the reason for a failure (if the query is not eligible for acceleration), and provides a response time estimate.

    From the DB2 for z/OS server (both Version 9 and 10) you can run EXPLAIN from SPUFI (or the QMF interface) to check whether a query qualifies for DB2 Analytics Accelerator before installing the DB2 Analytics Accelerator. The following sample query was run from SPUFI:

    EXPLAIN ALL SET QUERYNO=228101 FOR

    SELECT SUM(L_TAX)                 

    FROM ONETB.LINEITEM               

    WHERE L_LINENUMBER=1              

    AND L_DISCOUNT > 10000            

    GROUP BY L_SUPPKEY                

    FETCH FIRST 10 ROWS ONLY; 

    After running the EXPLAIN statement, you may check the DSN_QUERYINFO_TABLE using the appropriate QUERYNO predicate in the WHERE clause. Key fields from the DSN_QUERYINFO_TABLE for this query are populated in Table 4-3.

    SELECT * FROM DSN_QUERYINFO_TABLE

        WHERE QUERYNO=228101; 

    Table 4-3   DSN_QUERYINFO_TABLE columns after running EXPLAIN with virtual accelerator

    
      
        	
          QUERYNO

        
        	
          QINAME1

        
        	
          TYPE

        
        	
          REASON_CODE

        
        	
          QI_DATA

        
      

      
        	
          228101

        
        	
          RAVIRTUE

        
        	
          A

        
        	
          0

        
        	
          (SELECT  CAST(SUM("ACC001"."L_TAX") AS DECIMAL(22,2)) FROM "ONETB"."LINEITEM"...

        
      

    

    The REASON_CODE column value of zero indicates that the query is eligible for DB2 Analytics Accelerator offload. The values of REASON_CODE are discussed in DB2 10 for z/OS SQL Reference, SC19-2983.

     

    
      
        	
          Restriction: Do not use this process to add tables to a real accelerator because it may cause unpredictable behavior on a live system. For best results, delete all the rows from the SYSACCEL.* tables created for initial analysis before installing the DB2 Analytics Accelerator.

        
      

    

    4.3.2  Workload assessment using the virtual accelerator

    If a particular long-running query is being executed frequently (with the same or different host variables), you can easily analyze that query using the virtual accelerator. Workload assessment can be performed on a per query basis using the virtual accelerator.

    Figure 4-4 on page 81 depicts the modified workload assessment process. In this scenario, you can pick offending queries manually. The sample workload can consist of either the offending queries or those running during peak workload period. Even if these queries are running at different time periods, you can perform an assessment for DB2 Analytics Accelerator eligibility by using the virtual accelerator without the risk of missing some of these queries. In a quick workload assessment process, there is a greater chance of missing some queries either due to the workload period chosen or due to queries not staying in the dynamic statement cache at the time of capture. 

    [image: ]

    Figure 4-4   Per query assessment using virtual accelerator

    Feasibility studies undertaken by IBM by performing a quick workload assessment use a tool that matches the DB2 Analytics Accelerator behavior. It does not use the virtual accelerator feature of DB2 Analytics Accelerator. The virtual accelerator uses a DB2 optimizer to determine the access path and decide whether the query is eligible for DB2 Analytics Accelerator offload. Both are also available to environments without the DB2 Analytics Accelerator.

    If you know your workload distribution and the importance of various queries that are running in your environment, you might be able to perform your own workload assessment using the virtual accelerator. This gives you an accurate prediction of query execution on the DB2 Analytics Accelerator because the real DB2 optimizer logic is used to explain a given query.

     

    
      
        	
          Note: Generally you can perform your own workload assessment using the virtual accelerator. In cases where a thorough assessment is needed for solution assurance for the Query Accelerator, you can involve IBM.

        
      

    

    4.4  Return on investment calculation

    Workload assessment performed as part of the feasibility study can be used to extrapolate the overall workload reduction and compute the return on investment (ROI) calculation. The ROI calculations assume that the workload will not change after deploying the DB2 Analytics Accelerator solution.

    Workload assessment is a snapshot of a client’s DB2 Query Workload at a given point. It is better to run the most important, most challenging, and long-running queries during workload assessment to get a useful representation of the challenges to be solved by the DB2 Analytics Accelerator. However, this representation might be far from the real day-by-day workload. 

    The longer the capture time frame, the closer the workload assessment will reflect the real day-by-day client workload. However, keep in mind that in a mixed workload environment where many short-running queries are in the mix, you run the risk of losing some of the long-running queries from the Dynamic Statement Cache. In those situations, running the workload for a short time period near or during peak workload conditions when the complex queries run is appropriate. 

    A representative time frame for workload analysis is heavily dependent on the dynamics of the workload; the more homogeneous the workload, the easier it will be to analyze the data and compute the ROI. Workload assessments need some mapping to a client’s day-to-day workload to obtain indicative parameters to be used by ROI assessment.

    Figure 4-5 shows the ROI assessment process for a typical BI workload acceleration scenario.
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    Figure 4-5   ROI assessment process for traditional BI query workload acceleration

    Figure 4-6 on page 83 shows a different approach to workload assessment. Irrespective of which type of workload assessment you are performing, you can extrapolate the workload to represent your typical day-to-day workload. 

    For example, if you have performed a one-hour sampling of your workload and you can extrapolate that workload to represent your daily workload, then you will be able to determine what percentage of the total workload will qualify for DB2 Analytics Accelerator. 

    Similarly, if you have performed workload assessment using the virtual accelerator and you can extrapolate the sample queries you have chosen to represent a typical day-to-day workload, then using that information you will be able to evaluate the impact of the DB2 Analytics Accelerator on the total workload.
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    Figure 4-6   Extrapolating workload assessment for ROI

    The CPU savings can then be calculated using your knowledge of the workload. The return on investment for the DB2 Analytics Accelerator can be estimated using the pricing model specific to your environment for any of the chosen workload scenarios.

    4.5  Workload assessment results

    The multi-page report provides a summary page plus a number of pages that detail all the queries submitted and tables accessed during the time of the collection period.

    4.5.1  Summary page

    Figure 4-7 on page 84 shows the summary page from the quick workload analysis of the dynamic statement cache for a two-hour period for the Great Outdoors company. The summary information contains the following:

    •Elapsed time (seconds)

    This is the accumulation of all elapsed times and the elapsed times for distinct queries according to data in the dynamic statement cache.

    •CPU time (seconds)

    This is the accumulation of CPU time and the CPU time each query needed to be processed, according to data in the dynamic statement cache. 

    Differences between elapsed time and CPU times might be due to I/O wait time, parallel query execution, and low-priority work according to z/OS Workload Manager (WLM).

    In addition, the quick workload assessment tool can also provide information about “Expected DB2 Analytics Accelerator time,” which is the projected time for single-query performance (no concurrent execution) and based on scan-time of the referenced tables.
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    Figure 4-7   Workload analysis results summary for Great Outdoors

    The DB2 Analytics Accelerator is based on asymmetric massively parallel processing (AMPP) analytic database technology and runs on 24 to 96 cores, depending on the model. The effect of this MPP technology can be seen in the query run time results. You can observe an order of magnitude improvement in the response times of the qualifying queries. The CPU time of the offloaded query can drop dramatically on the System z if the result set is minimal.

    4.5.2  Detail pages

    The DB2 Analytics Accelerator time column on the detail page as shown in Figure 4-8 on page 85 and Figure 4-9 on page 86 contains the symbols described here:

    -	Query may run slower on the DB2 Analytics Accelerator than on DB2 natively

    o	Query may take about the same time on the DB2 Analytics Accelerator compared to DB2 natively

    +	Query may run up to 10 times faster on the DB2 Analytics Accelerator

    ++	Query may run up to 100 times faster on the DB2 Analytics Accelerator

    +++	Query may run more than 100 times faster on the DB2 Analytics Accelerator

    The detailed report pages also contain information about rows examined and rows processed, which are based on the catalog statistics provided for the quick workload assessment. 

    Note the following points:

    •If the “Eligible” column is displayed in green, it indicates that the query listed is eligible for DB2 Analytics Accelerator offload, as shown in Figure 4-8.
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    Figure 4-8   Assessment result for Great Outdoors - query eligible for Accelerator

    •If the “Eligible” column is displayed in blue, it indicates that the query listed is not eligible for DB2 Analytics Accelerator offload because it is best to run the query natively in DB2, as shown in Figure 4-9 on page 86. 

    •If the “Eligible” column is displayed in red, it indicates that the query listed is not eligible for DB2 Analytics Accelerator offload due to query restrictions. 

    •If the “Eligible” column is displayed in yellow, it indicates that the acceleration potential is uncertain.

    Whenever the query is not eligible for offload to DB2 Analytics Accelerator, the “comment” column lists the reason why the query is not eligible for offload. For example, if the comment lists “Not read only” as one of the reasons for not offloading the query to DB2 Analytics Accelerator, it means that DB2 Analytics Accelerator may only consider read-only queries for offload. Queries with “select for update” are therefore not considered for acceleration potential.

    Figure 4-9 on page 86 lists eq unique ix in the Comment column for the query listed. This means that because of the equal predicates on unique index, this query performs best if run natively on DB2.
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    Figure 4-9   Assessment result for Great Outdoors - query not eligible for Accelerator offload

     

    
      
        	
          Solution assurance: The IBM team will interface with clients to review the results and better understand what issues clients want to address with the DB2 Analytics Accelerator solution.

        
      

    

    4.5.3  Strategic and tactical value

    In addition to demonstrating that the ROI can be significant, the feasibility study results also show how Great Outdoors can use the DB2 Analytics Accelerator to dramatically enhance its user experience. The greatest impact such response time acceleration can have is for the business users. The ability to pose complex questions without extensive wait times is key to business transformation within an enterprise. Processor savings and lower impact on the database are significant for the workload analyzed for Great Outdoors, but the true business value is in rapid information delivery and in making some “impossible to complete” mission-critical analysis practical. 

    In other client scenarios, you can also consider consolidating your workloads on other platforms after realizing the savings from DB2 Analytics Accelerator implementation on your data warehouse environment. The value of replatforming your OLAP workload from other platforms to System z can also be reviewed, because the combined solution of DB2 with DB2 Analytics Accelerator might provide a cost-effective alternative to your existing solution. If you are currently using the ELT/ETL process to offload data from z/OS to another platform for analytics, for example, you can avoid the ELT/ETL process and eliminate the complexity with the DB2 Analytics Accelerator.

    4.6  Capacity planning and sizing

    The size of the DB2 Analytics Accelerator is primarily driven by the performance requirements of your critical queries. The other major deciding factor is the concurrency requirement. 

    For instance, a query that runs for 16 seconds in the DB2 Analytics Accelerator might run for 4 minutes when there are 80 concurrently running queries of similar complexity. If a 4-minute run time meets your SLA requirements, you might conclude that the DB2 Analytics Accelerator configuration you have chosen is still acceptable.

    The sizing is usually performed by the IBM DB2 Analytics Accelerator engineer based on the results from the feasibility study, business scenario, the BI tools usage and requirements, data refresh frequency, concurrent workload size and workload characteristics discussed in Chapter 12, “Performance considerations” on page 301.

    4.6.1  Deciding what you need for hardware

    Keep the following considerations in mind when deciding what you need for hardware:

    •The amount of data that is kept on the accelerator - the size of the DB2 Analytics Accelerator machine (Netezza 1000 models)

    •The requirements for data refresh in the data warehouse

    •The window for the ETL update (adjust CP and WLM definitions for update of data)

    •How many concurrent queries might be running during peak workload

    •The performance requirement of mission-critical queries

    Figure 10-23 on page 264 shows the linear relationship between the size of DB2 Analytics Accelerator machine and the query response time.

    4.7  Influencing the feasibility study through query rewrite

    The feasibility of DB2 Analytics Accelerator solution can be influenced in certain situations, by influencing the DB2 optimizer to offload some complex queries that are not qualifying for DB2 Analytics Accelerator offload during initial analysis. The criteria discussed in Chapter 10, “Query acceleration management” on page 221, under “Characteristics of typical queries that may qualify for acceleration” section can be used to influence the DB2 optimizer to qualify more queries than that qualified for offload during initial assessment.

    4.7.1  Why a query might not be routed to the DB2 Analytics Accelerator

    This section lists the primary reasons, at the time of writing, why a query might not be routed to the DB2 Analytics Accelerator. The first two items list possible user decisions. The remaining items are those that might be impacted by future maintenance and new releases of the DB2 Analytics Accelerator:

    •It uses CURRENT QUERY ACCELERATION = NONE (default).

    •The accelerator or tables are disabled.

    •It uses static SQL or a plan with DBRMs.

    •It is not read-only or the cursor is scrollable or is a rowset cursor.

    •It contains syntax that is not supported. 

    •It references a table or column that is not loaded or enabled (might be due to unsupported data types).

    •The optimizer decides DB2 for z/OS can do better; for example, DB2 has short-query heuristics to keep OLTP queries in DB2.

    4.7.2  Query re-write scenario

    Figure 4-10 shows a simple idea of how to influence the feasibility study using the virtual accelerator feature.

    This is not a recommended approach but is shown here as an indicative approach based on potential value to some scenarios. 
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    Figure 4-10   Influencing feasibility study through query re-write

    In general, if you understand the characteristics of typical queries that qualify for DB2 Analytics Accelerator offload, you might be able to convert or re-write complex queries without affecting the results of the queries.

    For example, the following query does not qualify for an DB2 Analytics Accelerator offload as shown in the access plan diagram in Figure 4-11 on page 89:

    SELECT SUM(GROSS_PROFIT)*0.1 AS X, SUM(GROSS_PROFIT) AS Y 

    FROM GOSLDW.SALES_FACT T 

    WHERE ORDER_DAY_KEY BETWEEN 20040101 AND 20040131

    GROUP BY ORDER_DAY_KEY

    ORDER BY X+Y;
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    Figure 4-11   Access path before query re-write - sample SQL

    Figure 4-12 shows the DSN_QUERYINFO_TABLE information before the query was re-written. The explanation for REASON_CODE=11, as stated in SQL Reference Guide, is shown here:

    The query contains an unsupported expression. The text of the expression is in QI_DATA.

    From this explanation you can determine that the new column name (	X) is referenced in a sort-key expression, which is not eligible for DB2 Analytics Accelerator offload at this point. 
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    Figure 4-12   DSN_QUERYINFO_TABLE data before the query re-write

    After you determine why it did not qualify for offload, you can re-write the SQL code to circumvent this issue (at least in this case). The preceding query was re-written as shown:

    SELECT SUM(GROSS_PROFIT)*0.1 AS X, SUM(GROSS_PROFIT) AS Y 

    FROM GOSLDW.SALES_FACT T 

    WHERE ORDER_DAY_KEY BETWEEN 20040101 AND 20040131

    GROUP BY ORDER_DAY_KEY

    ORDER BY SUM(GROSS_PROFIT)*0.1 + SUM(GROSS_PROFIT);

    The query re-write has resulted in changing the access path to qualify for DB2 Analytics Accelerator offload as shown in Figure 4-13.
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    Figure 4-13   Access plan after query re-write

    The other query re-write opportunity pertains to one of the most common REASON_CODE values, which is 4. The following example describes a sample query and what can be done to make this kind of query eligible for DB2 Analytics Accelerator offload. 

    EXPLAIN ALL SET QUERYNO=333000 FOR

    SELECT F.ORDER_DAY_KEY, F.PRODUCT_KEY

    FROM GOSLDW.SALES_FACT F

    WHERE F.ORDER_DAY_KEY = (SELECT MAX("Sales_fact18".ORDER_DAY_KEY)

    FROM GOSLDW.SALES_FACT AS "Sales_fact18" WHERE "Sales_fact18".ORDER_DAY_KEY BETWEEN 20050101 AND 20101231 AND F.PRODUCT_KEY= "Sales_fact18".PRODUCT_KEY);

    The explain statement result, shown in Figure 4-14 on page 91, highlights the sample row from DSN_QUERYINFO_TABLE for a query that is not eligible for DB2 Analytics Accelerator offload with a REASON_CODE=4. This says that the reason for the query for not being offloaded is because the query is not a “read only” query. 
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    Figure 4-14   Sample DSN_QUERYINFO_TABLE row for a query that is not read-only

    This query is not running on DB2 Analytics Accelerator because the execution environment at run time can add additional context information that might make this query updateable (not read-only). You may add a “FOR FETCH ONLY” or “WITH UR” clause and make it eligible for DB2 Analytics Accelerator offload if you know the context in which this kind of query is used in your environment.

    4.7.3  Other considerations

    If there are processes in your environment that are designed to work with unloaded data from DB2 using skip sequential access (mainly because the original queries accessing the DB2 table cannot complete within the stipulated time), those processes can be redesigned to go after DB2 tables instead of the unload files, to benefit from DB2 query acceleration using the DB2 Analytics Accelerator.

    

    1 DB2 for z/OS Version 8 goes out of service at midnight on April 30, 2012.
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Installation and configuration

    This chapter provides information about the installation of the DB2 Analytics Accelerator software package on a z/OS system and the installation of the DB2 for z/OS PTFs, which include the DB2 software required to integrate the DB2 Analytics Accelerator into an existing DB2 environment. The information contained in this chapter is useful for system administrators, DB2 for z/OS administrators, and users who install the client software on workstations. 

    For more information, see IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958.

    The following topics are discussed in this chapter:

    •Solution overview

    •Prerequisites for IBM DB2 Analytics Accelerator for z/OS

    •Installation task flow

    •Authorization needed for installing the DB2 Analytics Accelerator

    •Configuring TCP/IP

    •Installing the IBM DB2 Analytics Accelerator

    •Installing IBM DB2 Analytics Accelerator Studio

    •Enabling the DB2 subsystem for IBM DB2 Analytics Accelerator for z/OS 

    •Setting up the IBM DB2 Analytics Accelerator for z/OS

    •Connecting the IBM DB2 Analytics Accelerator for z/OS and DB2

    •Updating DB2 Analytics Accelerator software

    5.1  Solution overview

    IBM DB2 Analytics Accelerator for z/OS is a combined hardware and software solution for DB2 for z/OS Version 9 or Version 10. It can reduce response times for DB2 for z/OS database queries by an order of magnitude. The hardware that you need to run this solution consists of an IBM zEnterprise 196 or IBM zEnterprise 114 data server running DB2 for z/OS, a workstation computer (Intel or compatible) with a Linux or Microsoft Windows operating system, and a member of the family of IBM Netezza 1000 data warehouse appliances. 

    Figure 5-1 shows the software and hardware components involved in the IBM DB2 Analytics Accelerator for z/OS. 

    [image: ]

    Figure 5-1   DB2 Analytics Accelerator Solution overview

    Multiple database subsystems and multiple accelerators

    A single accelerator can be shared by multiple DB2 for z/OS subsystems. However, a single DB2 for z/OS subsystem can also be connected to more than one accelerator.

    IBM DB2 Analytics Accelerator for z/OS supports the following subsystem configurations:

    •Multiple subsystems, each in a separate logical partition (LPAR)

    •Multiple subsystems in a common LPAR

    •Multiple subsystems that make up a data sharing group (subsystems in different LPARs, on different Central Processing Complexes (CPCs))

    Figure 5-2 on page 95 illustrates that DB2 subsystems can share a single accelerator, and can connect to more than one accelerator. The leftmost box in the figure, which represents a single subsystem in a separate LPAR, is connected to two accelerators. All DB2 subsystems (including the one in the leftmost box) share the accelerator on the left. 
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    Figure 5-2   Possible connections to DB2 Analytics Accelerator

    5.2  Prerequisites for IBM DB2 Analytics Accelerator for z/OS

    This section describes the hardware and software prerequisites for the IBM DB2 Analytics Accelerator for z/OS.

     

    
      
        	
          Important: The information provided in this section is correct as of the time of writing. Make sure that you always refer to the most recent information by checking the following websites before installing the product.

          •Prerequisites for IBM DB2 Analytics Accelerator for z/OS

          http://www.ibm.com/support/docview.wss?uid=swg27022331

          •System requirements for IBM Data Studio

          http://www.ibm.com/support/docview.wss?uid=swg27016018

          •Network connections for IBM DB2 Analytics Accelerator 	

          http://www.ibm.com/support/docview.wss?uid=swg27023654

        
      

    

    5.2.1  Hardware requirements

    Table 5-1 on page 96 lists the hardware requirements.

    Table 5-1   Hardware prerequisites

    
      
        	
          Quantity

        
        	
          Product

        
        	
          Machine type and model

        
      

      
        	
          One

        
        	
          IBM System zEnterprise 196  or

        
        	
          2817

        
      

      
        	
          IBM System zEnterprise 114 

        
        	
          2818

        
      

      
        	
          One

        
        	
          IBM Netezza 1000-3 with North American power or

        
        	
          5725-E46

        
      

      
        	
          IBM Netezza 1000-3 with European power or

        
        	
          5725-E47

        
      

      
        	
          IBM Netezza 1000-6 or

        
        	
          5725-E48

        
      

      
        	
          IBM Netezza 1000-12 or

        
        	
          5725-E49

        
      

      
        	
          IBM Netezza 1000-18 or

        
        	
          5725-E50

        
      

      
        	
          IBM Netezza 1000-24 or

        
        	
          5725-E51

        
      

      
        	
          IBM Netezza 1000-36 or

        
        	
          5725-E52

        
      

      
        	
          IBM Netezza 1000-48 or 

        
        	
          5725-E53

        
      

      
        	
          IBM Netezza 1000-72 or 

        
        	
          5725-E54

        
      

      
        	
          IBM Netezza 1000-96 or

        
        	
          5725-E55

        
      

      
        	
          IBM Netezza 1000-120

        
        	
          5725-E56

        
      

      
        	
          One

        
        	
          Workstation (Intel or compatible) for IBM DB2 Analytics Accelerator Studio. This workstation must have connectivity to the zEnterprise server. (For hardware and software prerequirement of the workstation, refer to the prerequirement of “IBM Data Studio Standalone package.” 

        
        	
           

        
      

    

    You can use any one of the supported models of IBM Netezza system for DB2 Analytics Accelerator. Table 5-2 shows a comparison across the Netezza models.

    Table 5-2   Supported IBM Netezza models

    
      
        	
          Model

        
        	
          Racks

        
        	
          Processing units

        
        	
          Capacity (TB)

        
        	
          Effective capacity

          with compression (TB)

        
      

      
        	
          IBM Netezza 1000-3

        
        	
          0.25

        
        	
          24

        
        	
          8

        
        	
          32

        
      

      
        	
          IBM Netezza 1000-6

        
        	
          0.5

        
        	
          48

        
        	
          16

        
        	
          64

        
      

      
        	
          IBM Netezza 1000-12

        
        	
          1

        
        	
          96

        
        	
          32

        
        	
          128

        
      

      
        	
          IBM Netezza 1000-24

        
        	
          2

        
        	
          192

        
        	
          64

        
        	
          256

        
      

      
        	
          IBM Netezza 1000-36

        
        	
          3

        
        	
          288

        
        	
          96

        
        	
          374

        
      

      
        	
          IBM Netezza 1000-48

        
        	
          4

        
        	
          384

        
        	
          128

        
        	
          512

        
      

      
        	
          IBM Netezza 1000-72

        
        	
          6

        
        	
          576

        
        	
          192

        
        	
          768

        
      

      
        	
          IBM Netezza 1000-96

        
        	
          8

        
        	
          768

        
        	
          256

        
        	
          1024

        
      

      
        	
          IBM Netezza 1000-120

        
        	
          10

        
        	
          960

        
        	
          320

        
        	
          1280

        
      

    

    5.2.2  Networking

    A dedicated physical network connection is required between the IBM zEnterprise host and the Netezza 1000 appliance.You have two options for connecting the Netezza 1000 appliance to the IBM zEnterprise: using a minimum network configuration, or using a network configuration for high availability (HA). 

    For general network requirements for System z, see: 

    https://www.ibm.com/support/docview.wss?uid=swg27024236

    Minimum network configuration

    Using a minimum network configuration can be a less costly approach because fewer components are needed than with a high availability configuration. Table 5-3 lists the network components needed for the minimum configuration of the DB2 Analytics Accelerator.

    Table 5-3    Network components for minimum configuration

    
      
        	
          Quantity

        
        	
          Product

        
        	
          Location

        
        	
          Part #

        
      

      
        	
          One 

        
        	
          OSA Express3 10 GbE SR

        
        	
          System zEnterprise

        
        	
           FC3371

        
      

      
        	
          Two

        
        	
          Fibre Network Cables

        
        	
          Network

        
        	
           

        
      

      
        	
          Two

        
        	
          Emulex Dual Port SFP+ 10 GbE PCIe NIC for System X

        
        	
          Netezza

        
        	
          49Y4250

        
      

      
        	
          Two

        
        	
          IBM/BNT® 10 Gb SFP+ SR Optical Transceiver

        
        	
          Netezza

        
        	
          46C3447

        
      

    

     

    
      
        	
          Important: The more recent OSA Express4S 10 GbE SR (Short Range) FC0407 has one port, so the minimum configuration would be one of the following:

          •One OSA Express3 card with two ports (as shown in Figure 5-3) 

          •Two OSA Express4S cards with one port each

          •OSA Express 3 or 4S with a switch in between (one cable would be used)

        
      

    

    Figure 5-3 on page 97 shows the minimum network configuration.
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    Figure 5-3   Minimum network configuration

    Network configuration for high availability

    Use a fully redundant network configuration for high availability because you will be able to access critical applications and data if service interruptions occur. A fully redundant network configuration provides you with failover mechanisms that eliminate single points of failure.

    Table 5-4 lists the components needed for ta high availability configuration. 

    Table 5-4   Network components needed for high availability configuration

    
      
        	
          Quantity

        
        	
          Product

        
        	
          Location

        
        	
          Part #

        
      

      
        	
          Two

        
        	
          OSA Express3 10 GbE SR

        
        	
          System zEnterprise

        
        	
           FC3371

        
      

      
        	
          Eight

        
        	
          Fibre Network Cables

        
        	
          Network

        
        	
           

        
      

      
        	
          Two

        
        	
          10 GB Ethernet Fibre Channel Switch (for example, IBM BNT RackSwitch G8124)

        
        	
          Network

        
        	
           

        
      

      
        	
          Two1

        
        	
          Emulex Dual Port SFP+ 10 GbE PCIe NIC for System X

        
        	
          Netezza

        
        	
          49Y4250

        
      

      
        	
          2

        
        	
          IBM/BNT 10Gb SFP+ SR Optical Transceiver

        
        	
          Switch

        
        	
           

        
      

    

    

    1 Emulex Dual Port Network Cards are configured through the Netezza Site Survey; they are shipped separately and installed by a Netezza installation engineer.

    2 For details about supported OSAExpress 10 GbE cards and the required types and numbers of transceivers, see http://www.ibm.com/support/docview.wss?rs=3360&uid=swg27024236

    Figure 5-4 on page 98 shows this high availability network configuration.
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    Figure 5-4   Recommended network configuration

    5.2.3  Software requirements

    This section describes the software that is required to run the IBM DB2 Analytics Accelerator for z/OS.

    Operating systems

    Use one of the supported System z operating systems as indicated in Table 5-5. Make sure that mandatory program temporary fixes (PTFs) and features are installed.

    Table 5-5   Supported IBM zEnterprise operating systems

    
      
        	
          Operating system

        
        	
          Required PTFs and features

        
        	
          Program number

        
      

      
        	
          z/OS Version 1.12 or higher

        
        	
          XML Toolkit for z/OS, V1.10.0

        
        	
          5655-J51, FMID HXML 1A0

        
      

      
        	
          IBM Ported Tools for z/OS V1.2.0 

        
        	
          5655-M23, FMID HOS1120

        
      

      
        	
          z/OS Version 1.11.x

        
        	
          UA52960

        
        	
           

        
      

      
        	
          UA51767

        
        	
           

        
      

      
        	
          XML Toolkit for z/OS, V1.10.0 

        
        	
          5655-J51, FMID HXML 1A0

        
      

      
        	
          IBM Ported Tools for z/OS V1.2.0

        
        	
          5655-M23, FMID HOS1120

        
      

    

    Database management software

    Use one of the supported database management systems on your System z server as indicated in Table 5-6 on page 99. 

    Also refer to Appendix A, “Recommended maintenance” on page 405, for additional details.

    Table 5-6   Supported database management systems

    
      
        	
          Database management system

        
        	
          Required PTFs and features

        
        	
          Program number

        
      

      
        	
          DB2 for z/OS Version 9.1

        
        	
          MLC or

        
        	
          5635-DB2

        
      

      
        	
          Value Unit Edition

        
        	
          5697-P12

        
      

      
        	
          DB2 Java Database Connectivity/SQL Java

        
        	
          FMID JDB9912

        
      

      
        	
          Recommended PUT Level 1108

        
        	
           

        
      

      
        	
          UK56634

        
        	
           

        
      

      
        	
          DB2 supplied stored procedures must be configured.

        
        	
           

        
      

      
        	
          Enabling APARs/PTFs:

          PM54508/UK76160, PM53634/UK76161, PM56492/UK76157, PM51150/UK75330, PM40117/UK71068, PM45145/UK71068, PM45482/UK73661, PM45483/UK73647, PM50764/UK73661, PM51075/UK73647, PM48429/UK72392, PM45829/UK73184

        
        	
           

        
      

      
        	
          DB2 for z/OS Version 10.1

        
        	
          MLC or

        
        	
          5605-DB2

        
      

      
        	
          Value Unit Edition 

        
        	
          5697-P31

        
      

      
        	
          DB2 Utility Suite for z/OS Version 10.1

        
        	
          5655-V41, FMID JDBAA1K

        
      

      
        	
          DB2 Java Database Connectivity/SQL Java 

        
        	
          FMID JDB9912

        
      

      
        	
          DB2 supplied stored procedures must be configured.

        
        	
           

        
      

      
        	
          Enabling APARs/PTFs:

          PM50434/UK76103, PM50435/UK76104, PM50436/UK76105, PM50437/UK76106, PM51918/UK76107, PM45829/UK73183

        
        	
           

        
      

    

     

    Determining missing PTFs

    You can use the SMP/E REPORT MISSINGFIX command in conjunction with FIXCAT HOLDDATA to determine whether you have the recommended service for IBM DB2 Analytics Accelerator for z/OS, V2.1, as explained here:

    1.	Acquire and RECEIVE the latest HOLDDATA file onto your z/OS system.

    a.	Go to the website Enhanced HOLDDATA for z/OS and OS/390® http://service.software.ibm.com/holdata/390holddata.html#download and click Download OS/390 Enhanced HOLDDATA (Figure 5-5 on page 100).

    [image: ]

    Figure 5-5   Enhanced HOLDDATA for z/OS and OS/390 web site

    b.	Download “Full” from the “Download NOW” column (last 730 days) to receive the FIXCAT HOLDDATA. Note that only Full contains FIXCAT HOLDDATA().
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    Figure 5-6   Download HOLDATA

    c.	FTP or upload the file to your z/OS system. SMP/E requires the data set containing HOLDDATA to be recfm=FB and lrecl=80. Preallocate the data set prior to running FTP or uploading.

    2.	Run the SMP/E REPORT MISSINGFIX command on your z/OS systems and specify Fix Category (FIXCAT) IBM.Device.Appliance.Netezza-1000.DB2 Analytics Accelerator.V2R1, as shown in Example 5-1.

    Example 5-1   Sample JCL for SMP/E REPORT MISSINGFIX command

    [image: ]

    //DNET115D JOB (ACCT),'DNET115',                                    

    //   REGION=0M,NOTIFY=&SYSUID,                                      

    //   MSGCLASS=A,                                                    

    //   CLASS=A                                                        

    //******************************************************************

    //MISSFIX  EXEC PGM=GIMSMP,REGION=8M                                

    //SMPOUT   DD SYSOUT=*                                              

    //SMPRPT   DD SYSOUT=*                                              

    //SMPCSI   DD DISP=OLD,DSN=DLIB.DB2.V9R1.GLOBAL.CSI                 

    //SMPHOLD  DD DISP=SHR,DSN=DNET115.SMPE.HOLDDATA                    

    //SMPPUNCH DD DISP=SHR,DSN=DNET115.SMPE.SMPPUNCH 

    //SMPCNTL  DD *                                                     

        SET BDY(GLOBAL).                                                

        REPORT MISSINGFIX ZONES(DLIB)                                   

               FIXCAT(IBM.DEVICE.APPLIANCE.NETEZZA-1000.DB2 Analytics Accelerator.V2R1)      

        . 
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    After you run REPORT MISSINGFIX for target or distribution zones, the Missing FIXCAT SYSMOD report identifies any missing PTFs associated with that category on that system. You can use the SMPPUNCH output produced for the applicable target or distribution zones as a starting point for creating the necessary SMP/E commands.

    In our case we received a blank report because there were no missing PTFs in DemoMVS; see Example 5-2.

    Example 5-2   Report output
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    1                    J E S 2  J O B  L O G  --  S Y S T E M  M V S A  --  N O D E  D E M O M V S

    0

     00.06.19 JOB00079 ---- WEDNESDAY, 04 APR 2012 ----

     00.06.19 JOB00079  IRR010I  USERID DNET115  IS ASSIGNED TO THIS JOB.

     00.06.19 JOB00079  ICH70001I DNET115  LAST ACCESS AT 00:02:15 ON WEDNESDAY, APRIL 4, 2012

     00.06.19 JOB00079  $HASP373 DNET115D STARTED - INIT 6    - CLASS A - SYS MVSA

     00.06.19 JOB00079  IEF403I DNET115D - STARTED - TIME=00.06.19

     00.06.20 JOB00079  -                                         --TIMINGS (MINS.)--            ----PAGING COUNTS---

     00.06.20 JOB00079  -JOBNAME  STEPNAME PROCSTEP    RC   EXCP    CPU    SRB  CLOCK   SERV  PG   PAGE   SWAP    VIO SWAPS STEPNO

     00.06.20 JOB00079  -DNET115D          MISSFIX     00    558    .00    .00    .00   5256   0      0      0      0     0     1

     00.06.20 JOB00079  IEF404I DNET115D - ENDED - TIME=00.06.20

     00.06.20 JOB00079  -DNET115D ENDED.  NAME-DNET115              TOTAL CPU TIME=   .00  TOTAL ELAPSED TIME=   .00

     00.06.20 JOB00079  $HASP395 DNET115D ENDED

    0------ JES2 JOB STATISTICS ------

    -  04 APR 2012 JOB EXECUTION DATE

    -           22 CARDS READ
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    For complete information about the SMP/E REPORT MISSINGFIX command, see “SMP/E Commands” at:

    http://publibz.boulder.ibm.com/cgi-bin/bookmgr_OS390/BOOKS/GIMCOM50/CCONTENTS?SHELF=gim2bk90&DN=SA22-7771-15&DT=20110523141208)

    5.3  Installation task flow

    Figure 5-7 on page 103 shows the individual installation tasks that you must complete to set up the IBM DB2 Analytics Accelerator for z/OS.
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    Figure 5-7   Installation task flow

    Each task is represented by a box and is assigned to the most appropriate user role. The sequence in which you must complete the tasks is indicated by the arrows and the task numbering (from A1 to D2), where uppercase letters are used to mark tasks that need to be carried out by a particular role. The estimated time needed for a task is also indicated above each box.

    •A1: The installation focal point assigns the installation tasks to the members of the IT team and fills out the Netezza Site Survey.

    •B1: The system programmer checks the prerequisites and ensure that all requirements are met. See 5.2, “Prerequisites for IBM DB2 Analytics Accelerator for z/OS” on page 95 for more information.

    •B2: The system programmer completes the following steps:

    a. Apply the required z/OS and DB2 Program Temporary Fixes (PTFs).

    b. Install the IBM DB2 Analytics Accelerator for z/OS FMIDs using SMP/E.

    •C1: The database administrator installs IBM DB2 Analytics Accelerator Studio on a client Linux or Microsoft Windows workstation that is connected to DB2 for z/OS. See 5.6, “Installing the IBM DB2 Analytics Accelerator” on page 108 for more details.

    •C2: The database administrator evaluates and if necessary, customizes the Workload Manager (WLM) application environment. See , “Setting up WLM application environment for DB2 Analytics Accelerator stored procedures” on page 115.

    •C3 and C4: The database administrator customizes and runs JCLs for the setup of IBM DB2 Analytics Accelerator for z/OS stored procedures. See 5.9.1, “Creating DB2 objects required by the DB2 Analytics Accelerator” on page 119.

    •D1: The Central Processing Complexes (CPCs) that are supposed to interact with the IBM Netezza 1000 system must be equipped with one or two OSA-Express3 10 GbE cards each. Contact IBM if the cards have not been ordered or delivered yet. The cards are usually installed on delivery by an IBM customer engineer visiting your site.

    •E1: The network administrator needs to provide cables for the connections between the OSA-Express3 10 GbE cards and the IBM Netezza 1000 system. The cables must be ready to be plugged in by IBM service personnel. Therefore, the network administrator needs to run and label the cables properly. 

     

    
      
        	
          Attention: In a data sharing environment, all DB2 subsystems in the same Central Processing Complex (CPC) share the network connectivity between that CPC and the accelerator. It does not matter whether these DB2 subsystems are independent, belong to the same data sharing group, or belong to different data sharing groups. Each CPC, however, must be wired individually to the accelerator.

        
      

    

    •E2: The network administrator configures the OSA cards and the TCP/IP stack for IBM DB2 Analytics Accelerator for z/OS before physically connecting IBM Netezza 1000 to the CPC. See 5.5, “Configuring TCP/IP” on page 106.

    • D2 and B3: IBM service personnel complete the following tasks. The system programmer supports the installation process.

    a.	The service engineer installs the Netezza hardware.

    b.	The service engineer installs IBM DB2 Analytics Accelerator for z/OS software on the IBM Netezza 1000 system.

    c.	The service engineer plugs in the cables to connect the IBM Netezza 1000 system with the IBM zEnterprise server.

    • C5: The database administrator associates the IBM DB2 Analytics Accelerator for z/OS with DB2 for z/OS to authenticate the IBM DB2 Analytics Accelerator for z/OS as an entitled extension of DB2 for z/OS. See 5.10.3, “Obtaining the pairing code for authentication” on page 134 and 5.10.4, “Completing the authentication using the Add New Accelerator wizard” on page 136 for more information.

    • C6: The database administrator tests the entire setup. See 5.10.5, “Testing stored procedures with the DB2 Analytics Accelerator” on page 138.

    5.4  Authorization needed for installing the DB2 Analytics Accelerator

    Installing and configuring various IBM DB2 Analytics Accelerator for z/OS components require different authorizations. It is useful to create at least one power user with extensive authorizations, that is, a user who can run all IBM DB2 Analytics Accelerator for z/OS functions and thus control all components. This section lists the required DB2, IBM RACF®, and filesystem authorizations for such a power user. In subsequent sections, it is expected that the required authorizations have already been granted.

    5.4.1  DB2 privileges required

    Users with SYSADM authority have the implicit authority to execute all jobs needed to create DB2 objects for the DB2 Analytics Accelerator. Users without SYSADM authority will need the access rights described in “Setting access rights for the user who runs AQTTIJSP” of IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958, which are also listed here:

    •Privilege to create global temporary tables with the qualifier DSNAQT, for example, CREATETMTAB.

    •Privilege to create views on the SYSACEL.SYSACCELERATORS table, for example, DBADM on the DSNACCEL database.

    •CREATEIN on the SYSPROC schema. This privilege is required for the creation of IBM DB2 Analytics Accelerator for z/OS stored procedures.

    •CREATEIN on the DSNAQT schema or an equivalent authorization to create a sequence in the DSNAQT schema.

    •SELECT, INSERT, UPDATE, and DELETE on the following tables:

     –	SYSACCEL.SYSACCELERATEDTABLES

     –	SYSACCEL.SYSACCELERATORS

     –	SYSIBM.IPNAMES

     –	SYSIBM.LOCATIONS

     –	SYSIBM.USERNAMES

    •SELECT on the following tables:

     –	SYSIBM.SYSCOLUMNS

     –	SYSIBM.SYSDATATYPES

     –	SYSIBM.SYSFOREIGNKEYS

     –	SYSIBM.SYSINDEXES

     –	SYSIBM.SYSINDEXPART

     –	SYSIBM.SYSKEYCOLUSE

     –	SYSIBM.SYSKEYS

     –	SYSIBM.SYSRELS

     –	SYSIBM.SYSTABCONST

     –	SYSIBM.SYSTABLEPART

     –	SYSIBM.SYSTABLES

     –	SYSIBM.SYSTABLESPACE

    •Privileges to call the following DB2 stored procedures (for example, EXECUTE on the DSNUTILU package):

     –	SYSPROC.ADMIN_COMMAND_DB2

     –	SYSPROC.DSNUTILU

     –	SYSPROC.ADMIN_INFO_SYSPARM

    In addition, the user ID requires the following authorizations in DB2 for z/OS for normal operations.

    •EXECUTE on the SYSPROC.* stored procedures.

    •EXECUTE on the DSNAQT.* functions.

    •EXECUTE on the SYSACCEL.* packages.

    •MONITOR1 privilege 

    •TRACE privilege.

    •DISPLAY privilege.

    •SYSOPR authorization to start and stop accelerators.

    z/OS authorizations

    The install user ID requires the following access rights in RACF and in the hierarchical file system (HFS):

    •An OMVS segment is required for the user ID.

    •Write access to the /tmp directory (UNIX System Services pipes are created in this directory).

    •Write access to the <prefix>/usr/lpp/aqt/packages.

    This is the directory in which downloaded software updates are stored. The <prefix> part of the file path is the value of the AQT_INSTALL_PREFIX environment variable. You set this variable in the data set that the AQTENV DD statement for the WLM environment refers to. By default, no <prefix> is defined, meaning that the path for software updates is /usr/lpp/aqt/packages.

    •Read access to all subdirectories of <prefix>/usr/lpp/aqt/packages directory.

    5.5  Configuring TCP/IP

    To transfer data between your database management system and the IBM DB2 Analytics Accelerator for z/OS, a private 10 GbE data network must exist between your IBM System z and your IBM Netezza 1000 system. It is not required to do any routing between the other corporate networks and this data network, so the configuration for that network is independent and a separate private network can be used.

    The minimum network configuration consists of one OSA card FC3371, where two ports are used to connect through directly cabling to one of the SMP hosts. The IP addresses assigned to the ports of the SMP hosts and the ports of the OSA cards need to be configured for the same subnet mask (ensure that the same subnet mask is used in z/OS as it was specified in the setup of the Netezza documented in the Netezza Site Survey). 

    To connect DB2 independently of the IP addresses assigned to the SMP host, a so-called “wall IP” (a Linux-like VIPA, 192.168.1.13) is used; see Figure 5-8 on page 107. This one is used by the active SMP host only.

     

    
      
        	
          Note: The wall IP is the IP address configured in DB2 for the DB2 Analytics Accelerator.
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    Figure 5-8   Minimal network configuration with IP addresses assigned

    The configuration depicted in Figure 5-8 does not provide much reliability due to the lack of redundancy. That is, if the cabling between the OSA card port 1 and the active SMP host1 fails, the high availability component on SMP host1 and host2 will not detect the error, because the network interface is still up. The wall IP resides on SMP host1 and is not transferred to SMP host2. This will cause requests from DB2 to the accelerator to fail.

    The recommended network configuration as described in Figure 5-4 on page 98 consists of two OSA cards, two switches, and a cross-cabling to the Netezza hosts. 

    During the setup of the DB2 Analytics Accelerator, the IP address and the subnet mask for the data network must be clear. A sample setup is shown in Figure 5-9, where the subnet mask for the network is 255.255.255.0. 

    The network cards in the SMP hosts have two ports that are each configured with an IP address. To assure maximum availability, a bonding (Linux-like VIPA) over the two ports on each SMP host is done. Each of these bonds has an IP address assigned (192.168.1.11, 192.168.1.12) that serves as the IP address of the corresponding SMP host in the service network. This allows you to connect to the SMP hosts from either OSA card through either switch.
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    Figure 5-9   IP addresses assigned to recommended network configuration

    To connect DB2 independently of the host’s IP address, a wall IP (a Linux-like VIPA shown as 192.168.1.13 in Figure 5-9) is used. This one is assigned to either SMP host by a high availability component, and is switched to the other SMP host automatically if an error occurs.

    On the z196 or z114, one port of each of the two OSA cards is used for the data network. Both ports need to have an IP address assigned (192.168.1.21, 192.168.1.22) within the same IP range as the SMP hosts. To avoid package loss in case of an error in one of the OSA cards or the network wire to the switch, a VIPA must be defined over both OSA cards (192.168.1.23). Example 5-3 shows a sample z/OS VIPA definition.

    Example 5-3   z/OS VIPA definition
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    ; STATIC VIPA DEFINITIONS

      DEVICE VIPA  VIRTUAL 0

      LINK VIPAL VIRTUAL 0 VIPA

    ; Interfaces to Netezza

    ;Ten Gigabit Interface Definition for port1 of OSA1

       INTERFACE TENGBEE1 DEFINE IPAQENET

        PORTNAME GBE100

        IPADDR 192.168.1.21/24

        MTU 8992

        INBPERF DYNAMIC PRIR

        VMAC ROUTEALL

        SOURCEVIPAINT VIPAL

    ;Ten Gigabit Interface Definition for port1 of OSA2

       INTERFACE TENGBEE3 DEFINE IPAQENET

        PORTNAME GBE300

        IPADDR 192.168.1.22/24

        MTU 8992

        INBPERF DYNAMIC PRIR

        VMAC ROUTEALL

        SOURCEVIPAINT VIPAL

    HOME

        192.168.1.23 VIPAL

    BEGINRoutes

    ; Destination Subnet Mask First Hop Link Name Packet Size

      ROUTE 192.168.1.0     255.255.255.0   = TENGBEE1 mtu 8992

      ROUTE 192.168.1.0     255.255.255.0   = TENGBEE3 mtu 8992

    ENDRoutes

    START TENGBEE1

    START TENGBEE3
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    If the z/OS host uses the OMPROUTE daemon, these interfaces have to be defined as non-OSPF interfaces there with static routes. 

    The network configuration of the SMP hosts and the wall IP is performed during installation by an IBM engineer. Configuring the OSA cards is the responsibility of the client. 

    For more information about this topic, also see the whitepaper “Network connections for IBM DB2 Analytics Accelerator”, which is available at:

    http://www.ibm.com/support/docview.wss?uid=swg27023654

    5.6  Installing the IBM DB2 Analytics Accelerator

    The IBM DB2 Analytics Accelerator is supplied in a Custom-Built Product Delivery Offering (CBPDO, 5751-CS3). All service and HOLDDATA for the IBM DB2 Analytics Accelerator are included on the CBPDO tape.

    Refer to “6.0 Installation Instructions” of the program directory of the IBM DB2 Analytics Accelerator for z/OS V02.01.00 for more information about this topic. The program directory is provided in softcopy format on the CBPDO tape. It is also provided in hardcopy format with your order.

    5.7  Installing IBM DB2 Analytics Accelerator Studio

    IBM DB2 Analytics Accelerator Studio (Accelerator Studio) is the graphical administration client for the IBM DB2 Analytics Accelerator for z/OS. You must install Accelerator Studio, because the installation wizard contains all product license texts for the IBM DB2 Analytics Accelerator for z/OS. You must accept these licenses before you can continue with the installation.

    The client software installation package delivered on a DVD includes IBM Data Studio in the stand-alone version and the IBM DB2 Analytics Accelerator Studio plug-ins. This means that you can install both components in one go, by using the IBM DB2 Analytics Accelerator Studio launchpad.

    Instead of installing IBM DB2 Analytics Accelerator Studio from the product DVD, you can also add the plug-ins to an existing IBM Data Studio installation. IBM Data Studio products can be downloaded from the IBM Data Studio download site:

    http://www.ibm.com/developerworks/downloads/im/data/

    In addition, you can install the plug-ins into a shell-sharing environment. Shell-sharing means that several products share the same Eclipse instance. The following combinations are supported:

    •IBM Optim Query Workload Tuner 2.2.1 plus IBM Optim Database Administrator 2.2.3

    •IBM DataStudio 2.2.1.1 IDE plus IBM Optim Query Workload Tuner 2.2.1

    •IBM DataStudio 2.2.1.1 IDE plus IBM Optim Database Administrator 2.2.3

    5.7.1  Installing Accelerator Studio using the product DVD

    Refer to “Installing IBM DB2 Analytics Accelerator Studio” in IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958, for detailed information about how install Accelerator Studio from the DVD.

    5.7.2  Adding the Accelerator Studio plug-in to IBM Data Studio

    Whether you add Accelerator Studio plug-ins to IBM Data Studio or to any supported shell-sharing environment, use the steps listed here. We used Data Studio 2.2.1; similar steps are applicable to the more recent Data Studio 3.1.1.

    The plug-ins and fixes to IBM DB2 Analytics Accelerator Studio are available from the download site:

    http://public.dhe.ibm.com/ibmdl/export/pub/software/data/db2/analytics-accelerator-studio

    1.	Launch the IBM Studio GUI:

    Start → IBM Data Studio → IBM Data Studio Full Client

    2.	In the top menu bar, select Help  → Software Updates (Figure 5-10). 
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    Figure 5-10   Software updates

    3.	In the Software Updates and Add-ons wizard, select the Available Software tab and then click Add Site (Figure 5-11).
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    Figure 5-11   Software update and add-ons wizard

    4.	In the Add Site window, enter the plug-ins and fixes download site address: 

    http://public.dhe.ibm.com/ibmdl/export/pub/software/data/db2/analytics-accelerator-studio

    Next, click OK (Figure 5-12 on page 111).
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    Figure 5-12   Add site window

    5.	In the Software Updates and Add-ons wizard, expand the newly added site by clicking the twisty on left side of the site, expand the Uncategorized item, and then select the IBM DB2 Analytics Accelerator Studio Feature plug-in corresponding to the version of IBM Data Studio you currently have by selecting the check box next to it. Then click Install.

    Figure 5-13 shows installing IBM DB2 Analytics Accelerator Studio Feature plug-in on IBM Data Studio Version 3.1.
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    Figure 5-13   Selecting the plug-in to install

    6.	In the install conformation window, verify that the information displayed is correct and then click Finish (Figure 5-14 on page 112).
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    Figure 5-14   Installation confirmation

    7.	At this point the necessary plug-ins are downloaded and installed. At the end of the installation, you are prompted to restart IBM Data Studio. To restart IBM Data Studio, click Yes (Figure 5-15).
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    Figure 5-15   Plug-in is added successfully

    5.7.3  Enabling automatic software update

    IBM DB2 Analytics Accelerator Studio Eclipse plug-ins are periodically updated. The updates are made available on the plug-ins and fixes download site. You can optionally enable IBM Data Studio to automatically find updates and apply those updates.

    1.	You need to first add the plug-ins and fixes download site to IBM Data Studio. If you have not already done so, follow steps 1 to 4 of 5.7.2, “Adding the Accelerator Studio plug-in to IBM Data Studio” on page 109.

    2.	At the bottom of the Software Updates and Add-ons wizard, click Automatic Updates (Figure 5-13 on page 111).

    3.	In the Preferences - Automatic Updates window, select Automatically find new updates and notify me. Select your preferences for Update schedule, Download option, and what action is required when updates are found; see Figure 5-16 on page 113.
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    Figure 5-16   Preferences - Automatic updates

    4.	Click Apply and OK.

    5.8  Enabling the DB2 subsystem for IBM DB2 Analytics Accelerator for z/OS

    To add the IBM DB2 Analytics Accelerator for z/OS to your DB2 for z/OS environment, you must add the DB2 libraries for IBM DB2 Analytics Accelerator for z/OS support to the DB2 base code and create and bind several stored procedures. 

    Follow these steps:

    1.	Use SMP/E to install the required DB2 program temporary fix (PTF) listed in “Database management software” on page 99. You can use the SMP/E REPORT MISSINGFIX command (refer to “Determining missing PTFs” on page 100 for details) to determine the PTFs to install. Follow the installation steps in the PTF description.

    2.	Update your DB2 subsystem’s DSNZPARM using the values shown in the following examples when installing and performing initial testing. You may change these values later to meet your environment’s requirements.

    a.	For DB2 for z/OS Version 10.1, add ACCEL and QUERY_ACCELERATION in macro DSN6SPRM as shown in Example 5-4 on page 114. 

     

    
      
        	
          Note: The ACCEL parameter cannot be changed online. You must stop and restart DB2 for the changes to take effect.

        
      

    

    Example 5-4   Sample DSNZPARM values for DB2 for z/OS Version 10.1
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             DSN6SPRM RESTART,                                             +

                   ALL,                                                    +

                   ACCEL=COMMAND,                                          +

                   QUERY_ACCELERATION=NONE,                                +

                   ABIND=YES,                                              +

                   ABEXP=YES,                                              +

                   ADMTPROC=,                                              +

                   AEXITLIM=10,                                            +

                   AUTH=YES,                                               +
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    b.	For DB2 for z/OS Version 9.1, add ACCEL, ACCEL_LEVEL, and QUERY_ACCELERATION in macro DSN6SPRM, as shown in Example 5-5. 

     

    
      
        	
          Note: ACCEL and ACCEL_LEVEL parameters cannot be changed online. You must stop and restart DB2 for the changes to take effect.

        
      

    

    Example 5-5   Sample DSNZPARM values for DB2 for z/OS Version 9.1
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             DSN6SPRM RESTART,                                             +

                   ALL,                                                    +

                   ACCEL=COMMAND,                                          +

                   ACCEL_LEVEL=V2,                                         +

                   QUERY_ACCELERATION=NONE,                                +

                   ABIND=YES,                                              +

                   ABEXP=YES,                                              +

                   ADMTPROC=,                                              +

                   AEXITLIM=10,                                            +

                   AUTH=YES,                                               +
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    The explanations for these three DSNZPARMs are listed here:

    ACCEL

    This specifies whether accelerator servers can be used with the DB2 subsystem, and how the accelerator servers are to be enabled and started. An accelerator server cannot be started unless it is enabled. 

    NO 	This specifies that accelerator servers cannot be used with the DB2 subsystem.

    AUTO 	This specifies that accelerator servers are automatically enabled and started when the DB2 subsystem is started.

    COMMAND 	This specifies that accelerator servers are automatically enabled when the DB2 subsystem is started. The accelerator servers can be started with the DB2 START ACCEL command.

    ACCEL_LEVEL

    This specifies which version of the accelerator that DB2 is to use. (This is only required for DB2 Version 9.1.) 

    V1 	This specifies that accelerator servers are to use IBM Smart Analytics Optimizer Version 1. V1 is the default.

    V2 	This specifies that accelerator servers are to use IBM DB2 Analytics Accelerator for z/OS Version 2.

    QUERY_ACCELERATION

    This determines the default value that is to be used for the CURRENT QUERY ACCELERATION special register. The default value for QUERY_ACCELERATION is NONE.

    ENABLE 	This specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If there is an accelerator failure while a query is running, or the accelerator returns an error, DB2 returns a negative SQLCODE to the application.

    ENABLE_WITH_FAILBACK

    	This specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If the accelerator returns an error during the PREPARE or first OPEN for the query, DB2 executes the query without the accelerator. If the accelerator returns an error during a FETCH or a subsequent OPEN, DB2 returns the error to the user, and does not execute the query.

    NONE 	This specifies that no query acceleration is done.

    5.9  Setting up the IBM DB2 Analytics Accelerator for z/OS

    You set up the IBM DB2 Analytics Accelerator for z/OS by completing the following tasks. Note that a physical connection from the zEnterprise server to the IBM DB2 Analytics Accelerator for z/OS is not required to complete the following steps.

     

    
      
        	
          Note: The following data set high-level qualifiers (HLQs) are used in this section and in the following sections:

          HLQBASE	HLQ for your DB2 libraries

          HLQSP	HLQ for the IBM DB2 Analytics Accelerator for z/OS stored-procedure libraries

          HLQDB2SSN	HLQ for DB2 subsystem-specific libraries

          HLQXML4C1	HLQ for the XML toolkit

        
      

    

    Setting up WLM application environment for DB2 Analytics Accelerator stored procedures

    A suitable Workload Manager (WLM) setup is required for the DB2 Analytics Accelerator stored procedures. 

    The following libraries are created by the SMP/E APPLY step for the DB2 Analytics Accelerator software.

    <HLQSP>.SAQTSAMP		This contains a job for the installation of the stored procedures, installation verification jobs, sample jobs for calling stored procedures, and XML samples as input for the stored procedures.

    <HLQSP>.SAQTDBRM			This contains database request modules (DBRMs) that must be bound to DB2.

    <HLQSP>.SAQTMOD						This contains shared libraries and load modules for the stored procedures.

    Follow these steps:

    1.	Copy the <HLQSP>.SAQTMOD load-module data-set as <HLQACTIVE>.SAQTMOD and <HLQSP>.SAQTSAMP(AQTENV) to <HLQACTIVE>.SAQTSAMP(AQTENV). This way, you can install updates on the data sets that are controlled by SMP/E under <HLQSP> without affecting your running database environment.

    2.	Create a dedicated WLM environment for the IBM DB2 Analytics Accelerator for z/OS stored procedures. Use the properties as shown in Example 5-6. 

    Example 5-6   Sample WLM environment for DB2 Analytics Accelerator stored procedures
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    Appl Environment Name . . DSNWLMV9

    Description . . . . . . . DB2 V9 default Stored Procedures for DB2 Analytics Accelerator1

    Subsystem type . . . . . DB2

    Procedure name . . . . . DSNWLM

    Start parameters . . . . DB2SSN=&IWMSSNM,APPLENV=DSN

    . . . . . . . . . . . . . WLMV9
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    You can use any valid name for the WLM application environment (DSNWLMV9 in Example 5-6). The value that you enter here is the one used for the !WLMENV! placeholder in the AQTTIJSP job. Refer to 5.9.1, “Creating DB2 objects required by the DB2 Analytics Accelerator” on page 119 for details about the AQTTIJSP job.

    You can use any valid name for the procedure name (DSNWLM in Example 5-6). This must match the name of the JCL procedure defined to start the WLM-managed address space. 

    3.	Add a new JCL procedure in SYS1.PROCLIB or any appropriate JCL procedure library, using the sample shown in Example 5-7. The name of the procedure must match the procedure name defined (DSNWLM in Example 5-6) in the WLM environment. 

    Example 5-7   Sample WLM startup procedure
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    //*************************************************************

    //* PROCEDURE NAME = DSNWLM

    //*

    //* JCL FOR RUNNING THE WLM-ESTABLISHED STORED PROCEDURES

    //* ADDRESS SPACE

    //* RGN -- THE MVS REGION SIZE FOR THE ADDRESS SPACE.

    //* DB2SSN -- THE DB2 SUBSYSTEM NAME.

    //* NUMTCB -- THE NUMBER OF TCBS USED TO PROCESS

    //* END USER REQUESTS.

    //* APPLENV -- THE MVS WLM APPLICATION ENVIRONMENT

    //* SUPPORTED BY THIS JCL PROCEDURE.

    //*

    //* <HLQXML4C1.10> is the HLQ where you have installed the

    //* XML Toolkit for z/OS//*

    //* DB2VERS -- DB2-VERSION (I.E. V910)

    //* SET BY APPLICATION ENVIRONMENT

    //* DSNWLMV9 ==> V910

    //*

    //* The user ID that is used to start the task must have

    //* read access to the <HLQs> in the STEPLIB statement

    //*

    //*************************************************************

    //DSNWLMV9 PROC RGN=0K,APPLENV= DSNWLMV9,NUMTCB=15,

    //IEFPROC EXEC PGM=DSNX9WLM,REGION=&RGN,TIME=NOLIMIT,

    // PARM=’&DB2SSN,&NUMTCB,&APPLENV’

    //STEPLIB DD DISP=SHR,DSN=<HLQDB2SSN>.SDSNEXIT

    // DD DISP=SHR,DSN=<HLQBASE>.SDSNLOAD

    // DD DISP=SHR,DSN=<HLQBASE>.SDSNLOD2

    // DD DISP=SHR,DSN=<HLQACTIVE>.SAQTMOD

    // DD DISP=SHR,DSN=<HLQXML4C1.10>.SIXMLOD1

    //SYSTSPRT DD SYSOUT=A

    //CEEDUMP DD SYSOUT=H

    //OUT1 DD SYSOUT=A

    //UTPRINT DD SYSOUT=A

    //DSSPRINT DD SYSOUT=A

    //SYSPRINT DD SYSOUT=A

    //AQTENV DD DSN=<HLQACTIVE>.SAQTSAMP(AQTENV),DISP=SHR
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    Note the following points:

     –	To avoid conflicts with environment variables that are set for stored procedures of other applications, use a dedicated WLM Application Environment for the IBM DB2 Analytics Accelerator for z/OS stored procedures.

     –	All STEPLIB libraries listed in the JCL must be APF-authorized. 

     –	If your system has more than one IP stack, you must unequivocally identify the one that IBM DB2 Analytics Accelerator for z/OS is supposed to use. To do so, add the following statement to the procedure that starts the address space:

    //SYSTCPD DD DISP=SHR,DSN=<TCPIP.DATA file>

     –	Do not use the NUM ON option in the ISPF editor when modifying the AQTENV data set because this option makes the line numbers in columns 72 to 80 part of the variable value

     

    
      
        	
           DB2 Analytics Accelerator environment variables and NUMTCB:

          The data definition AQTENV in the WLM startup JCL procedure points to a data set in which environment variables are defined. These variables control the behavior of some of the stored procedures.

          The environment variable AQT_MAX_UNLOAD_IN_PARALLEL determines the maximum number of parallel DSNUTILU invocations used by the SYSPROC.ACCEL_LOAD_TABLES stored procedure when loading data from a partitioned table. The default value AQT_MAX_UNLOAD_IN_PARALLEL is '4'. If you increase this value, you must also change the NUMTCB value in the WLM startup JCL procedure. The rule of thumb for the NUMTCB value is: 

          NUMTCB = 3 * AQT_MAX_UNLOAD_IN_PARALLEL + 1

          Refer to “Appendix C. Environment variables” in IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958, for a complete description of DB2 Analytics Accelerator environment variables.

        
      

    

    Verifying correct setup of DB2 supplied stored procedures

    The DB2 supplied stored procedures SYSPROC.ADMIN_INFO_SYSPARM, SYSPROC.DSNUTILU, and SYSPROC.ADMIN_COMMAND_DB2 must use a Workload Manager environment that is separate from the one used by the IBM DB2 Analytics Accelerator for z/OS stored procedures. Verify that this and a few other requirements are met by following the steps listed here.

    1.	Verify that SYSPROC.ADMIN_INFO_SYSPARM, SYSPROC.DSNUTILU and SYSPROC.ADMIN_COMMAND_DB2 each use a separate WLM environment. You can determine the WLM environments used by the DB2 stored procedures using the SQL in Example 5-8.

    Example 5-8   To list WLM environment used by the DB2 stored procedures
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      SELECT SUBSTR(SCHEMA,1,8) AS SCHEMA   

            ,SUBSTR(NAME,1,20)   AS NAME    

            ,WLM_ENVIRONMENT                

      FROM SYSIBM.SYSROUTINES               

      WHERE SCHEMA = 'SYSPROC'              

        AND NAME IN ('ADMIN_INFO_SYSPARM'   

                    ,'DSNUTILU'             

                    ,'ADMIN_COMMAND_DB2')   

      ; 
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    2.	Ensure that NUMTCB is set to 1 (NUMTCB=1) for the SYSPROC.ADMIN_INFO_SYSPARM and SYSPROC.DSNUTILU WLM environments.

    You may use the IBM MVS™ command DISPLAY WLM to determine the JCL PROC associated with the WLM environment, as shown in Example 5-9.

    Example 5-9   DISPLAY WLM command
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    /D WLM,APPLENV=DSNWLMV10_GENERAL

    [image: ]

    The system displays a message similar to Example 5-10. ‘PROC=’ shows the JCL procedure. Browse the JCL procedure in SYS1.PROCLIB and look for the value of NUMTCB.

    Example 5-10   DISPLAY WLM output
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    RESPONSE=DWH1                                                           

     IWM029I  16.29.28  WLM DISPLAY 718                                     

       APPLICATION ENVIRONMENT NAME     STATE     STATE DATA                

       DSNWLMV10_GENERAL                AVAILABLE                           

       ATTRIBUTES: PROC=DSNWLMG  SUBSYSTEM TYPE: DB2 
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    3.	Verify that all the JCL procedures associated with the WLM environments include the following libraries in their STEPLIB statements:

    //STEPLIB DD DISP=SHR,DSN=<HLQDB2SSN>.SDSNEXIT

    // DD DISP=SHR,DSN=<HLQBASE>.SDSNLOAD

    // DD DISP=SHR,DSN=<HLQBASE>.SDSNLOD2

    Defining WLM performance goals for IBM DB2 Analytics Accelerator for z/OS stored procedures

    It is important to define Workload Manager performance goals in such a way that the WLM service class for the IBM DB2 Analytics Accelerator for z/OS stored procedures can provide a sufficient number of additional WLM address spaces in a timely manner when needed. This section discusses the general guidelines for defining WLM performance goals for DB2 Analytics Accelerator. For a more detailed discussion, refer to Chapter 6, “Workload Manager settings for DB2 Analytics Accelerator” on page 143.

    Here are the general guidelines:

    1.	Classify your DDF transactions explicitly.

    2.	Assign the DDF transactions to a WLM service class.

    3.	Make sure that the performance objectives of this service class are in accordance with the objectives for the rest of the workload on your system. The service class for IBM DB2 Analytics Accelerator for z/OS stored procedures must have at least medium priority.

    4.	Assign the address spaces for the stored procedures to a separate service class for started tasks (STC). This ensures that the address spaces can be started before DDF transactions (stored procedures) start running.

    WLM performance goals for SYSPROC.ACCEL_LOAD_TABLES

    The SYSPROC.ACCEL_LOAD_TABLES stored procedure is a special case because it starts one or more instances of the SYSPROC.DSNUTILU stored procedure (the DB2 Unload Utility) in turn. To start these procedures without delay, you must classify their workload accordingly.

    To call the SYSPROC.ACCEL_LOAD_TABLES stored procedure from a remote environment such as IBM DB2 Analytics Accelerator Studio, you must explicitly classify your DDF workload:

    •Create an additional classification rule with the PR attribute, for example by creating a subrule to an already existing default rule.

    •To this classification rule, assign a service class with a medium-to-high priority.

    If the SYSPROC.ACCEL_LOAD_TABLES stored procedure is called from a local z/OS environment, for instance a batch job, you must also ensure that a service class with medium-to-high priority is assigned to this stored procedure.

    5.9.1  Creating DB2 objects required by the DB2 Analytics Accelerator

    The AQTTIJSP installation job creates DB2 for z/OS tables and creates and binds stored procedures required by the IBM DB2 Analytics Accelerator for z/OS. The JCL is in <HLQSP>.SAQTSAMP(AQTTIJSP). Use a user ID with DB2 SYSADM authority to execute this job.

    1.	Edit the JCL following the instruction in the comments section of the JCL. 

    2.	Submit <HLQSP>.SAQTSAMP(AQTTIJSP) to create and bind the stored procedures in DB2.

    Verifying the DB2 Analytics Accelerator stored procedure

    Two JCLs, namely AQTSJI00 and AQTSJI01, are provided to verify that the stored procedure are installed correctly. These JCLs can also be used to collect diagnostics information.

    The first job, <HLQSP>SAQTSAMP(AQTSJI00), lists the contents of SYSACCEL.* tables, DB2 Communication Database (CDB), and other DB2 catalog tables relevant to the DB2 Analytics Accelerator. Edit the JCL according to the instructions in the comments section of the JCL, and submit the job. The job completes with return code 0. Browse the job log to ensure there are no errors.

    The second job, <HLQSP>SAQTSAMP(AQTSJI01), uses the DB2 command line processor (DB2 CLP) to test a few DB2 stored procedures. For this job to run successfully, DB2 CLP must be properly configured. DB2 CLP executes in z/OS UNIX System Services. The job requires two files in your UNIX System Services. Log on to UNIX System Services using any of your preferred methods (TSO ISHELL, TSO MVS, Putty or any other telnet client). Create a .profile file in your home directory using the sample shown in Example 5-11. Ensure the paths specified in the file are correct for your environment. The file $HOME/.profile is used for setting your environment variables.

    Example 5-11   Sample .profile file
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    alias db2="java com.ibm.db2.clp.db2"                                

    DB2PATH=/usr/lpp/db2/db2910                                         

    JDBCPATH=$DB2PATH/db2910_jdbc                                       

    CLPPATH=$DB2PATH/db2910_base                                        

    CLASSPATH=$JDBCPATH/classes/db2jcc.jar                              

    CLASSPATH=$CLASSPATH:$JDBCPATH/classes/db2jcc_javax.jar             

    CLASSPATH=$CLASSPATH:$JDBCPATH/classes/sqlj.zip                     

    CLASSPATH=$CLASSPATH:$JDBCPATH/classes/db2jcc_license_cisuz.jar     

    CLASSPATH=$CLASSPATH:$CLPPATH/lib/clp.jar                           

    export CLASSPATH                                                    

    export LIBPATH=$JDBCPATH/lib:$LIBPATH                               

    export PATH=$JDBCPATH/bin:$PATH                                     

    export CLPPROPERTIESFILE=$HOME/clp.properties 
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    The second file, $HOME/clp.properties stores the connection string for connecting to your DB2 subsystem. The syntax of the string is: 

    <shortcut>=<db2host>:<db2port>/<db2location>,<uid>,<password>

    Where

    <db2host>	This is the host name or IP address of the System z server on which DB2 runs.

    <db2port>	This is the port for network connections between the DB2 command-line client and the DB2 host. 

    <db2location>	This is the location of the DB2 subsystem that is supposed to interact with an accelerator.

    <uid>	This is the DB2 ID of the user running the tests.

    <password>	This is the password of the user running the tests.

    You can obtain the connection information by executing the DB2 command DISPLAY DDF; see Example 5-12.

    Example 5-12   Sample DISPLAY DDF output
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    RESPONSE=DWH1                                                    

     DSNL080I  -DA12 DSNLTDDF DISPLAY DDF REPORT FOLLOWS:            

     DSNL081I STATUS=STARTD                                          

     DSNL082I LOCATION           LUNAME            GENERICLU         

     DSNL083I DWHDA12            DEIBMIPS.IPWASA12 -NONE             

     DSNL084I TCPPORT=10512 SECPORT=0     RESPORT=10612 IPNAME=-NONE 

     DSNL085I IPADDR=::9.152.87.128                                  

     DSNL086I SQL    DOMAIN=boedwh1.boeblingen.de.ibm.com            

     DSNL105I CURRENT DDF OPTIONS ARE:                               

     DSNL106I PKGREL = COMMIT                                        

     DSNL099I DSNLTDDF DISPLAY DDF REPORT COMPLETE 
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    Create a clp.properties file in your home directory as shown in Example 5-13.

    Example 5-13   Sample clp.properties file
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    DB2SYS=boedwh1.boeblingen.de.ibm.com:10512/DWHDA12,userid,password
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    1.	Edit member <HLQSP>.SAQTSAMP(AQTSCI01). Replace !DB2ALIAS! with the <db2host> you entered in the clp.properties file.

    2.	Edit the JCL <HLQSP>.SAQTSAMP(AQTSJI01) according to the instructions in the comments section of the JCL and submit the job. The job should end with return code 0. Browse the job log to ensure there are no errors.

     

    
      
        	
          Note: The “DB2 command line processor (DB2 CLP)” on DB2 for z/OS is a Java application that runs under UNIX System Services. You can use the command line processor to issue SQL statements, bind DBRMs that are stored in HFS files, and call stored procedures. DB2 CLP is installed by default with DB2 V9 for z/OS and DB2 V10 for z/OS.

        
      

    

    5.10  Connecting the IBM DB2 Analytics Accelerator for z/OS and DB2

    Follow the steps listed here to enable communication between the IBM DB2 Analytics Accelerator for z/OS and DB2.

    5.10.1  Creating a connection profile to the DB2 subsystem

    To gain access to a DB2 subsystem from the IBM DB2 Analytics Accelerator Studio (Accelerator Studio), you need a connection profile for that DB2 subsystem. 

    This task only needs to be performed one time for a DB2 subsystem. The information is saved in a connection profile. After you create a profile, you can reconnect to a database by double-clicking the icon representing it in the Administration Explorer, as discussed in 9.2.2, “Connecting to a DB2 subsystem” on page 206.

    1.	Launch the Accelerator Studio GUI:

    Start → IBM DB2 Analytics Accelerator Studio 2.1 → IBM DB2 Analytics Accelerator Studio 2.1

    2.	Be sure you are presented with the “Accelerator” Perspective as indicated in the top right corner of the Accelerator Studio. If not, in the top menu bar, click Windows → Open Perspective → Other and select Accelerator (Figure 5-17 on page 122).
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    Figure 5-17   List of available perspectives

    3.	On the header of the Administration Explorer on the left, click the down arrow next to New and select New Connection Profile (Figure 5-18).
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    Figure 5-18   Creating a new connection profile

    4.	In the New Connection window (Figure 5-19 on page 123), enter this information:

    a.	From the Select a database manager list, select DB2 for z/OS. Make sure that in the JDBC driver drop-down list IBM Data Server Driver for JDBC and SQLJ (JDBC 4.0) Default is selected.

    b.	In the Location field, enter the location name of the DB2 subsystem.

    c.	In the Host field, enter the host name or the IP address of the data server where the DB2 subsystem is located.

    d.	In the Port field, enter the DB2 subsystem TCP port number.

    e.	In the User name field, type the user ID that you want to use to log on to the database server. (The user ID must have sufficient rights to run the stored procedures behind the IBM DB2 Analytics Accelerator Studio functions.)

    f.	In the Password field, type the password belonging to the logon user ID.

    g.	Click Test Connection to check whether you can log on to the database server, then click Finish.

     

    
      
        	
          Tip: By default, the new connection will have same name as the DB2 for z/OS location name.

          If you prefer to use a different name, for example the subsystem ID (SSID) of the DB2 subsystem, uncheck the Use default naming convention check box and enter the name you prefer to use in the Connection Name field.

        
      

    

    [image: ]

    Figure 5-19   New Connection window

    5.	In Administration Explorer you can see that you are now connected to the DB2 subsystem. It will display the DB2 version and the mode as shown in Figure 9-4 on page 205.

    5.10.2  Binding DB2 Query Tuner packages and granting user privileges

    Using IBM DB2 Analytics Accelerator Studio, you can compare the DB2 access plans both with and without an accelerator. This functionality allows you to see whether a query can be accelerated. To enable this function, you must create and bind certain DB2 packages and grant the EXECUTE privilege to the users of these applications.

     

    
      
        	
          Tip: You can skip this step if you have already have IBM Optim Query Tuner or IBM Data Studio and have already bound these plans and packages.

        
      

    

    You can bind the required DB2 packages from the Accelerator Studio:

    1.	In Administration Explorer, right-click the icon representing the DB2 subsystem and select Start Tuning as shown in Figure 5-20.
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    Figure 5-20   Selecting Start Tuning to bind packages and plans

    2.	The warning message shown in Figure 5-21 will display if you do not have an IBM Optim Query Tuner license. Clicking Yes allows you to continue.
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    Figure 5-21   License warning message

    3.	Next, click the Configuration wizard as shown in Figure 5-22 on page 125.
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    Figure 5-22   Configuration wizard

    4.	In the “Bind Packages” window, as shown in Figure 5-23 on page 126, enter a name for Package owner and put a check mark next to Grant or revoke authorizations on packages. Click Next to continue.
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    Figure 5-23   Binding packages

    5.	In the “Create EXPLAIN tables” window (which is shown in Figure 5-25 on page 127), first click New to create a new database.

    Then, in the “Create Database” window (Figure 5-24), enter a new database name and other required information, and then click Create.
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    Figure 5-24   Creating a database

    6.	Moving again to the “Create EXPLAIN tables” window (Figure 5-25 on page 127), now enter the required information for creating table spaces and click Next.
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    Figure 5-25   Creating EXPLAIN tables

    7.	In the “Create Query Tuner” window shown in Figure 5-26 on page 128, enter the required information for creating table spaces and then click Next.
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    Figure 5-26   Creating Query Tuner

    8.	In the “Grant Privileges on Query Tuner Packages” window, shown in Figure 5-27 on page 129, click the plus (+) sign to add a new line. 
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    Figure 5-27   Granting privileges on Query Tuner Packages 

    9.	Enter the user ID to which you want to grant execute on the Query Tuner packages. You can grant privileges to multiple users by adding additional lines. 

    As shown in Figure 5-28 on page 130, you may grant execute privilege to PUBLIC instead of to individual users. Click Next to continue.

    [image: ]

    Figure 5-28   Granting execute privilege on Query Tuner Packages to PUBLIC

    10.	Click Finish in the summary window. The Configuration wizard binds the packages and creates the necessary EXPLAIN and Query Tuner tables. See Figure 5-29 on page 131.
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    Figure 5-29   Summary window

    11.	You can ignore the warning about “'workload control center stored procedure” as displayed in Figure 5-30. Click OK.
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    Figure 5-30   Warning about Workload Center stored procedure

    12.	Figure 5-31 on page 132 displays when the required packages for Visual Explain have been bound and the required tables created successfully.
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    Figure 5-31   Successful completion of database configuration

    Creating DSN_QUERYINFO_TABLE

    In addition to the EXPLAIN tables created, you will need the query information table. The query information table, DSN_QUERYINFO_TABLE, is populated by the EXPLAIN process. It contains information about the eligibility or ineligibility of the query for acceleration. It also contains the reason for ineligibility, if the query is ineligible for acceleration. 

    You can create DSN_QUERYINFO_TABLE by using the sample SQL shown in Example 5-14.

    Example 5-14   Sample SQL for DSN_QUERYINFO_TABLE
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      SET CURRENT SQLID='IDAA4';

     

    --DROP TABLESPACE IDAA4DB.IDAA4ATS;

    --COMMIT;

     

      CREATE TABLESPACE IDAA4ATS

        IN IDAA4DB

        USING STOGROUP SYSDEFLT

        PRIQTY -1 SECQTY -1

        ERASE NO

        FREEPAGE 0 PCTFREE 5

        GBPCACHE CHANGED

        TRACKMOD YES

        SEGSIZE 16

        BUFFERPOOL BP0

        LOCKSIZE ANY

        LOCKMAX SYSTEM

        CLOSE NO

        COMPRESS NO

        CCSID UNICODE

        DEFINE YES

        MAXROWS 255;

     

    -- DROP TABLE DSN_QUERYINFO_TABLE;

     

      CREATE TABLE DSN_QUERYINFO_TABLE(

        QUERYNO        INTEGER      NOT NULL WITH DEFAULT,

        QBLOCKNO       SMALLINT     NOT NULL WITH DEFAULT,

        QINAME1        VARCHAR(128) NOT NULL WITH DEFAULT,

        QINAME2        VARCHAR(128) NOT NULL WITH DEFAULT,

        APPLNAME       VARCHAR(24)  NOT NULL WITH DEFAULT,

        PROGNAME       VARCHAR(128) NOT NULL WITH DEFAULT,

        VERSION        VARCHAR(122) NOT NULL WITH DEFAULT,

        COLLID         VARCHAR(128) NOT NULL WITH DEFAULT,

        GROUP_MEMBER   VARCHAR(24)  NOT NULL WITH DEFAULT,

        SECTNOI        INTEGER      NOT NULL WITH DEFAULT,

        SEQNO          INTEGER      NOT NULL WITH DEFAULT,

        EXPLAIN_TIME   TIMESTAMP    NOT NULL WITH DEFAULT,

        TYPE           CHAR(8)      NOT NULL WITH DEFAULT,

        REASON_CODE    SMALLINT     NOT NULL WITH DEFAULT,

        QI_DATA        CLOB(2M)     NOT NULL WITH DEFAULT,

        SERVICE_INFO   BLOB(2M)     NOT NULL WITH DEFAULT,

        QB_INFO_ROWID  ROWID        NOT NULL GENERATED ALWAYS

      ) IN IDAA4DB.IDAA4ATS CCSID UNICODE;

     

      CREATE LOB TABLESPACE DSNLOBT4

        IN IDAA4DB

        USING STOGROUP SYSDEFLT

        PRIQTY -1 SECQTY -1

        ERASE NO

        GBPCACHE CHANGED

        LOG YES

        DSSIZE 4 G

        BUFFERPOOL BP8K0

        LOCKSIZE ANY

        LOCKMAX SYSTEM

        CLOSE YES

        DEFINE YES;

     

      CREATE AUX TABLE DSN_QUERYINFO_AUX

        IN IDAA4DB.DSNLOBT4

        STORES DSN_QUERYINFO_TABLE COLUMN QI_DATA;

        CREATE TYPE 2 INDEX DSN_QUERYINFO_AUXINX

        ON DSN_QUERYINFO_AUX;

      CREATE LOB TABLESPACE DSNLOBT5

        IN IDAA4DB

        USING STOGROUP SYSDEFLT

        PRIQTY -1 SECQTY -1

        ERASE NO

        GBPCACHE CHANGED

        LOG YES

        DSSIZE 4 G

        BUFFERPOOL BP8K0

        LOCKSIZE ANY

        LOCKMAX SYSTEM

        CLOSE YES

        DEFINE YES;

     

      CREATE AUX TABLE DSN_QUERYINFO_AUX2

        IN IDAA4DB.DSNLOBT5

        STORES DSN_QUERYINFO_TABLE COLUMN SERVICE_INFO;

        CREATE TYPE 2 INDEX DSN_QUERYINFO_AUXINX2

        ON DSN_QUERYINFO_AUX2;
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    5.10.3  Obtaining the pairing code for authentication

    Communication between an accelerator and a DB2 subsystem requires both components to share credentials. These credentials are generated after you submit a temporarily valid pairing code. 

     

    
      
        	
          Note: This step is required each time you add a new accelerator.

        
      

    

    1.	Obtain the IP address of the accelerator from your network administrator.

    2.	Start a 3270 emulator and log on to TSO/ISPF.

    3.	Enter the following command as shown in Example 5-15.

    tso telnet <hostname> 1600

    Where 

    <hostname>	This is the IP address of the accelerator that is connected to the DB2 for z/OS data server.

    1600	This is the number of the port configured for accessing the IBM DB2 Analytics Accelerator Console using a telnet connection between the DB2 for z/OS data server and the accelerator.

    Example 5-15   Command used to telnet to the DB2 Analytics Accelerator console
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    tso telnet 10.101.8.100 1600
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    4.	Press Enter until you receive a prompt to enter the console password. Enter your console password (Figure 5-32) and press Enter. 

     

    
      
        	
          Initial password: The initial DB2 Analytics Accelerator console password is dwa-1234, and it is case sensitive. 

          After you log in for the first time, you will be prompted to change the console password.

        
      

    

    
      
        	
          Enter password (use PF3 to hide input): 

        
      

    

    Figure 5-32   Prompt for DB2 Analytics Accelerator console password

    5.	You are presented with the IBM DB2 Analytics Accelerator Console (Figure 5-33 on page 135). Type 1 and press Enter to generate a pairing code.

    
      
        	
          Licensed Materials - Property of IBM                                     

          5697-SAO                                                                 

          (C) Copyright IBM Corp. 2009, 2012.                                      

          US Government Users Restricted Rights -                                  

          Use, duplication or disclosure restricted by GSA ADP Schedule            

          Contract with IBM Corporation                                            

                                                                                   

           **********************************************************************  

           * Welcome to the IBM DB2 Analytics Accelerator Console                  

           **********************************************************************  

                                                                                   

           You have the following options:                                         

           (1) - Generate a pairing code and display IP-address and port.          

           (2) - Execute 'nzstart' on the Netezza host.                            

           (3) - Execute 'nzstate' on the Netezza host.                            

           (4) - Execute 'nzstop' on the Netezza host.                             

           (5) - Change the configuration console password.                        

           (x) - Exit the Configuration Console. 

        
      

    

    Figure 5-33   IBM DB2 Analytics Accelerator Console

    6.	The window shown in Figure 5-34 displays, asking for how long the pairing code should be valid. The pairing code generated is temporary and is only valid for the duration you specify here. You need to add an accelerator to your DB2 subsystem using Accelerator Studio (see 5.7.2, “Adding the Accelerator Studio plug-in to IBM Data Studio” on page 109) within this time. 

    To accept the default value of 30 minutes, press the Enter key. 

    
      
        	
          Specify for how long you want the pairing code          

          to be valid. Enter a value between 5 and 1440 minutes.  

          Press <return> to accept the default of 30 minutes.     

          Cancel the process by entering 0. 

        
      

    

    Figure 5-34   Validity of the pairing code

    7.	The system generates a pairing code and displays a window similar to Figure 5-35. A pairing code is valid for a single try only. Furthermore, the code is bound to the IP address that is displayed on the console. 

    Be sure to save the Pairing code, IP address and Port, because you will need this information in the next step.

    
      
        	
          Accelerator pairing information: 

            Pairing code  : 8411           

            IP address    : 10.101.8.100   

            Port          : 1400           

            Valid for     : 30 minutes     

                                           

          Press <return> to continue 

        
      

    

    Figure 5-35   Accelerator pairing information

     

    
      
        	
          Tip: The TSO/ISPF telnet session does not scroll automatically. When the window is filled, the message HOLDING will display on the bottom right. To display the next window, press CLEAR.

        
      

    

     

    5.10.4  Completing the authentication using the Add New Accelerator wizard 

    To complete the authentication, enter the IP address, port number, and the pairing code in the Add Accelerator wizard in the Accelerator Studio.

    1.	In Accelerator Studio, connect to the DB2 subsystem (see 9.2.2, “Connecting to a DB2 subsystem” on page 206). 

    2.	In Administration Explorer, double-click the Accelerators folder (Figure 5-36).
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    Figure 5-36   Accelerators folder

    3.	The Object List Editor lists all the existing accelerators available to the DB2 subsystem and its status. To add a new accelerator, right-click a blank line and select Add (Figure 5-37).
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    Figure 5-37   Object List Editor

    4.	In the Add Accelerator wizard, shown in Figure 5-38 on page 137, enter a new name for the new accelerator and the pairing code, IP address, and port number you obtained in 5.10.3, “Obtaining the pairing code for authentication” on page 134.
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    Figure 5-38   Add Accelerator wizard

    5.	Click Test Connection to test the connection from the DB2 subsystem to the accelerator. A window similar to Figure 5-39 should display. If it does not, not fix the error and test again.
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    Figure 5-39   Successfully tested connection to accelerator

    6.	Click OK to clear the information message received. Then click OK on the Add Accelerator wizard. The window in Figure 5-40 on page 138 indicates that the accelerator has been added.
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    Figure 5-40   Accelerator successfully added to DB2 subsystem

    7.	Click OK to clear the information window. The Accelerator Panel in Figure 5-41 shows the new accelerator. 
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    Figure 5-41   New accelerator in the Accelerator Panel

    5.10.5  Testing stored procedures with the DB2 Analytics Accelerator

    Installation JCL AQTSJI02 is provided to test the DB2 Analytics Accelerator stored procedure with DB2 Analytics Accelerator. This JCL connects to the DB2 Analytics Accelerator and adds and loads the table SYSACCEL.SYSACCELERATORS to the DB2 Analytics Accelerator. Enable the table for acceleration and the end of the test removes the table from the DB2 Analytics Accelerator. 

    The JCL AQTSJI02 invokes the DB2 CLP script AQTSCI02. This DB2 CLP script also contains code for adding and removing the accelerator. This is commented out by default.

    Follow these steps perform the test: 

    1.	Edit member <HLQSP>.SAQTSAMP(AQTSXTCO). 

    a.	Replace !IDAAA! with the name of the accelerator you entered in 5.10.4, “Completing the authentication using the Add New Accelerator wizard” on page 136.

    b.	Replace !DB2ALIAS! with the <db2host> you entered in the clp.properties file.

    2.	Edit member <HLQSP>.SAQTSAMP(AQTSCI02), and replace !IDAAA! with the name of the accelerator you entered in 5.10.4, “Completing the authentication using the Add New Accelerator wizard” on page 136. 

    There are other parameters, such as the accelerator’s IP address, mentioned in the comments of the scripts. These parameters are only needed if you are testing adding the accelerator in batch.

    3.	Edit member <HLQSP>.SAQTSAMP(AQTSJI02).

    a.	Add a valid JOBCARD.

    b.	Replace the string '!SAQTSAMP!' with the name of the SAQTSAMP library.

    4.	Submit the JCL. If all steps in AQTSJI02 end with return code 0, the setup is complete.

    5.11  Updating DB2 Analytics Accelerator software

    Rolling in maintenance in System z environments is typically performed in separate steps. New software levels are applied first to test and development systems. After verification of a new software level’s functionality it is typically applied to preproduction and finally to production environments. 

    If a DB2 Analytics Accelerator is shared between production and non-production environments, be aware that updating software levels on the DB2 Analytics Accelerator (that is, either DB2 Analytics Accelerator or Netezza code updates) have the same implications as in all other shared environments. 

    An example other shared environments are disk controllers that are used for disks that host production and non-production data. These shared environments do not allow for pretesting software levels before applying them to production systems, because there is only a single point where a new software level can be applied.

    The DB2 Analytics Accelerator uses four different software components besides the DB2 Analytics Accelerator Studio:

    •DB2 for z/OS code level

    This can be obtained through MEPL output.

    •Stored procedure code level

    This can be obtained by calling any of the DB2 Analytics Accelerator stored procedures and providing the XML shown in Example 5-16 as input to the MESSAGE parameter of the procedure.

    Example 5-16   XML input to Message parameter of Accelerator procedures for version information
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    <?xml version="1.0" encoding="UTF-8" ?>

    <spctrl:messageControl xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0" versionOnly="true">

    </spctrl:messageControl>
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    The output value in the MESSAGE parameter will contain detailed information about the procedures wrapped in an XML. Be aware that this information is used by Support only and might change.

    Example 5-17   XML output for version information
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    <?xml version="1.0" encoding="UTF-8" ?>

    <dwa:messageOutput xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <message severity="informational" reason-code="AQT10001I">

    <text>Product version: 2&lt;br/&gt;

    Build label: 20120111-0951&lt;br/&gt;

    Build timestamp: 2012-01-11 09:52:34&lt;br/&gt;

    Build platform: OS/390 DWA1 21.00 03 2094&lt;br/&gt;

    Support level: 1&lt;br/&gt;

    DRDA protocol level: AQT_0000000000000002_0000000000000004_0000000000000000&lt;br/&gt;</text>

    <description>To include version information about IBM DB2 Analytics Accelerator for z/OS in the MESSAGE output parameter as shown in the message text, you can set the version attribute in the XML MESSAGE input parameter for any IBM DB2 Analytics Accelerator for z/OS stored procedure. To do so, set the versionOnly attribute to the value true;</description>

    <action></action>

    </message></dwa:messageOutput>
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    •DB2 Analytics Accelerator (DB2 Analytics Accelerator) code level

    •Netezza (NPS) code level

    DB2 Analytics Accelerator and Netezza software levels can be obtained from the GUI and are labeled as follows:

    Software version refers to the DB2 Analytics Accelerator code level.

    Netezza version refers to the Netezza code.

    Figure 5-42 illustrates locating the correct information from the Manage Accelerator panel.
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    Figure 5-42   Obtaining DB2 Analytics Accelerator and NPS software versions from DB2 Analytics Accelerator Studio

    Collecting version information from DB2 Analytics Accelerator Studio

    A convenient way to collect information for all four components for opening PMRs related to DB2 Analytics Accelerator is to collect the trace information from DB2 Analytics Accelerator Studio. 

    Follow these steps:

    1.	To store a trace on your local machine, click Save in the “Manage” panel within DB2 Analytics Accelerator Studio; see Figure 5-42. 

    2.	In the “Save Trace” window shown in Figure 5-43 on page 141, make sure you only place a check mark next to Eclipse error log.
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    Figure 5-43   Saving Eclipse error log to obtain all required version information

    3.	When you click OK, DB2 Analytics Accelerator Studio will create a compressed file in the specified folder. 

    If you decompress the file, you observe a text file named version-yyyymmdd-hhmmss-nnn.txt. This text file contains all the required version information that is needed to analyze potential problems. You can attach this file to your PMR. IBM Support will know how to interpret the content.

     

    
      
        	
          Important: 

          •When opening PMRs related to DB2 Analytics Accelerator, make sure you include all four software levels to allow for correct problem determination.

          •When applying changes to one of these code levels, make sure that all code levels combined are working together and are approved by IBM. Strictly avoid using non-tested code level combinations because untested code level combinations can result in error messages and unpredictable results.

        
      

    

     

    

    1 The short name DB2 Analytics Accelerator is often used instead of IBM DB2 Analytics Accelerator for z/OS in parameters and figures.
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Workload Manager settings for DB2 Analytics Accelerator

    Workload Manager (WLM) plays a central role in the optimization of System z resources. Consequently, you need to take the following WLM considerations into account and examine them in the context of your own environment:

    •DB2 address space WLM classification

    •Stored procedures

     –	WLM-managed environment definitions

     –	SP Workload classification

    •Exploitation of WLM client information fields for optimal workload classification and reporting

    Specific to the DB2 Analytics Accelerator, these considerations are also important:

    •DB2 Analytics Accelerator-supplied stored procedures have various requirements specific to WLM.

    •As of the time of writing, DB2 Analytics Accelerator does not honor WLM dispatching priorities. Queries are treated as they arrive into the DB2 Analytics Accelerator system. z/OS WLM priorities are ignored by the DB2 Analytics Accelerator.

     

    •A System z workload executing with a low priority in a busy system might not be able to fetch or obtain data from the DB2 Analytics Accelerator quickly. This situation might degrade DB2 Analytics Accelerator performance overall, because resources are kept blocked in the DB2 Analytics Accelerator while data is being extracted from it.

     

    
      
        	
          Attention: A slow-running, low priority process in z/OS that fetches data from the DB2 Analytics Accelerator at a slow speed can degrade the DB2 Analytics Accelerator response time of other queries by blocking resources inside the appliance.

        
      

    

    The following topics are discussed in this chapter:

    •General WLM concepts and considerations

    •WLM considerations for DB2 address spaces

    •WLM considerations for the sample workload scenario

    •WLM considerations for DB2 Analytics Accelerator stored procedures

    •Defining classification rules for stored procedures

    6.1  General WLM concepts and considerations

    The idea behind WLM is to make a contract between the installation (as defined by the performance administrator) and the operating system. The installation classifies the work running on the z/OS operating system in distinct service classes. The installation defines business importance and goals for the service classes. WLM uses these definitions to manage the work across all systems of a sysplex environment. WLM will adjust dispatch priorities and resource allocations to meet the goals of the service class definitions. It will do this in order of the importance specified, with the highest first. Resources include processors, memory, and I/O processing.

    All the business performance requirements of an installation are stored in a service definition. There is only one service definition for the entire sysplex. This definition is given a name and is stored in the WLM couple data set accessible by all z/OS images in the sysplex. In addition, there is a work data set that is used for backup and for policy changes.

    The service definition contains the elements that WLM uses to manage the workloads:

    •Service policies

    •Workloads

    •Service classes

    •Report classes

    •Performance goals

    •Classification rules and classification groups

    •Resource groups

    Figure 6-1 shows the hierarchical relation between the WLM components.

    [image: ]

    Figure 6-1   WLM components relationship

    This section briefly describes some of the WLM components that are of more relevance for our environment.

    Service policies

    The service definition consists of one or more service policies. There is only one active service policy at a time in the sysplex. A service policy is a named collection of performance goals and processing capacity bounds. It is composed of workloads, which consist of service classes and resource groups. Two different service policies share the same set of service classes, yet the performance goals can be different.

    Workloads 

    Workloads are arbitrary names used to group various service classes together for reporting and accounting purposes. At least one workload is required. A workload is a named collection of service classes to be tracked and reported as a unit. It does not affect the management of work. You can arrange workloads by subsystem (such as CICS or IMS), by major workload (for example, production, batch, or office), or by line of business (ATM, inventory, or department). The IBM Resource Measurement Facility™ (IBM RMF™) Workload Activity Report groups performance data by workload and by service class periods within workloads.

    Service classes

    A service class is a key construct for WLM. Each service class has at least one period, and each period has one goal. Address spaces and transactions are assigned to service classes using classification rules. 

    Within a workload, a group of work with similar performance requirements can share the same service class. Service class describes a group of work within a workload with similar performance characteristics. A service class is associated with only one workload, and it can consist of one or more periods.

    Report classes

    Report classes refers to an aggregate set of work for reporting purposes. You can use report classes to analyze the performances of individual workloads running in the same or different service classes. Work is classified into report classes using the same classification rules that are used for classification into service classes. 

    A useful way to contrast report classes to service classes is that report classes are used for monitoring work; service classes are primarily to be used for managing work.

    Reporting current WLM settings

    To better understand our WLM settings, we used the WLM Service Definition Formatter. This tool assists in displaying the WLM service definition. 

    You can use this tool by downloading the WLM service definition to your workstation and loading it into the spreadsheet. Use the various worksheets to display parts of your service definition to get a better overview of your WLM definitions.

    Note that this tool is not a service definition editor. All modifications to the WLM service definition must be entered through the WLM Administrative Application. We downloaded our no fee copy from the following web site:

    http://www.ibm.com/systems/z/os/zos/features/wlm/tools/sdformatter.html

    To format WLM definitions, follow these directions:

    1.	In the ISPF WLM panel, go to File → option 5. Print to print the WLM definitions; see Example 6-1 on page 147.

    Example 6-1   Print WLM definitions in ISPF
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    File  Utilities  Notes  Options  Help                                   

     +--------------------+ ---------------------------------------------------

     | 5  1. New          |         Definition Menu         WLM Appl LEVEL023  

     |    2. Open         | __________________________________________________ 

     |    3. Save         |                                                    

     |    4. Save as      | . : none                                           

     |    5. Print        |                                                    

     |    6. Print as GML | . . DEFAULT   (Required)                           

     |    7. Cancel       | . . BB default WLM policy                          

     |    8. Exit         |                                                    

     +--------------------+                                                    

     following options. . . . . ___  1.   Policies                             

                                     2.   Workloads                            

                                     3.   Resource Groups                      

                                     4.   Service Classes                      

                                     5.   Classification Groups                

                                     6.   Classification Rules                 

                                     7.   Report Classes                       

                                     8.   Service Coefficients/Options         

                                     9.   Application Environments             

                                     10.  Scheduling Environments 
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    2.	After this operation completes, the message Output written to ISPF list data set. (IWMAM001) displays. Leave ISPF and save the list using option 4. Keep data set - New of the List Data Set Disposition dialog; see Example 6-2.

    Example 6-2   Saving the ISPF list data set
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    Specify Disposition of Log and List Data Sets                 

    Command ===>                                                                  

                                                                       More:     +

    Log Data Set (IDAA1.DWH1.SPFLOG2.LIST) Disposition:                           

    Process Option . . . .    1. Print data set and delete                        

                              2. Delete data set without printing                 

                              3. Keep data set - Same                             

                                 (allocate same data set in next session)         

                              4. Keep data set - New                              

                                 (allocate new data set in next session)          

    Batch SYSOUT class . .                                                        

    Local printer ID or                                                           

    writer-name  . . . . .                                                        

    Local SYSOUT class . .                                                        

                                                                                  

    List Data Set (IDAA1.DWH1.SPF2.LIST) Disposition:                             

    Process Option . . . . 4  1. Print data set and delete                        

                              2. Delete data set without printing                 

                              3. Keep data set - Same                             

                                 (allocate same data set in next session)         

                              4. Keep data set - New                              

                                 (allocate new data set in next session)          

    Batch SYSOUT class . .                                                        

    Local printer ID or                                                           

    writer-name  . . . . .                                                        

    Local SYSOUT class . . 
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    Example 6-3 shows the ISPF confirmation displayed when the list data set is saved.

    Example 6-3   Confirmation ISPF list has been kept
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    IDAA1.DWH1.SPFLOG2.LIST has been deleted.

     IDAA1.DWH1.SPF1.LIST has been kept.      

    READY 

    [image: ]

    Example 6-4 shows an extract of the ISPF WLM list as printed after these steps were followed.

    Example 6-4   Service Definition print
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    1 * Service Definition DEFAULT - BB default WLM policy

     

        6 workloads, with 25 service classes

        5 resource groups

        2 service policies

        1 classification group

        13 subsystem types

        8 report classes

        27 application environments

        1 scheduling environment

        1 resource

    ...

     

     

          * Workload BATCH - Batch workload

     

            13 service classes are defined in this workload.

     

              * Service Class BATCHHI - Batch vel 40 imp 2

     

                Base goal:

                CPU Critical flag: NO

     

                  #  Duration   Imp  Goal description

                  -  ---------  -    ----------------------------------------

                  1             2    Execution velocity of 40

    ...
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    This file can be transferred to a workstation and formatted using the WLM Service Definition Formatter. Figure 6-2 on page 149 shows this tool’s main window.
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    Figure 6-2   WLM Service definition formatter

    6.2  WLM considerations for the DB2 address spaces

    Use the following service classes for non-DBMS address spaces.

    •SYSSTC service class for:

     –	IBM VTAM® and TCP/IP address spaces

     –	IRLM address space (IRLMPROC)

    IRLM must be eligible for the SYSSTC service class. To make IRLM eligible for SYSSTC, you do not need to classify IRLM to one of your own service classes.

    •An installation-defined service class with a high velocity goal for DB2 (all address spaces, except for the DB2-established stored procedures address space):

     –	%%%%MSTR

     –	%%%%DBM1

     –	%%%%DIST (DDF address space)

    When you set response time goals for Distributed Data Facility (DDF) threads or for stored procedures in a WLM-established address space, the only work that is controlled by the DDF or stored procedures velocity goals are the DB2 service tasks (work performed for DB2 that cannot be attributed to a single user). The user work runs under separate goals for the enclave.

    In our test environment, all the DB2 address spaces were running in SYSSTC, which can be verified by using SDSF; see Example 6-5.

    Example 6-5   SDSF showing DB2 Address Spaces Service Classes
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     SDSF DA DWH1     DWH1     PAG  0  CPU/L     1/  1      LINE 1-5 (5)          

     COMMAND INPUT ===>                                            SCROLL ===> CSR

     NP   JOBNAME  ame  SPag SCPU% Workload SrvClass SP ResGroup Server   Quiesce 

          DA12MSTR         0     1 SYSTEM   SYSSTC    1          NO               

          DA12IRLM         0     1 SYSTEM   SYSSTC    1          NO               

          DA12DBM1         0     1 SYSTEM   SYSSTC    1          NO               

          DA12DIST         0     1 SYSTEM   SYSSTC    1          NO 
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    To better classify the DB2 address space in WLM, we created a new service class STCHI. Example 6-6 shows the definitions of this service class in one of the WLM panels.

    Example 6-6   STCHI service class definition
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    Service-Class  Xref  Notes  Options  Help                                   

    --------------------------------------------------------------------------    

                              Modify a Service Class               Row 1 to 2 of 2

    Command ===> ____________________________________________________________     

                                                                                  

    Service Class Name . . . . . : STCHI                                          

    Description  . . . . . . . . . STC, high priority                             

    Workload Name  . . . . . . . . STC       (name or ?)                          

    Base Resource Group  . . . . . ________  (name or ?)                          

    Cpu Critical . . . . . . . . . NO        (YES or NO)                          

                                                                                  

    Specify BASE GOAL information. Action Codes: I=Insert new period,             

    E=Edit period, D=Delete period.                                               

                                                                                  

            -- Period --  ------------------- Goal -------------------            

    Action  #  Duration   Imp.  Description                                       

      __    _  _________   _    ________________________________________          

      __    1  _________   1    Execution velocity of 90 
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    Example 6-7 shows the WLM panel with the classification rules used to join the DB2 address spaces to the desired service classes.

    Example 6-7   WLM classification of DB2 address spaces
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    Subsystem-Type  Xref  Notes  Options  Help                               

     -------------------------------------------------------------------------- 

                      Modify Rules for the Subsystem Type       Row 1 to 9 of 9 

     Command ===> ___________________________________________ Scroll ===> PAGE  

                                                                                

     Subsystem Type . : STC         Fold qualifier names?   Y  (Y or N)         

     Description  . . . Started task                                            

                                                                                

     Action codes:   A=After     C=Copy        M=Move     I=Insert rule         

                     B=Before    D=Delete row  R=Repeat   IS=Insert Sub-rule    

                                                                  More ===>     

               --------Qualifier--------               -------Class--------     

     Action    Type       Name     Start                Service     Report      

                                              DEFAULTS: STCCMD      ________    

      ____  1  TN         DA12MSTR ___                  STCHI       RDA12MST    

      ____  1  TN         DA12DIST ___                  STCHI       RDA12DST    

      ____  1  TN         DA12DBM1 ___                  STCHI       RDA12DBM    

      ____  1  TN         %MASTER% ___                  STCSYS      MASTER      

      ____  1  TN         JES2     ___                  ________    ________    

      ____  1  TN         BPX*     ___                  OMVS        OMVS 
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    Changes are immediate; that is, after activating the updated WLM policy service classes and classification rules, they become active. 

    To activate the changes, first install the new WLM definitions as shown in Example 6-8.

    Example 6-8   Installing WLM definitions
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    File  Utilities  Notes  Options  Help                                    

    ----- +-------------------------------------------------+ ---------------- 

    Funct | 1  1. Install definition                        |  Appl LEVEL023   

    Comma |    2. Extract definition                        | _______________  

          |    3. Activate service policy                   |                  

    Defin |    4. Allocate couple data set                  |                  

          |    5. Allocate couple data set using CDS values |                  

    Defin |    6. Validate definition                       |                  

    Descr +-------------------------------------------------+                  

                                                                               

    Select one of the                                                          

    following options. . . . . ___  1.   Policies                              

                                    2.   Workloads                             

                                    3.   Resource Groups                       

                                    4.   Service Classes                       

                                    5.   Classification Groups                 

                                    6.   Classification Rules                  

                                    7.   Report Classes                        

                                    8.   Service Coefficients/Options          

                                    9.   Application Environments              

                                    10.  Scheduling Environments 
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    The confirmation message Service definition was installed. (IWMAM038) is displayed.

    Example 6-9 illustrates the option to activate a service policy.

    Example 6-9   Activation of a WLM policy
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    File  Utilities  Notes  Options  Help                                   

    ----- +-------------------------------------------------+ ----------------

    Funct | 3  1. Install definition                        |  Appl LEVEL023  

    Comma |    2. Extract definition                        | _______________ 

          |    3. Activate service policy                   |                 

    Defin |    4. Allocate couple data set                  |                 

          |    5. Allocate couple data set using CDS values |                 

    Defin |    6. Validate definition                       |                 

    Descr +-------------------------------------------------+                 

                                                                              

    Select one of the                                                         

    following options. . . . . ___  1.   Policies                             

                                    2.   Workloads                            

                                    3.   Resource Groups                      

                                    4.   Service Classes                      

                                    5.   Classification Groups                

                                    6.   Classification Rules                 

                                    7.   Report Classes                       

                                    8.   Service Coefficients/Options         

                                    9.   Application Environments             

                                    10.  Scheduling Environments 
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    Example 6-10 shows the WLM panel displaying the available WLM policies.

    Example 6-10   Selecting the WLM policy to activate
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    File  Utilities  Notes  Options  Help                                    

     - +-----------------------------------------------------------------------+

     F |                        Policy Selection List          Row 1 to 2 of 2 |

     C | Command ===> ______________________________________________________   |

       |                                                                       |

     D | The following is the current Service Definition installed on the WLM  |

       | couple data set.                                                      |

     D |                                                                       |

     D | Name . . . . : DEFAULT                                                |

       |                                                                       |

     S | Installed by : IDAA1     from system  DWH1                            |

     f | Installed on : 2012/02/21  at  11:40:06                               |

       |                                                                       |

       | Select the policy to be activated with "/"                            |

       |                                                                       |

       | Sel  Name      Description                                            |

       |  _   IDAABOOK  Custom WLM policy DB2 Analytics Accelerator redbook                         |

       |  _   STANDARD  BB default policy 1                                    |

       | ************************** Bottom of data *************************** |

       |                                                                       |

       |                                                                       |

       |                                                                       |
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    Select the policy that you intend to activate. You will receive the confirmation message Service policy IDAABOOK was activated. (IWMAM060). The z/OS system console will display message IWM001I as shown in Example 6-11.

    Example 6-11   Activation WLM policy feedback message
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    IWM001I WORKLOAD MANAGEMENT POLICY IDAABOOK NOW IN EFFECT
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    To verify the WLM Policy in effect, use the DISPLAY WLM system command. This command’s output is displayed in Example 6-12.

    Example 6-12   DISPLAY WLM command output
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    RESPONSE=DWH1                                                    

     IWM025I  11.18.12  WLM DISPLAY 737                              

       ACTIVE WORKLOAD MANAGEMENT SERVICE POLICY NAME: IDAABOOK      

       ACTIVATED: 2012/02/21  AT: 11:18:03  BY: IDAA1     FROM: DWH1 

       DESCRIPTION: Custom WLM policy DB2 Analytics Accelerator redbook                   

       RELATED SERVICE DEFINITION NAME: DEFAULT                      

       INSTALLED: 2012/02/21  AT: 11:17:56  BY: IDAA1     FROM: DWH1 

       WLM VERSION LEVEL:       LEVEL023                             

       WLM FUNCTIONALITY LEVEL: LEVEL004                             

       WLM CDS FORMAT LEVEL:    FORMAT 3                             

       STRUCTURE SYSZWLM_WORKUNIT STATUS: CONNECTED                  

       STRUCTURE SYSZWLM_32062817 STATUS: DISCONNECTED               

       STATE OF GUEST PLATFORM MANAGEMENT PROVIDER (GPMP): INACTIVE 
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    A quick verification can be done in SDSF, as shown for our environment in Example 6-13.

    Example 6-13   SDSF showing DB2 Address Spaces Service Classes after changes
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    SDSF DA DWH1     DWH1     PAG  0  CPU/L     0/  0      LINE 1-5 (5)          

    COMMAND INPUT ===>                                            SCROLL ===> CSR

    NP   JOBNAME  ame  SPag SCPU% Workload SrvClass SP ResGroup Server   Quiesce 

         DA12MSTR         0     0 STC      STCHI     1          NO               

         DA12IRLM         0     0 SYSTEM   SYSSTC    1          NO               

         DA12DBM1         0     0 STC      STCHI     1          NO               

         DA12DIST         0     0 STC      STCHI     1          NO 
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    6.3  WLM considerations for the sample workload scenario

    For mixed business intelligence workloads, the general recommendation is to use multiple service classes to differentiate users and applications that have different levels of importance to the business. Consider the following guidelines for goals for mixed business intelligence workload. Within each of the service classes, consider utilizing multiple periods.

    •Consider percentile response time goals for early periods that have frequent completions of shorter-consumption work

    •Consider velocity goals for later periods containing work having less-frequent completions and larger, perhaps more varying, resource consumption characteristics

    •Potentially utilize a discretionary goal for the last period

    For example, operational BI queries are typically numerous and small CPU consumers. Therefore they should have response time goals and fall into early periods. On the other hand, data mining activity might be less frequent, long-running, and have wide variability in resource consumption. It is therefore likely to be targeted for velocity goals and later periods.

    In our scenario, reports are named according to its complexity, as follows:

    •Simple

    •Medium

    •Complex

    In WLM, you classify workload according to its importance, so in our case classification was:

    •High priority

    •Medium priority

    •Low priority

    In our scenario, the relationship between complexity and importance is established as follows:

    •Simple reports have High priority, so they are assigned to the SCREPHI service class.

    •Medium reports have Medium priority, so they are assigned to the SCREPMD service class.

    •Complex reports have Low priority, so they are assigned to the SCREPLO service class.

    Example 6-14 on page 153 lists the Service Classes we defined for our workload scenario.

    Example 6-14   Custom Service Class definition for our concurrent workload
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    * Workload DDFREPRT - BA GO Query Reports from DDF

     

      3 service classes are defined in this workload.

     

        * Service Class SCREPHI - Service class for High prty reps

     

          Base goal:

          CPU Critical flag: NO

     

            #  Duration   Imp  Goal description

            -  ---------  -    ----------------------------------------

            1  150000     2    Average response time of 00:00:05.000

            2  150000     3    Execution velocity of 70

            3             4    Execution velocity of 30

     

        * Service Class SCREPLO - Service class for Low prty reps

     

          Base goal:

          CPU Critical flag: NO

     

            #  Duration   Imp  Goal description

            -  ---------  -    ----------------------------------------

            1  150000     4    Execution velocity of 50

            2             5    Execution velocity of 40

     

        * Service Class SCREPMD - Service class for Medm prty reps

     

          Base goal:

          CPU Critical flag: NO

     

            #  Duration   Imp  Goal description

            -  ---------  -    ----------------------------------------

            1  150000     3    Execution velocity of 60

            2             4    Execution velocity of 50
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    Example 6-15 shows the WLM classification rules that we created for our workload scenario. 

    Example 6-15   WLM classification rules, reports
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    Subsystem-Type  Xref  Notes  Options  Help                              

    --------------------------------------------------------------------------

                     Modify Rules for the Subsystem Type     Row 1 to 11 of 12

    Command ===> ___________________________________________ Scroll ===> CSR  

                                                                              

    Subsystem Type . : DDF         Fold qualifier names?   Y  (Y or N)        

    Description  . . . Distributed Workload                                   

                                                                              

    Action codes:   A=After     C=Copy        M=Move     I=Insert rule        

                    B=Before    D=Delete row  R=Repeat   IS=Insert Sub-rule   

                                                                 More ===>    

              --------Qualifier--------               -------Class--------    

    Action    Type       Name     Start                Service     Report     

                                             DEFAULTS: STCCMD      ________   

     ____  1  SI         DA12*    ___                  SCREPLO     RCUNKWN    

     ____  2    AI         RC01*    56                 SCREPLO     RCRC01     

     ____  2    AI         RS02*    56                 SCREPHI     RCRS02     

     ____  2    AI         RC03*    56                 SCREPLO     RCRC03     

     ____  2    AI         RS04*    56                 SCREPHI     RCRS04     

     ____  2    AI         RS05*    56                 SCREPHI     RCRS05     

     ____  2    AI         RS06*    56                 SCREPHI     RCRS06     

     ____  2    AI         RI09*    56                 SCREPMD     RCRI09     

     ____  2    AI         RI10*    56                 SCREPMD     RCRI10     

     ____  2    AI         RI11*    56                 SCREPMD     RCRI11     

     ____  1  SI         D912*    ___                  SERD911     REPD912 
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    We used the Accounting Information, starting in position 56, to classify each report in a different Reporting Class and its designated Service Class. This field was set by a call to the DB2-supplied stored procedure WLM_SET_CLIENT_INFO. That utilization was automated using the Cognos connection command block, as shown in Example 6-16.

    Example 6-16   Cognos open session data source connection command block settings for WLM
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    <commandBlock>

              <commands>

                      <sqlCommand>

                             <sql>SET CURRENT QUERY ACCELERATION NONE</sql>

                      </sqlCommand>

                      <sqlCommand>

                            <sql>CALL SYSPROC.WLM_SET_CLIENT_INFO(#sq($account.defaultName)#,#sq($SERVER_NAME)#,#sq($report)#,#sq($report)#)</sql>

                      </sqlCommand>

                </commands>

    </commandBlock>
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    Example 6-17 shows the effects of the stored procedure as reported by the DIS THD DETAIL command; notice the report names in the thread details.

    Example 6-17   WLM set client info as reported in -DIS THD(*) DETAIL command
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    DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -                       

     DSNV402I  -DA12 ACTIVE THREADS -                                      

     NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN         

     SERVER   RA *   110 BIBusTKServe IDAA3    DISTSERV 006C 53884         

      V437-WORKSTATION=lnxdwh2.boeblingen, USERID=Anonymous,               

           APPLICATION NAME=RI11 - Report 11                               

      V441-ACCOUNTING=RI11 - Report 11                                     

      V436-PGM=NULLID.SYSSH200, SEC=4, STMNT=0, THREAD-INFO=IDAA3:lnxdwh2.b

           oeblingen:Anonymous:RI11 - Report 11:DYNAMIC:24649:*:<9.152.86.6

           5.48171.120217082725>                                           

      V442-CRTKN=9.152.86.65.48171.120217082725                            

      V482-WLM-INFO=STCCMD:1:3:40                                          

      V445-G9985641.BC2B.120217082725=53884 ACCESSING DATA FOR             

       (  1)::FFFF:9.152.86.65                                             

      V447--INDEX SESSID           A ST TIME                               

      V448--(  1) 10512:48171      W S2 1204810495378 
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    The Accounting Information can be found in the RMF Enclave report, as shown in Example 6-18.

    Example 6-18   WLM client set information as reported in RMF Enclave Classification Data panel
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    RMF Enclave Classification Data                     

                                                                             

     Details for enclave ENC00002 with token 00000050 0005A148               

     Press Enter to return to the Report panel.                              

                                                                             

       - CPU Time -      -zAAP Time--      -zIIP Time--                      

       Total   73.41     Total   0.000     Total   0.000                     

       Delta   3.837     Delta   0.000     Delta   0.000                     

                                                                             

       State   ---- Using ----  ---------- Delay ----------  IDL  UNK        

      Samples  CPU AAP IIP I/O  CPU AAP IIP I/O STO CAP QUE                  

         100   3.0 0.0 0.0 0.0  0.0 0.0 0.0 0.0 0.0 0.0 0.0  0.0   97        

                                                                             

      Classification Attributes:                                             

                                                         More:     +         

       Subsystem Type: DDF    Owner: DA12DIST   System: DWH1                 

       Accounting Information . . :                                          

        SQL09075Linux/390         BIBusTKServerMain   idaa3    RI11 -        

         Report 11                                                           

                                                                             

       Collection Name  . . . . . : NULLID                                   

       Connection Type  . . . . . : SERVER 
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    6.4  WLM considerations for DB2 Analytics Accelerator stored procedures

    The stored procedures used to administer DB2 Analytics Accelerator are introduced in 2.3, “Integration of the Accelerator administration into DB2 for z/OS” on page 39. Setting up their WLM environments is explained in 5.8, “Enabling the DB2 subsystem for IBM DB2 Analytics Accelerator for z/OS” on page 113. At a glance, the stored procedures involved are listed here.

    •DB2 Analytics Accelerator-provided stored procedures:

     –	SYSPROC.ACCEL_ADD_ACCELERATOR 

     –	SYSPROC.ACCEL_ADD_TABLES 

     –	SYSPROC.ACCEL_ALTER_TABLES 

     –	SYSPROC.ACCEL_CONTROL_ACCELERATOR 

     –	SYSPROC.ACCEL_GET_QUERIES 

     –	SYSPROC.ACCEL_GET_QUERY_DETAILS 

     –	SYSPROC.ACCEL_GET_QUERY_EXPLAIN 

     –	SYSPROC.ACCEL_GET_TABLES_INFO 

     –	SYSPROC.ACCEL_LOAD_TABLES 

     –	SYSPROC.ACCEL_REMOVE_ACCELERATOR 

     –	SYSPROC.ACCEL_REMOVE_TABLES 

     –	SYSPROC.ACCEL_SET_TABLES_ACCELERATION 

     –	SYSPROC.ACCEL_TEST_CONNECTION 

     –	SYSPROC.ACCEL_UPDATE_CREDENTIALS 

     –	SYSPROC.ACCEL_UPDATE_SOFTWARE

    •DB2-supplied stored procedures:

     –	SYSPROC.ADMIN_COMMAND_DB2

     –	SYSPROC.DSNUTILU

     –	SYSPROC.ADMIN_INFO_SYSPARM

    All of these are WLM-managed stored procedures. 

    For the DB2-supplied stored procedures address space, use a velocity goal that reflects the requirements of the stored procedures in comparison to other application work. Usually it is lower than the goal for DB2 address spaces, but it might be equal to the DB2 address space, depending on what type of distributed work your installation does. 

    An adequate WLM classification of the involved stored procedures is critical in a DB2 Analytics Accelerator-enabled installation. We saw several WLM-related failures during a load data into DB2 Analytics Accelerator process. Example 6-19 shows the messages as reported in the stored procedure WLM address space procedure.

    Example 6-19   Error in WLM address space: -471
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    [02:21:13] Call to SYSPROC.DSNUTILU returned SQLCODE=-471 with reasoncode 00E79002                                                  

    [02:21:13] SYSPROC.DSNUTILU might need to be started or its WLM Environment to be resumed.Call to SYSPROC.DSNUTILU is re-tried in 60

     seconds                                                                                                                            

    [02:25:33] Call to SYSPROC.DSNUTILU returned SQLCODE=-471 with reasoncode 00E79002                                                  

    [02:25:33] SYSPROC.DSNUTILU might need to be started or its WLM Environment to be resumed.Call to SYSPROC.DSNUTILU is re-tried in 60

     seconds 
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    Example 6-20 shows the information provided by the DB2 Analytics Accelerator Data Studio GUI.

    Example 6-20   Failure as reported in DB2 Analytics Accelerator GUI
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    Stored procedure call "ACCEL_LOAD_TABLES" 

    Parameters: 

    Accelerator name: IDAATF3 

    Lock Mode: None 

     

    AQT10200I - The CALL operation failed. Error information: "DSNT408I SQLCODE = -471, ERROR:  INVOCATION OF FUNCTION OR PROCEDURE SYSPROC.DSNUTILU FAILED DUE TO REASON 00E79002 DSNT418I SQLSTATE   = 55023 SQLSTATE RETURN CODE DSNT415I SQLERRP    = DSNX9WCA SQL PROCEDURE DETECTING ERROR DSNT416I SQLERRD    = 0  0  0  -1  0  0 SQL DIAGNOSTIC INFORMATION DSNT416I SQLERRD    = X'00000000'  X'00000000'  X'00000000'  X'FFFFFFFF' X'00000000'  X'00000000' SQL DIAGNOSTIC INFORMATION ". The unsuccessful operation was initiated by the "SYSPROC.DSNUTILU('AQT002C00010004', 'NO', 'TEMPLATE UD PATH /tmp/AQT.DA12.AQT002C00010004 FILEDATA BINARY RECFM VB LRECL 32756 UNLOAD TABLESPACE "BAGOQ"."TSLARGE" PART 4 FROM TABLE "GOSLDW"."SALES_FACT" HEADER CONST X'0101' ("ORDER_DAY_KEY" INT,"PRODUCT_KEY" INT,"STAFF_KEY" INT,"RETAILER_SITE_KEY" INT,"ORDER_METHOD_KEY" INT,"SALES_ORDER_KEY" INT,"SHIP_DAY_KEY" INT,"CLOSE_DAY_KEY" INT,"RETAILER_KEY" INT,"QUANTITY" INT,"UNIT_COST" DEC PACKED(19,2),"UNIT_PRICE" DEC PACKED(19,2),"UNIT_SALE_PRICE" DEC PACKED(19,2),"GROSS_MARGIN" DOUBLE,"SALE_TOTAL" DEC PACKED(19,2),"GROSS_PROFIT" DEC PACKED(19,2)) UNLDDN UD NOPAD FLOAT IEEE SHRLEVEL CHANGE ISOLATION CS SKIP LOCKED DATA', :hRetCode)" statement. 

    Explanation: 

    This error occurs when an unexpected error from an SQL statement or API call, such as DSNRLI in DB2 for z/OS, is encountered. Details about the error are part of the message, for example, the SQL code and the SQL message. 

    User actions: 

    Look up the reported SQL code in the documentation of your database management system and try correct the error. 
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    The issue was that DB2 received an SQL CALL statement for a stored procedure or an SQL statement containing an invocation of a user-defined function. The statement was not accepted because the procedure could not be scheduled before the installation-defined time limit expired. This can happen for any of the following reasons:

    •The DB2 STOP PROCEDURE(name) or STOP FUNCTION SPECIFIC command was in effect. When this command is in effect, a user-written routine cannot be scheduled until a DB2 START PROCEDURE or START FUNCTION SPECIFIC command is issued.

    •The dispatching priority assigned by WLM to the caller of the user-written routine was low, which resulted in WLM not assigning the request to a TCB in a WLM-established stored procedure address space before the installation-defined time limit expired.

    •The WLM application environment is quiesced, so WLM will not assign the request to a WLM-established stored procedure address space.

    It is important to define WLM performance goals so that the WLM service class for the IBM DB2 Analytics Accelerator for z/OS stored procedures can provide a sufficient number of additional WLM address spaces in a timely manner when needed.

    IBM DB2 Analytics Accelerator for z/OS stored procedures are called from a remote graphical user interface. This requires that a sufficient number of address spaces is available or can be started with minimum delay. To ensure such conditions, the goals of the service class for DDF transactions must be defined accordingly. Under favorable conditions, starting an address space takes two seconds. Under good conditions, this action takes about 10 seconds. However, if the workload is quite high, the time needed to start an address space can be considerably longer.

    We defined a WLM Service Class for the purpose of being used in the DB2 Analytics Accelerator stored procedures executions. In the process, we followed these guidelines:

    •To avoid conflicts with environment variables that are set for stored procedures of other applications, use a dedicated WLM Application Environment for the IBM DB2 Analytics Accelerator for z/OS stored procedures.

    •The DB2-supplied stored procedures SYSPROC.ADMIN_INFO_SYSPARM, SYSPROC.DSNUTILU, and SYSPROC.ADMIN_COMMAND_DB2 must use a WLM environment that is separate from the one used by the IBM DB2 Analytics Accelerator for z/OS stored procedures. Verify that this and a few other requirements are met by following the steps here.

     –	Verify that SYSPROC.ADMIN_INFO_SYSPARM, SYSPROC.DSNUTILU, and SYSPROC.ADMIN_COMMAND_DB2 each use a separate WLM environment.

     –	Make sure that NUMTCB is set to 1 (NUMTCB=1) for the SYSPROC.ADMIN_INFO_SYSPARM and SYSPROC.DSNUTILU WLM environments.

     

    
      
        	
          Important: To prevent the creation of unnecessary address spaces, create only a relatively small number of WLM application environments and service classes.

        
      

    

    WLM routes work to stored procedure address spaces based on the application environment name and service class associated with the stored procedure. The service class is assigned using the WLM classification rules. Stored procedures inherit the service class of the caller. There is no separate set of classification rules for stored procedures.

    6.5  Defining classification rules for stored procedures

    You can define your own performance goals for a stored procedure only if you access the stored procedure remotely, because DDF creates an independent enclave for the incoming requests. All local calls inherit t the performance attribute of the calling address space and are continuations of existing address space transactions (dependent enclave). You have to define classification rules for the incoming DDF work.

     

    
      
        	
          Important: If you do not define any classification rules for DDF requests, all enclaves get the default service class SYSOTHER. This is a default service class for low priority work.

        
      

    

    Define classification rules for SUBSYS=DDF using the possible work qualifiers (there are 11 applicable to DDF) to classify the DDF requests and assign them a service class. You can classify DDF threads by, among other things, stored procedure name. But the stored procedure name is only used as a work qualifier if the first statement issued by the client after the CONNECT is an SQL CALL statement.

    Other classification attributes are, for example, account ID, user ID, and subsystem identifier of the DB2 subsystem instance, or LU name of the client application.

    We used the existing service class STCHI to classify the WLM address spaces. This is the same service class as the DB2 address spaces. IRLM was executed under the system-provided address space SYSSTC. We assigned a specific reporting class per address space, as shown in Example 6-21. 

    Example 6-21   WLM classification rules for stored procedures address spaces
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    Subsystem-Type  Xref  Notes  Options  Help                              

    --------------------------------------------------------------------------

                     Modify Rules for the Subsystem Type     Row 1 to 11 of 11

    Command ===> ___________________________________________ Scroll ===> CSR  

                                                                              

    Subsystem Type . : STC         Fold qualifier names?   Y  (Y or N)        

    Description  . . . Started task                                           

                                                                              

    Action codes:   A=After     C=Copy        M=Move     I=Insert rule        

                    B=Before    D=Delete row  R=Repeat   IS=Insert Sub-rule   

                                                                 More ===>    

              --------Qualifier--------               -------Class--------    

    Action    Type       Name     Start                Service     Report     

                                             DEFAULTS: STCCMD      ________   

     ____  1  TN         DA12MSTR ___                  STCHI       RDA12MST   

     ____  1  TN         DA12DIST ___                  STCHI       RDA12DST   

     ____  1  TN         DA12DBM1 ___                  STCHI       RDA12DBM   

     ____  1  TN         DA12WLMA ___                  STCHI       RDA12WLA   

     ____  1  TN         DSNWLMU  ___                  STCHI       RDSNWLMU   

     ____  1  TN         %MASTER% ___                  STCSYS      MASTER     

     ____  1  TN         JES2     ___                  ________    ________   

     ____  1  TN         BPX*     ___                  OMVS        OMVS       

     ____  1  TN         VTAM     ___                  STCSYS      ________   

     ____  1  TN         XCFAS    ___                  STCSYS      ________   

     ____  1  TN         CAN*     ___                  STCSYS      ________ 
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    A correct WLM classification of the stored procedure SYSPROC.ACCEL_LOAD_TABLES is critical for load performance. We assigned this stored procedure to a high priority service class using the PR (stored procedure name) Qualifier. Refer to Example 6-22 for an illustration.

    Example 6-22   WLM classification of stored procedures
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    Subsystem-Type  Xref  Notes  Options  Help                              

    --------------------------------------------------------------------------

                     Modify Rules for the Subsystem Type     Row 1 to 11 of 14

    Command ===> ___________________________________________ Scroll ===> CSR  

                                                                              

    Subsystem Type . : DDF         Fold qualifier names?   Y  (Y or N)        

    Description  . . . Distributed Workload                                   

                                                                              

    Action codes:   A=After     C=Copy        M=Move     I=Insert rule        

                    B=Before    D=Delete row  R=Repeat   IS=Insert Sub-rule   

                                                                 More ===>    

              --------Qualifier--------               -------Class--------    

    Action    Type       Name     Start                Service     Report     

                                             DEFAULTS: STCCMD      ________   

     ____  1    SI         DA12*    ___                SCREPLO     RCUNKWN    

     ____  2    PR         ACCEL_L* ___                BATCHHI     RACCLOD    

     ____  2    AI         RC01*    56                 SCREPLO     RCRC01     

     ____  2    AI         RS02*    56                 SCREPHI     RCRS02     

     ____  2    AI         RC03*    56                 SCREPLO     RCRC03     

     ____  2    AI         RS04*    56                 SCREPHI     RCRS04     

     ____  2    AI         RS05*    56                 SCREPHI     RCRS05     

     ____  2    AI         RS06*    56                 SCREPHI     RCRS06     

     ____  2    AI         RI09*    56                 SCREPMD     RCRI09     

     ____  2    AI         RI10*    56                 SCREPMD     RCRI10 
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Monitoring DB2 Analytics Accelerator environments

    This chapter describes the integration of the DB2 Analytics Accelerator in the DB2 for z/OS monitoring environment.

    Support of DB2 9 and DB2 10 of the IBM DB2 Analytics Accelerator Version 2 instrumentation introduced, through APARs, new performance counters in IFCID 2 and 3 that are reported in Batch Reports (Accounting, Statistics, and Record Trace). 

    DB2 commands (see 2.5, “DB2 commands for the DB2 Analytics Accelerator” on page 42) have been extended for the management and monitoring of Query Accelerators.

    DB2 Analytics Accelerator Studio allows query monitoring, as described at 10.4, “DB2 Analytics Accelerator query monitoring and tuning from Data Studio” on page 242.

    The chapter explains how to use this information to monitor our sample scenario and environment. The following topics are discussed:

    •DB2 Analytics Accelerator performance monitoring and reporting

    •How DB2 traces work with DB2 Analytics Accelerator

    •Monitoring the DB2 Analytics Accelerator using commands

    7.1  DB2 Analytics Accelerator performance monitoring and reporting

    From a performance perspective, a DB2 Analytics Accelerator-enabled DB2 environment can provide the following benefits:

    •Reduced query elapsed time when offloading SQL

    •Reduced CPU utilization on System z

    •Improved system throughput by reduction of overall resource utilization in DB2 and System z

    Note the following fundamental concepts about the DB2 Analytics Accelerator instrumentation:

    •All the DB2 Analytics Accelerator accounting and statistics information is routed through DB2.

    •The DB2 Analytics Accelerator instrumentation is added to DB2 through the extension of the current traces. No additional IFCID is introduced.

    In addition to DB2 traces information, DB2 Analytics Accelerator commands help to monitor DB2 Analytics Accelerator activity in a more online fashion. This chapter provides details about monitoring and reporting DB2 Analytics Accelerator and DB2 performance. In Appendix A, “Recommended maintenance” on page 405, you can find details about the DB2 for z/OS and IBM Tivoli OMEGAMON® XE for DB2 Performance Expert on z/OS (OMPE) software requirements for support of monitoring the DB2 Analytics Accelerator.

    To support monitoring the DB2 Analytics Accelerator, DB2 introduced new performance counters in IFCID 2 and 3 that can be reported in OMPE Batch Reports including Accounting, Statistics, and Record Trace.

     

    
      
        	
          Important: No special traces are required to collect DB2 Analytics Accelerator activity. DB2 instrumentation support (traces) for DB2 Analytics Accelerator does not require additional classes or IFCIDs to be started. Data collection is implemented by adding new fields to the existing trace classes after application of the required software maintenance.

        
      

    

    OMPE provides batch reporting for DB2 Analytics Accelerator:

    •Batch Statistics Trace/Report of DB2 Analytics Accelerator used by DB2 subsystem

    •Batch Accounting of applications with DB2 Analytics Accelerator accelerated SQL queries and accelerator-specific performance metrics

    •Batch Record Trace reporting on single DB2 trace record with accelerator specific metrics

    7.2  How DB2 traces work with DB2 Analytics Accelerator

    In this section we describe the additional information for DB2 Analytics Accelerator provided by DB2 accounting and statistics.

    7.2.1  Accounting 

    DB2 accounting class 1 trace records provide information about how often accelerators were used, and how often accelerators failed. 

    The DB2 Analytics Accelerator accounting instrumentation is added to the DB2 traces. Figure 7-1 illustrates how the information flows between DB2 and the DB2 Analytics Accelerator. 

    The DB2 Analytics Accelerator provides the values in an architected extension to DRDA, resulting in an open interface between DB2 and query accelerators.
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    Figure 7-1   DB2 Analytics Accelerator accounting data flow

    OMPE Accounting Report and Trace reports provide accounting information about the activity involving the accelerator. You must use Layout Long to obtain this section in the report, and it is included only if the traces contain DB2 Analytics Accelerator-related activity. Example 7-1 shows one of the OMPE commands used for reporting our workload executions.

    Example 7-1   OMPE Accounting LAYOUT(LONG) command
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    GLOBAL                                                  

      TIMEZONE (+ 01:00)                                    

    ACCOUNTING                                              

      REPORT 

      LAYOUT(LONG)                                         

      INCLUDE(SUBSYSTEM(DA12)) 

    EXEC 
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          Tip: The OMPE ACCOUNTING LAYOUT (SHORT) command does not report DB2 Analytics Accelerator statistics. Use the LAYOUT (LONG) command instead.

        
      

    

    Example 7-2 illustrates the accelerator section of an accounting report long.

    Example 7-2   OMPE Accounting Report Long Accelerator section
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    ACCELERATOR  IDENTIFIER                        ACCELERATOR       AVERAGE         TOTAL    ACCELERATOR        AVERAGE         TOTAL

     -----------  ------------------------------    -----------  ------------  ------------    ------------  ------------  ------------

     PRODUCT      AQT02012                          OCCURRENCES          1.00            24    ELAPSED TIME                            

     SERVER       IDAATF3                           CONNECTS             1.00            24     SVCS TCP/IP   6:31.492821  2:36:35.8277

                                                    REQUESTS             2.00            48     ACCUM ACCEL   5:56.198064  2:22:28.7535

                                                     TIMED OUT           0.00             0    CPU TIME                                

                                                     FAILED              0.00             0     SVCS TCP/IP      0.000341      0.008187

                                                    SENT                                        ACCUM ACCEL      3.357125   1:20.570989

                                                     BYTES            8026.33        192632    WAIT TIME                               

                                                     MESSAGES           11.00           264     ACCUM ACCEL      0.037185      0.892430

                                                     BLOCKS              0.00             0                                            

                                                     ROWS                0.00             0    DB2 THREAD                              

                                                    RECEIVED                                    CLASS 1                                

                                                     BYTES            7467.00        179208      ELAPSED              N/A  10:47:16.523

                                                     MESSAGES           11.00           264      CP CPU               N/A  16:36.545365

                                                     BLOCKS              0.00             0      SE CPU               N/A      0.000000

                                                     ROWS                0.00             0     CLASS 2                                

                                                                                                 ELAPSED              N/A  2:47:43.0033

                                                                                                 CP CPU               N/A  16:35.173834

                                                                                                 SE CPU               N/A      0.000000
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    Alternatively, you can use the OMPE Accounting LAYOUT subcommand option ACCEL to report on DB2 Analytics Accelerator accounting only. A syntax sample is shown in Example 7-3.

    Example 7-3   OMPE Accounting LAYOUT(ACCEL) command
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    GLOBAL                                                  

      TIMEZONE (+ 01:00)                                    

    ACCOUNTING                                              

      TRACE                                                 

      LAYOUT(ACCEL)                                         

      INCLUDE(SUBSYSTEM(DA12)) 

    EXEC 
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    Example 7-4 shows this kind of layout.

    Example 7-4   OMPE Accounting Layout Accel
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    1   LOCATION: DWHDA12                   OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V510)                      PAGE: 1-28

           GROUP: N/P                                 ACCOUNTING TRACE - ACCEL                       REQUESTED FROM: 02/16/12 09:00:00.00

          MEMBER: N/P                                                                                            TO: 02/16/12 12:40:00.00

       SUBSYSTEM: DA12                                                                                  ACTUAL FROM: 02/16/12 09:22:00.00

     DB2 VERSION: V10

     

     ---- IDENTIFICATION --------------------------------------------------------------------------------------------------------------

     ACCT TSTAMP: 02/16/12 10:35:44.63    PLANNAME: BIBusTKS        WLM SCL: STCCMD          CICS NET: N/A

     BEGIN TIME : 02/16/12 10:20:08.13    PROD TYP: COMMON SERV                              CICS LUN: N/A

     END TIME   : 02/16/12 10:35:44.63    PROD VER: V9 R7 M5        LUW NET: G9985641        CICS INS: N/A

     REQUESTER  : ::FFFF:9.152.86.        CORRNAME: BIBusTKS        LUW LUN: OBB4

     MAINPACK   : BIBusTKS                CORRNMBR: erve            LUW INS: 120216092007    ENDUSER : Anonymous

     PRIMAUTH   : IDAA3                   CONNTYPE: DRDA            LUW SEQ:            7    TRANSACT: RC3 - Report 3

     ORIGAUTH   : IDAA3                   CONNECT : SERVER                                   WSNAME  : 'BLANK'

     

     ACCELERATOR  IDENTIFIER                        ACCELERATOR         TOTAL    ACCELERATOR          TOTAL

     -----------  ------------------------------    -----------  ------------    ------------  ------------

     PRODUCT      AQT02012                          OCCURRENCES             1    ELAPSED TIME

     SERVER       IDAATF3                           CONNECTS                1     SVCS TCP/IP  12:56.075917

                                                    REQUESTS               12     ACCUM ACCEL      0.000000

                                                     TIMED OUT              0    CPU TIME

                                                     FAILED                 0     SVCS TCP/IP      0.001294

                                                    SENT                          ACCUM ACCEL      0.000000

                                                     BYTES               9021    WAIT TIME

                                                     MESSAGES              21     ACCUM ACCEL      0.000000

                                                     BLOCKS                 0

                                                     ROWS                   0    DB2 THREAD

                                                    RECEIVED                      CLASS 1

                                                     BYTES             597291      ELAPSED     15:36.498126

                                                     MESSAGES              29      CP CPU          0.029813

                                                     BLOCKS                10      SE CPU          0.000000

                                                     ROWS                   0     CLASS 2

                                                                                   ELAPSED              N/P

                                                                                   CP CPU               N/P

                                                                                   SE CPU          0.000000
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    The Accounting Accelerator report block is shown for each accelerator that provided services to a DB2 thread. The block consists of three adjacent columns that contain the accelerator identification, the activity-related counters, and the corresponding times.

    The Accounting trace shows values and times for each Q8AC section. The Accounting report shows not only accumulated values and times, but also average values and times calculated for one occurrence. It shows the sum of a counter, or the time of all Q8AC sections processed, divided by the number of processed Q8AC sections

    For a complete explanation of the meanings of all the report fields, refer to IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS Report Reference Version 5.1.0, SH12-6921. 

    Several of the most significant fields are listed here:

    SERVER		The accelerator server identifier.

    OCCURRENCES		The number of sections processed for the accelerator. The name of this accelerator is shown in the data block ACCELERATOR IDENTIFIER.

    ELAPSED TIME - SVCS TCP/IP		The accelerator services TCP/IP elapsed time measured in DB2. It starts when sending the requests to the accelerator and ends when receiving the results from the accelerator.

    ELAPSED TIME - ACCUM ACCEL		The elapsed time spent in the accelerator when 	executing 	requests from the DB2 subsystem.

    CPU TIME - SVCS TCP/IP			The accelerator services TCP/IP CPU time measured in DB2 for the amount of CPU consumed by the DDF service task to perform the SEND and RECEIVE to an accelerator service. It does not account for the TCP/IP address CPU to route the message on to the network and receive the reply into the DDF task.

    CPU TIME - ACCUM ACCEL		The CPU time spent in the accelerator when executing 	requests from the DB2 subsystem.

    DB2 and DB2 Analytics Accelerator communicate using DRDA. This activity can be found in the Distributed activity section of the OMPE Accounting report, as shown in Example 7-5.

    In this example, SERVER: IDAATF3 identifies the DB2 Analytics Accelerator appliance.

    Example 7-5   OMPE Accounting report, distributed activity section
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    ---- DISTRIBUTED ACTIVITY --------------------------------------------------------------------------------------------------------

     SERVER             : IDAATF3             CONVERSATIONS INITIATED:    1.00    #COMMT(1)SENT:       0    MESSAGES SENT    :     11.0

     PRODUCT ID         : AQT                 #CONVERSATIONS QUEUED  :       0    #ROLLB(1)SENT:       0    MESSAGES RECEIVED:     11.0

     METHOD             : N/P                 CONVERSATION TERMINATED:    0.00    SQL SENT     :    3.00    BYTES SENT       :   8026.3

     REQUESTER ELAP.TIME:      6:31.492821    #RLUP THREADS          :      24    ROWS RECEIVED:    0.00    BYTES RECEIVED   :   7467.0

     SERVER ELAPSED TIME:              N/A                                                                  BLOCKS RECEIVED  :      0.0

     SERVER CPU TIME    :              N/A                                                                                             

     DBAT WAITING TIME  :         0.000000                                                                                             

     #DDF ACCESSES      :               24                                                                                             

                                                                                                                                       

     #COMMIT(2) SENT    :              N/A    #BACKOUT(2) SENT       :     N/A    #BKOUT(2) R.R:     N/A    #LASTAGN.SENT    :       N/

                                              SUCCESSFULLY ALLOC.CONV:     N/A    TRANSACT.SENT:     N/A    STMT BOUND AT SER:       N/

                                              MAX OPEN CONVERSATIONS :     N/A    MSG.IN BUFFER:     N/A    #FORGET RECEIVED :       N/

    1   LOCATION: DWHDA12                   OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V510)                      PAGE: 1-14              

           GROUP: N/P                                 ACCOUNTING REPORT - LONG                       REQUESTED FROM: 02/22/12 10:00:00.

          MEMBER: N/P                                                                                            TO: 02/22/12 10:30:00.

       SUBSYSTEM: DA12                                 ORDER: PRIMAUTH-PLANNAME                       INTERVAL FROM: 02/22/12 10:01:01.

     DB2 VERSION: V10                                      SCOPE: MEMBER                                         TO: 02/22/12 10:26:38.

                                                                                                                                       

     PRIMAUTH: IDAA3  PLANNAME: CLP /hom                                                                                               

                                                                                                                                       

     (CONTINUED)                                                                                                                       

     ---- DISTRIBUTED ACTIVITY --------------------------------------------------------------------------------------------------------

                                              #CONT->LIM.BL.FTCH SWCH:     N/A    #PREPARE SENT:     N/A                               

                                              #COMMIT(2) RESP.RECV.  :     N/A                                                         

                                                                                                                                       

     ---- DISTRIBUTED ACTIVITY -----------------------------------------------------------------------------------------------------   

     REQUESTER          : ::FFFF:9.152.86.    #COMMIT(1) RECEIVED:    5955    MESSAGES SENT    :      7.50    ROWS SENT    : 1089.05   

     PRODUCT ID         : COMMON SERV         #ROLLBK(1) RECEIVED:      24    MESSAGES RECEIVED:      7.50    BLOCKS SENT  :    5.10   

     METHOD             : DRDA PROTOCOL       SQL RECEIVED       :    6.50    BYTES SENT       : 112100.03    #DDF ACCESSES:    6007   

     CONV.INITIATED     :             0.00                                    BYTES RECEIVED   :   2418.76    #RLUP THREADS:    6007   

                                                                              #THREADS INDOUBT :         0                             

                                                                                                                                       

     #COMMIT(2) RECEIVED:              N/A    TRANSACTIONS RECV. :     N/A    #PREPARE RECEIVED:       N/A    MSG.IN BUFFER:     N/A   

     #BCKOUT(2) RECEIVED:              N/A    #COMMIT(2) RES.SENT:     N/A    #LAST AGENT RECV.:       N/A    #FORGET SENT :     N/A   

     #COMMIT(2) PERFORM.:              N/A    #BACKOUT(2)RES.SENT:     N/A 
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    At the time of writing, the SQL DCL (Data Control Language) declarations block of Accounting Report and Trace do not include information about CURRENT QUERY ACCELERATION, as shown in Example 7-6.

    Example 7-6   OMPE SQL DCL block
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    SQL DML   AVERAGE    TOTAL    SQL DCL           TOTAL

    -------- -------- --------    -------------- --------

    SELECT       0.00        0    LOCK TABLE            0

    INSERT       0.00        0    GRANT                 0

     ROWS        0.00        0    REVOKE                0

    UPDATE       0.00        0    SET CURR.SQLID        0

     ROWS        0.00        0    SET HOST VAR.         0

    MERGE        0.00        0    SET CUR.DEGREE        0

    DELETE       0.00        0    SET RULES             0

     ROWS        0.00        0    SET CURR.PATH         0

                                  SET CURR.PREC.        0

    DESCRIBE     0.47     2832    CONNECT TYPE 1        0

    DESC.TBL     0.00        0    CONNECT TYPE 2        0

    PREPARE      1.00     6007    SET CONNECTION        0

    OPEN         1.00     6007    RELEASE               0

    FETCH        3.12    18718    CALL                  0

     ROWS     1089.05  6541923    ASSOC LOCATORS        0

    CLOSE        0.00        0    ALLOC CURSOR          0

                                  HOLD LOCATOR          0

    DML-ALL      5.59    33564    FREE LOCATOR          0

                                  DCL-ALL               0
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    Not accounted time and the DB2 Analytics Accelerator

    When a thread is executed in DB2, a high Not Accounted time can be an indication of a lack of CPU or of the workload being executed under a low priority Service Class. Examine the DB2 times distribution, including Not accounted time, in the header of the OMPE Accounting Long Trace. 

    Example 7-7 on page 167 shows this section of an OMPE Accounting Trace Long report for a distributed thread, where the SQL was offloaded to the DB2 Analytics Accelerator.

    Example 7-7   High DB2 Not accounted time when off-loaded to DB2 Analytics Accelerator
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    1   LOCATION: DWHDA12                   OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V510)                      PAGE: 1-79              

           GROUP: N/P                                  ACCOUNTING TRACE - LONG                       REQUESTED FROM: 02/22/12 10:00:00.

          MEMBER: N/P                                                                                            TO: 02/22/12 10:30:00.

       SUBSYSTEM: DA12                                                                                  ACTUAL FROM: 02/22/12 10:07:53.

     DB2 VERSION: V10                                                                                                                  

                                                                                                                                       

     ---- IDENTIFICATION --------------------------------------------------------------------------------------------------------------

     ACCT TSTAMP: 02/22/12 10:10:41.43    PLANNAME: CLP /hom        WLM SCL: SCREPMD         CICS NET: N/A                             

     BEGIN TIME : 02/22/12 10:07:57.99    PROD TYP: COMMON SERV                              CICS LUN: N/A                             

     END TIME   : 02/22/12 10:10:41.43    PROD VER: V9 R7 M5        LUW NET: G9985641        CICS INS: N/A                             

     REQUESTER  : ::FFFF:9.152.86.        CORRNAME: db2bp           LUW LUN: E879                                                      

     MAINPACK   : SQLC2H22                CORRNMBR: 'BLANK'         LUW INS: 120222090753    ENDUSER : RI09                            

     PRIMAUTH   : IDAA3                   CONNTYPE: DRDA            LUW SEQ:            6    TRANSACT: CLP /home/cognos/scripts/queries

     ORIGAUTH   : IDAA3                   CONNECT : SERVER                                   WSNAME  : RI09                            

                                                                                                                                       

     ELAPSED TIME DISTRIBUTION                                           CLASS 2 TIME DISTRIBUTION                                     

     ----------------------------------------------------------------    --------------------------------------------------------------

     APPL   |                                                            CPU    |                                                      

     DB2    |==================================================> 100%    SECPU  |                                                      

     SUSP   |                                                            NOTACC |==================================================> 100%

                                                                         SUSP   |                                                      

                                                                                                                                       

     TIMES/EVENTS  APPL(CL.1)  DB2 (CL.2)  IFI (CL.5)    CLASS 3 SUSPENSIONS   ELAPSED TIME    EVENTS    HIGHLIGHTS                    

     ------------  ----------  ----------  ----------    --------------------  ------------  --------    --------------------------    

     ELAPSED TIME  2:43.44200  2:43.43351         N/P    LOCK/LATCH(DB2+IRLM)      0.062513         8    THREAD TYPE   : DBATDIST      

      NONNESTED    2:43.44200  2:43.43351         N/A     IRLM LOCK+LATCH          0.052726         5    TERM.CONDITION: NORMAL        

      STORED PROC    0.000000    0.000000         N/A     DB2 LATCH                0.009787         3    INVOKE REASON : TYP2 INACT    

      UDF            0.000000    0.000000         N/A    SYNCHRON. I/O             0.015186         7    PARALLELISM   : NO            

      TRIGGER        0.000000    0.000000         N/A     DATABASE I/O             0.015186         7    QUANTITY      :          0    

                                                          LOG WRITE I/O            0.000000         0    COMMITS       :          0    

     CP CPU TIME     0.012219    0.012131         N/P    OTHER READ I/O            0.017551         6    ROLLBACK      :          1    

      AGENT          0.012219    0.012131         N/A    OTHER WRTE I/O            0.000000         0    SVPT REQUESTS :          0    

       NONNESTED     0.012219    0.012131         N/P    SER.TASK SWTCH            0.065887         6    SVPT RELEASE  :          0    

       STORED PRC    0.000000    0.000000         N/A     UPDATE COMMIT            0.000140         1    SVPT ROLLBACK :          0    

       UDF           0.000000    0.000000         N/A     OPEN/CLOSE               0.047466         2    INCREM.BINDS  :          0    

       TRIGGER       0.000000    0.000000         N/A     SYSLGRNG REC             0.001146         1    UPDATE/COMMIT :       0.00    

      PAR.TASKS      0.000000    0.000000         N/A     EXT/DEL/DEF              0.010767         1    SYNCH I/O AVG.:   0.002169    

                                                          OTHER SERVICE            0.006367         1    PROGRAMS      :          2    

      SECP CPU       0.000000         N/A         N/A    ARC.LOG(QUIES)            0.000000         0    MAX CASCADE   :          0    

                                                         LOG READ                  0.000000         0 
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    This report shows that almost all of the accounting interval time was spend in DB2, of which all is reported as Not Accounted time. The Distributed Activity section of the same report shows that the thread communicated with the DB2 Analytics Accelerator appliance for a period of time equal to the DB2 Not Accounted time. This is shown in Example 7-8.

    Example 7-8   OMPE Accounting Trace Distributed activity section
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    ---- DISTRIBUTED ACTIVITY -----------------------------------------------------------------------------------

    SERVER                 : IDAATF3             CONVERSATION TERMINATED:     N/A    NBR RLUP THREADS :         1

    PRODUCT ID             : AQT                 COMMT(1)SENT           :       0    MESSAGES SENT    :        11

    PRODUCT VERSION        : V2 R1 M2            ROLLB(1)SENT           :       0    MESSAGES RECEIVED:        11

    METHOD                 : N/P                 SQL SENT               :       3    BYTES SENT       :      8699

    REQUESTER ELAP.TIME    :      2:43.208437    ROWS RECEIVED          :       0    BYTES RECEIVED   :      3897

    SERVER ELAPSED TIME    :              N/A                                        BLOCKS RECEIVED  :         0

    SERVER CPU TIME        :              N/A                                                                    

    DBAT WAITING TIME      :              N/A                                                                    

    CONVERSATIONS INITIATED:                1                                                                    

    CONVERSATIONS QUEUED   :                0 

    COMMIT(2) SENT         :              N/A    SUCCESSFULLY ALLOC.CONV:     N/A    MSG.IN BUFFER    :       N/A

    BACKOUT(2) SENT        :              N/A    MAX OPEN CONVERSATIONS :     N/A    PREPARE SENT     :       N/A

                                                 CONT->LIM.BL.FTCH SWTCH:     N/A    LAST AGN.SENT    :       N/A

                                                 COMMIT(2) RESP.RECEIVED:     N/A    STMT BOUND AT SER:       N/A

                                                 BKOUT(2) R.R           :     N/A    FORGET RECEIVED  :       N/A

                                                 TRANSACT.SENT          :     N/A 
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    Note the fields in highlighted in bold in Example 7-9 showing the Accelerator section:

    •DB2 THREAD, CLASS 1, ELAPSED 2:43.442000 corresponds to ELAPSED TIME / APPL(CL.1) in Example 7-7.

    •DB2 THREAD, CLASS 2, ELAPSED 2:43.433514 corresponds to ELAPSED TIME / DB2 (CL.2) in Example 7-7.

    •ELAPSED TIME, SVCS TCP/IP 2:43.208437 corresponds to REQUESTER ELAP.TIME in Example 7-8 on page 167.

    In addition, this section shows ACCUM ACCEL 2:43.071440, the accumulated accelerator times.

    Example 7-9   OMPE Accounting Trace Accelerator activity section
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    ACCELERATOR  IDENTIFIER                        ACCELERATOR         TOTAL    ACCELERATOR          TOTAL

    -----------  ------------------------------    -----------  ------------    ------------  ------------

    PRODUCT      AQT02012                          OCCURRENCES             1    ELAPSED TIME              

    SERVER       IDAATF3                           CONNECTS                1     SVCS TCP/IP   2:43.208437

                                                   REQUESTS                2     ACCUM ACCEL   2:43.071440

                                                    TIMED OUT              0    CPU TIME                  

                                                    FAILED                 0     SVCS TCP/IP      0.000336

                                                   SENT                          ACCUM ACCEL      0.016000

                                                    BYTES               8699    WAIT TIME                 

                                                    MESSAGES              11     ACCUM ACCEL      0.004840

                                                    BLOCKS                 0                              

                                                    ROWS                   0    DB2 THREAD                

                                                   RECEIVED                      CLASS 1                  

                                                    BYTES               3897      ELAPSED      2:43.442000

                                                    MESSAGES              11      CP CPU          0.012219

                                                    BLOCKS                 0      SE CPU          0.000000

                                                    ROWS                   0     CLASS 2                  

                                                                                  ELAPSED      2:43.433514

                                                                                  CP CPU          0.012131

                                                                                  SE CPU          0.000000

    [image: ]

    We found that distributed requests being offloaded to the DB2 Analytics Accelerator will report the time spend in the accelerator as Not Accounted time. This kind of thread with a small result set will report almost 100% Not Accounted time. You must refer to the accelerator section of the report, if any, to verify that the reported Not Accounted time was not really used in the accelerator.

    7.2.2  Statistics

    The DB2 statistics class 1 trace provides the following information:

    •The states of the accelerators that are in use

    •The amount of processing time that is spent in accelerators

    •Counts of the amounts of sent and received information

    •Counts of the number of times that queries were successfully and unsuccessfully processed by accelerators

    Figure 7-2 on page 169 shows the relation between DB2 and the DB2 Analytics Accelerator, and how the instrumentation data moves from the DB2 Analytics Accelerator into DB2.
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    Figure 7-2   DB2 Analytics Accelerator Statistics data flow

    The DB2 Analytics Accelerator statistics and status are updated through the DB2 Analytics Accelerator heartbeat at 20-second intervals. This also includes DB2 Analytics Accelerator SQL metrics, which are transferred in an open interface (DRDA extension) between DB2 and query accelerators.

    The OMPE Statistics report will display DB2 Analytics Accelerator statistics, when available. No special report command syntax is required, as shown in Example 7-10.

    Example 7-10   OMPE Statistics report layout long command example

    [image: ]

    GLOBAL                                    

       TIMEZONE (- 01:00)                      

       FROM(02/22/12,10:00),TO(02/22/12,10:30) 

     STATISTICS                                

       REPORT                                  

       LAYOUT (LONG)                           

     EXEC 
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          Tip: The OMPE STATISTICS LAYOUT (SHORT) command does not report DB2 Analytics Accelerator statistics. Use LAYOUT (LONG) instead.

        
      

    

    Example 7-11 shows the accelerator section of an OMPE Statistics report.

    Example 7-11   OMPE Statistics Long report showing the accelerator section
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    1   LOCATION: DWHDA12                   OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V510)                      PAGE: 1-31             

           GROUP: N/P                                 STATISTICS REPORT - LONG                       REQUESTED FROM: 02/22/12 10:00:00

          MEMBER: N/P                                                                                            TO: 02/22/12 10:30:00

       SUBSYSTEM: DA12                                                                                INTERVAL FROM: 02/22/12 10:00:22

     DB2 VERSION: V10                                      SCOPE: MEMBER                                         TO: 02/22/12 10:26:38

                                                                                                                                      

     ---- HIGHLIGHTS ----------------------------------------------------------------------------------------------------             

     INTERVAL START  : 02/22/12 10:00:22.23    SAMPLING START: 02/22/12 10:00:22.23    TOTAL THREADS      :  2060.00                  

     INTERVAL END    : 02/22/12 10:26:38.32    SAMPLING END  : 02/22/12 10:26:38.32    TOTAL COMMITS      : 19995.00                  

     INTERVAL ELAPSED:         26:16.093702    OUTAGE ELAPSED:             0.000000    DATA SHARING MEMBER:      N/A                  

                                                                                                                                      

     IDAATF3          ACCELERATION               QUANTITY    IDAATF3          CONTINUED                      QUANTITY                 

     --------------------------------  ------------------    ------------------------------------  ------------------                 

     QUERIES SUCCESSFULLY EXECUTED                  24.00    AVG QUEUE LENGTH (LAST 3 HRS)                       1.68                 

     QUERIES FAILED TO EXECUTE                       0.00    AVG QUEUE LENGTH (LAST 24 HRS)                      1.68                 

       ACCELERATOR IN INVALID STATE                  0.00    MAXIMUM QUEUE LENGTH                               16.00                 

     CURRENTLY EXECUTING QUERIES                     5.74    AVG QUEUE WAIT ELAPSED TIME                     0.000001                 

     MAXIMUM EXECUTING QUERIES                      24.00    MAX QUEUE WAIT ELAPSED TIME                     0.000083                 

                                                                                                                                      

     CONNECTS TO ACCELERATOR                        44.00    WORKER NODES                                        2.22                 

     REQUESTS SENT TO ACCELERATOR                   88.00    WORKER NODES AVG CPU UTILIZATION (%)                7.65                 

       TIMED OUT                                     0.00    COORDINATOR AVG CPU UTILIZATION (%)                 0.31                 

       FAILED                                        0.00                                                                             

     BYTES SENT TO ACCELERATOR                  354814.00    DISK STORAGE AVAILABLE (MB)                   5948861.42                 

     BYTES RECEIVED FROM ACCELERATOR            254580.00      IN USE (%)                                        5.81                 

     MESSAGES SENT TO ACCELERATOR                  484.00      IN USE FOR DATABASE (MB)                     354179.00                 

     MESSAGES RECEIVED FROM ACCEL                  484.00    DATA SLICES                                        16.31                 

     BLOCKS SENT TO ACCELERATOR                      0.00    DATA SKEW (%)                                      91.69                 

     BLOCKS RECEIVED FROM ACCELERATOR                0.00                                                                             

     ROWS SENT TO ACCELERATOR                        0.00    PROCESSORS                                         17.79                 

     ROWS RECEIVED FROM ACCELERATOR                  0.00                                                                             

                                                                                                                                      

     TCP/IP SERVICES ELAPSED TIME          4:46:07.281505    ELAPSED TIME IN ACCELERATOR               4:31:41.389834                 

     WAIT TIME IN ACCELERATOR                    1.665544    CPU TIME SPENT IN ACCELERATOR                2:14.299979 
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    For a detailed explanation of all the report’s fields, see IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS Report Reference Version 5.1.0, SH12-6921. 

    The relevant fields are listed and defined here.

    •STATE: This field shows the current accelerator state:

     –	0 = INITIALIZED

     –	1 = ONLINE

     –	2 = PAUSED

     –	3 = OFFLINE

     –	4 = STOPPED

     –	5 = MAINTENANCE

     –	6 = DOWN

     –	7 = UNKNOWN

    •QUERIES SUCCESSFULLY EXECUTED: This field indicates the number of queries (sent by this DB2 system since accelerator start) that were successfully executed in the accelerator.

    •QUERIES FAILED TO EXECUTE: This field indicates the number of queries (sent by this DB2 system since accelerator start) that failed to be successfully executed for any reason, including the accelerator being in an invalid state.

    •MAXIMUM EXECUTING QUERIES: This field indicates the maximum number of queries executing in the accelerator at any time since accelerator start. This includes the queries from all DB2 systems connected to this accelerator

    •WAIT TIME IN ACCELERATOR: This field indicates the accumulated wait time spent in the accelerator when executing requests from the DB2 subsystem.

    •ELAPSED TIME IN ACCELERATOR: This field indicates the accumulated elapsed time spent in the accelerator when executing requests from the DB2 subsystem.

    •CPU TIME SPENT IN ACCELERATOR: This field indicates the accumulated CPU time spent in the accelerator when executing requests from the DB2 subsystem.

    An OMPE Statistics Long report showing DB2 Analytics Accelerator-related command activity is shown in Example 7-12 on page 171.

    Example 7-12   OMPE Statistics report showing DB2 Analytics Accelerator command counters
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    1   LOCATION: DWHDA12                   OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V510)                      PAGE: 1-6              

           GROUP: N/P                                 STATISTICS REPORT - LONG                       REQUESTED FROM: 02/22/12 10:00:00

          MEMBER: N/P                                                                                            TO: 02/22/12 10:30:00

       SUBSYSTEM: DA12                                                                                INTERVAL FROM: 02/22/12 10:00:22

     DB2 VERSION: V10                                      SCOPE: MEMBER                                         TO: 02/22/12 10:26:38

                                                                                                                                      

     ---- HIGHLIGHTS ----------------------------------------------------------------------------------------------------             

     INTERVAL START  : 02/22/12 10:00:22.23    SAMPLING START: 02/22/12 10:00:22.23    TOTAL THREADS      :  2060.00                  

     INTERVAL END    : 02/22/12 10:26:38.32    SAMPLING END  : 02/22/12 10:26:38.32    TOTAL COMMITS      : 19995.00                  

     INTERVAL ELAPSED:         26:16.093702    OUTAGE ELAPSED:             0.000000    DATA SHARING MEMBER:      N/A                  

                                                                                                                                      

     DB2 COMMANDS                 QUANTITY  /SECOND    DB2 COMMANDS     CONTINUED   QUANTITY  /SECOND                                 

     ---------------------------  --------  -------    ---------------------------  --------  -------                                 

     DISPLAY DATABASE                 0.00     0.00    MODIFY TRACE                     0.00     0.00                                 

     ...

     DISPLAY PROFILE                  0.00     0.00                                                                                   

     DISPLAY ACCEL                   19.00     0.01    ACCESS DATABASE                  1.00     0.00                                 

                                                                                                                                      

     ALTER BUFFERPOOL                 0.00     0.00    UNRECOGNIZED COMMANDS            1.00     0.00                                 

     ALTER GROUPBUFFERPOOL            0.00     0.00                                                                                   

     ALTER UTILITY                    0.00     0.00    TOTAL                         2032.00     1.29                                 

                                                                                                                                      

     START DATABASE                   0.00     0.00                                                                                   

     ...

     START PROFILE                    0.00     0.00                                                                                   

     START ACCEL                      1.00     0.00                                                                                   

                                                                                                                                      

     STOP DATABASE                    0.00     0.00                                                                                   

     STOP TRACE                       0.00     0.00                                                                                   

     ...

     STOP ACCEL                       0.00     0.00                                                                                   
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    7.2.3  OMPE and DB2 Analytics Accelerator-related information

    The following web sites provide more information about the products and solutions discussed in this section.

    •IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS Support home page:

    http://www.ibm.com/support/entry/portal/Overview/Software/Tivoli/Tivoli_OMEGAMON_XE_for_DB2_on_z~OS

    •Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS documentation

    http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/.jsp?topic=/com.ibm.omegamon.xe_db2.doc/ko2welcome_pe.htm

    •Product documentation in pdf format:

    http://www.ibm.com/support/docview.wss?uid=swg27020910

    •Technotes and Techdocs related to OMPE

    http://www.ibm.com/support/search.wss?rs=434&tc=SSCT4H5&dc=DB520+D800+D900+DA900+DA800+DB560&dtm

    •Fixpacks and GUI driver updates

    ftp://www.ibm.com/support/docview.wss?rs=434&uid=swg27013147#OMPEAgent-lib

    •Extended Insight feature white paper

    ftp://public.dhe.ibm.com/software/data/sw-library/db2imstools/extended_insight.pdf

     

    
      
        	
          Tip: Refer to the OMEGAMON XE Product line web site for more details and current information about the OMEGAMON family of products:

          http://www.ibm.com/software/tivoli/products/omegamonxeproductline/

        
      

    

    7.3  Monitoring the DB2 Analytics Accelerator using commands

    Batch reporting capability are available through OMPE. DB2 Analytics Accelerator support introduces new DB2 commands and modifies existing ones to help monitor the DB2 Analytics Accelerator activity in almost real time. 

    The DISPLAY ACCEL command displays information about accelerator servers; Figure 7-3 shows the command syntax.
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    Figure 7-3   DISPLAY ACCEL command syntax

    Refer to DB2 10 for z/OS Command Reference, SC19-2972, for details about the options of this command. Example 7-13 shows the syntax that we used to list the accelerators and their status, as available in our systems.

    Example 7-13   Displaying Accelerators status using commands
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    DISPLAY ACCEL(*)
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    Example 7-14 shows the output of this command. 

    Example 7-14   DISPLAY ACCEL(*) output example
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED         0    0    0    0

    SAMPLE                           DA12 STARTEXP        0    0    0    0

    SAMP2                            DA12 STARTEXP        0    0    0    0

    VIRTUAL4                         DA12 STARTEXP        0    0    0    0

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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    The message DSNX830I provides the following information:

    •ACCELERATOR: The name of the accelerator server

    •MEMB: The name of the DB2 data sharing member

    •STATUS: The status of the accelerator server. The status can be any of the following values:

    STARTED	The accelerator server is able to accept requests.

    STARTEXP	The accelerator server was started with the EXPLAINONLY option and is available only for EXPLAIN requests.

    STOPPEND	The accelerator server is no longer accepting new requests. Active accelerator threads are allowed to complete normally and queued accelerator threads are terminated. The accelerator server was placed in this status by the STOP ACCEL MODE(QUIESCE) command.

    STOPPED	The accelerator server is not active. New requests for the accelerator are rejected. The accelerator server was placed in this status by the STOP ACCEL command.

    STOPERR	The accelerator server is not active. The accelerator server was placed in this status by an error condition. New requests for the accelerator are rejected.

    •REQUESTS: The number of query requests that have been processed.

    •ACTV: The current number of active, accelerated queries.

    •QUED: The current number of queued requests.

    •MAXQ: The highest number of queued requests reached since the accelerator was started.

    The DISPLAY ACCEL command can be submitted with the DETAIL option to obtain more information; see Example 7-15.

    Example 7-15   DISPLAY ACCEL command with the DETAIL option
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    -DIS ACCEL(IDAATF3) DETAIL
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    The results of this command are illustrated in Example 7-16.

    Example 7-16   DISPLAY ACCEL DETAIL output example
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED      1682    0    0   62

    LOCATION=IDAATF3 HEALTHY                                              

    DETAIL STATISTICS                                                     

      LEVEL  = AQT02012                                                   

      STATUS = ONLINE                                                     

      FAILED QUERY REQUESTS                              =     6765       

      AVERAGE QUEUE WAIT                                 =     4570 MS    

      MAXIMUM QUEUE WAIT                                 =   246244 MS    

      TOTAL NUMBER OF PROCESSORS                         =       24       

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =      .00%      

      AVERAGE CPU UTILIZATION ON WORKER NODES            =     1.00%      

      NUMBER OF ACTIVE WORKER NODES                      =        3       

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB    

      TOTAL DISK STORAGE IN USE                          =     7.12%      

      DISK STORAGE IN USE FOR DATABASE                   =   354205 MB    

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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    In this example, the number of REQUESTS and ACTIVE request is 0. This was the status before the execution of one of our workload scenarios. 

    To illustrate how you can use this command to monitor DB2 Analytics Accelerator activity, consider the contents of Example 7-17. It shows a high number of requests and 100 concurrent active queries being executed in the DB2 Analytics Accelerator.

    Example 7-17   DISPLAY ACCEL DETAIL output sample showing activity
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED      1690  100    0   62

    LOCATION=IDAATF3 HEALTHY                                              

    DETAIL STATISTICS                                                     

      LEVEL  = AQT02012                                                   

      STATUS = ONLINE                                                     

      FAILED QUERY REQUESTS                              =     6770       

      AVERAGE QUEUE WAIT                                 =     1443 MS    

      MAXIMUM QUEUE WAIT                                 =   236080 MS    

      TOTAL NUMBER OF PROCESSORS                         =       24       

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =     2.00%      

      AVERAGE CPU UTILIZATION ON WORKER NODES            =    84.00%      

      NUMBER OF ACTIVE WORKER NODES                      =        3       

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB    

      TOTAL DISK STORAGE IN USE                          =     7.12%      

      DISK STORAGE IN USE FOR DATABASE                   =   354205 MB    

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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          Note: The DETAIL STATISTICS information is obtained from the DB2 Analytics Accelerator heartbeat and it is refreshed every 20 seconds.

        
      

    

    7.3.1  Monitoring DB2 threads offloaded to the DB2 Analytics Accelerator

    The DB2 command DISPLAY THREAD displays current status information about DB2 threads. It has been extended to accept the ACCEL option. It limits the list to threads with active accelerator processes executing within the specified accelerator server (the specific accelerator server name.) If ACCEL(accelerator-name) is specified, only threads active in that specific ACCEL are displayed. Supplying an asterisk (*) as the accelerator-name indicates that the display must include all threads with any accelerator server. If ACCEL(*) is specified, only threads currently active in an accelerator will be displayed.

    Figure 7-4 on page 175 shows the full DISPLAY THREAD command syntax including the ACCEL section.
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    Figure 7-4   DISPLAY THREAD command showing the ACCEL option

    Example 7-18 shows sample -DIS THD (*) ACCEL(*) command output.

    Example 7-18   Displaying accelerated threads
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    DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -              

    DSNV402I  -DA12 ACTIVE THREADS -                             

    NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN

    BATCH    AC *    17 IDAA102      IDAA1    DSNTEP10 0032 15480

     V437-WORKSTATION=BATCH, USERID=IDAA1,                       

          APPLICATION NAME=IDAA102                               

     V444-DEIBMIPS.IPWASA12.C9272E5E3939=15480 ACCESSING DATA AT DB2 Analytics Accelerator

      IDAATF3-::FFFF:10.101.8.100..1400                          

    DISPLAY ACTIVE REPORT COMPLETE                               

    DSN9022I  -DA12 DSNVDT '-DIS THD' NORMAL COMPLETION          

    *** 
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    This example shows that a batch job name IDAA102 is active in the DB2 Analytics Accelerator IDAATF3. Note the new status value AC, which indicates that the thread is executing in an accelerator server. This status displays until accelerator processing concludes and returns control to DB2.

    Example 7-19 shows the output of this command for a remote request.

    Example 7-19   Remote access thread off-loaded to DB2 Analytics Accelerator
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    DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -              

    DSNV402I  -DA12 ACTIVE THREADS -                             

    NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN

    SERVER   AC *   171 db2jcc_appli IDAA2    DISTSERV 001B  2689

     V437-WORKSTATION=IBM-G5KQ70FEF01, USERID=IDAA2,             

          APPLICATION NAME=db2jcc_application                    

     V445-G998D439.F957.C9299F45E3B6=2689 ACCESSING DATA FOR     

      ::FFFF:9.152.212.57                                        

     V444-G998D439.F957.C9299F45E3B6=2689 ACCESSING DATA AT      

      IDAATF3-::FFFF:10.101.8.100..1400                          

    DISPLAY ACTIVE REPORT COMPLETE                               

    DSN9022I  -DA12 DSNVDT '-DIS THD' NORMAL COMPLETION          

    *** 
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    In this case both remote locations, that is, the originating requester server and the DB2 Analytics Accelerator appliance, are reported as follows:

    •The message DSNV445I displays the logical-unit-of-work identifier assigned to the database access thread and, if the connection with the requester is through TCP/IP, the IP address of the requester. In our example, the IP address is the one on the Linux on z server from which the request originated.

    •The message DSNV444I is generated for each thread that was distributed to other locations. It also identifies the logical-unit-of-work identifier for the distributed thread and the name of the locations associated with this logical-unit-of-work. In our example, this message identifies the IDAATF3 DB2 Analytics Accelerator appliance.

    7.3.2  Monitoring the DB2 Analytics Accelerator and Netezza status

    As introduced in 2.2, “Query processing with the DB2 Analytics Accelerator” on page 37, DB2 communicates with the DB2 Analytics Accelerator server, and this server sends the transformed queries to Netezza for execution.

    Example 7-20 shows a portion of the DIS ACCEL command where you can see that the DB2 Analytics Accelerator appliance IDAATF3 has the status STARTED. Under the DETAIL STATISTICS section, STATUS is ONLINE. This means that both the DB2 Analytics Accelerator and Netezza are operational and available for the DA12 DB2 subsystem.

    Example 7-20   DIS ACCEL DETAIL showing STATUS=ONLINE
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    DSNX830I  -DA12 DSNX8CDA                                                 

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ   

    -------------------------------- ---- -------- -------- ---- ---- ----   

    IDAATF3                          DA12 STARTED      1757    0    0   62   

    LOCATION=IDAATF3 HEALTHY                                                 

    DETAIL STATISTICS                                                         

      LEVEL  = AQT02012                                                       

      STATUS = ONLINE 

    [image: ]

    In particular situations and through specific interfaces, it is possible to change the status of the Netezza server. This can be required, for instance, for software maintenance. As such, this is not an operation that would be executed often. It would then be possible to have the DB2 Analytics Accelerator running, while Netezza is unavailable. You can use the DIS ACCEL command to inspect the status of the Netezza server. Example 7-21 shows that the Netezza STATUS is UNKNOWN while the accelerator IDAATF3 is STARTED in DA12.

    Example 7-21   DIS ACCEL DETAIL showing STATUS=UNKNOWN
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                       

    DSNX830I  -DA12 DSNX8CDA                                               

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ 

    -------------------------------- ---- -------- -------- ---- ---- ---- 

    IDAATF3                          DA12 STARTED      1757    0    0    0 

    LOCATION=IDAATF3 HEALTHY                                               

    DETAIL STATISTICS                                                       

      LEVEL  = AQT02012                                                     

      STATUS = UNKNOWN 
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    In this particular situation, DB2 might decide to send queries to the DB2 Analytics Accelerator for execution, but they will not be executed because Netezza is not available. If QUERY ACCELERATION ENABLE WITH FAILBACK is active, the queries will be executed in DB2; otherwise they will fail.
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Operational considerations

    This chapter examines operational considerations that are relevant to DB2 environments working with the DB2 Analytics Accelerator. These considerations involve managing and controlling the connections and the query execution on the query accelerator.

    The following topics are discussed in this chapter:

    •Identifying DB2 Analytics Accelerator communication errors

    •Understanding DB2 Analytics Accelerator query failures

    •Cancelling DB2 Analytics Accelerator threads

    •Preventing out-of-Accelerator query execution

    •Reaching the limit of 100 concurrent queries 

    8.1  Identifying DB2 Analytics Accelerator communication errors

    In 5.10, “Connecting the IBM DB2 Analytics Accelerator for z/OS and DB2” on page 121 we describe how an DB2 Analytics Accelerator appliance can be connected to DB2 and System z. In essence, you establish a DRDA over TCP/IP link between DB2 and the DB2 Analytics Accelerator. Communications errors between DB2 and the DB2 Analytics Accelerator will appear as distributed communication errors.

    For example, consider a situation where an accelerator is in status STOPPED, which can be verified using the DB2 Analytics Accelerator Data Studio application as shown in Figure 8-1.
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    Figure 8-1   DB2 Analytics Accelerator Data Studio showing Accelerator status STOPPED

    DB2 Analytics Accelerator Data Studio can be used for starting an accelerator as shown in Figure 8-2 on page 181.
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    Figure 8-2   Starting an accelerator in DB2 Analytics Accelerator Data Studio

    For the purpose of this scenario, the TCP/IP link between the DB2 Analytics Accelerator and DB2 was made unavailable. The START accelerator operation failed and we received the error panel shown in Figure 8-3.
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    Figure 8-3   Start accelerator fails due to communication errors

    For detailed information about the messages that might appear when you run IBM DB2 Analytics Accelerator for z/OS stored procedures, see IBM DB2 Analytics Accelerator for z/OS Version 2.1 Stored Procedures Reference, SH12-6959.

    Figure 8-4 shows another example of multiple communication errors as reported by the DB2 Analytics Accelerator Data Studio application.
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    Figure 8-4   DB2 Analytics Accelerator Data Studio showing multiple communications errors

    Example 8-1 shows the feedback that this error generates in the DB2M1 address space sysout output.

    Example 8-1   DB2 master address spaces - Accelerator communication error
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    15.47.56 STC00452  DSNL511I  -DA12 DSNLIENO TCP/IP CONVERSATION FAILED  345           

       345                        TO LOCATION SIM03                                       

       345                        IPADDR=::FFFF:9.152.147.81 PORT=1400                    

       345                        SOCKET=CONNECT RETURN CODE=1128 REASON CODE=76630291    

    15.47.56 STC00452  DSNX880I  -DA12 DSNX8EKG DDF CONNECT FAILED WITH  346              

       346                        RETURN CODE=12                                          

       346                        SQLCODE  = -30081                                       

       346                        SQLERRMT =                                              

       346             TCP/IP SOCKETS ::FFFF:9.152.147.81 CONNECT 1128 76630291 0000      

       346                        SQLERRP  = DSNLIENO                                     

       346                        SQLERRD  = 00000009 00000000 00000000 FFFFFFFF 00000000 

       346             00000000                                                           

       346                        SQLWARN    0= ,1= ,2= ,3= ,4= ,5= ,6= ,7= ,8= ,9= ,A=   

       346                        SQLSTATE = 08001 
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    DB2 message DSNX880I indicates that a distributed data facility (DDF) operation failed. DB2 SQLCODE -30081 indicates that a communications error was detected while communicating with a remote client or server. In this example, LOCATION SIM03 identifies the target DB2 Analytics Accelerator appliance.

    The need to understand and handle potential DRDA communication problems between DB2 and DB2 Analytics Accelerator is independent of the type of workload, and these examples are also applicable to businesses that today are not using distributed access to DB2 for their applications at all. 

    For example, batch-only workloads exploiting dynamic SQL can benefit from DB2 Analytics Accelerator and the query offload, and the DB2 - DB2 Analytics Accelerator communication is conforming to DRDA.

    Your organization will need to become familiar with managing and administering a DRDA-enabled DB2 for z/OS subsystem. For a useful starting point, you can refer to Redbooks publication DB2 9 for z/OS: Distributed Functions, SG24-6952.

    8.2  Understanding DB2 Analytics Accelerator query failures

    When the DB2 optimizer offloads a query, the SQL is sent, modified for execution, to the DB2 Analytics Accelerator. The communication is performed using TCP/IP and DRDA, and you need to be aware that this infrastructure might impact the way in which SQL failures are reported.

    As an illustration, consider the simple query shown in Example 8-2.

    Example 8-2   Simple COUNT(*) test query
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    select count(*)

    from 

    GOSLDW.SALES_FACT         

    where SALE_TOTAL <> 111111
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    In our case, we conducted a series of tests in which we executed this query first in DB2 and then in the DB2 Analytics Accelerator. Example 8-3 shows the SPUFI results for the execution in DB2. The SET CURRENT QUERY ACCELERATION NONE instruction prevents the execution of this query in the DB2 Analytics Accelerator.

    Example 8-3   Example of SQL exception in SPUFI when query is executed in DB2
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    ---------+---------+---------+---------+---------+---------+---------+---------+

    set current query acceleration none   ;                                         

    ---------+---------+---------+---------+---------+---------+---------+---------+

    DSNE616I STATEMENT EXECUTION WAS SUCCESSFUL, SQLCODE IS 0                       

    ---------+---------+---------+---------+---------+---------+---------+---------+

    select count(*)                                                                 

    from                                                                            

    GOSLDW.SALES_FACT                                                               

    where SALE_TOTAL <> 111111                                                      

    ;                                                                               

    ---------+---------+---------+---------+---------+---------+---------+---------+

    DSNE610I NUMBER OF ROWS DISPLAYED IS 0                                          

    DSNT408I SQLCODE = -802, ERROR:  EXCEPTION ERROR FIXED POINT OVERFLOW HAS       

             OCCURRED DURING COLUMN FUNCTION OPERATION ON INTEGER DATA, POSITION    

    DSNT418I SQLSTATE   = 22003 SQLSTATE RETURN CODE                                

    DSNT415I SQLERRP    = DSNXRRC SQL PROCEDURE DETECTING ERROR                     

    DSNT416I SQLERRD    = 103 0  0  -1  0  0 SQL DIAGNOSTIC INFORMATION             

    DSNT416I SQLERRD    = X'00000067'  X'00000000'  X'00000000'  X'FFFFFFFF'        

             X'00000000'  X'00000000' SQL DIAGNOSTIC INFORMATION 

    ---------+---------+---------+---------+---------+---------+---------+--

    DSNE618I ROLLBACK PERFORMED, SQLCODE IS 0 
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    Notice that we received the DB2 return code -802, EXCEPTION ERROR. The result of the query is a number too big for the COUNT SQL function. However, if we use COUNT_BIG instead, this query will complete successfully. COUNT_BIG is similar to COUNT except that the result can be greater than the maximum value of an integer.

    When we allowed this query to be executed in the DB2 Analytics Accelerator it failed as expected, but the return code was -904, UNSUCCESSFUL EXECUTION CAUSED BY AN UNAVAILABLE RESOURCE, as shown in Example 8-4.

    Example 8-4   DB2 Analytics Accelerator query execution giving DB2 RC=-904
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    SQL error: SQLCODE = -904, 

    SQLSTATE = 57011, 

    SQLERRMC = 00001080 ? 00E7000E ? HY000: ERROR:  int4 overflow. 

    SQLCODE=-904, SQLSTATE=57011, DRIVER=4.11.77
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    In this case, 00E7000E indicates that a resource not available condition was detected. Further, the message identifies that there is an int4 overflow condition which is in essence the problem, but we receive a -904 error instead of a -802 when executing the query in the DB2 Analytics Accelerator.

    Example 8-5 shows how query failures are reported in the DIS ACCEL DETAIL command by increasing the value of the field FAILED QUERY REQUESTS.

    Example 8-5   DIS ACCEL DETAIL command showing query failures
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

     DSNX830I  -DA12 DSNX8CDA                                              

     ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

     -------------------------------- ---- -------- -------- ---- ---- ----

     IDAATF3                          DA12 STARTED         8    7    0    0

     LOCATION=IDAATF3 HEALTHY                                              

     DETAIL STATISTICS                                                     

       LEVEL  = AQT02012                                                   

       STATUS = ONLINE                                                     

       FAILED QUERY REQUESTS                              =        2       

       AVERAGE QUEUE WAIT                                 =       68 MS    

       MAXIMUM QUEUE WAIT                                 =      849 MS    

       TOTAL NUMBER OF PROCESSORS                         =       24       

       AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =     1.00%      

       AVERAGE CPU UTILIZATION ON WORKER NODES            =    68.00%      

       NUMBER OF ACTIVE WORKER NODES                      =        3       

       TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB    

       TOTAL DISK STORAGE IN USE                          =     7.84%      

       DISK STORAGE IN USE FOR DATABASE                   =   354164 MB

    [image: ]

    Figure 8-5 on page 185 shows how you can see a specific query with state Failed in DB2 Analytics Accelerator Data Studio.
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    Figure 8-5   DB2 Analytics Accelerator Data Studio showing failed query requests

    8.3  Cancelling DB2 Analytics Accelerator threads

    An offloaded query is sent to DB2 Analytics Accelerator using DRDA. The distributed nature of the offload workload imposes special operational considerations when a DB2 thread is cancelled. The CANCEL THREAD command is a DB2 command that requires DB2 to be in control of the thread to make it effective. As normal on distributed requests, DB2 has to wait for the control to come back from the server to terminate the thread. This section discusses operational considerations related to this behavior.

    8.3.1  Delayed job termination after cancel command

    Consider a batch job running a dynamic SQL query offloaded to the DB2 Analytics Accelerator. It is cancelled from the system console but does not terminate immediately. The query is read only and there is no rollback involved. The job termination request is reported in DB2, as shown in Example 8-6.

    Example 8-6   Abnormal thread termination reported in DB2 Master address space sysout
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    17.43.41 STC02122  DSN3201I  -DA12 ABNORMAL EOT IN PROGRESS FOR  072                    

       072             USER=IDAA1 CONNECTION-ID=BATCH CORRELATION-ID=IDAA102 JOBNAME=IDAA102

       072             ASID=0031 TCB=008A4CF0 
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    The job will remain suspended during the remaining query time execution in the DB2 Analytics Accelerator. Eventually, the query will end in the DB2 Analytics Accelerator and control is returned to DB2, only to find that the original requester is not longer active. Messages DSNL027I and DSNL028I will report a failure in the DB2 Master sysout, as shown in Example 8-7.

    Example 8-7   DRDA failure for a cancelled query off-loaded to DB2 Analytics Accelerator
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    17.45.27 STC02122  DSNL027I  -DA12 REQUESTING DISTRIBUTED AGENT WITH  086               

       086                        LUWID=DEIBMIPS.IPWASA12.C92784657C99=61345                

       086                        THREAD-INFO=IDAA1:BATCH:IDAA1:IDAA102:*:*:*:*             

       086                        RECEIVED ABEND=13E                                        

       086                        FOR REASON=00000000                                       

    17.45.27 STC02122  DSNL028I  -DA12 DEIBMIPS.IPWASA12.C92784657C99=61345  087            

       087                        ACCESSING DATA AT                                         

       087                          LOCATION IDAATF3                                        

       087                          IPADDR ::FFFF:10.101.8.100 
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    The message DSNL028I indicates that the thread was accessing data in the DB2 Analytics Accelerator server IDAATF3.

    The net result in this example is a delayed cancel of the job of about 1:46 minutes. During all that time, the cancelled query was actually being executed in the DB2 Analytics Accelerator.

    8.3.2  Stopping DDF when the DB2 Analytics Accelerator is active

    In this scenario, as an example, consider a batch job executing with queries running in the DB2 Analytics Accelerator. Under these circumstances, no activity is shown in DDF and a -DIS DDF DETAIL command will not show any DBAT being used if the only work in the system is this batch job. 

    Now assume that a user decides to issue a STOP DDF command. We observed earlier that DDF will not stop immediately but only when the DB2 Analytics Accelerator comes back with an answer to the job batch and at this moment, the batch job fails.

    Example 8-8 shows the STOP DDF command followed by a DIS DDF command as reported in the system console.

    Example 8-8   STOP DDF followed by DIS DDF
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    DSNL021I  -DA12 STOP DDF MODE(FORCE) COMMAND ACCEPTED

    DSNL005I  -DA12 DDF IS STOPPING

    DSNL080I  -DA12 DSNLTDDF DISPLAY DDF REPORT FOLLOWS:  096

    DSNL081I STATUS=STOPGF

    DSNL082I LOCATION           LUNAME            GENERICLU

    DSNL083I DWHDA12            DEIBMIPS.IPWASA12 -NONE

    DSNL084I TCPPORT=10512 SECPORT=0     RESPORT=10612 IPNAME=-NONE

    DSNL085I IPADDR=::9.152.87.128

    DSNL086I SQL    DOMAIN=boedwh1.boeblingen.de.ibm.com

    DSNL090I DT=I  CONDBAT=  10000 MDBAT= 1000

    DSNL092I ADBAT=    0 QUEDBAT=      0 INADBAT=      0 CONQUED=      0

    DSNL093I DSCDBAT=      0 INACONN=      0

    DSNL105I CURRENT DDF OPTIONS ARE:

    DSNL106I PKGREL = COMMIT

    DSNL099I DSNLTDDF DISPLAY DDF REPORT COMPLETE
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    Note that there is no distributed activity reported by DB2.

    Under these circumstances, a -DIS THD command will show the batch thread active in the system. As shown in Example 8-9, the ST (status) column indicates AC, which is an indication that this thread is active in an accelerator.

    Example 8-9   DIS THD command showing ST=AC
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    DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -

    DSNV402I  -DA12 ACTIVE THREADS -  099

    NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN

    BATCH    AC *    17 IDAA1IUR     IDAA1    DSNTEP10 0032 136793

     V437-WORKSTATION=BATCH, USERID=IDAA1,

          APPLICATION NAME=IDAA1IUR

    DISPLAY ACTIVE REPORT COMPLETE

    DSN9022I  -DA12 DSNVDT '-DIS THD' NORMAL COMPLETION

    [image: ]

    Issuing an additional STOP DDF command will have no effect. Eventually, the query processing in the DB2 Analytics Accelerator will be finished and control will be returned to DB2. The system will report the failure of the job holding the thread, and DDF will finally stop. All these steps are shown in Example 8-10.

    Example 8-10   STOP DDF ends after query finished in DB2 Analytics Accelerator
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    DSNL024I  -DA12 DDF IS ALREADY IN THE PROCESS OF STOPPING

    DSN3201I  -DA12 ABNORMAL EOT IN PROGRESS FOR  103

    USER=IDAA1 CONNECTION-ID=BATCH CORRELATION-ID=IDAA1IUR

    JOBNAME=IDAA1IUR ASID=0032 TCB=008A3CF0

    DSNL006I  -DA12 DDF STOP COMPLETE
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    It is important to note that despite the status of the DB2 Analytics Accelerator server before the DDF stop, it will be unavailable after a DDF start. This can be confirmed by the DIS ACCEL command, as shown in Example 8-11.

    Example 8-11   DB2 Analytics Accelerator becomes unavailable after DDF stop and start
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -

    DSNX830I  -DA12 DSNX8CDA  578

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    DISPLAY ACCEL REPORT COMPLETE

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION
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    You might need to modify your current operations and eventually add a START accelerator command after a STOP DDF and START DDF cycle.

    8.3.3  Active DB2 Analytics Accelerator threads and STOP DB2

    During several of our tests, we observed that stopping DB2 can be delayed by the presence of DB2 threads running offloaded to the DB2 Analytics Accelerator. Our system was supporting a distributed workload of 50 concurrent active connections, all of them offloaded to the DB2 Analytics Accelerator. In our scenario, we executed a STOP DB2 command followed by a DIS THD(*) command, as shown in Example 8-12.

    Example 8-12   Stopping DB2 while running DB2 Analytics Accelerator queries
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    13.10.21 STC03377  DSNY002I  -DA12 SUBSYSTEM STOPPING                           

    13.10.21 STC03377  DSNL005I  -DA12 DDF IS STOPPING                              

    13.10.32 STC03377  DSNV401I  -DA12 DISPLAY THREAD REPORT FOLLOWS -              

    13.10.32 STC03377  DSNV402I  -DA12 ACTIVE THREADS -  201                        

       201             NAME     ST A   REQ ID           AUTHID   PLAN     ASID TOKEN

       201             DISCONN  DA *   610 NONE         NONE     DISTSERV 00A8 12128

       201              V471-DEIBMIPS.IPWASA12.C93010AC8D3F=12128                   

       201             DISCONN  DA *   412 NONE         NONE     DISTSERV 00A8 12173

       201              V471-DEIBMIPS.IPWASA12.C93010BDF941=12173                   

       201             SERVER   AC *    62 db2bp        IDAA1    DISTSERV 00A8 12418

       201              V437-WORKSTATION=RC01, USERID=RC01,                         

       201                   APPLICATION NAME=CLP /home/cognos/scripts/queries      

       201              V442-CRTKN=9.152.86.65.44754.120227120935                   

       201              V445-G9985641.AED2.120227120935=12418 ACCESSING DATA FOR    

       201               ::FFFF:9.152.86.65                                         

       201              V444-G9985641.AED2.120227120935=12418 ACCESSING DATA AT     

       201               IDAATF3-::FFFF:10.101.8.100..1400 
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    The message DSNV444I follows a DSNV404I message for each thread that was distributed to other locations when a non-detail display is specified. This message gives the logical-unit-of-work identifier for the distributed thread, followed by an equal sign (=) and a token, which can be used in place of luw-id in any DB2 command that accepts luw-id as input. In this example, we can see that the thread is accessing data at the DB2 Analytics Accelerator server IDAATF3 at the IP address 10.101.8.100, port number 1400.

    The DB2 STOP processing goes on as expected for some time, but no distributed thread appears to be terminated. This is a read-only environment and no ROLLBACK is in progress.

    To accelerate the shutdown process, we submit a STOP DB2 MODE(FORCE) command after a brief period of DB2 inactivity. The output is shown in Example 8-13.

    Example 8-13   DB2 shutdown in progress
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    13.10.49 STC03377  DSNY002I  -DA12 SUBSYSTEM STOPPING                                    

    13.10.49 STC03377  DSNL005I  -DA12 DDF IS STOPPING                                       

    13.10.50 STC03377  DSN3201I  -DA12 ABNORMAL EOT IN PROGRESS FOR  211                     

       211             USER=IDAA1 CONNECTION-ID=TSO CORRELATION-ID=IDAA1 JOBNAME=IDAA1       

       211             ASID=009C TCB=008A42E0                                                

    13.11.40 STC03377  DSNY004I  -DA12 SUBSYSTEM IS ALREADY STOPPING                         

    13.11.40 STC03377  DSN9023I  -DA12 DSNYSCMD 'STOP DB2' ABNORMAL COMPLETION 
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    We lost connectivity and were unable to query the DB2 Analytics Accelerator using the GUI or SPUFI. Figure 8-6 illustrates the error message as received in the DB2 Analytics Accelerator GUI.
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    Figure 8-6   DB2 Analytics Accelerator Data Studio cannot connect to DB2

    At this point, the only interface still available was the execution of DB2 commands through the system console. This allowed us to further explore the system conditions. Issuing a DIS DDF DETAIL command revealed that many distributed threads were still active, as shown in Example 8-14.

    Example 8-14   DIS DDF DETAIL command output
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    13.14.28 STC03377  DSNL080I  -DA12 DSNLTDDF DISPLAY DDF REPORT FOLLOWS:  218           

       218             DSNL081I STATUS=STOPGF                                              

       218             DSNL082I LOCATION           LUNAME            GENERICLU             

       218             DSNL083I DWHDA12            DEIBMIPS.IPWASA12 -NONE                 

       218             DSNL084I TCPPORT=10512 SECPORT=0     RESPORT=10612 IPNAME=-NONE     

       218             DSNL085I IPADDR=::9.152.87.128                                      

       218             DSNL086I SQL    DOMAIN=boedwh1.boeblingen.de.ibm.com                

       218             DSNL090I DT=I  CONDBAT=  10000 MDBAT= 1000                          

       218             DSNL092I ADBAT=   41 QUEDBAT=      0 INADBAT=      0 CONQUED=      0

       218             DSNL093I DSCDBAT=      0 INACONN=      0                            

       218             DSNL105I CURRENT DDF OPTIONS ARE:                                   

       218             DSNL106I PKGREL = COMMIT                                            

       218             DSNL099I DSNLTDDF DISPLAY DDF REPORT COMPLETE 
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    The DB2 Analytics Accelerator server IDAATF3 was available when the STOP DB2 command was issued, and was clearly running workload on behalf of DB2 threads. Nevertheless, it is not visible anymore in the output of the DIS ACCEL(*) DETAIL command, as shown in Example 8-15.

    Example 8-15   DIS ACCEL command output
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    13.15.32 STC03377  DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    13.15.32 STC03377  DSNX830I  -DA12 DSNX8CDA  224                                         

       224             ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

       224             -------------------------------- ---- -------- -------- ---- ---- ----

       224             DISPLAY ACCEL REPORT COMPLETE                                         

    13.15.32 STC03377  DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION 
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    Eventually all the requests will complete in the DB2 Analytics Accelerator and the system will come to a stop, as shown in Example 8-16. This example also shows the DB2 message DSNX809I indicating that the accelerator service is no longer active.

    Example 8-16   DB2 STOP completed
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    13.17.44 STC03377  DSNX923I  -DA12 DSN3AMT3 ALL STORED PROCEDURE ADDRESS  242    

       242             SPACES ARE NOW DISCONNECTED FROM DB2                          

    13.17.54 STC03377  DSNX809I  -DA12 DSNX8TER ACCELERATOR PROCESSING STOP COMPLETE 

    13.17.54 STC03377  DSNY025I  -DA12 DSNYASCP MSTR SHUTDOWN IS COMPLETE            

    13.17.54 STC03377  DSN9022I  -DA12 DSNYASCP 'STOP DB2' NORMAL COMPLETION         

    13.17.54 STC03377  IEF352I ADDRESS SPACE UNAVAILABLE                             

    13.17.54 STC03377  $HASP395 DA12MSTR ENDED
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    Under these conditions, the time between the STOP DB2 MODE(FORCE) command and the effective stop of DB2 was approximately 8 minutes.

    8.4  Preventing out-of-Accelerator query execution

    It can be important to control out-of-Accelerator query execution, because there is no DB2-supplied method to avoid the execution of a query in DB2, such as a resource-intensive query offloaded to DB2 Analytics Accelerator that you cannot afford to run in DB2. 

     

    
      
        	
          Attention: Proceed with caution when using SET CURRENT QUERY ACCELERATION ENABLE WITH FAIL BACK in cases of forgotten or large queries, because if they return to DB2 they might cause performance issues.

        
      

    

    If you are working with QUERY ACCELERATION ENABLE WITH FAILBACK, you might need to protect your DB2 subsystem by using one of the two indirect techniques described in the following sections.

    8.4.1  Using a WLM Resource Group

    You can use the technique of classifying a workload in a WLM Resource Group with a limited capacity. In case of execution in DB2, this will prevent an expensive query from having access to more resources than those allowed, thus limiting the impact on the rest of the system.

    This technique will allow the query to end, but most probably it will show a significantly elongated elapsed time.

    8.4.2  RLF

    This technique can be used to avoid the execution of some queries in DB2. RLF does not apply to dynamic queries offloaded to a DB2 Analytics Accelerator appliance. 

    This technique can be used to prevent queries being executed in DB2, but yet allow them to be run in DB2 Analytics Accelerator.

    Using this technique, you create a new collection to bind the packages to that are used by the workload you want to protect, and then use this new collection to limit the available resources using the RLF tables. Example 8-17 shows a new collection named LIMITED to be used in this situation.

    Example 8-17   Creating different DB2 collections
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    Commands:  BIND  REBIND  FREE  VERSIONS  GRANT  ALL  PLANMGMT                  

                                                             V I V O Quali-    R E D

    S  Collection         Name     Owner    Bind Timestamp   D S A P fier      L X R

       *                  *        *        *                * * * * *         * * *

    -- ------------------ -------- -------- ---------------- - - - - --------  - - -

       LIMITED            SYSSH200 DB2R1    2011-02-25-15.01 R S Y Y DB2R1     C N R

       NULLID             SYSSH200 DB2R1    2011-02-22-20.35 R S Y Y DB2R1     C N R

    ******************************* END OF DB2 DATA ********************************
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    When you insert a line in a RLST resource limit specification table with RLFFUNC = 2, RLF reactively governs dynamic SELECT, INSERT, UPDATE, MERGE, TRUNCATE, or DELETE statements by package or collection name.

    The column RLFCOLLN is used to identify a package collection. A blank value in this column means that the row applies to all package collections from the location that is specified in LUNAME. Qualify by collection name only if the dynamic statement is issued from a package; otherwise, DB2 does not find this row. If RLFFUNC=blank, '1,' or '6', then RLFCOLLN must be blank.

    Example 8-18 shows a sample BIND command used to bind the DB2 Client packages in the new collection. 

    Example 8-18   Binding DB2 Client packages in new collection
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    BIND PACKAGE(LIMITED)          

      QUAL(DB2R1)                      

      OWNER(DB2R1)                     

      COPY(NULLID.SYSSH200)            

      SQLERROR(NOPACKAGE)              

      VALID(R)                         

      ISOL(CS)                         

      REL(C)                           

      EXPL(NO)                         

      CURRENTD(N)                      

      ACTION(REPLACE)                  

      DEGREE(1)                        

      DYNAMICRULES(RUN)                

      KEEPDYNAMIC(N)                    

      REOPT(NONE)                      

      ENCODING(         37)            

      IMMEDWRITE(N)                    

      ROUNDING(HALFEVEN)
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    For a distributed request, you need to indicate the alternate collection in the connection. How to achieve this depends on the driver or client being used. At run time, SET CURRENT PACKAGESET can be used. CURRENT PACKAGESET specifies an empty string, a string of blanks, or the collection ID of the package that will be used to execute SQL statements.

    For local applications like batch jobs, you need to create a new PLAN containing the new alternate collection. 

     

    
      
        	
          Attention: Working with alternate, parallel collections requires maintenance. For example, when applying changes to a package, you need to use BIND on all the collections, or BIND COPY from the main collection to the alternate collection.

        
      

    

    RLF can also be used for controlling specific applications such as SPUFI. In our example, to reactively limit a dynamic query to a maximum of 5 CPU seconds, we use ASUTIME = 150000. RLFFUNC = 2 is for reactively governing dynamic SELECT, INSERT, UPDATE, MERGE, TRUNCATE, or DELETE statements by package or collection name. DSNESM68 is the SPUFI package. Example 8-19 shows the SQL INSERT command we used for populating the DSNRLST01 table.

    Example 8-19   Population the resource limit table for reactive governing of SPUFI
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    INSERT INTO                        

         SYSIBM.DSNRLST01                   

         ( RLFFUNC, RLFPKG, ASUTIME)        

         VALUES ( '2', 'DSNESM68',150000)          

         ;
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    The CPU time limit in the RLF tables in not entered in time but in service units. How to convert CPU time to Service Units depends on the System z model. You can obtain the System z model information from the z/OS system command D M=CPU. A portion of the command output is shown in Example 8-20.

    Example 8-20   Partial output of the D M=CPU system command
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    D M=CPU                                   

    IEE174I 12.08.53 DISPLAY M 314            

    PROCESSOR STATUS                          

    ID  CPU                  SERIAL           

    00  +                     0B32062817      

    01  +                     0B32062817      

    02  +                     0B32062817      

    03  +                     0B32062817      

    04  +                     0B32062817      

    05  +                     0B32062817      

                                              

    CPC ND = 002817.M15.IBM.51.0000000E3206   

    CPC SI = 2817.715.IBM.51.00000000000E3206 

             Model: M15                       

    CPC ID = 00                               

    CPC NAME = GRY2                           

    LP NAME = DWH1       LP ID =  B           

    CSS ID  = 0                               

    MIF ID  = B 
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    Refer to z/OS V1R12.0 MVS System Messages Vol 7 (IEB - IEE), SA22-7637, for a description of message IEE174I. 

    From this report we know that we are working with a 2817 M15 715 z196 IBM server with 6 CPU enabled in this logical partition. No specialty engines are available. The Redbooks publication IBM zEnterprise 196 Technical Guide, SG24-7833, provides more information about the capacity of the various z196 models.

    The RMF CPC Capacity panel, illustrated in Example 8-21, shows that this LPAR has a capacity of 659 MSU, or millions of service units.

    Example 8-21   RMF CPC Capacity panel
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    RMF V1R11  CPC Capacity                   Line 1 of 31 

     Command ===>                                                  Scroll ===> CSR  

                                                                                    

     Samples: 100     System: DWH1  Date: 02/18/12  Time: 12.18.20  Range: 100   Sec

                                                                                    

     Partition:   DWH1       2817 Model 715                                         

     CPC Capacity:    1648   Weight % of Max: ****   4h Avg:   10   Group:   N/A    

     Image Capacity:   659   WLM Capping %:    0.0   4h Max:  195   Limit:   N/A    

                                                                                    

     Partition  --- MSU ---  Cap  Proc    Logical Util %   - Physical Util % -      

                  Def   Act  Def   Num    Effect   Total   LPAR  Effect  Total      

                                                                                    

     *CP                         65.0                       0.2     1.0    1.2      

     DWBCFD         0     0  NO   1.0        0.0     0.0    0.0     0.0    0.0      

     DWH0CFC        0     0  NO   1.0        0.3     0.3    0.0     0.0    0.0      

     DWH1           0     2  NO   6.0        0.3     0.4    0.0     0.1    0.1      

     GRY2LP41       0     0  NO   2.0        0.0     0.0    0.0     0.0    0.0      

     GRY2LP42       0     1  NO   2.0        0.2     0.2    0.0     0.0    0.0      

     GRY2LP43       0     0  NO   2.0        0.1     0.1    0.0     0.0    0.0      

     GRY2LP44       0     0  NO   2.0        0.0     0.0    0.0     0.0    0.0 
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    From 659 MSU divided through 6 processors, and as a safe approximation, we can assume that each one of the 6 CPUs is able to deliver 109 MSUs per hour. 

    Based on your system’s equivalent information, you can calculate the ASUTIME value to define in the RLF tables. For example, to limit the execution of a single dynamic SQL query to 5 CPU seconds, consider the operations shown in Example 8-22.

    Example 8-22   Estimating ASUTIME
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    Single CPU capacity: 109 MSU/hour

    Single CPU capacity: 109.000.000 SU/hour

    Single CPU capacity: 30.277 SU/second

     

    x = ( 30.277 SU/second * 5 seconds) / 1 second

    x ~ 150000 SU

    [image: ]

    Example 8-23 shows the DB2 command to start RLF using the 01 table.

    Example 8-23   Starting RLF
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    -START RLIMIT ID=01
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    Example 8-24 shows the output of this command.

    Example 8-24   START RLF output example
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    DSNT704I  -DA12 SYSIBM.DSNRLST01 HAS BEEN STARTED FOR THE RESOURCE 

    LIMIT FACILITY                                                     

    DSNT704I  -DA12 SYSIBM.DSNRLMT01 HAS BEEN STARTED FOR THE RESOURCE 

    LIMIT FACILITY                                                     

    DSN9022I  -DA12 DSNTCSTR 'START RLIMIT' NORMAL COMPLETION          

    *** 
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    Example 8-25 shows this technique in action, preventing a query from being executed in DB2. We avoided the execution in DB2 Analytics Accelerator by exploiting the SET CURRENT QUERY ACCELERATION NONE command.

    Example 8-25   RLIMIT action when no Accelerator involved
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    ---------+---------+---------+---------+---------+---------+---------+---------+-

    SET CURRENT QUERY ACCELERATION NONE   ;                                 00020000 

    ---------+---------+---------+---------+---------+---------+---------+---------+-

    DSNE616I STATEMENT EXECUTION WAS SUCCESSFUL, SQLCODE IS 0                        

    ---------+---------+---------+---------+---------+---------+---------+---------+-

    SELECT COUNT_BIG(*)                                                     00030000 

    FROM                                                                    00040000 

    GOSLDW.SALES_FACT                                                       00050000 

    WHERE                                                                   00060000 

       ORDER_DAY_KEY BETWEEN 20040101 AND 20050101                          00070000 

       AND SALE_TOTAL <> 11111                                              00080000 

    ;                                                                       00100000 

    ---------+---------+---------+---------+---------+---------+---------+---------+-

                                                                                     

    ---------+---------+---------+---------+---------+---------+---------+---------+-

    DSNE610I NUMBER OF ROWS DISPLAYED IS 0                                           

    DSNT408I SQLCODE = -905, ERROR:  UNSUCCESSFUL EXECUTION DUE TO RESOURCE LIMIT    

             BEING EXCEEDED, RESOURCE NAME = ASUTIME LIMIT = 000000000003 CPU        

             SECONDS (000000150000 SERVICE UNITS) DERIVED FROM SYSIBM.DSNRLST01      

    DSNT418I SQLSTATE   = 57014 SQLSTATE RETURN CODE                                 

    DSNT415I SQLERRP    = DSNXRRC SQL PROCEDURE DETECTING ERROR 

    DSNT416I SQLERRD    = 103 13172746  0  13227495  -472440830  12714050 SQL 

             DIAGNOSTIC INFORMATION                                           

    DSNT416I SQLERRD    = X'00000067'  X'00C9000A'  X'00000000'  X'00C9D5E7'  

             X'E3D72002'  X'00C20042' SQL DIAGNOSTIC INFORMATION              

    ---------+---------+---------+---------+---------+---------+---------+----

    DSNE618I ROLLBACK PERFORMED, SQLCODE IS 0 
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    Example 8-26 shows the same query ending successfully when offloaded to the DB2 Analytics Accelerator.

    Example 8-26   RLIMIT action when queries are off-loaded to DB2 Analytics Accelerator
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    ---------+---------+---------+---------+---------+---------+---------+---------+

    SET CURRENT QUERY ACCELERATION ENABLE ;                                 00020001

    ---------+---------+---------+---------+---------+---------+---------+---------+

    DSNE616I STATEMENT EXECUTION WAS SUCCESSFUL, SQLCODE IS 0                       

    ---------+---------+---------+---------+---------+---------+---------+---------+

    SELECT COUNT_BIG(*)                                                     00030000

    FROM                                                                    00040000

    GOSLDW.SALES_FACT                                                       00050000

    WHERE                                                                   00060000

       ORDER_DAY_KEY BETWEEN 20040101 AND 20050101                          00070000

       AND SALE_TOTAL <> 11111                                              00080000

    ;                                                                       00100000

    ---------+---------+---------+---------+---------+---------+---------+---------+

                                                                                    

    ---------+---------+---------+---------+---------+---------+---------+---------+

                          3382655058.                                               

    DSNE610I NUMBER OF ROWS DISPLAYED IS 1                                          

    DSNE616I STATEMENT EXECUTION WAS SUCCESSFUL, SQLCODE IS 100                     

    ---------+---------+---------+---------+---------+---------+---------+---------+

    ---------+---------+---------+---------+---------+---------+---------+---------+

    DSNE617I COMMIT PERFORMED, SQLCODE IS 0 
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    Very low ASUTIME values that will allow the query to be prepared, be sent to the DB2 Analytics Accelerator, and handle the result set, will be executed and will not fail. In our test environment, ASUTIME = 500 allowed a query to be executed in the DB2 Analytics Accelerator, while preventing its execution in DB2.

    Alternatively, you can apply this technique based on the distributed requester characteristics. The resource limit tables can be used to limit the amount of resources used to be dynamic queries that run on middleware servers. Queries can be limited based on:

    •Client information, including the application name, user ID, workstation ID

    •The IP address of the client

    For instance, you can obtain the IP address of a requester using the DIS THD command, as shown in Example 8-27.

    Example 8-27   DIS THD showing the IP address of a distributed request
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    SERVER   RA *    34 db2jcc_appli IDAA1    DISTSERV 008A 146248

     V437-WORKSTATION=cmothink, USERID=idaa1,                     

          APPLICATION NAME=db2jcc_application                     

     V441-ACCOUNTING=Cris                                         

     V445-G998D43D.I775.C924C6B7E632=146248 ACCESSING DATA FOR    

      (  1)::FFFF:9.152.212.61                                    

     V447--INDEX SESSID           A ST TIME                       

     V448--(  1) 10512:10101      W R2 1204913244630 
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    Similar to how you populate the RLF tables, you can insert data in the RLM tables as shown in Example 8-28.

    Example 8-28   Inserting a row in the RLMT tables

    [image: ]

    INSERT INTO                   

    SYSIBM.DSNRLMT01              

    ( RLFFUNC, RLFIP, ASUTIME)    

    VALUES                        

    ( '8', '9.152.212.61',150000) 

    ; 
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    The result is that queries coming from IP address 9.152.212.61 will be allowed to run in the DB2 Analytics Accelerator, but will receive little CPU and most probably will fail when executed in DB2.

    Figure 8-7 shows a query sent from IP 9.152.212.61 failing when executed in DB2.
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    Figure 8-7   Distributed query in DB2 fails with -905

    Figure 8-8 shows the same query ending successfully when sent to the DB2 Analytics Accelerator.
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    Figure 8-8   Distributed query running to completion in DB2 Analytics Accelerator

    8.5  Reaching the limit of 100 concurrent queries

    The maximum level of concurrency is 100 queries in the DB2 Analytics Accelerator. Not all of them can be executed concurrently by the Netezza appliance, and the DB2 Analytics Accelerator queues them until they can be executed. Queuing increases the total response time. WLM dispatching priorities are not honored in the DB2 Analytics Accelerator, so the elongation of the response affects all queries independent of their requester’s priorities. 

    If many subsystem are connecting to the same DB2 Analytics Accelerator, for instance a production environment sharing the resource with a test environment, the queries from all the connected subsystems add up to the limit of 100. Example 8-29 illustrates an DB2 Analytics Accelerator server running at 100 concurrent queries as shown by the value 100 under the ACTV column.

    Example 8-29   Display of concurrent accelerator queries
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED      1319  100   20   43

    LOCATION=IDAATF3 HEALTHY                                              

    DETAIL STATISTICS                                                     

      LEVEL  = AQT02012                                                   

      STATUS = ONLINE                                                     

      FAILED QUERY REQUESTS                              =      791       

      AVERAGE QUEUE WAIT                                 =    14343 MS    

      MAXIMUM QUEUE WAIT                                 =   494055 MS    

      TOTAL NUMBER OF PROCESSORS                         =       24       

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =     2.00%      

      AVERAGE CPU UTILIZATION ON WORKER NODES            =    78.00%      

      NUMBER OF ACTIVE WORKER NODES                      =        3       

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB    

      TOTAL DISK STORAGE IN USE                          =     7.12%      

      DISK STORAGE IN USE FOR DATABASE                   =   354205 MB    

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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    You can use an OMPE Statistics report for determining the maximum number of executing queries in an accelerator, as shown in Example 8-30.

    Example 8-30   Statistics on concurrent queries
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    IDAATF3          ACCELERATION               QUANTITY    IDAATF3          CONTINUED                      QUANTITY

    --------------------------------  ------------------    ------------------------------------  ------------------

    QUERIES SUCCESSFULLY EXECUTED                     13    AVG QUEUE LENGTH (LAST 3 HRS)                         21

    QUERIES FAILED TO EXECUTE                        281    AVG QUEUE LENGTH (LAST 24 HRS)                         2

      ACCELERATOR IN INVALID STATE                     0    MAXIMUM QUEUE LENGTH                                  52

    CURRENTLY EXECUTING QUERIES                      100    AVG QUEUE WAIT ELAPSED TIME                     0.000007

    MAXIMUM EXECUTING QUERIES                        101    MAX QUEUE WAIT ELAPSED TIME                     0.000157

                                                                                                                    

    CONNECTS TO ACCELERATOR                          294    WORKER NODES                                           3

    REQUESTS SENT TO ACCELERATOR                     307    WORKER NODES AVG CPU UTILIZATION (%)               88.00

      TIMED OUT                                        0    COORDINATOR AVG CPU UTILIZATION (%)                 1.00

      FAILED                                           0                                                            

    BYTES SENT TO ACCELERATOR                    2225286    DISK STORAGE AVAILABLE (MB)                      8024544

    BYTES RECEIVED FROM ACCELERATOR               597311      IN USE (%)                                        7.12

    MESSAGES SENT TO ACCELERATOR                    3234      IN USE FOR DATABASE (MB)                        354205

    MESSAGES RECEIVED FROM ACCEL                    2110    DATA SLICES                                           22

    BLOCKS SENT TO ACCELERATOR                         0    DATA SKEW (%)                                      88.02

    BLOCKS RECEIVED FROM ACCELERATOR                   0                                                            

    ROWS SENT TO ACCELERATOR                           0    PROCESSORS                                            24

    ROWS RECEIVED FROM ACCELERATOR                     0                                                            

                                                                                                                    

    TCP/IP SERVICES ELAPSED TIME          3:33:19.647737    ELAPSED TIME IN ACCELERATOR                     0.000000

    WAIT TIME IN ACCELERATOR                    0.000000    CPU TIME SPENT IN ACCELERATOR                   0.000000
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    The CURRENT QUERY ACCELERATION special register influences the behavior of a query if the DB2 Analytics Accelerator queue is already filled up. The SET CURRENT QUERY ACCELERATION statement can change the value of the CURRENT QUERY ACCELERATION special register. The syntax of the SET CURRENT QUERY ACCELERATION statement is shown in Figure 8-9.
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    Figure 8-9   SET CURRENT QUERY ACCELERATION syntax

    The options are summarized heres:

    •NONE: Specifies that no query acceleration is done

    •ENABLE: Specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If there is an accelerator failure while a query is running, or the accelerator returns an error, DB2 returns a negative SQLCODE to the application

    •ENABLE WITH FAILBACK: Specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If the accelerator returns an error during the PREPARE or first OPEN for the query, DB2 executes the query without the accelerator. If the accelerator returns an error during a FETCH or a subsequent OPEN, DB2 returns the error to the user, and does not execute the query

    When the execution of a new query in the DB2 Analytics Accelerator exceeds the maximum number of concurrent queries, it is rejected from the DB2 Analytics Accelerator. Depending on the runtime settings, these scenarios are possible:

    •The special register CURRENT ACCELERATION is set to ENABLE WITH FAILBACK; the query is executed by DB2.

    •The special register CURRENT ACCELERATION is set to ENABLE: the SQL is rejected by DB2 Analytics Accelerator, and the query fails with SQLCODE -30040; see Example 8-31.

    Example 8-31   Query rejected from DB2 Analytics Accelerator
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    SQL30040N  Execution failed because of unavailable resources that will not

    affect the successful execution of subsequent commands and SQL statements:

    Reason "", Type of Resource "", Resource Name "", Product ID "".

    SQLSTATE=57012
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    Example 8-32 shows the feedback received by the application.

    Example 8-32   Query falling in DB2 Analytics Accelerator
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    ***INPUT STATEMENT:                                                                                                   

       SELECT COUNT_BIG(*)                                                                                                

       FROM                                                                                                               

       GOSLDW.SALES_FACT                                                                                                  

       WHERE                                                                                                              

          ORDER_DAY_KEY BETWEEN 20040201 AND 20040401                                                                     

          AND SALE_TOTAL <> 11111                                                                                         

       ;                                                                                                                  

    SQLERROR ON   SELECT    COMMAND, OPEN      FUNCTION                                                                   

     RESULT OF SQL STATEMENT:                                                                                             

     DSNT408I SQLCODE = -30040, ERROR:  EXECUTION FAILED DUE TO UNAVAILABLE RESOURCES THAT WILL NOT AFFECT THE SUCCESSFUL 

              EXECUTION OF SUBSEQUENT COMMANDS OR SQL STATEMENTS. REASON 00001304 TYPE OF RESOURCE 00001409               

     DSNT418I SQLSTATE   = 57012 SQLSTATE RETURN CODE                                                                     

     DSNT415I SQLERRP    = DSNLZRSQ SQL PROCEDURE DETECTING ERROR                                                         

     DSNT416I SQLERRD    = 0  0  0  -1  0  0 SQL DIAGNOSTIC INFORMATION                                                   

     DSNT416I SQLERRD    = X'00000000'  X'00000000'  X'00000000'  X'FFFFFFFF'  X'00000000'  X'00000000' SQL DIAGNOSTIC    

              INFORMATION                                                                                                 

     DSNT417I SQLWARN0-5 = W,,,,, SQL WARNINGS                                                                            

     DSNT417I SQLWARN6-A = ,,W,,   SQL WARNINGS
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    Example 8-33 displays the messages of the DB2 MSTR address space.

    Example 8-33   DB2 Master address space reporting a query rejected by DB2 Analytics Accelerator
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    12.03.11 STC03377  DSNL031I  -DA12 DSNLZDJN DRDA EXCEPTION CONDITION IN  340

       340             RESPONSE FROM SERVER LOCATION=IDAATF3 FOR THREAD WITH    

       340             LUWID=G9985641.CDA2.1202271103.0=4655                    

       340             REASON=00D351FF                                          

       340             ERROR ID=DSNLZRPA0001                                    

       340             CORRELATION ID=db2bp                                     

       340             CONNECTION ID=SERVER                                     

       340             IFCID=0191                                               

       340             SEE TRACE RECORD WITH IFCID SEQUENCE NUMBER=00000001 
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    The description of REASON=00D351FF is that DB2 received a DDM reply message from the remote server in response to a DDM command. The reply message, although valid for the DDM command, indicates that the DDM command and thus the SQL statement, was not successfully processed. The application is notified of the failure through the architected SQLCODE (-300xx) and associated SQLSTATE. An alert is generated and message DSNL031I is written to the console. 

    Using DB2 traces, there is no direct way to know if a specific thread has been rejected by the DB2 Analytics Accelerator. OMPE ACCOUNTING REPORT LAYOUT(LONG) or LAYOUT (ACCEL) will show information about accelerators only if the threads communicate with the DB2 Analytics Accelerator. This is applicable also to threads that are rejected by the accelerator. Such a thread will show an Accelerator section in the report.

    For a thread running with the special register CURRENT QUERY ACCELERATION set to ENABLE, look for a ROLLBACK in the Accounting report. Example 8-34 shows a sample of a distributed thread being rejected. This report shows that a ROLLBACK took place, and that the thread termination condition is NORMAL.

    Example 8-34   OMPE ACCOUNTING LAYOUT (LONG) for a Accelerator rejected DB2 thread
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    ELAPSED TIME DISTRIBUTION                                           CLASS 2 TIME DISTRIBUTION                                 

    ----------------------------------------------------------------    ----------------------------------------------------------

    APPL   |==> 4%                                                      CPU    |=============================================> 90%

    DB2    |===============================================> 95%        SECPU  |                                                  

    SUSP   |> 1%                                                        NOTACC |====> 9%                                          

                                                                        SUSP   |> 1%                                              

                                                                                                                                  

    TIMES/EVENTS  APPL(CL.1)  DB2 (CL.2)  IFI (CL.5)    CLASS 3 SUSPENSIONS   ELAPSED TIME    EVENTS    HIGHLIGHTS                

    ------------  ----------  ----------  ----------    --------------------  ------------  --------    --------------------------

    ELAPSED TIME    0.024880    0.023898         N/P    LOCK/LATCH(DB2+IRLM)      0.000000         0    THREAD TYPE   : DBATDIST  

     NONNESTED      0.024880    0.023898         N/A     IRLM LOCK+LATCH          0.000000         0    TERM.CONDITION: NORMAL    

     STORED PROC    0.000000    0.000000         N/A     DB2 LATCH                0.000000         0    INVOKE REASON : TYP2 INACT

     UDF            0.000000    0.000000         N/A    SYNCHRON. I/O             0.000000         0    PARALLELISM   : NO        

     TRIGGER        0.000000    0.000000         N/A     DATABASE I/O             0.000000         0    QUANTITY      :          0

                                                         LOG WRITE I/O            0.000000         0    COMMITS       :          0

    CP CPU TIME     0.021461    0.021408         N/P    OTHER READ I/O            0.000000         0    ROLLBACK      :          1

     AGENT          0.021461    0.021408         N/A    OTHER WRTE I/O            0.000000         0    SVPT REQUESTS :          0

      NONNESTED     0.021461    0.021408         N/P    SER.TASK SWTCH            0.000334         2    SVPT RELEASE  :          0

      STORED PRC    0.000000    0.000000         N/A     UPDATE COMMIT            0.000051         1    SVPT ROLLBACK :          0

      UDF           0.000000    0.000000         N/A     OPEN/CLOSE               0.000000         0    INCREM.BINDS  :          0

      TRIGGER       0.000000    0.000000         N/A     SYSLGRNG REC             0.000000         0    UPDATE/COMMIT :       0.00

     PAR.TASKS      0.000000    0.000000         N/A     EXT/DEL/DEF              0.000000         0    SYNCH I/O AVG.:        N/C
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    Further in the report is the SQL DML section. It shows that a PREPARE and an OPEN operation were executed. This is consistent with the expected thread activity; see Example 8-35.

    Example 8-35   DML section of OMPE Accounting report
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    SQL DML     TOTAL    SQL DCL       TOTAL

    -------- --------    ---------- --------

    SELECT          0    LOCK TABLE        0

    INSERT          0    GRANT             0

     ROWS           0    REVOKE            0

    UPDATE          0    SET SQLID         0

     ROWS           0    SET H.VAR.        0

    MERGE           0    SET DEGREE        0

    DELETE          0    SET RULES         0

     ROWS           0    SET PATH          0

                         SET PREC.         0

    DESCRIBE        0    CONNECT 1         0

    DESC.TBL        0    CONNECT 2         0

    PREPARE         1    SET CONNEC        0

    OPEN            1    RELEASE           0

    FETCH           0    CALL              0

     ROWS           0    ASSOC LOC.        0

    CLOSE           0    ALLOC CUR.        0

                         HOLD LOC.         0

    DML-ALL         2    FREE LOC.         0

                         DCL-ALL           0
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    The report also shows the DISTRIBUTED ACTIVITY section; see Example 8-36.

    Example 8-36   Distributed activity section of OMPE Accounting report

    [image: ]

    ---- INITIAL DB2 COMMON SERVER OR UNIVERSAL JDBC DRIVER CORRELATION -----------------------------------

    PRODUCT ID     : COMMON SERV                                                                           

    PRODUCT VERSION: V9 R7 M5                                                                              

    CLIENT PLATFORM: Linux/Z64                                                                             

    CLIENT APPLNAME: CLP /home/cognos/scr                                                                  

    CLIENT AUTHID  : 'BLANK'                                                                               

    DDCS ACC.SUFFIX: RC03                                                                                  

                                                                                                           

    ---- DISTRIBUTED ACTIVITY -----------------------------------------------------------------------------

    REQUESTER          : IDAATF3             ROLLBCK(1) RECEIVED:         0    THREADS INDOUBT    :       0

    PRODUCT ID         : AQT                 SQL RECEIVED       :         0    ROWS SENT          :       0

    PRODUCT VERSION    : V2 R1 M2            MESSAGES SENT      :        11    BLOCKS SENT        :       0

    METHOD             : DRDA PROTOCOL       MESSAGES RECEIVED  :         7    CONVERSAT.INITIATED:       0

    COMMITS(1) RECEIVED:                0    BYTES SENT         :      7656    NBR RLUP THREADS   :       1

                                             BYTES RECEIVED     :       548                                

                                                                                                           

    COMMIT(2) RECEIVED :              N/A    COMMIT(2) RESP.SENT:       N/A    PREPARE RECEIVED   :     N/A

    BACKOUT(2) RECEIVED:              N/A    BACKOUT(2)RESP.SENT:       N/A    LAST AGENT RECV.   :     N/A

    COMMIT(2) PERFORMED:              N/A    BACKOUT(2)PERFORMED:       N/A    MESSAGES IN BUFFER :     N/A

    TRANSACTIONS RECV. :              N/A                                      FORGET SENT        :     N/A

                                                                                                           

    REQUESTER          : ::FFFF:9.152.86.    ROLLBCK(1) RECEIVED:         1    THREADS INDOUBT    :       0

    PRODUCT ID         : COMMON SERV         SQL RECEIVED       :         3    ROWS SENT          :       0

    PRODUCT VERSION    : V9 R7 M5            MESSAGES SENT      :         4    BLOCKS SENT        :       0

    METHOD             : DRDA PROTOCOL       MESSAGES RECEIVED  :         4    CONVERSAT.INITIATED:       0

    COMMITS(1) RECEIVED:                0    BYTES SENT         :       232    NBR RLUP THREADS   :       1

                                             BYTES RECEIVED     :      3663                                

                                                                                                           

    COMMIT(2) RECEIVED :              N/A    COMMIT(2) RESP.SENT:       N/A    PREPARE RECEIVED   :     N/A

    BACKOUT(2) RECEIVED:              N/A    BACKOUT(2)RESP.SENT:       N/A    LAST AGENT RECV.   :     N/A

    COMMIT(2) PERFORMED:              N/A    BACKOUT(2)PERFORMED:       N/A    MESSAGES IN BUFFER :     N/A

    TRANSACTIONS RECV. :              N/A                                      FORGET SENT        :     N/A
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    This example shows the distributed activity of the accelerator, highlighted in the example as requester IDAATF3 and product id AQT. The application at the origin of the thread is identified as requester ::FFFF:9.152.86., partial IP address of the zLinux server where the application is running, and product version V9 R7 M5. Notice in this section that the application received a ROLLBACK request.

    Example 8-37 shows the Accelerator section of the accounting report. The presence of this section is itself an indication that the accelerator was involved in this thread, because otherwise this section is not created.

    Example 8-37   Accounting report - Accelerator section
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    ACCELERATOR  IDENTIFIER                        ACCELERATOR         TOTAL    ACCELERATOR          TOTAL

    -----------  ------------------------------    -----------  ------------    ------------  ------------

    PRODUCT      AQT02012                          OCCURRENCES             1    ELAPSED TIME              

    SERVER       IDAATF3                           CONNECTS                1     SVCS TCP/IP      0.001822

                                                   REQUESTS                1     ACCUM ACCEL      0.000000

                                                    TIMED OUT              0    CPU TIME                  

                                                    FAILED                 0     SVCS TCP/IP      0.000181

                                                   SENT                          ACCUM ACCEL      0.000000

                                                    BYTES               7656    WAIT TIME                 

                                                    MESSAGES              11     ACCUM ACCEL      0.000000

                                                    BLOCKS                 0                              

                                                    ROWS                   0    DB2 THREAD                

                                                   RECEIVED                      CLASS 1                  

                                                    BYTES                548      ELAPSED         0.024880

                                                    MESSAGES               7      CP CPU          0.021461

                                                    BLOCKS                 0      SE CPU          0.000000

                                                    ROWS                   0     CLASS 2                  

                                                                                  ELAPSED         0.023898

                                                                                  CP CPU          0.021408

                                                                                  SE CPU          0.000000
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Using Studio client to define and load data

    DB2 Analytics Accelerator Studio is a client-resident, Eclipse-based graphical user interface used by database administrators for the configuration and administration of DB2 Analytics Accelerator, as well as analytical tools that collect performance metrics or troubleshooting information.

    The following topics are discussed in this chapter:

    •DB2 Analytics Accelerator Studio overview

    •Creating a connection profile to the DB2 subsystem

    •Adding an accelerator to a DB2 subsystem

    •Adding tables to an accelerator

    •Loading tables into an accelerator

    •Enabling and disabling a table for query acceleration

    9.1  DB2 Analytics Accelerator Studio overview

    As previously discussed, the DB2 Analytics Accelerator allows you to offload database queries to an external system known as an accelerator. The goal is to obtain query results much faster, reducing query response times by an order of magnitude or more.

    Note that merely installing the IBM DB2 Analytics Accelerator for z/OS does not mean that all queries are accelerated automatically or that an attempt is made to accelerate these. Enabling query acceleration is a two-step process. You must first add the tables accessed by the queries to the accelerator, which simply creates the metadata in the accelerator catalog. Then you load these tables with data from the original DB2 tables. A query is routed to an accelerator only if matching entries (rows) can be found in these system tables.

    Thus, the primary task for you as a database administrator is to select and load the tables that provide the correct search basis for incoming queries. Most of the administration of the DB2 Analytics Accelerator is performed using IBM DB2 Analytics Accelerator Studio (Accelerator Studio).

    The Accelerator Studio is built on top of IBM Data Studio1 and it has all the functionality of the base product, with new functions added to support the DB2 Analytics Accelerator. The additional functions are summarized here.

    •Connection management

     –	Establish a connection from Data Studio to DB2 for z/OS 

    •Accelerator administration

     –	Establish a connection between the accelerator and a DB2 for z/OS subsystem 

     –	Start and stop acceleration for the accelerator in DB2

     –	Display accelerator status 

     –	Transfer software updates for the accelerator and Netezza

     –	Activate software updates for the accelerator

    •Define the data to load into the accelerator

     –	Define tables to be loaded from DB2 into the accelerator

     –	Define distribution and organizing keys for these tables

     –	Load the tables

     –	Update the tables

     –	Toggle the acceleration status of tables

    •Monitoring and SQL execution

     –	Display a list of active queries 

     –	Display the query history

     –	Display the plan for a query 

     –	Execute a query from SQL and view results

     –	Explain a query 

    •Diagnostics

     –	Configure trace

     –	Collect trace 

     –	Upload trace to PMR

    9.2  Creating a connection profile to the DB2 subsystem

    To gain access to a DB2 subsystem from the IBM DB2 Analytics Accelerator Studio (Accelerator Studio), you need to create a connection profile for that DB2 subsystem. This task only needs to be performed one time for a DB2 subsystem. The information is saved in the connection profile. 

    After you create a profile, you can reconnect to a database by double-clicking the icon representing it in the Administration Explorer, as discussed in 9.2.2, “Connecting to a DB2 subsystem” on page 206.

    1.	To create a connection profile, first launch the Accelerator Studio GUI:

    Start → IBM DB2 Analytics Accelerator Studio 2.1 → IBM DB2 Analytics Accelerator Studio 2.1

    2.	You are presented with the “Accelerator” Perspective, as indicated in the top right corner of the Accelerator Studio. 

    If you are not presented with this perspective, then in the top menu bar, click Windows → Open Perspective → Other and select Accelerator; see Figure 9-1.
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    Figure 9-1   List of perspectives available

    3.	On the header of the Administration Explorer on the left, click the down arrow next to New and select New Connection; see Figure 9-2 on page 204.
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    Figure 9-2   Creating a new connection profile

    4.	In the New Connection window, shown in Figure 9-3 on page 205, follow these steps: 

    a.	From the Select a database manager: list, select DB2 for z/OS.

    b.	In the JDBC driver drop-down list, verify that the selected item is IBM Data Server Driver for JDBC and SQLJ (JDBC 4.0) Default.

    c.	In the Location field, enter the location name of the DB2 subsystem.

    d.	In the Host field, enter the host name or IP address of the data server where the DB2 subsystem is located.

    e.	In the Port field, enter the DB2 subsystem TCP port number.

    f.	In the User name field, type the user ID that you want to use to log on to the database server. (The user ID must have sufficient rights to run the stored procedures behind the IBM DB2 Analytics Accelerator Studio functions.)

    g.	In the Password field, type the password belonging to the logon user ID.

    h.	Click Test Connection to verify you can log on to the database server. 

    i.	Click Finish.

     

    
      
        	
          Tip: By default, the new connection will have same name as the DB2 for z/OS location name. If you want to use a different name, for example the subsystem ID (SSID) of the DB2 subsystem, clear the Use default naming convention check box and enter the name you prefer in the Connection Name field.
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    Figure 9-3   New Connection window

    5.	Administration Explorer shows that you are connected to the DB2 subsystem. It will display the DB2 version and mode as shown in Figure 9-4.

    9.2.1  Disconnecting from DB2 subsystem

    To disconnect from the DB2 subsystem, in the Administrator Explorer right-click the icon representing the DB2 subsystem, as shown in Figure 9-4, and select Disconnect.
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    Figure 9-4   Administration Explorer - with active connection to a DB2 subsystem

    9.2.2  Connecting to a DB2 subsystem

    To connect to a DB2 subsystem, in the Administration Explorer, expand All Databases, expand the host name of the data server, and then double-click the icon representing the DB2 subsystem; see Figure 9-5.
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    Figure 9-5   Icon representing DB2 subsystem in Administration Explorer

    You are presented with a window similar to the New connection window (Figure 9-3 on page 205), prompting for password. Enter the password and click OK. 

    9.3  Adding an accelerator to a DB2 subsystem

    For the DB2 subsystem (or a data sharing group) to route an eligible query to an accelerator for query acceleration, the accelerator must be added and enabled in the DB2 subsystem or data sharing group, and all the referenced tables must be defined and loaded to the accelerator. 

    Adding an accelerator to a DB2 subsystem or data sharing group is a task that only needs to be done one time, typically as part of the installation.

    9.3.1  Obtaining the pairing code for authentication

    Communication between an accelerator and a DB2 subsystem requires both components to share credentials. These credentials are generated after you submit a temporarily valid pairing code. This is required each time you add a new accelerator. 

    1.	Obtain the IP address of the accelerator from your network administrator.

    2.	Start a 3270 emulator and log on to TSO/ISPF.

    3.	Enter the following command:

    tso telnet <hostname> 1600

    In the command, <hostname> is the IP address of the accelerator that is connected to the DB2 for z/OS data server and 1600 is the number of the port configured for accessing the IBM DB2 Analytics Accelerator Console using a telnet connection between the DB2 for z/OS data server and the accelerator; see Example 9-1.

    Example 9-1   Telnet to DB2 Analytics Accelerator console

    [image: ]

    tso telnet 10.101.8.100 1600
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    4.	Press Enter until you receive a prompt to enter the console password. Enter your console password and press Enter; see Figure 9-6 on page 207. 

     

    
      
        	
          Note: The initial DB2 Analytics Accelerator console password is dwa-1234 (case sensitive). After you login for the first time, you will be prompted to change the console password.

        
      

    

    
      
        	
          Enter password (use PF3 to hide input): 

        
      

    

    Figure 9-6   Prompt for DB2 Analytics Accelerator console password

    5.	You are now presented with the IBM DB2 Analytics Accelerator Console; see Figure 9-7. Type 1 and press Enter to generate a pairing code.
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          US Government Users Restricted Rights -                                  

          Use, duplication or disclosure restricted by GSA ADP Schedule            

          Contract with IBM Corporation                                            

                                                                                   

           **********************************************************************  

           * Welcome to the IBM DB2 Analytics Accelerator Console                  

           **********************************************************************  

                                                                                   

           You have the following options:                                         

           (1) - Generate a pairing code and display IP-address and port.          

           (2) - Execute 'nzstart' on the Netezza host.                            

           (3) - Execute 'nzstate' on the Netezza host.                            

           (4) - Execute 'nzstop' on the Netezza host.                             

           (5) - Change the configuration console password.                        

           (x) - Exit the Configuration Console. 

        
      

    

    Figure 9-7   IBM DB2 Analytics Accelerator Console

    6.	You are presented with the window shown in Figure 9-8, asking how long the pairing code is to be valid. The pairing code generated is temporary and is only valid for the duration you specify here. You need to add the accelerator to the DB2 subsystem using Accelerator Studio (9.3.2, “Adding an accelerator” on page 208) within this time. 

    To accept the default value of 30 minutes, press Enter. 

    
      
        	
          Specify for how long you want the pairing code          

          to be valid. Enter a value between 5 and 1440 minutes.  

          Press <return> to accept the default of 30 minutes.     

          Cancel the process by entering 0. 

        
      

    

    Figure 9-8   Setting the validity of the pairing code

    7.	The system now generates a pairing code and displays a window, as shown in Figure 9-9 on page 208. A pairing code is valid only for a single use. Furthermore, the code is bound to the IP address that is displayed on the console. 

    Save the pairing code, IP address, and port information, because this information is needed in the next step.

    
      
        	
          Accelerator pairing information: 

            Pairing code  : 8411           

            IP address    : 10.101.8.100   

            Port          : 1400           

            Valid for     : 30 minutes     

                                           

          Press <return> to continue 

        
      

    

    Figure 9-9   Accelerator pairing information

     

    
      
        	
          Tip: The TSO/ISPF telnet session does not scroll automatically. When the window gets filled, the message HOLDING is displayed at the bottom of the window. To display the next window, press CLEAR.

        
      

    

     

    9.3.2  Adding an accelerator 

    To complete the authentication you enter the IP address, port number, and pairing code in the Add Accelerator wizard in the Accelerator Studio, as described here.

    1.	In Accelerator Studio, Connect to the DB2 subsystem (9.2.2, “Connecting to a DB2 subsystem” on page 206), 

    2.	In Administration Explorer, double-click the Accelerators folder; see Figure 9-10.
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    Figure 9-10   Accelerators folder

    3.	The Object List Editor lists all the existing accelerators available to the DB2 subsystem and their status. To add a new accelerator, right-click a blank line and select Add; see Figure 9-11.
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    Figure 9-11   Object List Editor

    4.	In the Add Accelerator wizard, enter a new name for the new accelerator and the Pairing code, IP address and Port number you obtained in 9.3.1, “Obtaining the pairing code for authentication” on page 206; see Figure 9-12.
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    Figure 9-12   Add Accelerator wizard

    5.	Click Test Connection to test the connection from the DB2 subsystem to the accelerator. A window similar to Figure 9-13 displays. If it does not, fix the error and test again.
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    Figure 9-13   Successfully tested connection to accelerator

    6.	Click OK to clear the informational message and then click OK on the Add Accelerator wizard. The window in Figure 9-14 on page 210 displays to indicate that the accelerator has been added.
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    Figure 9-14   Successfully added accelerator to DB2 subsystem

    7.	Click OK to clear the information window. The Accelerator panel shown in Figure 9-15 displays the new accelerator. 
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    Figure 9-15   New accelerator in Accelerator panel

    9.3.3  Enabling and disabling an accelerator

    Queries can only be routed to an accelerator if the accelerator has been enabled in DB2 for z/OS. To enable an accelerator, in the Object List Editor, right-click the accelerator you want to enable and then click Start; see Figure 9-16 on page 211.
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    Figure 9-16   Enabling an accelerator

    Disabling an accelerator

    To disable an accelerator, in the Object List Editor, right-click the accelerator you want to disable and then click Stop; see Figure 9-17.
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    Figure 9-17   Stopping an accelerator

    9.3.4  Virtual accelerator

    Virtual accelerators are simulators used for query testing and evaluation. Using a virtual accelerator, you can check whether a query can be accelerated, whether errors occur during processing, and whether the response time benefit is high enough to justify acceleration. Virtual accelerators do not require accelerator hardware. 

    To add a virtual accelerator, follow these steps:

    1.	Right-click the Accelerators folder in Administration Explorer and select Add Virtual Accelerator; see Figure 9-18 on page 212.
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    Figure 9-18   Adding Virtual Accelerator

    2.	In the Add Virtual Accelerator window, in the Name field, type a new name for the virtual accelerator and click OK; see Figure 9-19.
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    Figure 9-19   Add Virtual Accelerator window

    You can add tables to a virtual accelerator just like you add tables to a real accelerator, and you can also enable and disable tables for acceleration. However, you cannot load data to a table in a virtual accelerator.

    9.4  Adding tables to an accelerator

    Queries eligible for acceleration will be executed in an accelerator only if all the tables the query is referencing have been defined and loaded in the accelerator. This is done in two steps, and the first step is to add the tables to accelerator. 

    Adding tables involves defining the empty structure of the tables to the accelerator, which you do by using the Add Table wizard. 

    Follow these steps:

    1.	In Accelerator Studio, connect to the DB2 subsystem (refer to 9.2.2, “Connecting to a DB2 subsystem” on page 206, for more information about this topic). 

    2.	In Administration Explorer, double-click the Accelerators icon; see Figure 9-10 on page 208.

    3.	In Object List Editor, double-click the accelerator to which you want to add tables; see Figure 9-15 on page 210. 

    4.	In the Accelerator view, click Add on the toolbar, which is located above the list of tables; see Figure 9-20.
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    Figure 9-20   Accelerator view

    5.	In the Add Tables wizard, select schemas or tables to be added to the accelerator; see Figure 9-21 on page 214. You might need to expand the schema name by clicking the twisty on the left of schema name to see the tables in that schema. 

    You can select all tables in a schema by selecting the check box in front of the schema name. You can also select individual tables by selecting the check box in front of the table name. After selecting all tables you want to add, click OK.

    The Name like filter field makes it easier to find particular tables if the list is long. Type the names of schemas or tables in this field, either fully or partially, to display only schemas and tables bearing or starting with that name. This field is disabled for names of tables that have already been selected.
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    Figure 9-21   Add Table wizard

     

    6.	Now you are presented with the Accelerator view. This view will display all the tables that have been added to the accelerator; see Figure 9-22. To see all the table names, you might have to expand the Schema nodes.

    [image: ]

    Figure 9-22   Accelerator view with list of tables in accelerator

    Above the tool bar, you can see the total number of tables added to the accelerator, the number of tables that have been loaded with data, and number of tables that have been enabled. In Figure 9-22, notice that there are 63 tables in total, but no tables have been loaded and no tables have been enabled for acceleration.

     

    
      
        	
          Attention: After you add a new accelerator, make a new backup of DB2 catalog and SYSACCEL.* tables because restoration processes in your DB2 subsystem can make an accelerator unusable. 

          When you add an accelerator to DB2, DB2 stores the authentication information in DB2 catalog tables. If you must restore your DB2 catalog and the backup of the catalog was made before the accelerator was added, DB2 will lose the authentication information, thus making the accelerator unstable.

        
      

    

    Accelerator view

    The Accelerator view has three sections. 

    The top section displays the status of the accelerator, the used space, the software version, and so on. You can also update the DB2 Analytics Accelerator software from here. You can also start and stop traces from this panel. 

    By default, the Accelerator view is refreshed every minute. You can see the current refresh rate at right side of the top section of Figure 9-23. You can change the refresh rate by clicking the down pointing triangle and selecting the refresh rate you prefer. You can also manually refresh by clicking the Refresh button. 

    A stored procedure must be executed every time the Accelerator view is refreshed. You might want to reduce the refresh rate to reduce the overhead of stored procedure execution on DB2. 
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    Figure 9-23   Accelerator view

    The next section in the Accelerator view shows the tables in the accelerator and their status. 

    The third section, Query Monitor, as shown in Figure 9-24 on page 215, displays the status of queries currently executing in DB2 Analytics Accelerator and the status of queries recently executed in DB2 Analytics Accelerator. You can optionally view SQL text and the DB2 Analytics Accelerator access plan from here. 
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    Figure 9-24   Query Monitor section

    9.5  Loading tables into an accelerator

    As mentioned, queries eligible for acceleration will be executed in an accelerator only if all the tables that the query is referencing have been defined and loaded in the accelerator. Defining tables to the accelerator is performed using the Add Table wizard, as described in 9.4, “Adding tables to an accelerator” on page 212. The loading process is described here.

    Loading tables can take a long time, depending on the amount of data to be loaded. Following are the major factors affecting loading throughput. 

    •Partitioning of tables in your DB2 subsystem. This determines the degree of parallelism that can be used by the DB2 Unload Utilities.

    •Number of DATE, TIME, and TIMESTAMP columns in your table. The conversion of the values in such columns is CPU-intensive.

    •Compression of data in DB2 for z/OS.

    •Number of available processors.

    •Workload Manager (WLM) configuration.

    •Workload on the zEnterprise server.

    •Workload on the accelerators.

    •AQT_MAX_UNLOAD_IN_PARALLE environment variable; see Chapter 5, “Installation and configuration” on page 93, for more information about this topic.

    Loading the tables can be performed either from Accelerator Studio or by using batch jobs. This section explains how to load the tables using Accelerator Studio. 

    1.	In Administration Explorer, select the Accelerators folder.

    2.	In Object List Editor, double-click the accelerator containing the tables that you want to load.

    3.	In the Accelerator view, a list of the tables on the accelerator is displayed. Select the tables that you want to load. To view the tables, you might have to expand the schema nodes first. Selecting an entire schema will select all tables belonging to that schema for loading. Now, right-click and then select Load; see Figure 9-25 on page 216.
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    Figure 9-25   Loading tables

     

    
      
        	
          Note: Against the name of the table, the accelerator view also shows the Distribution Key and the Organizing Keys. The choice of a proper distribution and organizing keys has considerable impact on performance. This topic is discussed in detail in Chapter 12, “Performance considerations” on page 301. 

        
      

    

     

    4.	You are presented with a Load Table wizard; see Figure 9-26 on page 218. Here you can select or unselect the tables you want to load. You can also see the size of the tables in DB2. Click OK to start loading the tables.

    By default, the tables are not locked in DB2 during the unload process. You can change by this behavior by selecting appropriate value for “Lock scope for DB2 tables while loading.” The possible values are:

    TABLESET	All tables are locked in SHARE MODE before start unloading from the first table. Locks are released after the unload of the last table is completed. Thus, you will have a consistent copy of all tables in this load operation.

    TABLE	This locks the table in SHARE MODE before start unloading from that table. This protects only the table that is currently being loaded. Other tables in the group are not locked, until an unload on that table starts.

    PARTITIONS	Only the partition being unloaded is locked using UNLOAD SHRLEVEL REFERENCE. This protects the tablespace partition containing the part of the table that is currently being loaded. An unpartitioned table is always locked completely.

    NONE	No locking at all. However, only committed data is loaded into the table because the DB2 data is unloaded with isolation level CS and SKIP LOCKED DATA.

    By default, tables are enabled for acceleration after the load process. You can change this behavior by removing the check mark from the After the load enable acceleration for disabled tables check box.
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    Figure 9-26   Load Table wizard

     

    
      
        	
          Tip: Regarding range partitioned tables, if you are loading one for the first time, you will have to load the entire table. However, if you are loading a range partitioned table that was loaded before, you can optionally select individual partitions for loading instead of the entire table. In this case, expand the table node by clicking the twisty in front of the table name and then select the partitions.

        
      

    

    5.	The Accelerator view is now presented. Under the tables tab, you can view the progress of the loading activity; see Figure 9-27.
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    Figure 9-27   Loading in progress

    6.	After the loading is complete, the loaded tables will be enabled for acceleration; see Figure 9-28 on page 219.
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    Figure 9-28   Load completed and tables enabled for acceleration

     

    
      
        	
          Important: When using IBM DB2 Analytics Accelerator Studio to load the tables, do not close the studio or the database connection before loading has finished. If this happens, the load process will be aborted and the data loaded up to that point will be discarded.

        
      

    

    9.6  Enabling and disabling a table for query acceleration

    You can permit or prevent the sending of queries to an accelerator by enabling or disabling the corresponding tables. You can perform these tasks from the Accelerator view by following these steps:

    1.	In Administration Explorer, select the Accelerators folder.

    2.	In Object List Editor, double-click the accelerator containing the tables that you want to enable or disable.

    3.	In the list on the lower part of the view, right-click the tables that you want to enable or disable. In the pop-up window, you will see the option Enable Acceleration or Disable Acceleration, depending on whether the table is currently enabled or disabled. You can enable or disable a table for acceleration by clicking the Enable Acceleration or the Disable Acceleration option.

    You can enable or disable all the tables in a schema in the same way by right-clicking the schema name. You can also select multiple schema or multiple tables for enabling or disabling.

    To disable all tables in the accelerator, it is easier to simply disable the accelerator. Refer to 9.3.3, “Enabling and disabling an accelerator” on page 210 for more information about this topic.
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    Figure 9-29   Enabling or disabling a table for acceleration

    

    1 See http://www.ibm.com/software/data/optim/data-studio
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Query acceleration management

    We have seen that DB2 and DB2 Analytics Accelerator provide a single and unique system for mixed dynamic query workloads, and that DB2 automatically makes a decision about the most efficient platform for execution.

    In this chapter we examine the various parameters that control such decisions. We describe the acceleration criteria, the new special registers, and the new heuristics in the DB2 optimizer that are implemented through profile tables. We also describe the changes in EXPLAIN and ways to tune queries by “grooming” the tables in the DB2 Analytics Accelerator using distribution and organizing keys.

    DB2 Analytics Accelerator is not fully integrated into the DB2 engine, from a system programmer perspective. It is more like a privileged DRDA application. However, it is integrated from the client application perspective, with the routing of queries to DB2 Analytics Accelerator transparent to the Business Analytics function. In this chapter, we also discuss other DB2 components affected by a DB2 Analytics Accelerator implementation.

    The following topics are discussed in this chapter:

    •Query acceleration criteria

    •Accelerated access paths

    •Data-level query acceleration management

    •DB2 Analytics Accelerator query monitoring and tuning from Data Studio

    •Idiosyncrasies of EXPLAIN versus DB2 Analytics Accelerator execution results

    •DB2 Analytics Accelerator versus traditional DB2 tuning

    •DB2 Analytics Accelerator instrumentation

    •DB2 commands for DB2 Analytics Accelerator

    •DB2 Analytics Accelerator catalog tables of DB2 for z/OS

    •DB2 Analytics Accelerator administrative stored procedures

    •DB2 Analytics Accelerator hardware considerations

    10.1  Query acceleration criteria

    In general, eligible queries for DB2 Analytics Accelerator are mostly long-running OLAP queries. Short-running OLTP queries will seldom qualify. 

    This section discusses other basic acceleration criteria that are currently being used by the DB2 optimizer to make a decision about whether or not to accelerate a given query. The criteria described in this section is valid at the time of writing and might change in the future.

    Figure 10-1 shows the acceleration criteria without any consideration to the sequence of evaluation.
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    Figure 10-1   DB2 Analytics Accelerator offload criteria

    As shown in Figure 10-1, accelerating a dynamic query is based on the following criteria:

    1.	An accelerator is started and available.

     

    
      
        	
          Note: DB2 Analytics Accelerator V1, the IBM Smart Analytics Optimizer (ISAO), is not supported with DB2 10.

        
      

    

    2.	Special register CURRENT QUERY ACCELERATION is set to enable query acceleration. The default value of this special register is provided by subsystem parameter QUERY_ACCELERATION. It needs to be set to a value other than NONE.

    3.	All the tables associated with the query should be accelerated and the data of all the referenced columns in the query is loaded and resides in the same accelerator.

    4.	The SQL query is among the query types that DB2 for z/OS can offload and the SQL functionality required to execute the query is supported by the accelerator. DB2 decides not to offload a query to the accelerator if the accelerator does not support the SQL feature, or if there is no easy way the query can be mapped for DB2 Analytics Accelerator to return the same results as DB2.In some cases, users can rewrite the query to make it eligible for DB2 Analytics Accelerator offload. See also 10.1.2, “Query restrictions” on page 225.

    5.	The DB2 optimizer heuristics estimates the query performance according to query semantics, available indexes, and statistics collected in catalog tables. It then determines whether the query should be kept on DB2 for z/OS or be accelerated; for example, query with equality predicate on unique-indexed column is always executed in DB2. This is a process that cannot be manipulated by users.

    6.	The thresholds defined in the DB2 Analytics Accelerator profile table are evaluated to favor DB2 Analytics Accelerator offload. Read 10.1.5, “Profile tables” on page 228 for additional information about how to manipulate the threshold settings.

    DB2 will offload a query to the accelerator only when all the preceding criteria are satisfied; otherwise, the query will run in DB2.

    In addition, DB2 will offload a query to the accelerator if the accelerator returns the same results as DB2. This includes the functions requiring query conversion to add certain transformations such as adding cast or adding some scalar functions in the offloaded query to mimic DB2 behavior.

    In some situations the result will be inconsistent, but DB2 may still choose to accelerate a query either because those inconsistencies rarely happen, or because they are acceptable and insignificant. For example: DB2 COUNT_BIG(col) (result is decimal(38,0)) will map to the accelerator's COUNT(col) (result is BIGINT). When the COUNT result is between BIGINT and decimal(38,0) range, the query can run in DB2 successfully, but the accelerator will fail with overflow.

    10.1.1  SET CURRENT QUERY ACCELERATION

    As introduced at 8.5, “Reaching the limit of 100 concurrent queries” on page 196, CURRENT QUERY ACCELERATION is a special register variable that identifies when DB2 sends queries to an accelerator server, and what DB2 does if the accelerator server fails. The data type is VARCHAR(255).

    Possible values of CURRENT QUERY ACCELERATION are:

    •NONE

    This specifies that no query acceleration is done.

    •ENABLE

    This specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If there is an accelerator failure while a query is running, or the accelerator returns an error, DB2 returns a negative SQLCODE to the application.

    •ENABLE WITH FAILBACK

    This specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If the accelerator returns an error during the PREPARE or first OPEN for the query, DB2 executes the query without the accelerator. If the accelerator returns an error during a FETCH or a subsequent OPEN, DB2 returns the error to the user, and does not execute the query.

     

    
      
        	
          Attention: Use the ENABLE WITH FAILBACK option with caution. If forgotten queries are being offloaded to DB2 Analytics Accelerator, then those queries failback to run on DB2 when there is a problem with DB2 Analytics Accelerator and might consume excessive resources on DB2 and inadvertently affect OLTP and other queries.

        
      

    

    The initial value of CURRENT QUERY ACCELERATION is determined by the value of the DB2 subsystem parameter QUERY_ACCELERATION. The default for the initial value of that subsystem parameter is NONE unless your installation has changed the value. 

    You can change the value of the register by executing the SET CURRENT QUERY ACCELERATION statement. For more details about this statement, see the SET CURRENT QUERY ACCELERATION topic in DB2 10 for z/OS SQL Reference, SC19-2983.

     

    
      
        	
          Restriction: If the most recent table changes must be reflected in the result set of your queries, then your application must explicitly request that by setting the value of the CURRENT QUERY ACCELERATION special register to NONE.

        
      

    

    If you have more than one query in your report and if only few of the queries would qualify for DB2 Analytics Accelerator offload, then keep in mind that the report might not be in consistent state sometimes. In those cases, you might have to set the value of the CURRENT QUERY ACCELERATION special register to NONE.

    Characteristics of typical queries that might qualify for DB2 Analytics Accelerator offload

    As mentioned, the DB2 optimizer makes the decision whether or not a query can be executed natively or on DB2 Analytics Accelerator to achieve best performance. So, even after DB2 Analytics Accelerator is integrated into DB2, the cost-based optimization still applies. 

    In 4.1, “The need for a DB2 Analytics Accelerator feasibility study” on page 72 you can find system-level information about when DB2 Analytics Accelerator is a good fit and how DB2, when deeply integrated with the DB2 Analytics Accelerator, can support mixed workloads.

    At the query level, there are two types of queries, usually associated with BI, that form the “sweet spot” for the DB2 Analytics Accelerator (even though many other types of complex queries might also qualify):

    •Star and snow flake schema-based queries

    •Complex analytical queries involving fact tables

    You also have the option of rewriting long-running queries that do not qualify so that they will qualify for DB2 Analytics Accelerator offload. This is possible if you understand the characteristics of queries that qualify for DB2 Analytics Accelerator offload and the DB2 Analytics Accelerator query restrictions, as explained in this section.

    IBM DB2 Analytics Accelerator for z/OS supports all aggregate functions, except for the XMLAGG function. In addition, IBM DB2 Analytics Accelerator for z/OS supports a variety of scalar functions.

    Table 10-1 lists scalar functions currently supported by DB2 Analytics Accelerator but there are restrictions on using some of the scalar functions on this list, as explained in 10.1.2, “Query restrictions” on page 225.

    Table 10-1   List of DB2 scalar functions supported in DB2 Analytics Accelerator

    
      
        	
          ABS

        
        	
          FLOAT

        
        	
          MIDNIGHT_SECONDS

        
        	
          SIGN

        
      

      
        	
          ADD_MONTHS

        
        	
          FLOOR

        
        	
          MIN

        
        	
          SMALLINT

        
      

      
        	
          BIGINT

        
        	
          HOUR

        
        	
          MINUTE

        
        	
          SPACE

        
      

      
        	
          CEILING

        
        	
          IFFULL

        
        	
          MOD

        
        	
          SORT

        
      

      
        	
          CHAR

        
        	
          INTEGER

        
        	
          MONTH

        
        	
          STRIP

        
      

      
        	
          COALESCE

        
        	
          JULIAN_DAY

        
        	
          MONTHS_BETWEEN

        
        	
          SUBSTR

        
      

      
        	
          CONCAT

        
        	
          LAST_DAY

        
        	
          NEXT_DAY

        
        	
          TIME

        
      

      
        	
          DATE

        
        	
          LCASE

        
        	
          NULLIF

        
        	
          TIMESTAMP

        
      

      
        	
          DAY

        
        	
          LEFT

        
        	
          POSSTR

        
        	
          TIMESTAMP_FORMAT

        
      

      
        	
          DAYOFMONTH

        
        	
          LENGTH

        
        	
          POWER®

        
        	
          TRANSLATE

        
      

      
        	
          DAYOFWEEK

        
        	
          LN

        
        	
          QUARTER

        
        	
          TRUNCATE

        
      

      
        	
          DAYOFWEEK_ISO

        
        	
          LOCATE

        
        	
          RADIANS

        
        	
          UCASE

        
      

      
        	
          DAYOFYEAR

        
        	
          LOCATE_IN_STRING

        
        	
          REAL

        
        	
          UPPER

        
      

      
        	
          DAYS

        
        	
          LOG10

        
        	
          REPEAT

        
        	
          VALUE

        
      

      
        	
          DECIMAL

        
        	
          LOG

        
        	
          REPLACE

        
        	
          VARCHAR

        
      

      
        	
          DEGREE

        
        	
          LOWER

        
        	
          RIGHT

        
        	
          VARCHAR_FORMAT

        
      

      
        	
          DIGIT

        
        	
          LPAD

        
        	
          ROUND

        
        	
          WEEK_ISO

        
      

      
        	
          DOUBLE

        
        	
          LTRIM

        
        	
          RPAD

        
        	
          YEAR

        
      

      
        	
          EXP

        
        	
          MAX

        
        	
          RTRIM

        
        	
           

        
      

      
        	
          EXTRACT

        
        	
          MICROSECOND

        
        	
          SECOND

        
        	
           

        
      

    

    10.1.2  Query restrictions

    The primary reasons why a query might not be routed to DB2 Analytics Accelerator are explained in 4.7.1, “Why a query might not be routed to the DB2 Analytics Accelerator” on page 87.

    A consolidated list of all conditions that might prevent a query from being routed to DB2 Analytics Accelerator is provided here. Note that this is a dynamic list, which might change with maintenance and new releases of DB2 Analytics Accelerator. 

    A query needs to satisfy the following mandatory criteria to be considered for offloading to DB2 Analytics Accelerator:

    •The cursor is not defined as a scrollable or row set cursor.

    •The query is defined as read-only.

    •The query is dynamic.

    •The query is a SELECT statement.

    •The query is from a package (not a plan with DBRMs).

    In addition to these mandatory criteria, DB2 will not offload a query to DB2 Analytics Accelerator if any of the following query-type limitations applies:

    •Encoding scheme of the statement is multiple encodings. This can be either because tables are from different encoding schemes, or because the query contains a CCSID-specific expression, for example, a cast specification expression with a CCSID option.

    •The query FROM clause specifies data-change-table-reference; that is, the query is select from FINAL TABLE or select from OLD TABLE.

    •The query contains a correlated table expression. A correlated table expression is a table expression that contains one or more correlated references to other tables in the same FROM clause. Regular correlated queries might qualify for offload.

    •The query contains a recursive common table expression reference. 

    •The query contains one of the following predicates:

     –	<op> ALL, where <op> can be =, <>, >, >, >=, <=

     –	NOT IN <subquery>

    •The query contains a string expression (including a column) with an unsupported subtype.

    The supported subtypes are: 

     –	EBCDIC SBCS 

     –	ASCII SBCS 

     –	UNICODE SBCS 

     –	UNICODE MIXED 

     –	UNICODE DBCS (graphic) 

    •The query contains an expression with an unsupported result data type.

    Supported result data types1 are: 

     –	CHAR 

     –	VARCHAR 

     –	GRAPHIC (UNICODE only) 

     –	VARGRAPHIC (UNICODE only) 

     –	SMALLINT 

     –	INT 

     –	BIGINT 

     –	DECIMAL 

     –	FLOAT 

     –	REAL 

     –	DOUBLE 

     –	DATE 

     –	TIME 

     –	TIMESTAMP 

    •The query refers to a column that uses a field procedure (FIELDPROC). 

    •The query (SQL statement) uses a special register other than: 

     –	CURRENT DATE 

     –	CURRENT TIME 

     –	CURRENT TIMESTAMP 

    •The query contains a date or time expression in which LOCAL is used as the output format, or a CHAR function in which LOCAL is specified as the second argument. 

    •The query contains a sequence expression (NEXTVAL or PREVVAL). 

    •The query contains a user-defined function (UDF).

    •The query contains a ROW CHANGE expression. 

    •A date, time, or time stamp duration is specified in the query. Only labeled durations are supported. 

    •The query contains a string constant that is longer than 16000 characters. 

    •A new column name is referenced in a sort-key expression, for example:

    SELECT C1+1 AS X, C1+2 AS Y FROM T WHERE ... ORDER BY X+Y;

    •The query contains a correlated scalar-fullselect. Here “correlated” means that the scalar-fullselect references a column of a table or view that is named in an outer subselect. 

    •The query contains a scalar function or a cast specification that uses the CODEUNITxxx or OCTET option. 

    •The query contains a cast specification with a result data type of GRAPHIC or VARGRAPHIC. 

    •The query contains one of the following scalar functions or cast specifications with a string argument that is encoded in UTF-8 or UTF-16: 

     –	CAST(arg AS VARCHAR(n)) where n is less than the length of the argument 

     –	VARCHAR(arg, n) where n is less than the length of the argument 

     –	LOWER(arg, n) where n is not equal to the length of the argument 

     –	UPPER(arg, n) where n is not equal to the length of the argument 

     –	CAST (arg as CHAR(n)) 

     –	CHAR 

     –	LEFT 

     –	LPAD 

     –	LOCATE 

     –	LOCATE_IN_STRING 

     –	POSSTR 

     –	REPLACE 

     –	RIGHT 

     –	RPAD 

     –	SUBSTR 

     –	TRANSLATE if more than one argument is specified 

    •The query uses a LENGTH function, but the argument of this function is not a string or is encoded in UTF-8 or UTF-16. 

    •The query uses a DAY function where the argument of the function specifies a duration. 

    •The query uses a MIN or MAX function with string values or more than four arguments. 

    •The query uses an EXTRACT function, which specifies that the SECOND portion of a TIME or TIMESTAMP value must be returned. 

    •The query uses one of the following aggregate functions with the DISTINCT option: 

     –	STDDEV 

     –	STDDEV_SAMP 

     –	VARIANCE 

     –	VAR_SAMP 

    •The query uses any table functions (ADMIN_TASK_LIST, ADMIN_TASK_STATUS …).

    10.1.3  Isolation-level considerations

    DB2 for z/OS supports four isolation levels: RR, RS, CS, and UR. The accelerator supports only one isolation level, which is “serializable” (snapshot). When the query is routed to the DB2 Analytics Accelerator, the query conversion (from DB2 SQL to Netezza SQL format) simply removes the isolation clause associated with the DB2 SQL. 

     

    
      
        	
          Note: Queries offloaded to the DB2 Analytics Accelerator will not hold any lock on the DB2 for z/OS table or tables involved.

        
      

    

    10.1.4  Locking and concurrency considerations

    The DB2 Analytics Accelerator architecture is a “shared nothing” architecture, which means that each worker node is able to process data independently, without network traffic or communication between the nodes. Hence there is hardly any contention for shared resources. In general, the offloaded queries do not hold any locks on the original DB2 tables and thus you might see a corresponding reduction in locking activity. 

    Unlike DB2, concurrency performance is degraded in DB2 Analytics Accelerator due to reduction in available resources (mainly the processors) to serve all the concurrently running queries, and not due to the locking of data. Concurrently running queries in DB2 Analytics Accelerator can have considerable impact on response times, particularly if they are going after the same data. See Chapter 12, “Performance considerations” on page 301 for additional information about concurrent workload performance.

    There is an DB2 Analytics Accelerator limitation of the maximum number of concurrent threads that can be accelerated. It is currently set at 100 (for all the DB2 Analytics Accelerator models). If the number of queries that are routed to DB2 Analytics Accelerator exceeds 100 at any point, then the 101st and subsequent queries will fail. This limit is not changeable by users. The default limit of 100 is applicable to all the DB2 Analytics Accelerator models. Though this can be modified by IBM, there is no real benefit in increasing it any further.

    Queries can run in DB2 Analytics Accelerator concurrently with the DB2 Analytics Accelerator data grooming (that is, alter keys) processes. For instance, if you are altering distribution key or organizing keys, your queries can still access the same table but the response time usually degrades. An example is shown in Figure 10-18 on page 252, which shows two-fold degradation of the query response time while the alter key process is running concurrently.

    10.1.5  Profile tables

    This section describes all the profile tables and how to manipulate the data in profile tables to achieve different results.

    Heuristics adds four parameters that can be adjusted through profile tables.

    Table 10-2 on page 229 summarizes the KEYWORDS and default setting for each parameter. In general, if no profile is created or the profile is disabled or stopped, then the default setting indicated in the table will be used by heuristics. 

     

    
      
        	
          Attention: When profile monitoring is not running, the default behavior is to ignore the default value for ACCEL_RESULTSIZE_THRESHOLD.

        
      

    

    Table 10-2   DSN_PROFILE_ATTRIBUTES table

    
      
        	
          KEYWORD

        
        	
          Data type

        
        	
          Default

        
        	
          Remarks

        
      

      
        	
          ACCEL_TABLE_THRESHOLD

        
        	
          Integer

        
        	
          1000000

        
        	
          Specifies the maximum total table cardinality for a query to be treated as a short-running query.

          -1 means that this check is disabled. 

        
      

      
        	
          ACCEL_RESULTSIZE_THRESHOLD

        
        	
          Integer

        
        	
          -1

        
        	
          Represents the maximum number of thousand rows for the result set to allow query to be offloaded. The unit is thousand rows, for example, 2000 means 2000K rows, that is, 2 million rows. If -1 

        
      

      
        	
          ACCEL_TOTALCOST_THRESHOLD

        
        	
          Integer

        
        	
          5000

        
        	
          Represents the minimum estimated cost in milliseconds that is used to determine whether the query should be offloaded

        
      

    

    When profile monitoring is started, the heuristics parameters can be adjusted through profile tables. 

    Here is a step-by-step example to set heuristics parameters. The sample values provided in this section were tested in the Great Outdoors environment.

    1.	Create the profile monitoring tables. A complete set of profile tables includes the following objects:

     –	SYSIBM.DSN_PROFILE_TABLE

     –	SYSIBM.DSN_PROFILE_HISTORY

     –	SYSIBM.DSN_PROFILE_ATTRIBUTES

     –	SYSIBM.DSN_PROFILE_ATTRIBUTES_HISTORY

    The SQL statements for creating the profile tables and the related indexes can be found in member DSNTIJSG of the SDSNSAMP library.

    2.	Insert rows into SYSIBM.DSN_PROFILE_TABLE to create a profile. The value that you specify in the PROFILEID column identifies the profile. DB2 uses that value to match rows in the SYSIBM.DSN_PROFILE and DSN_PROFILE_ATTRIBUTES tables. Specifying different columns in DSN_PROFILE_TABLE as filtering criteria can define different scopes for SQL statements. For example, to create a global profile with PROFILE ID 1 you may use the following INSERT statement:

    INSERT INTO SYSIBM.DSN_PROFILE_TABLE (PROFILEID) VALUES (1);

    To create a profile for SQL statements from a specific authorization ID and IP address with profile ID 2, you may use INSERT statement similar to the one shown here:

    INSERT INTO SYSIBM.DSN_PROFILE_TABLE (PROFILEID,AUTHID,LOCATION,PLANNAME,COLLID,PKGNAME,PROFILE_TIMESTAMP) VALUES (2,'IDAA2','9.152.87.128',NULL,NULL,NULL,CURRENT TIMESTAMP);

    3.	Insert rows into the SYSIBM.DSN_PROFILE_ATTRIBUTES table to define the type of monitoring.

     –	PROFILEID column: Specify the profile that defines the statements that you want to monitor. Use a value from the PROFILEID column in SYSIBM.DSN_PROFILE_TABLE.

     –	KEYWORD column: Specify one of the following monitoring keywords: ACCEL_TABLE_THRESHOLD or ACCEL_RESULTSIZE_THRESHOLD

    ATTRIBUTEn columns: Specify the appropriate attribute values depending on the keyword that you specify in the KEYWORDS column. For example, the following INSERT statement specifies that DB2 enables result set size checking and sets the threshold as 10,000 rows for all the statements that satisfy the scope that is defined by profile 2. Profile 2 is applicable only to the authorization ID "IDAA2" and IP address 9.152.87.128

    INSERT INTO SYSIBM.DSN_PROFILE_ATTRIBUTES (PROFILEID,KEYWORDS, ATTRIBUTE2) VALUES (2,'ACCEL_CHECK_RESULTSIZE',1);

    INSERT INTO SYSIBM.DSN_PROFILE_ATTRIBUTES (PROFILEID,KEYWORDS, ATTRIBUTE2) VALUES (2,'ACCEL_RESULTSIZE_THRESHOLD',10);

    Estimated result size for a query can be found in EXPLAIN output in the COMPCARD column of the DSN_DETCOST_TABLE. Estimated result size can be inaccurate for various reasons such as incomplete/missing/default statistics, stale statistics, or other deficiencies. Therefore, it is not recommended to use the ACCEL_RESULTSIZE_THRESHOLD keyword normally.

    To specify that DB2 sets “small table threshold” as 50000 globally, the following INSERT statement can be used:

    INSERT INTO SYSIBM.DSN_PROFILE_ATTRIBUTES (PROFILEID,KEYWORDS, ATTRIBUTE2) VALUES (1,'ACCEL_TABLE_THRESHOLD',50000);

    4.	Load or reload the profile tables into memory by issuing the following command:

    START PROFILE

    You see the following messages when the START PROFILE command is issued:

    DSNT741I  -DA12 DSNT1SDV START PROFILE IS COMPLETED.       

    DSN9022I  -DA12 DSNT1STR 'START PROFILE' NORMAL COMPLETION 

    *** 

    Any rows with a Y in the PROFILE_ENABLED column in SYSIBM.DSN_PROFILE_TABLE are now in effect. DB2 monitors any statements that meet the specified criteria.

    5.	To disable the monitoring function for a specific profile:

    Delete that row from DSN_PROFILE_TABLE, or change the PROFILE_ENABLED column value to N. Then, reload the profile table by issuing the START PROFILE command as shown:

    DELETE FROM SYSIBM.DSN_PROFILE_ATTRIBUTES WHERE PROFILEID=2

    START PROFILE

    6.	To disable all monitoring and subsystem parameters that have been specified in the profile tables, issue the following command:

    STOP PROFILE

     

    
      
        	
          Attention: When you STOP your DB2 subsystem, the PROFILE will be stopped too and it will not be started when you START DB2. So, you should issue an explicit START PROFILE after recycling DB2.

        
      

    

    7.	Verify that a profile is used by running an EXPLAIN statement.

    To verify that a statement uses a defined profile, execute EXPLAIN ALL on the query. Profile monitoring must be enabled (using START PROFILE) before running EXPLAIN ALL.

    With DB2 Analytics Accelerator, the REASON column on DSN_STATEMNT_TABLE serves a dual purpose. In addition to listing the reason why DB2 used default values to estimate the cost, the PROFILEID text is also appended to its value. 

    If DB2 has enough information to estimate the cost (that is, without using default values) then the column REASON in DSN_STATEMNT_TABLE shows only the PROFILEID string concatenated with the PROFILEID value whenever a qualifying profile is used for that query.

    For example, EXPLAIN populates the REASON column with the value PROFILEID 1, which means that PROFILEID number 1 was applied for the particular SQL statement.

    Figure 10-2 shows a sample row from DSN_STATEMNT_TABLE when COST_CATEGORY=A.
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    Figure 10-2   Sample DSN_STATEMNT_TABLE row when COST_CATEGORY=A

    Figure 10-3 shows a sample row from DSN_STATEMNT_TABLE when COST_CATEGORY=B. Column REASON in the DSN_STATEMNT_TABLE shows not only the reason for COST_CATEGORY=B, but it also appends the PROFILEID string concatenated with the PROFILEID value.
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    Figure 10-3   Sample DSN_STATEMNT_TABLE row when COST_CATEGORY=B

    The first part of the reason, TABLE CARDINALITY, describes why COST_CATEGORY='B' was used by DB2. The second part of the reason text, PROFILEID 1, indicates that this query uses PROFILEID 1 from profile monitoring. Note that the two reason texts are independent of each other, even though they appear as part of the same column.

    10.2  Accelerated access paths

    From the DB2 perspective, DB2 Analytics Accelerator can be viewed as another access path. The DB2 optimizer calculates the expected response times for incoming queries. If the DB2 optimizer estimates the query to be a long-running query, the query is routed to the DB2 Analytics Accelerator. As in the case of DB2 for z/OS, you can perform access path analysis prior to running the query and verify whether or not the query can be accelerated using DB2 Analytics Accelerator. Such queries are accepted by both regular and virtual accelerators.

    After creating the necessary EXPLAIN tables (including the new DSN_QUERINFO_TABLE discussed in 10.2.1, “DSN_QUERYINFO_TABLE” on page 232), you can analyze queries by submitting SQL code that invokes the DB2 EXPLAIN function. So as long as all tables involved in your query are enabled in an accelerator (either regular or virtual), you should be able to perform the access path analysis. The analysis shows whether a query can be accelerated, indicates the reason for a failure, and gives a response time estimate. 

    The outcome of the access path can also be visualized in an access plan graph from a Data Studio (or DB2 Analytics Accelerator Studio) from two different places, as explained here: 

    •Visual Explain in Data Studio has been updated to display whether the query is eligible for accelerator. 

    •In addition, Visual Explain can display the actual access path used in DB2 Analytics Accelerator for queries that are executed in DB2 Analytics Accelerator (after the fact). This function is independent of the DB2 EXPLAIN function. This can be performed from the “Query Monitoring” section of the Data Studio, as explained in 10.4, “DB2 Analytics Accelerator query monitoring and tuning from Data Studio” on page 242.

    When an EXPLAIN statement is run against a query that qualifies for offload to an accelerator server, the PLAN_TABLE row pertaining to that statement will contain ACCESSTYPE='A', and the values of all other columns except QUERYNO, APPLNAME, and PROGNAME are populated with their respective default values.

    A new DB2 EXPLAIN table, DSN_QUERYINFO_TABLE, has been introduced. DB2 EXPLAIN populates DSN_QUERYINFO_TABLE, if it exists. A row is inserted for every SQL statement explained.

    10.2.1  DSN_QUERYINFO_TABLE

    The query information table, DSN_QUERYINFO_TABLE, contains information about the eligibility of a query for DB2 Analytics Accelerator offload and the reason why ineligible query blocks are not eligible. Review the “REASON_CODE” column on DSN_QUERYINFO_TABLE, if and when your query does not qualify for DB2 Analytics Accelerator offload, to determine why it is not eligible.

    Table 10-3 describes how to interpret two significant columns on DSN_QUERYINFO_TABLE.

    Table 10-3   Two significant columns of DSN_QUERYINFO_TABLE

    
      
        	
           

        
        	
          REASON_CODE

        
        	
          QI_DATA

        
      

      
        	
          If the SQL query is eligible for acceleration

        
        	
          0

        
        	
          The actual SQL text

        
      

      
        	
          If the SQL query is not eligible for acceleration

        
        	
          Non-zero value

        
        	
          Reason for not accelerating the query

        
      

    

    When the query is eligible, REASON_CODE=0 and column QI_DATA will contain the rewritten query as it is sent to DB2 Analytics Accelerator for execution.

     

    
      
        	
          Tip: DSN_QUERYINFO_TABLE is usually not created as part of explain tables, so you might have to obtain the DDL from the latest SQL Reference Guide and create it separately.

        
      

    

    10.2.2  Displaying an access plan diagram

    An access plan diagram is a visual representation of a query that shows the database objects that are accessed by the query and the order in which this is done.

    You may display an access plan diagram of an accelerated query from the DB2 Analytics Accelerator Studio by clicking the “visual explain” icon on the top right corner on the “SQL script” window. The invocation of Visual Explain for an accelerated query is similar to that of a regular DB2 query.

    Without a physical IBM DB2 Analytics Accelerator in place, there is no visual access plan graph available. The reason is that DB2 for z/OS can only tell if a query would execute on the accelerator, but the DB2 for z/OS optimizer does not have any details about the real access path on the accelerator itself.

     

    The sample query in Example 10-1 was used for illustrating the access path diagrams without acceleration and with acceleration. 

    Example 10-1   Simple query that is eligible for DB2 Analytics Accelerator offload
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    SELECT COUNT_BIG(*) 

    FROM GOSLDW.SALES_FACT 

    WHERE ORDER_DAY_KEY BETWEEN 20120204 AND 20120304 

    AND SALE_TOTAL <> 999999
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    Figure 10-4 shows the sample access plan diagram of the query that is not accelerated because the value of the CURRENT QUERY ACCELERATION register is set to NONE.
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    Figure 10-4   Access plan with CURRENT QUERY ACCELERATION = NONE

    Figure 10-5 on page 234 shows the access plan diagram for the same query when it satisfies all the eligibility criteria for DB2 Analytics Accelerator offload. When comparing this access plan diagram with Figure 10-4, notice the new symbol named “accelerated” appearing in the accelerated query. This corresponds to the column value of ACCESSTYPE='A' on the PLAN_TABLE.

    [image: ]

    Figure 10-5   Access plan with CURRENT QUERY ACCELERATION = ENABLE

     

     

    
      
        	
          Note: Unlike with DB2 for z/OS, there is not much opportunity for tuning available on the DB2 Analytics Accelerator side at the SQL level. The only control you have at the SQL level is to rewrite an ineligible query and make it eligible for DB2 Analytics Accelerator offload, if feasible.

        
      

    

    Refer to 4.7.2, “Query re-write scenario” on page 87 for sample scenarios of such query rewrites.

    10.2.3  Access plan diagrams for queries running on DB2 Analytics Accelerator

    If you are accustomed to seeing visual explains in a DB2 for z/OS environment, it might be challenging to see the many new symbols when you look at the access plan diagrams pertaining to DB2 Analytics Accelerator queries. A sample access plan showing many new nodes on the Visual Explain is shown in Figure 10-6 on page 235. It was created by running EXPLAIN against one of the complex BI queries run in the Great Outdoors environment. 

    Some of these symbols provide you with valuable information for further query optimization on the DB2 Analytics Accelerator side.
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    Figure 10-6   Sample access plan diagram - accelerated query with new nodes for Accelerator

    Table 10-4 lists and briefly describes all the nodes that can occur in an access plan diagram of an accelerated query.

    Table 10-4   Nodes in access plan diagrams of accelerated queries

    
      
        	
          Node

        
        	
          Additional information

        
        	
          Description

        
      

      
        	
          AGGR

        
        	
          First number

          Number of affected rows

           

          Second number

          Total size of the affected rows

        
        	
          Aggregation. Indicates that data will be aggregated to calculate the results of statements, such as SUM, AVG, MAX, or COUNT. The numbers indicate the number of aggregated rows and the size of these rows.

        
      

      
        	
          BROADCAST

        
        	
          First number

          Number of broadcast table rows

           

          Second number

          Total size of the broadcast rows

        
        	
          Broadcast of table rows. 

          This means that all rows relevant for a join must be sent over the network to the active coordinator node (DB2 Analytics Accelerator host) to be redistributed from there. When large tables with more than 100 million rows are involved, broadcasts have a highly negative impact on the performance. Avoid broadcasts by using distribution keys.

        
      

      
        	
          GRPBY

        
        	
          First number

          Number of grouped rows

           

          Second number

          Total size of the grouped rows

        
        	
          Group by. 

          Indicates that resulting rows are grouped according to a GROUP BY clause in the query.

        
      

      
        	
          HSJOIN

        
        	
          First number

          Number of surviving rows after the join

           

          Second number

          Total size of the surviving rows

        
        	
          Hash join.

          A way of executing a table join that employs hashing. It is the most efficient way of executing equality joins. When a large amount of data needs to be processed, hashing achieves its optimum performance when it is combined with a collocated join (in most cases, this means use of a distribution key). The row and size numbers refer to the surviving rows after the join.

        
      

      
        	
          NLJOIN

        
        	
          First number

          Number of surviving rows after the join

           

          Second number

          Total size of the surviving rows

        
        	
          Nested loop join (expression-join in Netezza terminology). 

          A way of executing joins that is chosen for non-equality joins, that is, joins such as WHERE (T1.COL1 - T2.COLx > 0). It is also used for queries that use EXISTS clauses. In a nested loop join, each row in the first table is matched against each row in the second, and the join predicate is evaluated for each of the pairs. It is thus a slow way of executing a join. If the performance is poor, you can try to change the non-equality join into an equality join.

        
      

      
        	
          QUERY

        
        	
          First number

          Number of rows that are returned to DB2

           

          Second number

          Total size of the rows that are returned to DB2

        
        	
          Indicates the point at which the active coordinator node (Netezza host) returns the query results to DB2 for z/OS. The numbers indicate the number of rows in the result set and the size of these rows.

        
      

      
        	
          REDIST

        
        	
          The column name indicates the join column that causes the redistribution.

        
        	
          Redistribution of table rows. 

          That is, to execute a join, table rows must be sent over the network from one worker node to another. When large tables with more than 100 million rows are involved, redistributions have a negative impact on the performance and should be avoided. Consider the use of a distribution key to achieve a collocated join.

        
      

      
        	
          RETURN

        
        	
          First number

          Number of returned rows

           

          Second number

          Total size of the returned rows

        
        	
          Return of results from the worker nodes to the active coordinator node (Netezza host).

        
      

      
        	
          SORT

        
        	
          First number

          Number of sorted rows

           

          Second number

          Total size of the sorted rows

        
        	
          Sorting of rows. 

          The numbers indicate the time needed to do the sorting, the number of rows sorted, and the size of these rows.

        
      

      
        	
          SUBSELECT

        
        	
           

        
        	
          Subselect. 

          That is, the query contains at least one outer query and one inner query, in which the inner query refers to a subset of the table rows captured by the outer query.

          The SUBSELECT node reflects the evaluation of the nested SELECT statements.

        
      

      
        	
          <TABLENAME>

        
        	
          First number

          Number of table rows

           

          Second number

          Total size of the table rows

        
        	
          The name of a base table used in the query.

        
      

      
        	
          TBSCAN

        
        	
          First number

          Number of “surviving” rows, that is, rows that have not been

          filtered out due to unused columns, restrictive clauses, or organizing keys.

           

          Second number

          Total size of the surviving rows

        
        	
          Table scan. 

          This node represents the scan of a table during query processing.

        
      

      
        	
          UNIONA

        
        	
          First number

          Number of rows in the unified result set

           

          Second number

          Total size of the rows in the unified result set

        
        	
          Union.

          Indicates a union of two result sets. This node occurs if the query contains a UNION ALL or UNION DISTINCT statement.

        
      

      
        	
          UNIQUE

        
        	
          First number

          Number of surviving rows after the elimination

           

          Second number

          Total size of the surviving rows

        
        	
          Elimination of duplicate table rows.

        
      

    

    One of the inherent benefits of DB2 Analytics Accelerator is that the database administrators (DBAs) do not need to understand all these nodes on the access path diagram to optimize the queries they are managing. In most cases, DBAs need to know only a few nodes, namely BROADCAST and REDIST, to perform data-level query acceleration management, if they are looking for opportunities to further accelerate the queries that are already accelerated by DB2 Analytics Accelerator.

    Data Studio provides basic recommendations (based on data skew) for distribution key. However, tune both distribution and organizing keys based on query workload characteristics and not simply based on Data Studio recommendations. This is discussed in more detail in 10.3, “Data-level query acceleration management” on page 237.

    10.3  Data-level query acceleration management

    This section describes how to use EXPLAIN output to influence the response time of queries that are eligible for DB2 Analytics Accelerator offload.

    10.3.1  DB2 Analytics Accelerator tuning

    DB2 Analytics Accelerator tuning is vastly simpler when compared to the traditional SQL tuning approach. The number of steps involved is smaller and the skill level required is much lower. 

    In addition, it takes significantly less time to tune DB2 Analytics Accelerator queries. It is not uncommon to take hours to tune a complex query using the traditional approach in DB2. Inspecting access paths, guessing what is missing, and then applying actions to the system is a long process. With DB2 Analytics Accelerator, tuning involves distribution and organization of the data, and Visual Explain provides valuable information for tuning these in simple steps.

    10.3.2  Distribution key for data distribution

    The most important tuning tool is the distribution key for a table. Tuning distribution has several goals: load balancing/even distribution, zone map, and co-located joins. Unlike DB2, which can partition a table by range or growth, DB2 Analytics Accelerator partitioning is based on data distribution.

    A column is used by DB2 Analytics Accelerator to distribute data across the partitions. Rows with the same column value will be assigned to the same partition. As such, it is important to use a column with high cardinality. This increases the probability that data will be distributed evenly across the partitions. Occasionally a high cardinality column does not work well with the distribution algorithm, and most data will reside in a small number of partitions. 

    It is important to check data distribution after a table is loaded. Using the DB2 Analytics Accelerator Studio, inspect the skew value of a table:

    •A value of 0 indicates perfect distribution.

    •A value close to 1 shows heavy data skew.

    Data skew in DB2 Analytics Accelerator is the size difference in megabytes between the smallest data slice for a table and the largest data slice for the table. Data skew, in particular for quite small tables, can vary substantially from record skew due to varchar trailing blanks and compression effects. Typically, as the table sizes grow, there is little difference between the data skew and record skew.

    If your first chosen columns for distribution key do not lead to a good distribution of data, then select a different column and repeat the loading process. Most high cardinality key columns, such as customer-id and account-id, usually work well.

    To illustrate the principle of good distribution we use a counter-example that selects a date column for data distribution. In many data warehouse environments, data for the current day is added at the end of day during the ETL process. This will push all the data of the current date into just one partition. This in turn might lead to heavy data skew and potentially slow query processing significantly.

    The main reason for achieving substantial query acceleration is the utilization of all the resources within DB2 Analytics Accelerator to support query execution. If most of the data required by a query resides on one partition, basically only one node will be active during query execution, and response time will elongate proportionally.

    Although the term distribution key has some similarity to the partitioning key on the DB2 side, in reality it does not help with page range scanning in the DB2 Analytics Accelerator. The distribution key helps with the join performance on DB2 Analytics Accelerator, more than anything else.

    Co-located join delivers better performance than distributed join. Co-located join refers to data in the join resides on the same node in DB2 Analytics Accelerator. It is not necessary to transfer data across nodes as in a distributed join. 

    To achieve co-located join, use the same column to distribute data across multiple tables. For example, a query specifying the following suggests that colx should be used to distribute data for both tables 1 and 2:

    table1.colx = table2.colx

    Although random distribution is the default setting, make an effort to determine how queries access the tables. Armed with query access knowledge, DBAs will be in a better position to select the appropriate columns for distribution. This increases the likelihood of using co-located join during query execution.

    Figure 10-7 illustrates the change in the access plan diagrams pertaining to a 2 large table join, before and after the distribution key is altered. In this case, selecting the distribution key based on join column eliminated the need for a broadcast operation in DB2 Analytics Accelerator, thereby improving the join performance. The actual savings depends on the table size and number of rows that would qualify for the join.
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    Figure 10-7   DB2 Analytics Accelerator access plan optimization by altering distribution key

    Figure 10-7 illustrates how you can optimize the accelerated queries with distribution keys using access plan diagrams alone, without analyzing the SQL statement involved.

    10.3.3  Organizing keys and zone maps

    Zone maps are used by the DB2 Analytics Accelerator to reduce data access during query execution. Because there are no indexes in DB2 Analytics Accelerator, access to a table is through a table scan only. In many cases only a subset of data is required. 

    As an example, assume a table contains five years of history. A query performing weekly sales analysis requires one week of data only. Scanning the entire table will run 250 times longer than necessary. To mitigate this problem, DB2 Analytics Accelerator uses zone maps to reduce data access quantity.

    A table is divided into blocks, with each block taking up 3 MB of space. The high and low values of a column are stored in a zone map for each block. A query specifying a date predicate as follows involves DB2 Analytics Accelerator checking the zone map of the order_date column:

    where order_date between ‘2011-12-01’ and ‘2011-12-07’

    In a typical data warehouse, data is added in chronological order. Data is nicely clustered based on the sequence of insertion to the database. As a result, most blocks will not contain data for this query. This reduces the amount of data access significantly.

    Zone maps are highly effective for certain data such as date. However, their applicability is severely limited due to the nature of the data. For example, a predicate like the following is less likely to be effective because it is likely that many blocks will have rows meeting the age requirement:

    where age between 18 and 25

    Zone maps are automatically generated for date and numeric columns. For other data types, such as character columns, zone maps can be created manually by using the “organizing key.”

    Organizing keys

    Organizing keys direct the DB2 Analytics Accelerator to store data on each data slice based on the clustering sequence of the columns defined by an organizing key. It is analogous to a clustering index in DB2. Although a clustering key in DB2 is most useful in reducing random I/O for DB2 transactions and for join performance, an organizing key benefits business analytics queries by minimizing the amount of data access during a table scan operation. It is used in conjunction with the zone maps. 

    An organizing key helps accomplish something similar to page range scanning functionality in DB2 during predicate evaluation by using the zone maps, which contain the low key value and high key value for each 3 MB block.

    Almost all analytics queries come with a date predicate. In that sense, organizing a table by date is reasonably a safe strategy. If special knowledge is available about data access and access quantity is limited to a small subset of a table, an organizing key can be utilized to facilitate data access. As described in 10.3.2, “Distribution key for data distribution” on page 238, it is important to understand how queries access tables.

    When choosing an organizing key, you select columns by means of which you group the rows of a table within the data slices on the worker nodes. This creates grouped segments or blocks of rows with equal or nearby values in the columns selected as organizing keys. If an incoming SQL query references one of the organizing key columns in a range or equality predicate, the query can run much faster by skipping entire blocks rather than having to scan the entire table on disk. Thus the time needed for disk output operations related to the query is drastically reduced.

    There is a difference between how DB2 and DB2 Analytics Accelerator maintain data organization. DB2 requires running a reorganization utility manually to cluster the data properly. DB2 Analytics Accelerator starts the data grooming function automatically in the background. As data is loaded to a table, DB2 Analytics Accelerator organizes the data automatically. Likewise, when the organizing key is changed for a table, DB2 Analytics Accelerator will organize the data automatically.

    10.3.4  Best practices for choosing organizing keys

    In general, DB2 Analytics Accelerator should be able to process your queries with adequate performance so that organizing keys are not needed. However, using an organizing key, particularly on large fact table, can result in table scan performance gains by multiple orders of magnitude. 

    An organizing key has no effect if the table is too small. The Organized column in the Accelerator view reflects this by not showing a value for the degree of organization (percentage). The minimum recommended table size to define an organizing key (compressed size on the IBM Netezza 1000 system) depends on the number of worker nodes as shown in Table 10-5.

    Table 10-5   Minimum size of tables in DB2 Analytics Accelerator for tuning organizing key

    
      
        	
          DB2 Analytics Accelerator Model

        
        	
          Minimum recommended table size for tuning organizing keys

        
      

      
        	
          Netezza 1000-3

        
        	
          0.4 GB

        
      

      
        	
          Netezza 1000-6

        
        	
          0.75 GB

        
      

      
        	
          Netezza 1000-12

        
        	
          1.5 GB

        
      

      
        	
          Netezza 1000-24

        
        	
          3.0 GB

        
      

      
        	
          Netezza 1000-48

        
        	
          6.0 GB

        
      

      
        	
          .....

        
        	
           

        
      

      
        	
          Netezza 1000-120

        
        	
          15 GB

        
      

    

    The following calculations show how the minimum sizes in Table 10-5 were estimated:

    •Netezza 1000-3 has 24 data slices, which translates to 24 * 15 MB = 360 MB = 0.4 GB 

    •Netezza 1000-6 has 48 data slices, which translates to 48 * 15 MB = 720 MB = 0.75 GB 

    •Netezza 1000-12 has 96 data slices, which translates to 96 * 15 MB = 1440 MB = 1.5 GB 

    •Netezza 1000-24 has 192 data slices, which translates to 192 * 15 MB = 2880 MB = 3.0 GB 

    •Netezza 1000-48 has 384 data slices, which translates to 384 * 15 MB = 5760 MB = 6.0 GB

    •....

    •Netezza 1000- 120 has 960 data slices, which translates to 960 * 15 MB = 5760 MB = 15.0 GB

    Because restrictions on summary columns in dimension tables are, in many cases, automatically pushed down to the join column of a fact table, organizing keys on such columns in the fact table can be quite beneficial.

    An organizing key is also a good practice if your history of data records reaches back into the past for an extended period, but the majority of your queries, in using a range predicate on a fact-table time stamp column or parent attribute in a joined dimension, requests a constrained range of dates. 

    As additional columns are chosen as organizing keys, the benefit of predicates on column subsets is reduced. Four keys are the allowed maximum. However, there is hardly a need to select more than three.

    Organizing keys are also useful the more frequently the columns that you specified as keys are used in query predicates, alone or in combination, and if the column cardinality is high (that is, if the columns have many different values). 

    For organizing keys to have a positive effect on table scan performance, a query does not have to reference all the columns that have been defined as organizing keys. It is enough if just one of these columns is addressed in a query predicate. However, the benefit is higher if all columns are used because this means that the relevant rows are kept in a smaller number of extents. 

    There is no preference for any of the columns that you specify, and the order in which columns are selected does not matter either. 

    Using sorted data, response time improves significantly compared to the unsorted case if you have many queries running in parallel on a table with 4 extents per data slice. Overall performance improvement in more realistic workloads will be much smaller. However, DB2 Analytics Accelerator does not require any maintenance or tuning for smaller tables because the benefit is tiny for a small table (under 15 MB per dataslice); you might improve query performance by 1/100th of a second or so. 

    Zone maps might change to a more granular level but right now tracking is for min/max values of 3 MB extent. Currently, if you only have a few MB of data on each slice, then an organizing key (on zone maps) does not allow DB2 Analytics Accelerator to filter data so it is not even used unless a table is at least 15 MB per slice (that is, around 1.5 GB on a TF12 model). 

    In general, the benefit from tuning the organizing keys is quite small compared to the gains from moving complex queries to DB2 Analytics Accelerator from DB2. Also, clustering the table rows using organizing keys causes a processing overhead when you load or update the tables on DB2 Analytics Accelerator. 

     

    
      
        	
          Rule of thumb for choosing organizing key: If many different queries in your workload use WHERE clause predicates (range or equality predicates) on the same column, then use this column for your organizing key.

        
      

    

    10.4  DB2 Analytics Accelerator query monitoring and tuning from Data Studio

    You can monitor and tune queries running in IBM DB2 Analytics Accelerator by using the Data Studio (DB2 Analytics Accelerator Studio). After connecting to your database, in DB2 Analytics Accelerator Studio open the “Accelerator” view by clicking the Accelerators folder in the list on the left; see Figure 10-8 on page 243.
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    Figure 10-8   DB2 Analytics Accelerator Studio - Accelerators view 

    Scroll to the appropriate accelerator, then double-click your accelerator name on the “Accelerator” view. Scroll down until you see the heading “Query Monitoring” as shown in Figure 10-9 on page 244.
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    Figure 10-9   Query monitoring twistie on DB2 Analytics Accelerator Studio

    Click the twistie in front of the heading “Query Monitoring” to reveal the contents of the section shown in Figure 10-10.
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    Figure 10-10   Query Monitoring section in DB2 Analytics Accelerator Studio

    The content basically consists of a table that lists the recent query history (SQL statements and other information about recent queries). The following information columns are available:

    Elapsed Time	The total times that were needed to execute the queries; that is, the sum of Queue Wait Time and Execution Time. 

    Execution Time	The times that were needed to process the queries. 

    Queue Wait Time	The times that queries had to spend in the queue before they were processed. 

    Result Size	The data size of the rows that were returned in query results (in MB or GB). 

    Rows Returned	The number of rows that were returned by the accelerator as query results. 

    SQLSTATE	The SQL state for failed queries. 

    SQL Text	The SQL statements of recently submitted queries. 

    Start Time	The submittal times of the queries. 

    State	States at completion time, showing whether the queries were completed successfully, or failed or running right now (with % estimate in the parentheses) as shown in Figure 10-10 on page 244.

    Task ID	The IDs that the accelerator assigned to the queries. 

    User ID	The names of users who submitted past queries. 

    Most of these columns are displayed by default. If they are not displayed, you can add the columns of interest to the display using the process described following Figure 10-11.

    Accelerator system time

    The reference for all times that are displayed is the accelerator system time. The accelerator system time is determined by the first DB2 subsystem that was added to the configuration. A warning is issued if the accelerator works with data from a DB2 subsystem that was not the first to be added. It is important to keep this in mind if the DB2 subsystems, that is, the data servers, are situated in different time zones.
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    Figure 10-11   Adjust Query Monitoring Table selected

    To add columns, remove columns, or change the order of columns, click the Adjust Query Monitoring Table icon shown in Figure 10-11.

    In the Adjust SQL Monitoring Table window, you see the following lists: 

    Available columns	This lists the names of available columns that are currently not selected for display. 

    Shown columns	This lists the names of the columns that are currently displayed. The order from top to bottom indicates their appearance in the “Accelerator” view from left to right. 

    To add a single column for display in the “Accelerator” view, select it in the Available columns list and click single arrow to move the column to the Shown columns list. To move all available columns to the Shown columns list, click double arrow.

    To hide a single column from the display in the “Accelerator” view, select it in the Shown columns list and click to move the column to the Available columns list.

    To remove all columns from the display, click the double arrow button.

    To change the order of appearance in the Accelerator view, select a column in the Shown columns list and click to move the column up or down. As mentioned, the order of the columns from top to bottom represents the order in which these columns appear from left to right in the “Accelerator” view.

    To restore the default settings for the SQL Monitoring section in the “Accelerator” view, click Restore Defaults. 

    Click OK. Your settings are applied to the table in the Query Monitoring section; columns are added, removed, or their order of appearance is changed. 

    The Query Monitoring section offers a few additional functions:

    To show further details about a selected query or rerun the query, click:

    •Show SQL: To view the SQL code of the query 

    •Show Plan: To view the access plan diagram of the query 

    •Re-Run Query: To rerun the query 

    You can limit the number of queries that are displayed in the Query Monitoring table. You can show all recent queries, show only the queries that are currently being processed, or show only the completed queries, by selecting the appropriate value from the View drop-down list:

    •All Queries: To show all recent queries 

    •Active Queries: To show just the queries that are currently being processed 

    •Query History: To show just the completed queries 

    To limit the displayed queries on the basis of their values in one of the columns of the Query Monitoring table, change the default (All) in the first drop-down list to the right of the Show label to one of the restricting values (Highest 50, Highest 20 and so on). From the other drop-down list further to the right, select the column value you want to restrict in the Query Monitoring table setting. This limits the number of displayed queries to those with the highest value in the selected column. If you select a column containing time values, the display will be restricted to the slowest queries. 

    The product was designed with this order because the slowest queries usually have the highest potential for query optimization, and are most probably the ones that database administrators will want to set again after they have been run. 

    10.4.1  Tracing

    IBM DB2 Analytics Accelerator for z/OS offers a variety of predefined trace profiles in case you need diagnostic information. These profiles determine the trace detail level and the components or events that will generate trace information. Figure 10-12 identifies the trace section on the DB2 Analytics Accelerator Studio’s “Accelerator “view.

    After collecting the information, you can save it to a file and transfer the file to IBM support. If you have access to the Internet, you can directly send the information to IBM from IBM DB2 Analytics Accelerator Studio using the built-in FTP function. This method automatically adds the information to an existing IBM problem management record (PMR).
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    Figure 10-12   Tracing from DB2 Analytics Accelerator Studio

    Configuring trace behavior

    IBM DB2 Analytics Accelerator for z/OS provides trace profiles. These profiles consist of lists of components and events that result in the collection of trace information. In addition, they determine how detailed the trace information will be. 

    Profiles are available for accelerators and for stored procedures. You can also use custom profiles that have been saved to an XML file. When you click the configure link, you will see the various profiles available as shown in Figure 10-13 on page 248. The DEFAULT profile will suffice for normal monitoring.
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    Figure 10-13   Configure Accelerator trace from Studio using available trace profiles

    Saving trace information

    The Save Trace function saves the collected trace information. In the Save Trace window, which opens before the action is completed as shown in Figure 10-14 on page 249, you can specify or change the settings for the save operation. 
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    Figure 10-14   Saving DB2 Analytics Accelerator trace from Studio

    You can specify the location of the folder where you want to save the trace information as and when it is needed.

    Configuring the FTP server for the Save Trace function

    To add trace information to an existing IBM problem management record (PMR), your IBM DB2 Analytics Accelerator Studio client needs to connect to the IBM RETAIN® server on which the PMR was created. 

    Altering distribution key and organizing key from DB2 Analytics Accelerator Studio

    Whenever a very large table is added to the accelerator with a default random distribution key, DB2 Analytics Accelerator shows a small yellow triangle under the Distribution key column of the “Accelerator” view. This opens to a box suggesting that you to choose a meaningful distribution key; see Figure 10-15 on page 250.

    The task of altering or changing distribution keys or organizing keys is performed by the SYSPROC.ACCEL_ALTER_TABLES stored procedure on your data server. For information about the privileges that are required to run this procedure and other details, see IBM DB2 Analytics Accelerator Studio Version 2.1 User's Guide, SH12-6960.
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    Figure 10-15   DB2 Analytics Accelerator Studio - alter the distribution key

    Procedure to alter the keys

    In the Administration Explorer, select the Accelerators folder. 

    Double-click the accelerator containing the tables for which you want to specify distribution or organizing keys. 

    In the list of schemas and tables in the Accelerator view, select a table that contains the columns to be used as a distribution key or as organizing keys. 

    Click Alter Keys on the toolbar as shown in Figure 10-15 to start the process of altering the distribution key and organizing key. A window displays showing all the available columns of the selected table; see Figure 10-16 on page 251.

    To use a distribution key instead of even (random) distribution

    Clear the Balanced distribution without distribution key check box. This enables the controls for the definition of a distribution key. 

    In the Alter Keys window, you see a list of the columns in the selected table. To specify a column as the distribution key or as part of it, select the column in the list and click the right-arrow button.

    The Name like filter field makes it easier to find particular columns if the list is long. Type a column name in this field, either fully or partially, to display just the columns bearing or starting with that name. The field is disabled for names of columns that are currently selected as keys.

    Selected columns appear in the upper list box on the right. You can remove a selected column by first selecting it in this box, and then clicking the left-arrow button.

    Using the buttons with the upward-pointing and downward-pointing arrows, you can change the order of the columns in the key. The order of the columns in the list has an influence on the hash value that is calculated to determine the target processing node. To place the rows of joined tables on the same processing node, the distribution keys of all tables must yield the same hash value. It is therefore important to specify the distribution key columns for all tables in the same order.

    Repeat this step to add further columns to the key. A maximum of four columns is allowed.

    It is best to use as few columns as possible in a distribution key (single column is preferable to a multi-column key).

    To specify organizing keys

    Select a column to be used as an organizing key in the list on the left and click the right-arrow button next to the list box at the bottom. Use the Name like filter field.

    Selected columns appear in the lower list box on the right. You can remove a selected column by first selecting it in this box, and then clicking the left-arrow button.

    Repeat this step to add further columns. A maximum of four columns is allowed. 

    Click OK to start the altering of the key or keys. 
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    Figure 10-16   Alter distribution/organizing keys from DB2 Analytics Accelerator Studio - Available columns

    After the process completes, the “Distribution Key” and “Organizing Key” changes from random to the selected columns as shown in Figure 10-17 on page 252.

    The Organized column in the “Accelerator” view also reflects this by showing a value for the degree of organization (percentage), which is 97.399% for the chosen column in Figure 10-17 on page 252.
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    Figure 10-17   New distribution/organizing keys observed from DB2 Analytics Accelerator Studio

    While the alter is running, you can still run your queries against the DB2 Analytics Accelerator. You might see some response time degradation but there will no other concurrency issues. Figure 10-18 shows query response time degradation from 62 seconds (while running without any concurrent queries) to 152 seconds (while running concurrently with the alter key process) for an DB2 Analytics Accelerator offloaded query.
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    Figure 10-18   Alter distribution/organizing keys from DB2 Analytics Accelerator Studio - Query response time degradation

    While the alter key process is running, if you issue a -DISPLAY ACCEL(*) DETAIL command you are able to see the activity in DB2 Analytics Accelerator. Figure 10-19 on page 253 shows a sample output of the -DISPLAY ACCEL command taken during the grooming process.

    [image: ]

    Figure 10-19   DISPLAY ACCEL command output during alter keys process

    Example 10-2 shows another sample output from -DISPLAY ACCEL(*) DETAIL command showing AVERAGE CPU UTILIZATION ON WORKER NODES at 60%.

    Example 10-2   DISPLAY ACCEL(*) command output during alter keys process
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                               

     DSNX830I  -DA12 DSNX8CDA                                                       

     ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ         

     -------------------------------- ---- -------- -------- ---- ---- ----         

     IDAATF3                          DA12 STARTED      1849    1    0    0         

     LOCATION=IDAATF3 HEALTHY                                                       

     DETAIL STATISTICS                                                              

       LEVEL  = AQT02012                                                            

       STATUS = ONLINE                                                              

       FAILED QUERY REQUESTS                              =     6810                

       AVERAGE QUEUE WAIT                                 =       62 MS             

       MAXIMUM QUEUE WAIT                                 =      362 MS             

       TOTAL NUMBER OF PROCESSORS                         =       24                

       AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =      .00%               

       AVERAGE CPU UTILIZATION ON WORKER NODES            =    60.00%               

       NUMBER OF ACTIVE WORKER NODES                      =        3                

       TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB             

       TOTAL DISK STORAGE IN USE                          =     9.91%               

       DISK STORAGE IN USE FOR DATABASE                   =   354309 MB             

     DISPLAY ACCEL REPORT COMPLETE                                                  

     DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION                    

     *** 
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    The AVERAGE CPU UTILIZATION ON COORDINATOR NODES is at 0% because there is no other activity originating from DB2 for z/OS that utilizes the SMP host processors in DB2 Analytics Accelerator. The converse is true when you are loading tables from DB2 for z/OS to DB2 Analytics Accelerator, that is, the AVERAGE CPU UTILIZATION ON COORDINATOR NODES would be a high non-zero value. The AVERAGE CPU UTILIZATION ON WORKER NODES would remain at 0%.

    10.5  Idiosyncrasies of EXPLAIN versus DB2 Analytics Accelerator execution results

    In certain situations you might notice that the EXPLAIN results do not match the actual DB2 Analytics Accelerator execution behavior. The following examples are provided with reference to Data Studio (DB2 Analytics Accelerator Studio) usage scenarios.

    EXPLAIN indicates query is not accelerated but actually routed to DB2 Analytics Accelerator

    Applications, bind options, and jcc/jdbc driver settings might change the “read only” property of a query without any modification to the query text itself. As a result, you might see some mismatch between the EXPLAIN results and actual execution (depending on where the query is executed). 

    For instance, the query in Example 10-3 does not qualify for DB2 Analytics Accelerator offload, while the DSN_QUERYINFO_TABLE is populated with a REASON code of 4, which indicates that the query is not read only.

    Example 10-3   EXPLAIN result - Query not accelerated but actually routed to Accelerator
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    SET CURRENT QUERY ACCELERATION = ENABLE;

    SELECT F.ORDER_DAY_KEY, F.PRODUCT_KEY

    FROM GOSLDW.SALES_FACT F

    WHERE F.ORDER_DAY_KEY =

    (SELECT MAX("Sales_fact18".ORDER_DAY_KEY)

    FROM GOSLDW.SALES_FACT AS "Sales_fact18"

    WHERE "Sales_fact18".ORDER_DAY_KEY BETWEEN 20050101 AND 20101231

    AND F.PRODUCT_KEY= "Sales_fact18".PRODUCT_KEY

    );
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    When the query in Example 10-3 is executed from Data Studio, it runs in DB2 Analytics Accelerator even though the EXPLAIN results do not indicate that it is eligible for DB2 Analytics Accelerator because the application (Data Studio) does not give users the option to update rows fetched from the result set.

    If you include a FOR FETCH ONLY clause to this query, then the EXPLAIN result changes, indicating that it is eligible for offload (because it is considered a read only query now). This read only behavior is a normal DB2 behavior and is not specific to DB2 Analytics Accelerator but it basically dictates whether or not the updateable queries are offloaded to the DB2 Analytics Accelerator.

    EXPLAIN indicates query is accelerated but not routed to DB2 Analytics Accelerator

    In general, Data Studio adds the OPTIMIZE FOR 500 ROWS clause during the execution of a dynamic SQL statement, which affects the TOTAL COST estimated by the optimizer. For the query shown in Example 10-4, the estimate is an order of magnitude smaller than that of the same query without the OPTIMIZE FOR 500 ROWS clause included. 

    Data Studio does not add the OPTIMIZE FOR n ROWS clause on EXPLAIN statements because no rows are returned. This causes the total cost estimated by the optimizer to be much higher.

    Example 10-4   EXPLAIN output - query is accelerated but not routed to Accelerator
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    SET CURRENT QUERY ACCELERATION = ENABLE;

    SELECT * FROM 

    GOSLDW.SALES_FACT

    WHERE ORDER_DAY_KEY BETWEEN 20041102 AND 20041106

    FOR FETCH ONLY

    WITH UR;
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    The max row count value can be modified from the properties window for “SQL Results view options” in DB2 Analytics Accelerator Studio. Figure 10-20 shows the properties window where this value can be changed to zero (in place of the default 500). After changing this setting the query is offloaded to the DB2 Analytics Accelerator as indicated in the EXPLAIN results.
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    Figure 10-20   SQL Results View Options for Max row count settings

    Note the Data Studio max row count and max display row count set the OPTIMIZE FOR n ROWS clause and not the FETCH FIRST n ROWS ONLY clause. The DB2 optimizer sees OPTIMIZE FOR n ROWS = Data Studio max row count (while the FETCH FIRST n ROWS clause is not at all appended to the SQL).

    10.6  DB2 Analytics Accelerator versus traditional DB2 tuning

    Performing query tuning in DB2 or other database products requires a deep level of understanding of database technology. Although query tuning can reduce query response time dramatically in many instances, it does involve multiple steps and can take days to perform. This section provides a brief description of the tuning approaches. 

    A comparison to the next section, which describes the DB2 Analytics Accelerator tuning steps, illustrates a sharp contrast in the tuning methodologies and highlights the simplicity of performance management in DB2 Analytics Accelerator.

    Unlike OLTP transactions, most of the analytics queries are generated by packages. In this case rewriting an SQL statement is not feasible and only system-level tuning can be performed. In the less frequent situations where SQL rewrite is possible, additional steps can be taken to improve query response times.

    DB2 Analytics Accelerator might result in windfall gains on the z/OS environment such as better buffer pool utilization, less locking, better concurrency of the queries that stay in DB2, lesser need for indexes, reduced need for sort pool and work files, and increase in throughput, to name a few.

    10.6.1  REORG and RUNSTATS

    The RUNSTATS utility provides general statistics to the optimizer for access path selection. An assumption is made that data is distributed evenly across the range of a column. In some instances this assumption is incorrect due to data skew, leading to inefficient access paths. To mitigate this effect, distribution statistics and histogram statistics can be collected on query predicate columns to provide more accurate information to the optimizer.

    Unlike DB2, an explicit REORG or RUNSTATS utility is not available for the offloaded or replicated tables on DB2 Analytics Accelerator. REORG happens transparently behind the scenes every time the distribution key or the organizing key is modified. Also, depending on the SQL code, DB2 Analytics Accelerator will reorganize, either redistribute or broadcast, the data to achieve optimal performance.

    During query run time, DB2 Analytics Accelerator collects just-in-time statistics and uses them to reorganize the data on DB2 Analytics Accelerator for optimal performance. This is also transparent to users.

     

    
      
        	
          Tip: Consider changing the distribution key and organizing key only during the window when there is low workload or no workload on the DB2 Analytics Accelerator.

        
      

    

    10.6.2  Indexes

    In DB2, adding indexes improves query performance in two ways. Availability of an index can avoid a table space scan. In some cases, an index makes it feasible to use an index-only access path. To determine what indexes to build, tools such as index advisor are available to guide the construction of an index. An alternative is examining the access path of a query manually and determining the necessary indexes. 

    The impact of an index to query performance depends on data selectivity. But in DB2 Analytics Accelerator, you do not need any indexes, which will save you the time to design indexes for new workloads that would qualify for DB2 Analytics Accelerator offload. You may even consider dropping some of the indexes if you are certain that you will never be running those queries in DB2 for z/OS again, if the index was designed only for that particular query, thus reducing disk occupancy.

    10.6.3  Data clustering

    In DB2, access of data in clustering order speeds up query execution, particularly for JOIN operations. To benefit from this, data has to be organized properly and knowledge of data access pattern by queries needs to be understood. Organizing the data in clustering order subsequently leads to query performance improvement. 

    With DB2 Analytics Accelerator, however, organizing and distributing the data happens behind the scenes and you do not have to spend much time tuning and maintaining the data distribution and organization.

    10.6.4  Query parallelism

    Data warehouse queries access a large quantity of data. Executing a query with a sequential plan takes a long time. In almost all cases, parallel access and processing of data is necessary to keep query response times reasonable. To support query parallelism, generally tables need to be partitioned. During the physical database design phase, the proper number of partitions is determined to assure the appropriate number of parallels tasks will be spawned. Having too many parallel tasks running will lead to virtual storage constraint in DB2 9 for z/OS and CPU overload in most cases. Having too few parallel tasks will slow down query execution. But DB2 Analytics Accelerator uses massive parallel processing architecture without impacting the z/OS resources.

    10.6.5  System resources

    Tuning can be performed on system resources to improve query response times. In some cases assigning different database objects to different buffer pools can be helpful. Likewise, pinning an object, such as a small dimension table, in memory in a buffer pool is also beneficial. At a broader level, tuning to improve I/O response times is another step you can take. 

    There are many areas in a system where tuning can be performed to reduce query execution time. After adding DB2 Analytics Accelerator to your environment, your workload mix on z/OS will be completely different and you might consider reallocating some of the valuable assets to other mission-critical processes running on z/OS, such as OLTP applications.

    10.6.6  SQL tuning

    SQL tuning is a complex process and requires a deeper understanding of the access paths available in DB2. In most cases the optimizer selects the correct access paths, but there are times when a manual override can improve query performance. And even though query rewrite is performed by the optimizer, there are times manual rewrite is necessary. 

    The other approach to query tuning involves using a hint table. A hint table guides the optimizer to use a specific access path, provided that it is feasible to execute. Again, this requires a skilled DBA with a good understanding of the cost of the various access paths and the data. DB2 Analytics Accelerator can be considered a new access path for all practical purposes. You will find DB2 Analytics Accelerator to be the easiest to implement for the expected performance gain.

    10.6.7  Data redundancy considerations

    Every table in DB2 Analytics Accelerator has its counterpart, that is, a table replica, that resides in DB2 for z/OS. The DB2 Analytics Accelerator table is a copy of a projection of a DB2 table. In most cases the projection is the entire DB2 table itself; only for unsupported data types, which are not allowed to offload, it excludes the DB2 table's columns. 

    The DB2 table can be changed almost any time by means of SQL/DML data modifying operations (insert, update, delete), mass utilities (LOAD, REORG with DISCARD) and schema-modifying operations (DDL statements). In DB2 Analytics Accelerator the changes are not automatically propagated to the associated DB2 Analytics Accelerator table; there is a process of updating the DB2 Analytics Accelerator tables that needs to be initiated by means of an explicit user's request or scheduled execution (see Chapter 11, “Latency management” on page 267 for more information). 

    Therefore, the same query can yield a different result set when executed in DB2 as opposed to being executed in the DB2 Analytics Accelerator. In situations where you might be executing more than one query in a single process or report, there is a possibility that not all the queries will qualify for DB2 Analytics Accelerator offload. If you expect all the queries to go after data pertaining to the same, consistent point in time, then manually make sure that you run all the queries in either DB2 Analytics Accelerator or DB2 for z/OS.

     

    If you have data on a flat file, you need to first load it into the DB2 table on z/OS. In addition, you should load it into the DB2 Analytics Accelerator. The data in the flat file cannot be transferred into the DB2 Analytics Accelerator table directly bypassing DB2. 

     

    10.7  DB2 Analytics Accelerator instrumentation

    To support IBM DB2 Analytics Accelerator, DB2 instrumentation has been modified. The modification has been accomplished by extending existing traces to collect DB2 Analytics Accelerator data. No new IFCID has been added. Therefore, to collect data on the DB2 Analytics Accelerator, you need not start any new IFCID traces.

    Note the fundamental concepts of DB2 Analytics Accelerator instrumentation:

    •All DB2 Analytics Accelerator accounting and statistics information is routed through DB2.

    •DB2 Analytics Accelerator instrumentation is added to DB2 through the extension of the current traces; no additional IFCID is introduced.

    These elements are discussed in detail in Chapter 7, “Monitoring DB2 Analytics Accelerator environments” on page 161.

    10.8  DB2 commands for DB2 Analytics Accelerator 

    The deep integration of DB2 Analytics Accelerator into DB2 for z/OS is underlined by DB2 commands that support the accelerator. DB2 commands are available to start, stop, and obtain details about an accelerator that is connected either to a single DB2 for z/OS subsystem or a data sharing group. 

    The following DB2 commands have been introduced specifically to support the accelerator.

    •START ACCEL

    •STOP ACCEL

    •DISPLAY ACCEL

    The following DB2 commands have been enhanced to support the accelerator.

    •DISPLAY THREAD

    •CANCEL THREAD

    •DISPLAY LOCATION

    For more information about these DB2 commands, see 2.5, “DB2 commands for the DB2 Analytics Accelerator” on page 42.

    10.9  DB2 Analytics Accelerator catalog tables of DB2 for z/OS

    The tables and indexes listed in Table 10-6 are used for storing information about the accelerators connected to DB2 subsystems and the tables that have been enabled for acceleration. These objects are created by the job SDSNSAMP(DSNTIJAS) during installation of DB2 PTF for DB2 Analytics Accelerator.

    Table 10-6   DB2 Analytics Accelerator catalog tables

    
      
        	
          Table space

        
        	
          Table

        
        	
          Index

        
      

      
        	
          DSNACCEL.SYSACCEL

        
        	
          SYSACCEL.SYSACCELERATORS

        
        	
          SYSACCEL.DSNACC01

        
      

      
        	
          DSNACCEL.SYSACCEL

        
        	
          SYSACCEL.SYSACCELERATEDTABLES

        
        	
          SYSACCEL.DSNACT01

        
      

    

     

    SYSACCEL.SYSACCELERATORS 

    	This contains one row per accelerator that has been defined (authenticated) to the DB2 subsystem or DB2 data sharing group. 

    SYSACCEL.SYSACCELERATEDTABLES 

    	This contains one row for each table per accelerator that has been defined to an accelerator. 

    10.10  DB2 Analytics Accelerator administrative stored procedures

    IBM DB2 Analytics Accelerator for z/OS stored procedures are the administration interface for your accelerators. When you invoke a function from IBM DB2 Analytics Accelerator Studio, the corresponding stored procedure is called. The stored procedures provide functions that are related to tables and accelerators. The stored procedures can also be invoked from the client tools to control system automation (in application programs). The System Overview diagram in Figure 10-21 shows the flow of data and information between DB2 and the DB2 Analytics Accelerator appliance. 
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    Figure 10-21   System overview diagram

    10.10.1  Functions of the DB2 Analytics Accelerator stored procedures

    This section briefly describes the function of the DB2 Analytics Accelerator stored procedures. For a detailed discussion, refer to IBM DB2 Analytics Accelerator for z/OS Version 2.1 Stored Procedures Reference, SH12-6959. The DB2 Analytics Accelerator stored procedures and related DB2 objects are created during the DB2 Analytics Accelerator installation step 5.9.1, “Creating DB2 objects required by the DB2 Analytics Accelerator” on page 119.

    SYSPROC.ACCEL_ADD_ACCELERATOR

    This stored procedure authenticates an accelerator to a DB2 subsystem or a DB2 data-sharing group; see 5.10.4, “Completing the authentication using the Add New Accelerator wizard” on page 136, for more details. This task is called pairing and is a mandatory configuration step. 

    This stored procedure requires a valid pairing code, obtained using the DB2 Analytics Accelerator Configuration Console. The procedure is described in 5.10.3, “Obtaining the pairing code for authentication” on page 134. The stored procedure generates a unique authentication token. This token is stored in a DB2 Communication database (CDB) and in DB2 Analytics Accelerator.

    This stored procedure inserts a row in the IBM DB2 Analytics Accelerator for z/OS catalog table SYSACCEL.SYSACCELERATORS. In addition, rows are inserted in the following tables of the DB2 Communication database:

    •SYSIBM.LOCATIONS

    •SYSIBM.IPNAMES

    •SYSIBM.USERNAMES

    SYSPROC.ACCEL_ADD_TABLES

    This stored procedure defines empty table structures to an accelerator. 
For more details, see 11.2.1, “SYSPROC.ACCEL_ADD_TABLES” on page 271.

    SYSPROC.ACCEL_ALTER_TABLES

    This stored procedure changes the distribution key or organizing keys for a set of tables. See 10.3.2, “Distribution key for data distribution” on page 238 and 10.3.3, “Organizing keys and zone maps” on page 239 for a discussion on distribution key and organizing keys.

    SYSPROC.ACCEL_CONTROL_ACCELERATOR

    This stored procedure offers several functions to control an accelerator. It allows you to perform the following tasks: 

    •Manage trace - to set the trace level, retrieve trace settings, retrieve the entire trace content and remove trace data from an accelerator.

    •Manage tasks - to obtain a list of tasks currently running on the accelerator and cancel these tasks.

    •Retrieve other information about an accelerator.

    SYSPROC.ACCEL_GET_QUERY_DETAILS

    This stored procedure retrieves the details of a past query or a currently running query.

    SYSPROC.ACCEL_GET_QUERIES

    This stored procedure returns information about past queries and queries that are currently running on an accelerator.

    SYSPROC.ACCEL_GET_QUERY_EXPLAIN

    This stored procedure retrieves EXPLAIN information about a query from an accelerator. The EXPLAIN information can be used to generate and display an access plan graph for the query, which provides valuable information for query optimization.

    SYSPROC.ACCEL_GET_TABLES_INFO

    This stored procedure returns the status of the tables in the accelerator, indicating whether or not the table has been loaded, and whether or not the table has been enabled for acceleration.

    SYSPROC.ACCEL_LOAD_TABLES

    This stored procedure loads data from the source tables in DB2 into the corresponding tables on an accelerator. Refer to 11.2.2, “SYSPROC.ACCEL_LOAD_TABLES” on page 272 for a detailed discussion on this stored procedure.

    SYSPROC.ACCEL_REMOVE_ACCELERATOR

    This stored procedure removes entries pertaining to the specified accelerator from the IBM DB2 Analytics Accelerator for z/OS catalog table SYSACCEL.SYSACCELERATORS and from the following tables in the DB2 Communications Database:

    •SYSIBM.LOCATIONS

    •SYSIBM.IPNAMES

    •SYSIBM.USERNAMES

    This stored procedure also deletes all the data pertaining to that DB2 subsystem from the accelerator.

    SYSPROC.ACCEL_REMOVE_TABLES

    This stored procedure removes (drops) tables from an accelerator and deletes the corresponding entries from the IBM DB2 Analytics Accelerator for z/OS catalog table SYSACCEL.SYSACCELERATEDTABLES. 
Refer to 11.2.4, “SYSPROC.ACCEL_REMOVE_TABLES” on page 275 for a detailed discussion on this stored procedure.

    SYSPROC.ACCEL_SET_TABLES_ACCELERATION

    This stored procedure enables or disables query acceleration for tables on an accelerator. This is done by setting the ENABLEFLAG flag in the IBM DB2 Analytics Accelerator for z/OS catalog table SYSACCEL.SYSACCELERATEDTABLES. Refer to 11.2.3, “SYSPROC.ACCEL_SET_TABLES_ACCELERATION” on page 274 for a detailed discussion about this stored procedure.

    SYSPROC.ACCEL_TEST_CONNECTION

    The SYSPROC.ACCEL_TEST_CONNECTION stored procedure allows you to check the following areas:

    •Whether the mainframe computer can contact (ping) the accelerator over the network

    •Whether the network path from DB2 to the accelerator has been properly configured

    •Whether the DRDA connection between the DB2 subsystem and the accelerator works after completing the pairing process

    •The data throughput (load performance)

    SYSPROC.ACCEL_UPDATE_CREDENTIALS

    This stored procedure changes the authentication token that DB2 and the stored procedures use to communicate with an accelerator. Use this stored procedure if you must comply with security policies that require a regular change of all authentication information, such as passwords.

    SYSPROC.ACCEL_UPDATE_SOFTWARE

    This stored procedure performs the following tasks: 

    •Transfers software updates from the hierarchical file system (HFS) to an accelerator

    •Lists available software versions

    •Activates versions available on an accelerator 

    Refer to 5.11, “Updating DB2 Analytics Accelerator software” on page 139 for a detailed discussion about how to update the DB2 Analytics Accelerator software.

    10.10.2  Components used by DB2 Analytics Accelerator stored procedures

    Figure 10-22 shows the components used by DB2 Analytics Accelerator stored procedures.
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    Figure 10-22   Components used by DB2 Analytics Accelerator stored procedures

    All of the DB2 objects described in this section, such as User Defined Functions, Global Temporary Tables, View, Sequence, and so on are created along with DB2 Analytics Accelerator stored procedures as part of the installation step described in 5.9.1, “Creating DB2 objects required by the DB2 Analytics Accelerator” on page 119.

    DB2 Analytics Accelerator user defined functions

    In addition to the stored procedures in the SYSPROC schema, IBM DB2 Analytics Accelerator for z/OS employs user-defined functions (UDFs). These functions are included in the DSNAQT schema and serve the following purposes:

    DSNAQT.ACCEL_READFILE	

    	Reading temporary trace files from IBM DB2 Analytics Accelerator for z/OS stored procedures.

    ACCEL_GETVERSION 

    	Checking available software versions of IBM DB2 Analytics Accelerator Studio.

    Global temporary tables

    Some of the DB2 Analytics Accelerator stored procedures can potentially retrieve a large result set. To accommodate this possibility, these stored procedures store the result set in “created temporary global tables.” These tables (DB2 for z/OS) are created during the installation step described in 5.9.1, “Creating DB2 objects required by the DB2 Analytics Accelerator” on page 119. Table 10-7 lists the global temporary tables and the stored procedure that use them.

    Table 10-7   Global temporary tables and stored procedures

    
      
        	
          Global temporary table

        
        	
          Used in stored procedures

        
      

      
        	
          DSNAQT.ACCEL_QUERY_INFO

        
        	
          SYSPROC.ACCEL_GET_QUERY_DETAILS

                                                SYSPROC.ACCEL_GET_QUERY_EXPLAIN

        
      

      
        	
          DSNAQT.ACCEL_TABLES_INFO_SPEC 

        
        	
          SYSPROC.ACCEL_GET_TABLES_INFO

        
      

      
        	
          DSNAQT.ACCEL_TABLES_INFO_STATES 

        
        	
          SYSPROC.ACCEL_GET_TABLES_INFO

        
      

      
        	
          DSNAQT.ACCEL_TRACE_ACCELERATOR 

        
        	
          SYSPROC.ACCEL_CONTROL_ACCELERATOR

        
      

    

    Sequence DSNAQT.UNLOADIDS

    Sequence DSNAQT.UNLOADIDS is used by the SYSPROC.ACCEL_LOAD_TABLES stored procedure. The Sequence generates unique load identifiers for DB2 supplied stored procedure SYSPROC.DSNUTILU. 

    SYSPROC.ACCEL_LOAD_TABLES calls SYSPROC.DSNUTILU for unloading data from DB2 tables, in preparation for loading them to the DB2 Analytics Accelerator.

    View DSNAQT.ACCEL_NAMES

    View DSNAQT.ACCEL_NAMES is used by the IBM DB2 Analytics Accelerator Studio for supporting Virtual Accelerator. This view lists the name of the accelerator and a flag to indicate whether it is a virtual accelerator or a real accelerator. 

    10.11  DB2 Analytics Accelerator hardware considerations

    Figure 10-23 shows the linear relationship between the response time and different DB2 Analytics Accelerator models. The scan times are in seconds and are estimated times for scanning a 1 TB size table (SALES_FACT).
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    Figure 10-23   Linear relationship between response time and 3 Accelerator appliance models

    From Figure 10-24 on page 265 you can determine the response time improvement for a TF120 model, which has 960 cores. Because the query response time also varies linearly with respect to processing capacity, a TF120 model might take only 7.7 seconds to scan the same 1 TB table identified in Figure 10-23.
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    Figure 10-24   Linear characteristics of different DB2 Analytics Accelerator models

     

    

    1 The listed types refer to the built-in types. User-defined types (UDTs) are not allowed.
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Latency management

    Current business requirements want the enterprise to be able to react rapidly to changing business conditions and competitive pressures, while keeping the decision-making informed and coherent with current data. This requires access to information that is consistent with the business operations, rather than old snapshots of data warehousing data.

    To reduce data latency, operational data must be integrated into the data warehousing environment frequently. 

    We have seen that DB2 Analytics Accelerator requires a copy of the DB2 for z/OS tables to be loaded on the Netezza hardware. This can be initially done using the DB2 Analytics Accelerator Studio as described in Chapter 9, “Using Studio client to define and load data” on page 201.

    This chapter shows how current ETL procedures can be extended to integrate DB2 Analytics Accelerator into existing client environments.

    The following topics are discussed in this chapter:

    •Stored procedures for automating DB2 Analytics Accelerator processes

    •Refreshing data in a data warehouse

    •Automating DB2 Analytics Accelerator data maintenance

    11.1  DB2 Analytics Accelerator and latency management

    Data stored in DB2 Analytics Accelerator is a snapshot of data from DB2 for z/OS. There are business cases that might be able to tolerate snapshot data for analysis, such as average selling price for a given product in the last three years. In an ideal world, all reports would be classified if they can be accelerated by DB2 Analytics Accelerator, thus being able to tolerate snapshot data, or if they need to run in DB2 for z/OS because they always need the most recent data. The recommendation is to allow for acceleration by default. All reports that can be satisfied by DB2 Analytics Accelerator will execute there if all prerequisites are met for acceleration, otherwise the query will execute in DB2 for z/OS. If this approach is not feasible, you need to evaluate your latency requirements. 

    In this chapter we provide suggestions about how to get started with DB2 Analytics Accelerator and query processing by looking at the following areas:

    •Classification of data by subject area

    If you can determine which tables contain non-real time data, which typically are those tables that are refreshed in batch mode on a daily, weekly, or monthly basis, such tables can be good candidates to be stored on DB2 Analytics Accelerator. After you have identified the tables, you can enable DSNZPARM ACCEL to allow all queries in your data warehouse DB2 for z/OS subsystem for acceleration. Using this approach confirms that all queries that are accelerated by DB2 Analytics Accelerator can tolerate snapshot data.

    •Individual user control

    If your analysis and reporting application provides the capability to allow users to decide whether snapshot data can be considered for specific reports, this could be another valid option.

    Other queries might not tolerate snapshot data, such as reports for financial institutions. To help you decide whether certain queries can tolerate snapshot data, it is essential to be aware of the latency of data in the DB2 Analytics Accelerator with respect to when that data was last refreshed in the DB2 Analytics Accelerator.

    Example 11-1 shows a query to obtain the last refresh time stamp from the DB2 Analytics Accelerator table SYSACCEL.SYSACCELERATEDTABLES.

    Example 11-1   Obtain last refresh time from SYSACCEL.SYSACCELERATEDTABLES
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    SELECT NAME, CREATOR, ACCELERATORNAME, REFRESH_TIME

      FROM SYSACCEL.SYSACCELERATEDTABLES               

     WHERE NAME            = 'SALES_FACT'              

       AND CREATOR         = 'GOSLDW'                  

       AND ACCELERATORNAME = 'IDAATF3'; 
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    The result of the query, shown in Example 11-2, shows when table GOSLDW.SALES_FACT was last refreshed. 

    Example 11-2   Last refresh time stamp for table
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    NAME       CREATOR ACCELERATORNAME REFRESH_TIME              

    ---------- ------- --------------- --------------------------

    SALES_FACT GOSLDW  IDAATF3         2012-02-26-18.08.30.516387
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          Important: REFRESH_TIME is tracked at table level. It gives you the information when data was last loaded for a particular table.

          For range-partitioned tables, however, it does not provide that information if the entire table or a single partition has been reloaded. Therefore, no information is available when a partition has been reloaded the last time.

        
      

    

    To determine which tables need to be reloaded in batch, the data warehouse department can be a good starting point for this discussion. The options provided to refresh data in DB2 Analytics Accelerator allow for incorporation into existing ETL processing. We discuss details of DB2 Analytics Accelerator data maintenance in 11.4, “Automating DB2 Analytics Accelerator data maintenance” on page 279.

    Detecting changes of tables that are rarely updated

    There might be tables in your environment that are updated infrequently. Examples include slowly-changing dimension tables such as geographical locations or lookup tables for country codes. These tables are likely to be part of your reports, so you might want to have them available for queries accessing data in DB2 Analytics Accelerator. 

    Although you probably do not want to schedule frequent reload jobs for all your rarely updated tables, you can consider implementing a control table to detect changes to those tables. Insert, update, and delete triggers defined on slowly changing dimension tables would set a flag in a control table indicating that they have been modified. A daily batch process can analyze this control table to trigger required reloads of slowly changing dimension in DB2 Analytics Accelerator.

    In Example 11-3, we assume that a trigger is defined on a table where only INSERTs occur, and no UPDATEs and DELETEs are issued.

    Example 11-3   A trigger definition to update control tables
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    CREATE TRIGGER "IDAA_TRIGGER_<table>" AFTER INSERT ON "<table>" 

      FOR EACH STATEMENT MODE DB2SQL 

        MERGE INTO "IDAA_REFRESH_INFO" AS T 

        USING (VALUES ('<table>', 'I')) AS N (TABNAME, STATUS) 

        ON (T.TABNAME = N.TABNAME)

        WHEN MATCHED     THEN UPDATE SET STATUS = N.STATUS'

        WHEN NOT MATCHED THEN INSERT (TABNAME, STATUS) 

                              VALUES (N.TABNAME, N.STATUS)
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    When an INSERT operation on a slowly-changing dimension is performed, the trigger writes status I for that table to table IDAA_REFRESH_INFO, which in our example only contains columns TABNAME and STATUS.

    A batch process can read this table and trigger the execution of stored procedures to refresh data within the DB2 Analytics Accelerator. For tables that can be accessed by DELETE and UPDATE statements as well, you can define UPDATE and DELETE triggers accordingly.

    For heavily updated tables, triggers are not a good solution because of two aspects:

    •The IDAA_REFRESH_INFO table can easily become a hot spot table if a trigger is defined on heavily updated tables. The more triggers are defined, the more timeouts or deadlocks (depending on your individual environment) you might encounter. 

    •You add additional overhead in terms of CPU and elapsed time to existing transactions updating tables that are not slowly-changing dimensions, updating an IDAA_REFRESH_TABLE with the same status update for each invocation.

    Where the data was retrieved from

    Another question that can be asked after a report has been retrieved is where the data actually was retrieved from, either DB2 for z/OS or DB2 Analytics Accelerator. For a business user, this information can be of relevance in specific situations. The following suggestion only applies to the cases where this information is essential, and should not be followed for all reports because it introduces additional complexity.

    A possible approach to achieve this could be to include information about a report’s source in the final report itself. For this case, an informational column can to be added to the table using the ALTER TABLE ADD COLUMN command. The newly added column is propagated with specific values before the table is unloaded into DB2 Analytics Accelerator. 

    Assume the character I for IBM DB2 Analytics Accelerator. After the offload has completed, the column is updated again to contain character D in DB2 for z/OS. This would lead to the situation for a sales territory dimension table that is shown in Example 11-4.

    Example 11-4   Distinction of data sources
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    Table in DB2 for z/OS:

     

    DATA SOURCE COUNTRY_KEY COUNTRY_CODE COUNTRY_EN     COUNTRY_FR

    ----------- ----------- ------------ -------------- -----------

    D                     1            1 France         France

    D                     2            2 Germany        Allemagne

    D                     3            3 United States  États-Unis

     

    Table in IBM DB2 Analytics Accelerator:

     

    DATA SOURCE COUNTRY_KEY COUNTRY_CODE COUNTRY_EN     COUNTRY_FR

    ----------- ----------- ------------ -------------- -----------

    I                     1            1 France         France

    I                     2            2 Germany        Allemagne

    I                     3            3 United States  États-Unis
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    When selecting data from this table, if the column DATA_SOURCE is included in the SELECT list, the user can determine whether the result represents a snapshot from a previous point in time that was stored in DB2 Analytics Accelerator, or if it is based on more current data, depending on the data refresh cycles to the Query Accelerator.

    11.2  Stored procedures for automating DB2 Analytics Accelerator processes

    The DB2 Analytics Accelerator Studio is discussed in Chapter 9, “Using Studio client to define and load data” on page 201. The DB2 Analytics Accelerator Studio uses DB2 for z/OS stored procedures to administer the DB2 Analytics Accelerator and to perform its tasks. Encapsulation of these administrative functions in stored procedures allows for reuse of these functions in non-GUI environments such as TSO batch environments. 

    Using TSO batch allows for planned, scheduled maintenance of DB2 Analytics Accelerator data using standard tools of the trade such as IBM Tivoli Workload Scheduler (formerly called Operations Planning and Control, or OPC). This section discusses the following stored procedures that are usually implemented in a batch environment: 

    •SYSPROC.ACCEL_ADD_TABLES

    •SYSPROC.ACCEL_LOAD_TABLES

    •SYSPROC.ACCEL_SET_TABLES_ACCELERATION

    •SYSPROC.ACCEL_REMOVE_TABLES

    For a detailed description of all DB2 Analytics Accelerator stored procedures, see IBM DB2 Analytics Accelerator Stored Procedures Reference, SH12-6959.

    11.2.1  SYSPROC.ACCEL_ADD_TABLES

    The SYSPROC.ACCEL_ADD_TABLES stored procedure is needed to add table metadata to the DB2 Analytics Accelerator and insert the corresponding entry into SYSACCEL.SYSACCELERATEDTABLES, which contains information about tables being available in DB2 Analytics Accelerator. Without these table definitions added in the DB2 Analytics Accelerator catalog, a table cannot be loaded into the DB2 Analytics Accelerator.

    Example 11-5 shows how to invoke the stored procedure to add tables GOSLDW.RETAILER_DIMENSION and GOSLDW.SALES_FACT to the DB2 Analytics Accelerator.

    Example 11-5   Call statement and XML structure for ACCEL_ADD_TABLES
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    Call statement:

     

    CALL PROCEDURE SYSPROC.ACCEL_ADD_TABLES

    (accelerator_name,                     

    table_specifications,                  

    message); 

     

    XML structure for parameter table_specification:

     

    <aqttables:tableSpecifications                                         

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="RETAILER_DIMENSION" schema="GOSLDW" /> 

    <table name="SALES_FACT" schema="GOSLDW" /> 

     

    </aqttables:tableSpecifications>

     

    XML structure for parameter message:

     

    <?xml version="1.0" encoding="UTF-8" ?>              

    <spctrl:messageControl                               

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"

    version="1.0" versionOnly="false" >                  

    </spctrl:messageControl> 
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    The accelerator_name parameter contains the name of the DB2 Analytics Accelerator that is known to your DB2 for z/OS subsystem. The name of all DB2 Analytics Accelerators connected to a specific DB2 for z/OS subsystem can be found in SYSACCEL.SYSACCELERATORS. 

    The table_specifications include schema and table names. We specify GOSLDW.RETAILER_DIMENSION and GOSLDW.SALES_FACT in the XML data shown in Example 11-5 on page 271 to add both tables to DB2 Analytics Accelerator.

    11.2.2  SYSPROC.ACCEL_LOAD_TABLES

    The SYSPROC.ACCEL_LOAD_TABLES stored procedure is called when data needs to be loaded into DB2 Analytics Accelerator. It supports the following scenarios:

    •Initial load of a table that was so far not used for accelerated queries or was in error state.

    •Load replace of the data in an already loaded table with more recent DB2 data.

    •Update of the data by replacing selected partitions of range-partitioned tables. This requires that the number of partitions and the partitioning key have not changed.

    •Deletion of data in range-partitioned tables on the accelerator after a ROTATE PARTITION operation.

    •Addition of new partition data after a ROTATE PARTITION operation or ADD PARTITION operation for range-partitioned tables.

    The stored procedure can either be used to load an entire table or one or more partitions of a range-partitioned table.

     

    
      
        	
          Note: When a table is initially loaded, all table data is transferred to the accelerator. It is not possible to load only part of the table data, like load resume.

          For range-partitioned tables, it is possible to replace data in selected partitions.

        
      

    

    The XML specifications for this stored procedure contain the information about the tables or partitions that need to be loaded. See Example 11-6 for the options used to call the stored procedure to reload data in tables GOSLDW.PRODUCT_DIMENSTION and GOSLDW.RETAIL_DIMENSION. 

    Note that GOSLDW.PRODUCT_DIMENSION is a non-partitioned table, causing a full reload into DB2 Analytics Accelerator. GOSLDW.SALES_FACT is a range-partitioned table where we reload only some partitions.

    Example 11-6   Call statement and XML structure for SYSPROC.ACCEL_LOAD_TABLES
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    Call statement:

     

    CALL PROCEDURE SYSPROC.ACCEL_LOAD_TABLES

    (accelerator_name,                      

    lock_mode,                              

    table_load_specification,               

    message); 

     

    XML structure for parameter table_load_specification:

     

    <?xml version="1.0" encoding="UTF-8" ?>                                

    <aqttables:tableSetForLoad                                             

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="RETAILER_DIMENSION" schema="GOSLDW" forceFullReload="true"/>

    <table name="SALES_FACT" schema="GOSLDW" >

    <partitions>1,5:10,20</partitions>

    </table>

     

    </aqttables:tableSetForLoad> 

     

    XML structure for parameter message:

     

    <?xml version="1.0" encoding="UTF-8" ?>              

    <spctrl:messageControl                               

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"

    version="1.0" versionOnly="false" >                  

    </spctrl:messageControl> 
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    The XML structure used in Example 11-6 on page 272 specifies, right after accelerator_name, the table or tables we want to load into the DB2 Analytics Accelerator. For both non-partitioned and range-partitioned tables, the following parameters exist:

    •schema and name in the XML structure define the DB2 for z/OS table or tables that are about to be loaded into the DB2 Analytics Accelerator.

    •lock_mode specifies the locking level to be used during unload processing to the DB2 Analytics Accelerator and allows for the following options:

     –	TABLESET

    No changes are allowed on any tables in the table space that is accessed during the unload operation. This lock mode allows for a consistent snapshot of all tables specified in the table set, and does not allow for any changes while data is loaded into DB2 Analytics Accelerator. A LOCK TABLE x IN SHARE MODE is issued for all tables prior to starting the unload process.

     –	TABLE

    No changes are allowed to the table that is currently being unloaded. The usage scenario is a consistent snapshot of a single table that is unloaded to DB2 Analytics Accelerator.

     –	PARTITIONS

    No changes are allowed to the table space partition that is currently being unloaded. The usage scenario is to request a consistent snapshot of each unloaded partition.

     –	NONE

    No concurrency limitations. This is likely going to be the lock mode that is going to be mostly used when unloading data to DB2 Analytics Accelerator. However, only committed data is loaded into the table because the DB2 data is unloaded with isolation level CS and SKIP LOCKED DATA option in effect. Regarding a usage scenario, users accept that rows can be changed during the unload process and that the data unloaded into DB2 Analytics Accelerator does not necessarily represent a consistent snapshot of data.

    The following parameter is only applicable for range-partitioned tables. (We set it in our example also for a non-range-partitioned table for documentation purposes only, but it will not be honored):

    •forceFullReload 

    This parameter only needs to be specified for range-partitioned tables. For non-partitioned tables this parameter has no effect. For range-partitioned tables we need to distinguish the following scenarios:

     –	forceFullReload=”true” 

    This reloads all partitions of a table.

     –	forceFullReload=”false”

    This allows you to reload selected partitions only. 

    You can specify partition numbers as well as partition-ranges to be reloaded.

    Example 11-6 on page 272 loads partitions 1, 5 to 10, and 20 for table GOSLDW.SALES_FACT. Note that XML structures can contain partition information for some tables while it is suppressed for others.

    For range-partitioned tables, the ACCEL_LOAD_TABLES stored procedure performs the following operation, regardless of the specified value for forceFullReload parameter:

    •Partitions that have been removed from the beginning of the table (ROTATE PARTITION) will be automatically detected and deleted in the DB2 Analytics Accelerator.

    •Partitions that have been added to the end of the table (ROTATE PARTITION or ADD PARTITION) will be automatically detected and loaded into the DB2 Analytics Accelerator, even if they contain no data.

    •Any other change of table range partitioning will cause an error unless forceFullReload="true" is specified; the full table must be reloaded.

    •If data has been modified in an already loaded partition and that partition is not explicitly specified in the XML input, then it is not loaded. That means, when load completes successfully, the data of the accelerated table on DB2 Analytics Accelerator will still be different from the table data in DB2.

    Note that you cannot invoke the stored procedure ACCEL_LOAD_TABLES multiple times for the same table, even if different partitions are accessed. The serialization mechanism used is the same as for the UNLOAD utility.

     

    
      
        	
          Note: If more than one table is specified in the XML structure for ACCEL_LOAD_TABLES, tables are loaded into DB2 Analytics Accelerator sequentially. 

          For range-partitioned tables, partitions are unloaded in parallel up to a maximum of AQT_MAX_UNLOAD_IN_PARALLEL environment variable setting (default value is 4).

          Unload parallelism for individual tables can only be achieved by triggering the stored procedure ACCEL_LOAD_TABLES multiple times. A high degree of parallelism used for unloading tables or partitions results in higher CPU consumption.

        
      

    

    If the stored procedure ACCEL_LOAD_TABLES fails, even if some data has been loaded to DB2 Analytics Accelerator already, all modifications are rolled back and the table is reset to the previous state, that is, its state before the load started.

     

    
      
        	
          Important: Queries against already loaded tables continue to be executed against the old data until the load operation is completed successfully.

        
      

    

    11.2.3  SYSPROC.ACCEL_SET_TABLES_ACCELERATION

    The SYSPROC.ACCEL_SET_TABLES_ACCELERATION stored procedure sets the table status to ENABLED or DISABLED to allow for query acceleration that accesses a particular table. 

    Example 11-7 on page 275 shows a stored procedure call to enable tables GOSLDW.RETAILER_DIMENSION and GOSLDW.SALES_FACT for acceleration after the initial load has completed.

    Example 11-7   Call statement and XML structure for ACCEL_SET_TABLES_ACCELERATION
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    Call statement:

     

    CALL PROCEDURE SYSPROC.ACCEL_SET_TABLES_ACCELERATION

    (accelerator_name,                                 

    on_off,                                            

    table_specifications,                              

    message); 

     

    XML structure for parameter table_specifications:

     

    <aqttables:tableSet                                                    

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="RETAILER_DIMENSION" schema="GOSLDW" /> 

    <table name="SALES_FACT" schema="GOSLDW" /> 

    </aqttables:tableSet> 

     

    XML structure for parameter message:

     

    <?xml version="1.0" encoding="UTF-8" ?>              

    <spctrl:messageControl                               

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"

    version="1.0" versionOnly="false" >                  

    </spctrl:messageControl> 
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    DB2 Analytics Accelerator Studio performs this action automatically for you if you select the check box After the load, enable acceleration for disabled tables in the Load Tables menu. To implement the same function outside of DB2 Analytics Accelerator Studio, you need to call stored procedure ACCEL_SET_TABLES_ACCELERATION with parameter on_off set to on.

    Example 11-7 sets parameter on_off to on for both tables, achieving the same result as though both tables were loaded using DB2 Analytics Accelerator Studio and enables them for acceleration.

     

    
      
        	
          Note: If a table was enabled for acceleration prior to reloading it using SYSPROC.ACCEL_LOAD_TABLES, the table is automatically enabled again for acceleration after the stored procedure completes successfully.

        
      

    

    11.2.4  SYSPROC.ACCEL_REMOVE_TABLES

    The SYSPROC.ACCEL_REMOVE_TABLES stored procedure is called when a table needs to be removed from the DB2 Analytics Accelerator. A typical usage example includes the DROP TABLE command in DB2 for z/OS that requires the table definition on DB2 Analytics Accelerator to be removed.

    Example 11-8 shows how to call the stored procedure to remove tables GOSLDW.RETAILER_DIMENSION and GOSLDW.SALES_FACT from DB2 Analytics Accelerator.

    Example 11-8   Call statement and XML structure for ACCEL_REMOVE_TABLES
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    Call statement:

     

    CALL PROCEDURE SYSPROC.ACCEL_REMOVE_TABLES

    (accelerator_name,                     

    table_set,                  

    message); 

     

    XML structure for parameter table_set:

     

    <aqttables:tableSet

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="RETAILER_DIMENSION" schema="GOSLDW" /> 

    <table name="SALES_FACT" schema="GOSLDW" /> 

    </aqttables:tableSet>

     

    XML structure for parameter message:

     

    <?xml version="1.0" encoding="UTF-8" ?>              

    <spctrl:messageControl                               

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"

    version="1.0" versionOnly="false" >                  

    </spctrl:messageControl> 
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    Again, after specifying the accelerator_name, the XML data structure contains the same table specifications that are used for adding tables to DB2 Analytics Accelerator.

    For information about all other DB2 Analytics Accelerator stored procedures, se IBM DB2 Analytics Accelerator: Stored Procedures Reference, SH12-6959.

    11.2.5  Process flow for loading tables into DB2 Analytics Accelerator

    Before starting to load data into the DB2 Analytics Accelerator, a tables metadata needs to be provided to DB2 Analytics Accelerator. This can be achieved by calling stored procedure SYSPROC.ACCEL_ADD_TABLES. 

    If you plan to automate the deployment and load of new tables to the DB2 Analytics Accelerator, the process needed to automate the flow is outlined in Figure 11-1 on page 277. It describes the flow of the stored procedures that need to be called to achieve the goal of a new table being accelerated by DB2 Analytics Accelerator. 

    The flow shows the general approach of deploying and loading tables to DB2 Analytics Accelerator. The flow can be adjusted to individual environment to satisfy the requirements of refresh scenarios.
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    Figure 11-1   Process flow to load tables into DB2 Analytics Accelerator

     

    First, we determine whether a table is already stored in the DB2 Analytics Accelerator. This information is available in the DB2 Analytics Accelerator catalog table SYSACCEL.SYSACCELERATEDTABLES. 

    Example 11-9 shows a query to determine if table GOSL.PRODUCT in DB2 for z/OS is already known to the DB2 Analytics Accelerator.

    Example 11-9   Verification if table metadata is available on DB2 Analytics Accelerator
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    Select Statement:

     

    SELECT *                           

    FROM SYSACCEL.SYSACCELERATEDTABLES 

    WHERE NAME            = 'PRODUCT'  

      AND CREATOR         = 'GOSL'     

      AND ACCELERATORNAME = 'IDAATF3'

    FETCH FIRST ONE ROW ONLY;

     

    Output:

     

    NAME    CREATOR ACCELERATORNAME REMOTENAME       REMOTECREATOR ENABLE CREATEDBY

    ------- ------- --------------- ---------------- ------------- ------ ---------

    PRODUCT GOSL    IDAATF3         PRODUCT-ID_13352 GOSL          N      IDAA4 

     

    CREATEDTS                  ALTEREDTS                  REFRESH_TIME             

    -------------------------- -------------------------- -------------------------

    2012-02-13-11.31.30.706647 2012-02-13-11.31.30.706647 0001-01-01-00.00.00.00000

     

    SUPPORTLEVEL

    ------------
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    The output shows that table GOSL.PRODUCT is available on accelerator IDAATF3, but it has not been enabled yet (column ENABLE = ‘N’) and the value for column REFRESH_TIME contains a low time stamp value. 

    If no row is returned for this query, the table needs to be deployed to DB2 Analytics Accelerator prior to load processing using stored procedure SYSPROC.ACCEL_ADD_TABLES.

    If the table already exists in DB2 Analytics Accelerator as shown in Example 11-9 on page 277, we can continue and load data into the table using stored procedure SYSPROC.ACCEL_LOAD_TABLES. After the load processing has completed, the table needs to be enabled for acceleration using stored procedure SYSPROC.ACCEL_SET_TABLES_ACCELERATION.

     

    
      
        	
          Tip: DB2 Analytics Accelerator is made available with sample C++ code to call stored procedures:

          •ACCEL_ADD_TABLES

          •ACCEL_LOAD_TABLES

          •ACCEL_SET_TABLES_ACCELERATION

          •ACCEL_REMOVE_TABLES

          This simplifies automating DB2 Analytics Accelerator data maintenance. The sample code and JCL can be found in members AQTSJI03 (JCL) and AQTSCALL (sample code) within library SAQTSAMP.

        
      

    

    11.3  Refreshing data in a data warehouse

    In data warehouse environments, implementations make use of various refresh cycles to comply with reporting and data analysis requirements. This section examines various scenarios and explores DB2 Analytics Accelerator support for them. Although not comprehensive, this is a list of the most typical data refresh scenarios:

    •Periodic full refresh of data warehouse data

    Typical examples of refresh cycles would be monthly, weekly, daily or any other n day period. For details about refreshing data either on a table or partition level, refer to 11.4.6, “Full refresh of tables or partitions stored in DB2 Analytics Accelerator” on page 286.

    •Periodic addition of data to a data warehouse

    Typical examples for adding data to data warehouses would be monthly, weekly, daily or any other n day period. Adding data is typically done using ALTER TABLE ADD PARTITION or ROTATE PARTITION. We discuss these scenarios in 11.4.7, “Adding data to tables stored in DB2 Analytics Accelerator” on page 287.

    •Incremental updates

    To keep data near realtime in a data warehouse, a constant feed of data from operational systems to a data warehouse is needed. The same applies if near realtime data is required within DB2 Analytics Accelerator: incremental updates would need to be constantly fed to DB2 Analytics Accelerator from data warehouse data in DB2 for z/OS. 

    At the time of writing, DB2 Analytics Accelerator only supports loading data on a per table or partition level. Incremental updates cannot be captured from DB2 for z/OS.

    However, this functionality is planned to be made available by APAR PM57960, currently open, to DB2 environments where IBM InfoSphere Change Data Capture for z/OS is installed.

    Regardless of the chosen refresh cycle, data moved from transactional to data warehouse subsystems is likely to undergo a transformation before being inserted into data warehouse tables. Because DB2 Analytics Accelerator stores a copy of data warehouse tables, this chapter focuses on propagating data changes from DB2 for z/OS to DB2 Analytics Accelerator. Investigation of ETL processes to transform the data to fit into data warehouse tables is documented elsewhere and not discussed in this book. Here we discuss ways of extending existing data flows to move new data to DB2 Analytics Accelerator as well.

     

    
      
        	
          Note: Again, during the data replace process, at a partition or table space level, the data remains available for the accelerated queries. 

        
      

    

    DB2 Analytics Accelerator provides a GUI that is discussed in Chapter 9, “Using Studio client to define and load data” on page 201. Using the GUI is intended for test purposes only and is likely not going to be used for populating DB2 Analytics Accelerator in production environments. 

    To automate DB2 Analytics Accelerator usage for production environments, we investigate the following techniques that can be used in z/OS batch environments, thus allowing for a scheduled production operation:

    •JCL

    •REXX

    •Admin Scheduler

    Before introducing the techniques mentioned to load and refresh data in DB2 Analytics Accelerator, you need to investigate the stored procedures that need to be called, to achieve the desired data latency. See 11.2, “Stored procedures for automating DB2 Analytics Accelerator processes” on page 270 for more information about this topic.

    Regardless of the way you decide to refresh your data warehouse data, the stored procedures mentioned always need to be called in order to propagate the data to DB2 Analytics Accelerator. 

    Make sure that the z/OS WLM settings use required velocity goals to complete all required DB2 Analytics Accelerator processing during your batch cycle. For recommendations about z/OS WLM settings, see Chapter 6, “Workload Manager settings for DB2 Analytics Accelerator” on page 143.

     

    
      
        	
          Important: Improper settings for the WLM environment used by DB2 Analytics Accelerator stored procedures can result in dramatically longer elapsed times, especially for unloading data to DB2 Analytics Accelerator using SYSPROC.ACCEL_LOAD_TABLES.

        
      

    

    11.4  Automating DB2 Analytics Accelerator data maintenance

    The following sections are based on the assumption that automation tools are capable of scheduling JCL operations. This would be the case for standard z/OS scheduling products such as Tivoli Workload Scheduler (TWS) and most other vendor solutions regardless of the hosting platform.

    11.5, “Enabling tables for acceleration” on page 288 provides an example of how the tables we use in our scenario throughout this book can be created, loaded, and enabled for acceleration using the available stored procedures.

    11.4.1  JCL and C samples provided with DB2 Analytics Accelerator

    DB2 Analytics Accelerator ships with sample code and JCL to allow for a simplified way to call DB2 Analytics Accelerator administrative stored procedures. The samples can be found in members AQTSJI03 (JCL) and AQTSCALL (sample code) in library SAQTSAMP.

    The job AQTSJI03 compiles and links the sample program and binds the required plan. The next steps show the invocation of the sample program in four different variations to perform the following actions:

    •Deploy a new table on DB2 Analytics Accelerator, using SYSPROC.ACCEL_ADD_TABLES 

    •Load the previously deployed table in DB2 Analytics Accelerator, using SYSPROC.ACCEL_LOAD_TABLES 

    •Enable the loaded table for acceleration, using SYSPROC.ACCEL_SET_TABLES_ACCELERATION 

    •Remove the accelerated table from DB2 Analytics Accelerator, using SYSPROC.ACCEL_REMOVE_TABLES 

    To control which stored procedure will be called, one of the following parameters in SYSTSIN can be specified for program AQTSCALL using the PARMS option:

    •ADDTABLES calls SYSPROC.ACCEL_ADD_TABLES, requiring DD statements

     –	AQTP1 (accelerator name)

     –	AQTP2 (XML table specifications)

     –	AQTMSGIN (message input to control trace)

    •LOADTABLES calls SYSPROC.ACCEL_LOAD_TABLES

     –	AQTP1 (accelerator name)

     –	AQTP2 (lock mode)

     –	AQTP3 (XML table specifications)

     –	AQTMSGIN (message input to control trace)

    •SETTABLES calls SYSPROC.ACCEL_SET_TABLES_ACCELERATION

     –	AQTP1 (accelerator name)

     –	AQTP2 (ON or OFF

     –	AQTP3 (XML table specifications)

     –	AQTMSGIN (message input to control trace)

    •REMOVETABLES calls SYSPROC.ACCEL_REMOVE_TABLES

     –	AQTP1 (accelerator name)

     –	AQTP2 (XML table specification)

     –	AQTMSGIN (message input to control trace)

    Example 11-10 shows how the sample program AQTSCALL can be invoked to call stored procedure SYSPROC.ACCEL_LOAD_TABLES.

    Example 11-10   Controlling which stored procedure to execute
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    //SYSTSIN  DD  *                             

      DSN SYSTEM(DA12)                          

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -   

            LIB('SYS1.DSN.DA12.RUNLIB.LOAD') PARMS('LOADTABLES')

      END
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          Note: The sample job provided is intended to demonstrate the use of stored procedures. For automated usage, you might want to extract required steps for your individual situation, for example, only triggering the reload of data. Especially, you would want to remove the program preparation phase at the beginning of the sample job, including required steps to compile, link, and bind AQTSCALL components.

        
      

    

    11.4.2  JCL and UNIX System Services

    Another variety of implementing stored procedure calls in batch environments is by using DB2 for z/OS Command Line Processor (CLP). You can call CLP from a TSO batch environment using program BPXBATCH. JCL to call the CLP is shown in Example 11-11.

    Example 11-11   Calling DB2 for z/OS Command Line Processor through BPXBATCH
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    //CLP     EXEC PGM=BPXBATCH,

    //     PARM='SH db2 -tsavf /u/pbecker/idaa/loadidaa -z /tmp/load_log'

    //STDOUT   DD  SYSOUT=*

    //STDERR   DD  SYSOUT=*
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    The parameters used to invoke CLP are:

    t	Use a semicolon (;) as a statement termination delimiter.

    s	Stop execution if errors occur while executing commands in a batch  file or interactive mode.

    a	Display SQLCA data.

    f	Read command input from a file instead of from standard input.

    z	Redirect CLP output to a file, including any messages or error codes.

    Example 11-11 calls the DB2 for z/OS CLP through BPXBATCH. File /u/pbecker/idaa/loadidaa serves as input for CLP processing. The contents of this file are shown in Example 11-12.

    Example 11-12   Content of file /u/pbecker/idaa/loadidaa
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    -- Connect to db2                           

    connect to DA12;                            

    -- Load tables via SYSPROC.ACCEL_LOAD_TABLES

    --                                          

    -- Syntax:                                  

    --                                          

    -- CALL PROCEDURE SYSPROC.ACCEL_LOAD_TABLES 

    -- (accelerator_name,                       

    -- lock_mode,                               

    -- table_load_specification,                

    -- message);                                

    --                                          

    call SYSPROC.ACCEL_LOAD_TABLES              

        ('IDAATF3',                            

         'NONE',                                

         file:///u/pbecker/idaa/loadxml,

         NULL);
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    After connecting to subsystem DA12, stored procedure SYSPROC.ACCEL_LOAD_TABLES is called. Because XML data cannot be passed to CLP in the same file, file /u/pbecker/idaa/loadxml is referenced, which contains the XML data required by the stored procedure. 

    The XML is like the XML data shown in Example 11-6 on page 272 and Example 11-7 on page 275. The message output parameter also allows for a NULL value that is used in this example. 

    For further information about the message parameter that controls error output and trace behavior, see IBM DB2 Analytics Accelerator for z/OS: Stored Procedures Reference, SH12-6959. The output of the CLP, including messages and error codes, is written to file /tmp/load_log in our example.

     

    
      
        	
          Important: The JCL executing BPXBATCH will end with RC 0 even if errors within the processed SQL statements have occurred. To verify the correct execution of DB2 commands, you need to inspect the log file that is written by the CLP.

        
      

    

    To allow CLP to execute any DB2 functionality, you need a clp.properties file in the UNIX System Services file system that contains the credentials to successfully connect to DB2 for z/OS. In addition to user ID and password, you need to specify which DB2 for z/OS system you intend to connect to. 

    Because DB2 for z/OS CLP needs this information to be available so it can execute, it is required to have the clp.properties file available in UNIX System Services whenever you use DB2 for z/OS CLP in batch mode. Keep in mind also that you need to maintain the contents of this file whenever the credentials to logon to the system change as required by security policies. The information required in the clp.properties file is shown in Example 11-13.

    Example 11-13   Required content of clp.properties
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    #Create your own alias name for DB2 servers

    #SERVER1=<URL>:<port>,<location>,<username>,<password>

    DA12=boedwh1:10512/DWHDA12,user,password
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    In our example, the clp.properties file defines the properties of DB2 for z/OS subsystem DA12 that is connected to DB2 Analytics Accelerator, including the IP name or address of the system (you can provide an IP address instead of its name), the location name, user ID, and password. This information is used by CLP to authenticate against the DB2 for z/OS subsystem.

    11.4.3  REXX scripting

    Another way of invoking DB2 Analytics Accelerator stored procedures is to call them from a REXX script. Calling an DB2 Analytics Accelerator-related stored procedure from REXX is not different from calling any other stored procedure. Example 11-14 shows how to invoke stored procedure ACCEL_LOAD_TABLES to load table GOSH.NATION on DB2 Analytics Accelerator TESTIDAA.

    Example 11-14   Example of calling stored procedure ACCEL_LOAD_TABLES from REXX
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    AccelName = 'TESTIDAA'                                                  

                                                                            

    LockMode  = 'NONE'                                                      

                                                                           

    TableSpec = '<?xml version="1.0" encoding="UTF-8" ?> ',                 

            '<aqttables:tableSetForLoad ',                                  

            'xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" ',    

            'version="1.0"> ',                                              

            '<table name="NATION" schema="GOSH" forceFullReload="true"/>',

            '</aqttables:tableSetForLoad>'                                  

                                                                            

    Msg = '<?xml version="1.0" encoding="UTF-8" ?> ',                       

          '<spctrl:messageControl ',                                        

          'xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011" ',         

          'version="1.0" versionOnly="false" > ',                           

          '</spctrl:messageControl>',                                       

          copies(' ',32000)                                                 

                                                                            

    MsgInd    = 1                                                           

                                                                            

    ADDRESS DSNREXX "EXECSQL CALL SYSPROC.ACCEL_LOAD_TABLES (",             

           ":AccelName,",                                                   

           ":LockMode ,",                                                   

           ":TableSpec,",                                                   

           ":Msg      INDICATOR :MsgInd ) "                                 

                                                                            

    if SQLCODE <> 0 then                                                    

         do                                                                 

           SQLERRORPOSITION = 'Call Stored Procedure'                       

                                                                            

           if MsgInd >= 0 then                                              

             say "Message:" Msg                                             

                                                                            

           call SQLERRORROUTINE                                             

         end                                                                

       else

     

         /* Stored Procedure completed successfully */               

     

         do                                                                 

           say "Successful Call of Stored Procedure"                        

           if MsgInd >= 0 then do                                           

             say "Message:" Msg                                             

               if (pos('AQT10000I',Msg) = 0) then                           

                 exit 4                                                     

             end                                                            

           else                                                             

             say "No message available"                                     

         end                                                                

                                                                            

    EXIT                                                                    

                                                                            

    SQLERRORROUTINE:                                                        

      SAY 'POSITION   = ' SQLERRORPOSITION                                  

      SAY 'SQLCODE    = ' SQLCODE                                           

      SAY 'SQLSTATE   = ' SQLSTATE                                          

      SAY 'SQLERRP    = ' SQLERRP                                           

      SAY 'TOKENS     = ' TRANSLATE(SQLERRMC,',','FF'X)                     

      SAY 'SQLERRD.1  = ' SQLERRD.1                                         

      SAY 'SQLERRD.2  = ' SQLERRD.2                                         

      SAY 'SQLERRD.3  = ' SQLERRD.3                                         

      SAY 'SQLERRD.4  = ' SQLERRD.4                                         

      SAY 'SQLERRD.5  = ' SQLERRD.5                                         

      SAY 'SQLERRD.6  = ' SQLERRD.6                                         

      SAY 'SQLWARN.0  = ' SQLWARN.0                                         

      SAY 'SQLWARN.1  = ' SQLWARN.1                                         

      SAY 'SQLWARN.2  = ' SQLWARN.2                                         

      SAY 'SQLWARN.3  = ' SQLWARN.3                                         

      SAY 'SQLWARN.4  = ' SQLWARN.4                                         

      SAY 'SQLWARN.5  = ' SQLWARN.5                                         

      SAY 'SQLWARN.6  = ' SQLWARN.6                                         

      SAY 'SQLWARN.7  = ' SQLWARN.7                                         

      SAY 'SQLWARN.8  = ' SQLWARN.8                                         

      SAY 'SQLWARN.9  = ' SQLWARN.9                                         

      SAY 'SQLWARN.10 = ' SQLWARN.10                                        

                                                                            

      ADDRESS DSNREXX 'EXECSQL ROLLBACK'                                    

                                                                            

      IF SQLCODE <> 0 THEN                                                  

        DO                                                                  

          SAY 'ROLLBACK SQLCODE : ' SQLCODE                                 

        END                                                                 

                                                                            

      EXIT 8

    /* END  */ 
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    First, we provide values for all input variables required by the stored procedure. The stored procedure is invoked through the ADDRESS DSNREXX command. After it completes, we check the SQLCODE for potential errors. Because an XML message can be returned after either successful or unsuccessful execution, the XML message is displayed whenever available. However, if no string AQT10000I shows up in the message, which is the message identifier for string The operation was completed successfully., we exit the REXX script with a return code of 4 even if the SQLCODE is 0. If a negative SQLCODE is received, we externalize all available information from REXX SQLCA.

    11.4.4  Administrative Task Scheduler

    The Administrative Task Scheduler allows you to execute predefined tasks that can either be stored procedures or JCL jobs. It is a separate started task in the z/OS system that is started at DB2 startup when configured properly. This started task is an additional address space of your DB2 for z/OS environment.

    Because stored procedures are used to administer DB2 Analytics Accelerator, the Administrative Task Scheduler provides another capability to schedule DB2 Analytics Accelerator-related maintenance tasks that are executed by the Accelerator stored procedures. Because no DB2 for z/OS Command Line Processor is involved, no clp.properties file as discussed in 11.4.2, “JCL and UNIX System Services” on page 281 is needed to schedule DB2 Analytics Accelerator-related stored procedures through the Administrative Task Scheduler.

    The functionality of the Administrative Task Scheduler is provided as an integral part of DB2 for z/OS. A detailed description of the Administrative Task Scheduler is available in DB2 10 for z/OS Administration Guide, SC19-2968.

    11.4.5  Cross-loader function

    The DB2 Analytics Accelerator is designed to accelerate entire queries. In some cases, it can be useful to accelerate only one or more query blocks of an entire query. Accelerating ELT queries using INSERT from SELECT is one of these candidates, where it is intended to accelerate the SELECT part of a given query. This type of query is used to move data from one table to another, and can often be found within data warehouses inside extract, load, and transform (ELT) processing streams. 

    Because DB2 Analytics Accelerator cannot process the entire INSERT from SELECT statement (only SELECT statements are allowed on DB2 Analytics Accelerator, INSERT statements are not), INSERT from SELECT statements cannot be routed to DB2 Analytics Accelerator for execution.

    However, to achieve the same goal as with INSERT from SELECT statements, DB2 Analytics Accelerator provides support for the DB2 10 for z/OS cross-loader function. The DB2 family cross-loader function allows the LOAD utility to directly load the output of a dynamic SQL SELECT statement into a table. The dynamic SQL statement can be executed on data at a local server or at any remote server that complies with DRDA.

    DB2 Analytics Accelerator’s cross-loader support allows you to execute the SELECT portion to read the source data from DB2 Analytics Accelerator while inserting the results into another table residing in DB2 for z/OS.

    To route the SELECT part of a cross-loader invocation to DB2 Analytics Accelerator, you need to set the CURRENT QUERY ACCELERATION special register to ENABLE before declaring the cursor that is used inside cross-loader. Example 11-15 shows how to invoke the cross-loader and read data from the DB2 Analytics Accelerator.

    Example 11-15   Invoking cross-loader using DB2 Analytics Accelerator
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    EXEC SQL

      SET CURRENT QUERY ACCELERATION = ENABLE;

    ENDEXEC                                                                                        

     

    EXEC SQL 

      DECLARE C1 CURSOR FOR

        SELECT C1 FROM CREATOR.TABLE

         WHERE C1 < 100  FOR FETCH ONLY

    ENDEXEC 

                                                      

    LOAD DATA INCURSOR C1 INTO TABLE CREATOR.TABLE1;
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    In our example, we set the special register CURRENT QUERY ACCELERATION to ENABLE and select data from CREATOR.TABLE stored on DB2 Analytics Accelerator where C1 < 100 and insert all qualifying rows into table CREATOR.TABLE1. Note that all requirements are checked to determine whether the query can be considered for execution on DB2 Analytics Accelerator. Not all queries will necessarily execute on DB2 Analytics Accelerator.

     

    
      
        	
          Note: Data is selected from the DB2 Analytics Accelerator and inserted into DB2 for z/OS tables. No tables within the DB2 Analytics Accelerator are populated by the cross-loader functionality. 

          Before changing any of your ELT processing, make sure that the snapshot data that is stored on the DB2 Analytics Accelerator is acceptable for the process.

        
      

    

    For scheduling tools residing outside of z/OS, the cross-loader functionality can be invoked using the DB2 provided stored procedure DSNUTILU. The procedure (supported by ODBC, JDBC and CLI) is CALL DSNUTILU (utility-id,restart,utstmt,retcode) and is outlined in Example 11-16.

    Example 11-16   Calling cross-loader using DSNUTILU
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    CALL SYSPROC.DSNUTILU

    ('UTILID'

    ,'NO'

    ,'EXEC SQL

        DECLARE C1 CURSOR FOR SELECT * FROM CREATOR.TABLE 

      ENDEXEC

      LOAD DATA INCURSOR C1 

      RESUME YES 

      INTO TABLE CREATOR.TABLE_1'

    ,?) 
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    Keep in mind that the DB2 Analytics Accelerator is not designed to be an ELT accelerator, but a query accelerator. You need to consider loading times and loading frequencies to outweigh potential benefits you might get from accelerated SELECT portions of the cross-loader functionality. Additionally, you need to consider any effort that might be needed to convert existing ELT routines from INSERT from SELECT (which is a DML statement) to the cross-loader functionality (which is a utility invocation).

    Details about cross-loader functionality can be found in DB2 10 for z/OS Utility Guide and Reference, SC19-2984.

    11.4.6  Full refresh of tables or partitions stored in DB2 Analytics Accelerator

    We have seen that DB2 Analytics Accelerator allows for full refresh of data stored in a DB2 for z/OS table. DB2 Analytics Accelerator refreshes are similar to the cloned tables support that was introduced in DB2 9 for z/OS for universal table spaces. That is, data can be loaded into the DB2 Analytics Accelerator while the old version of data continues to be available for querying. After the load is successfully completed, the previous version of the data in an DB2 Analytics Accelerator table is no longer visible and new queries can only access freshly loaded data. 

    It is important to note that queries that have started to access the old data while the load was ongoing will complete based on the old data. Data is always consistent from a query perspective. After all queries have finished reading the old data in DB2 Analytics Accelerator, the old data is removed automatically from DB2 Analytics Accelerator. The process of removing the old data after completing a load is the last step of the stored procedure ACCEL_LOAD_TABLES.

    11.4.7  Adding data to tables stored in DB2 Analytics Accelerator

    Most data in data warehouse fact tables is organized in partitions of a range-partitioned table. For example, partitions can reflect a period of time. In this case, a new partition can be added at the end of each month, and last month’s data is added and stored in the new partition.

    Another concept involves rotation of partitions, which would make the partition containing the oldest data the one to be reloaded with the most recent data, thus deleting the oldest data that might not be needed any more by reporting applications.

    In our examples, we look at two cases:

    •In the first case, we add a new partition, reload it, and document the DB2 Analytics Accelerator stored procedure behavior.

    •In the second case we rotate and reload partitions and show how the DB2 Analytics Accelerator stored procedure handles this scenario. 

    Any non-range-partitioned tables need to be reloaded completely within DB2 Analytics Accelerator.

    The initial table contents from a partition perspective is shown in Example 11-17.
As a starting point, we have the GOSLDW.SALES_FACT enabled for acceleration and partitions 1 to 100 are loaded in DB2 Analytics Accelerator.

    Example 11-17   Initial table status of GOSLDW.SALES_FACT table
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    ORDER_DAY_KEY      VALUES  PARTITION 

                *           * 

    ------------- ----------- -----------

         20040101     1235448 Partition 1

            [...]       [...] [...]

         20061227     1235436 Partition 100
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    Adding partition

    Now we add a partition to the end of the table using the command shown in Example 11-18.

    Example 11-18   Adding a partition to GOSLDW.SALES_FACT
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    ALTER TABLE GOSLDW.SALES_FACT

      ADD PARTITION ENDING AT (20061231);
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    After the partition is added, we insert data into the newly added partition. The modified table contents look as shown in Example 11-19.

    Example 11-19   Modified table status of GOSLDW.SALES_FACT table
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    ORDER_DAY_KEY     VALUES   PARTITION 

                *           * 

    ------------- ----------- ------------

         20040101     1235448 Partition 1

            [...]       [...] [...]

         20061227     1235436 Partition 100

         20061231     1235452 Partition 101
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    Now we call SYSPROC.ACCEL_LOAD_TABLES with parameter forceFullReload=”false” to have the stored procedure detect all required changes automatically; see Example 11-20.

    Example 11-20   XML input for load specification
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    <?xml version="1.0" encoding="UTF-8" ?>                 

    <aqttables:tableSetForLoad                              

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011"

    version="1.0">                                          

    <table name="SALES_FACT" schema="GOSLDW"              

    forceFullReload="false"/>                               

    </aqttables:tableSetForLoad> 
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    After the stored procedure is started, DB2 for z/OS scans the catalog for new partitions and adds and loads only these into DB2 Analytics Accelerator. In the example above, only partition 101 has been unloaded and sent to DB2 Analytics Accelerator. In our example, the stored procedure completed with SQLCODE 0 and the new partition was added to DB2 Analytics Accelerator. Note that the stored procedure does not report which partitions have been reloaded.

    Rotating partition

    From an DB2 Analytics Accelerator perspective, the scenario is nearly the same if ROTATE PARTITION FIRST or integer TO LAST is used in DB2. To verify the correct behavior within DB2 Analytics Accelerator, we issue the ALTER ROTATE statement listed in Example 11-21 to move partition 1 to the end, which is now ending at a value of 20080131.

    Example 11-21   Rotating partitions of GOSLDW.SALES_FACT
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    ALTER TABLE GOSLDW.SALES_FACT

      ROTATE PARTITION FIRST TO LAST

      ENDING AT (20080131) RESET;
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    SYSPROC.ACCEL_LOAD_TABLES provides the deletion of data in partition 1 and adds the new partition data after the ROTATE PARTITION operation.

    11.5  Enabling tables for acceleration

    From the methods discussed in this chapter we use the C++ samples that are described in 11.4.1, “JCL and C samples provided with DB2 Analytics Accelerator” on page 280 to deploy, load, and enable all tables of our sample workload for acceleration. 

    For a start, we assume that all tables only exist in DB2 for z/OS. During our exercise, all tables listed in Table 11-1 will be enabled for acceleration on DB2 Analytics Accelerator.

    Table 11-1   List of tables

    
      
        	
          Table name

        
        	
          Row count

        
      

      
        	
          Sales_Fact

        
        	
          10,295,390,060 

        
      

      
        	
          Time_Dimension

        
        	
          1,135 

        
      

      
        	
          Retailer_Dimension

        
        	
          4,323 

        
      

      
        	
          Product_Dimension 

        
        	
          1,287 

        
      

      
        	
          Gender_Lookup 

        
        	
          46

        
      

      
        	
          Sales_Territory_Dimension 

        
        	
          21

        
      

      
        	
          Product_Type 

        
        	
          21

        
      

      
        	
          Product_Line

        
        	
          5

        
      

      
        	
          Product_Lookup

        
        	
          2,645

        
      

      
        	
          Order_Method_Dimension

        
        	
          7

        
      

      
        	
          Order_details

        
        	
          43,063 

        
      

      
        	
          Order_header

        
        	
          5,360 

        
      

      
        	
          Product_forecast 

        
        	
          3,872 

        
      

      
        	
          Product_multilingual

        
        	
          2,645 

        
      

      
        	
          Product 

        
        	
          115

        
      

      
        	
          Product_type

        
        	
          21 

        
      

      
        	
          Order_method

        
        	
          7 

        
      

      
        	
          Product_line

        
        	
          5 

        
      

      
        	
          Country

        
        	
          21

        
      

      
        	
          Retailer_site 

        
        	
          391

        
      

      
        	
          Retailer_site_mb

        
        	
          391

        
      

      
        	
          Retailer

        
        	
          109

        
      

    

    The z196 system we utilize uses six general purpose processors. To maximize throughput, we start two load streams. We decided to use two load streams because all smaller tables can be loaded within the time that the unload of the fact table completes. In our scenario, there is no need to optimize the throughput of unloading the small tables, because they can only be used together with the large SALES_FACT table. Depending on specific requirements, more parallel jobs to unload data into DB2 Analytics Accelerator can be needed. Note the following points:

    •The first load job unloads four (see parameter AQT_MAX_UNLOAD_IN_PARALLEL below) partitions of the SALES_FACT table.

    •The second job unloads all other tables.

    We use the TCB value of 9 as listed in Table 11-2 for our WLM environment, which turned out to be the best in terms of throughput during our measurements.

    Table 11-2   Parameters used to load tables into Accelerator using stored procedures

    
      
        	
          Parameter

        
        	
          Value

        
      

      
        	
          AQT_MAX_UNLOAD_PARALLEL

        
        	
          4

        
      

      
        	
          NUMTCB

        
        	
          9

        
      

    

    For a detailed explanation of the WLM parameters, see , “Setting up WLM application environment for DB2 Analytics Accelerator stored procedures” on page 115.

    The first JCL to perform a full reload of SALES_FACT table is shown in Example 11-22:

    •Step AQTSC03 adds table GOSLDW.SALES_FACT to IDAATF3.

     –	The SYSTSIN DD statement calls component AQTSCALL using parameter ADDTABLES, thus invoking stored procedure SYSACCEL.ACCEL_ADD_TABLES.

     –	Required parameters are passed through the following DD statements:

     •	AQTP1 contains the DB2 Analytics Accelerator name: IDAATF3.

     •	AQTP2 contains the XML structure for the tables to be added to IDAATF3, in our case GOSLDW.SALES_FACT.

     •	AQTMSGIN contains the message control information. We use the default settings.

    •Step AQTSC04 loads table GOSLDW.SALES_FACT into IDAATF3.

     –	The SYSTSIN DD statement calls component AQTSCALL using parameter LOADTABLES, thus invoking stored procedure SYSACCEL.ACCEL_LOAD_TABLES.

     –	Required parameters are passed through the following DD statements:

     •	AQTP1 contains the DB2 Analytics Accelerator name: IDAATF3.

     •	AQTP2 specifies the LOCK_MODE to be used. We decided for NONE.

     •	AQTP3 contains the XML structure for the tables to be loaded into IDAATF3, in our case GOSLDW.SALES_FACT.

     •	AQTMSGIN contains the message control information. We used the default settings.

    •Step AQTSC05 enables table GOSLDW.SALES_FACT in IDAATF3 for acceleration.

     –	The SYSTSIN DD statement calls component AQTSCALL using parameter SETTABLES, thus invoking stored procedure SYSACCEL.ACCEL_SET_TABLES_ACCELERATION.

     –	Required parameters are passed though the following DD statements:

     •	AQTP1 contains the DB2 Analytics Accelerator name: IDAATF3.

     •	AQTP2 specifies ON to enable acceleration for the table specified.

     •	AQTP3 contains the XML structure for the tables to be enabled for acceleration on IDAATF3, in our case GOSLDW.SALES_FACT.

     •	AQTMSGIN contains the message control information. We used the default settings.

    Example 11-22   JCL and XML data to load SALES_FACT table
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    //*                                                                    

    //*   Step  1: Invoke AQTSCALL for adding an accelerated table         

    //*                                                                    

    //JOBLIB   DD DISP=SHR,DSN=SYS1.DSN.V100.SDSNLOAD                      

    //         DD DISP=SHR,DSN=SYS1.DSN.V100.SDSNEXIT                      

    //AQTSCS03 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)                   

    //* parameter #1 for accelerator name                                  

    //AQTP1    DD *                                                        

    IDAATF3                                                                

    /*                                                                     

    //* parameter #2 for add containing tables specification               

    //AQTP2    DD *                                                        

    <?xml version="1.0" encoding="UTF-8" ?>                                

    <aqttables:tableSpecifications                                         

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="SALES_FACT" schema="GOSLDW" />             

    </aqttables:tableSpecifications>                        

    /*                                                      

    //* last parameter for message input to control trace   

    //AQTMSGIN DD *                                         

    <?xml version="1.0" encoding="UTF-8" ?>                 

    <spctrl:messageControl                                  

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"   

    version="1.0" versionOnly="false" >                     

    </spctrl:messageControl>                                

    /*                                                      

    //SYSTSPRT DD  SYSOUT=*                                 

    //SYSPRINT DD  SYSOUT=*                                 

    //SYSUDUMP DD  SYSOUT=*                                 

    //SYSTSIN  DD  *                                        

      DSN SYSTEM(DA12)                                      

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -              

            LIB('PBECKER.TEST.LM1') PARMS('ADDTABLES')      

      END                                                           

    /*                                                              

    //*   Step  2: Invoke AQTSCALL for loading an accelerated table 

    //*                                                             

    //AQTSCS04 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)            

    //* parameter #1 for accelerator name                           

    //AQTP1    DD *                                                 

    IDAATF3                                                         

    /*                                                              

    //* parameter #2 for LOCK_MODE                                  

    //AQTP2    DD *                                                 

    NONE                                                            

    /*                                                              

    //* parameter #3 for load containing load specification         

    //AQTP3    DD *                                                 

    <?xml version="1.0" encoding="UTF-8" ?>                         

    <aqttables:tableSetForLoad                                      

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011"        

    version="1.0">                                         

    <table name="SALES_FACT" schema="GOSLDW"               

    forceFullReload="true"/>                               

    </aqttables:tableSetForLoad>                           

    /*                                                     

    //* last parameter for message input to control trace  

    //AQTMSGIN DD *                                        

    <?xml version="1.0" encoding="UTF-8" ?>                

    <spctrl:messageControl                                 

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"  

    version="1.0" versionOnly="false" >                    

    </spctrl:messageControl>                               

    /*                                                     

    //SYSTSPRT DD  SYSOUT=*                                

    //SYSPRINT DD  SYSOUT=*                                

    //SYSUDUMP DD  SYSOUT=*                                

    //SYSTSIN  DD  *                                       

      DSN SYSTEM(DA12)                                     

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -                      

            LIB('PBECKER.TEST.LM1') PARMS('LOADTABLES')             

      END                                                           

    /*                                                              

    //*   Step  3: Invoke AQTSCALL for setting                      

    //*            acceleration to ON                               

    //*                                                             

    //AQTSCS05 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)            

    //* parameter #1 for accelerator name                           

    //AQTP1    DD *                                                 

    IDAATF3                                                         

    /*                                                              

    //* parameter #2 for ON or OFF                                  

    //AQTP2    DD *                                                 

    ON                                                              

    /*                                                              

    //* parameter #3 for set tables containing tables set           

    //AQTP3    DD *                                                 

    <?xml version="1.0" encoding="UTF-8" ?>                                

    <aqttables:tableSet                                                    

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="SALES_FACT" schema="GOSLDW" />                            

    </aqttables:tableSet>                                                  

    /*                                                                     

    //* last parameter for message input to control trace                  

    //AQTMSGIN DD *                                                        

    <?xml version="1.0" encoding="UTF-8" ?>                                

    <spctrl:messageControl                                                 

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"                  

    version="1.0" versionOnly="false" >                                    

    </spctrl:messageControl>                                               

    /*                                                                     

    //SYSTSPRT DD  SYSOUT=*                                                

    //SYSPRINT DD  SYSOUT=*                                                

    //SYSUDUMP DD  SYSOUT=*                                                

    //SYSTSIN  DD  *                                                       

      DSN SYSTEM(DA12)                                

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -        

            LIB('PBECKER.TEST.LM1') PARMS('SETTABLES')

      END                                             

    /*
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    As you can see in the JESMSGLG output in Example 11-23, the load job for the SALES_FACT table completed in 127:14 minutes.

    Example 11-23   JESMSGLG output for loading SALES_FACT table
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    16.01.44 JOB03581  -JOBNAME  STEPNAME PROCSTEP    RC

    16.01.44 JOB03581  -PBECKERL AQTSCS03             00

    18.08.30 JOB03581  -PBECKERL AQTSCS04             00

    18.08.30 JOB03581  -PBECKERL AQTSCS05             00

    18.08.30 JOB03581  -PBECKERL ENDED.  NAME-BECKER 
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    Each stored procedure call creates a separate SYSPRINT output that is written to the job log. The output contains both input parameters read from the input DD statements (AQTMSGIN and AQTPn, where n can have a value of either 1, 2 or 3) and the output of the stored procedure calls. 

    Opposite to calling stored procedures using the DB2 for z/OS CLP, the return code from the JCL is set according to the stored procedure’s completion. A return code of zero (0) means that all actions have completed successfully. Investigate any return code greater than zero.

    Example 11-24 lists the output of step AQTSC03 to add SALES_FACT table to the DB2 Analytics Accelerator.

    Example 11-24   Job output of step AQTSC03 adding SALES_FACT table to Accelerator
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    read80 bytes from DD:AQTP1

     content='IDAATF3'

     read400 bytes from DD:AQTP2

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <aqttables:tableSpecifications             

                                          xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">         <table name="SALES_FACT" schema="GOSLDW" />                                     </aqttables:tableSpecifications>                                   

                  '

     read400 bytes from DD:AQTMSGIN

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <spctrl:messageControl                     

                                          xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"                           version="1.0" v

     ersionOnly="false" >                                             </spctrl:messageControl>                                           

                  '

      ***        SQLCODE is 0

     message=<?xml version="1.0" encoding="UTF-8" ?> <dwa:messageOutput xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

      <message severity="informational" reason-code="AQT10000I"><text>The operation was completed successfully.</text><description>Succes

     s message for the XML MESSAGE output parameter of each stored procedure.</description><action></action></message></dwa:messageOutput>
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    The output message of the stored procedure begins right after SQLCODE is 0 in Example 11-24. Any errors will be reported in this section. Investigate this part of the output if the JCL return code for this step was greater than zero (0).

    Example 11-25 shows the SYSPRINT output for step AQTSC04 to load the SALES_FACT table.

    Example 11-25   Job output of step AQTSC04 for loading SALES_FACT table
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    read80 bytes from DD:AQTP1

     content='IDAATF3'

     read80 bytes from DD:AQTP2

     content='NONE'

     read560 bytes from DD:AQTP3

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <aqttables:tableSetForLoad                 

                                          xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0"> 

    <table name="SALES_FACT" schema="GOSLDW"                           

                  forceFullReload="true"/>                                                        </aqttables:tableSetForLoad>           

                                              '

     read400 bytes from DD:AQTMSGIN

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <spctrl:messageControl                     

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"                           version="1.0" v

     ersionOnly="false" >                                             </spctrl:messageControl>                                           

                  '

      ***        SQLCODE is 0

     message=<?xml version="1.0" encoding="UTF-8" ?> <dwa:messageOutput xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

      <message severity="informational" reason-code="AQT10000I"><text>The operation was completed successfully.</text><description>Succes

     s message for the XML MESSAGE output parameter of each stored procedure.</description><action></action></message></dwa:messageOutput> 
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    Again, the output message of the stored procedure begins after SQLCODE is 0. This part of the output should be investigated if the JCL return code for this step was greater than 0.

    The last step is to enable the table for acceleration. The output of step SQTSC05 is listed in Example 11-26.

    Example 11-26   Job output of step AQTSC05 for loading SALES_FACT table
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    read80 bytes from DD:AQTP1

     content='IDAATF3'

     read4 bytes from DD:AQTP2

     content='ON'

     read400 bytes from DD:AQTP3

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <aqttables:tableSet 

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">         <table name="SALES_FACT" schema="GOSLDW" />                                     </aqttables:tableSet>                                              

                  '

     read400 bytes from DD:AQTMSGIN

     content='<?xml version="1.0" encoding="UTF-8" ?>                                         <spctrl:messageControl                     

                                          xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"                           version="1.0" versionOnly="false" >                                             </spctrl:messageControl>                                           

                  '

      ***        SQLCODE is 0

     message=<?xml version="1.0" encoding="UTF-8" ?> <dwa:messageOutput xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

      <message severity="informational" reason-code="AQT10000I"><text>The operation was completed successfully.</text><description>Succes

     s message for the XML MESSAGE output parameter of each stored procedure.</description><action></action></message></dwa:messageOutput> 
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    The same logic for investigating potential issues is true as for the previous two examples: all stored procedure outputs begin after the SQLCODE is 0 message in the output.

    For reloading only a single partition, the XML structure provided in DD statement AQTP3 in step AQTSC04 needs to be modified as shown in Example 11-27.

    Example 11-27   DD Statement AQTP3 for reloading the last partition of SALES_FACT table
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    //AQTP3    DD *                                                 

    <?xml version="1.0" encoding="UTF-8" ?>                         

    <aqttables:tableSetForLoad                                      

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011"        

    version="1.0">                                         

    <table name="SALES_FACT" schema="GOSLDW"               

    forceFullReload="false"/> 

    </aqttables:tableSetForLoad> 
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    Example 11-28 shows the JCL and XML data streams to load all remaining tables of the scenario used throughout this book. The difference from Example 11-27 of loading the SALES_FACT table is that multiple tables are specified within the XML input data. 

    Whenever more than one table is specified in the XML data, note that DB2 Analytics Accelerator stored procedures execute the load for all tables sequentially. The only parallelism you can observe in these cases is the parallel unload of partitions if any range-partitioned table spaces are specified within the XML structure (which is not the case in our example).

    Example 11-28   JCL and XML data to load all other tables
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    //*                                                              

    //*   Step  1: Invoke AQTSCALL for adding an accelerated table   

    //*                                                              

    //JOBLIB   DD DISP=SHR,DSN=SYS1.DSN.V100.SDSNLOAD                

    //         DD DISP=SHR,DSN=SYS1.DSN.V100.SDSNEXIT                

    //AQTSCS03 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)             

    //* parameter #1 for accelerator name                            

    //AQTP1    DD *                                                  

    IDAATF3                                                          

    /*                                                               

    //* parameter #2 for add containing tables specification         

    //AQTP2    DD *                                                  

    <?xml version="1.0" encoding="UTF-8" ?>                          

    <aqttables:tableSpecifications                                   

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <table name="TIME_DIMENSION" schema="GOSLDW" />                        

    <table name="RETAILER_DIMENSION" schema="GOSLDW" />                    

    <table name="PRODUCT_DIMENSION" schema="GOSLDW" />                     

    <table name="GENDER_LOOKUP" schema="GOSLDW" />                         

    <table name="SALES_TERRITORY_DIMENSION" schema="GOSLDW" />             

    <table name="PRODUCT_TYPE" schema="GOSLDW" />                          

    <table name="PRODUCT_LINE" schema="GOSLDW" />                          

    <table name="ORDER_METHOD_DIMENSION" schema="GOSLDW" />                

    <table name="PRODUCT_LOOKUP" schema="GOSLDW" />                        

    <table name="ORDER_DETAILS" schema="GOSL" />                           

    <table name="ORDER_HEADER" schema="GOSL" />                            

    <table name="PRODUCT_FORECAST" schema="GOSL" />                        

    <table name="PRODUCT_MULTILINGUAL" schema="GOSL" />                    

    <table name="PRODUCT" schema="GOSL" />                                 

    <table name="PRODUCT_TYPE" schema="GOSL" />                            

    <table name="ORDER_METHOD" schema="GOSL" />                            

    <table name="PRODUCT_LINE" schema="GOSL" />                 

    <table name="COUNTRY" schema="GORT" />                      

    <table name="RETAILER_SITE" schema="GORT" />                

    <table name="RETAILER_SITE_MB" schema="GORT" />             

    <table name="RETAILER" schema="GORT" />                     

    </aqttables:tableSpecifications>                            

    /*                                                          

    //* last parameter for message input to control trace       

    //AQTMSGIN DD *                                             

    <?xml version="1.0" encoding="UTF-8" ?>                     

    <spctrl:messageControl                                      

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"       

    version="1.0" versionOnly="false" >                         

    </spctrl:messageControl>                                    

    /*                                                          

    //SYSTSPRT DD  SYSOUT=*                                     

    //SYSPRINT DD  SYSOUT=*                                     

    //SYSUDUMP DD  SYSOUT=*                                        

    //SYSTSIN  DD  *                                               

      DSN SYSTEM(DA12)                                             

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -                     

            LIB('PBECKER.TEST.LM1') PARMS('ADDTABLES')             

      END                                                          

    /*                                                             

    //*   Step  2: Invoke AQTSCALL for loading an accelerated table

    //*                                                            

    //AQTSCS04 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)           

    //* parameter #1 for accelerator name                          

    //AQTP1    DD *                                                

    IDAATF3                                                        

    /*                                                             

    //* parameter #2 for LOCK_MODE                                 

    //AQTP2    DD *                                                

    NONE                                                           

    /*                                                            

    //* parameter #3 for load containing load specification       

    //AQTP3    DD *                                               

    <?xml version="1.0" encoding="UTF-8" ?>                       

    <aqttables:tableSetForLoad                                    

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011"      

    version="1.0">                                                

    <table name="TIME_DIMENSION" schema="GOSLDW"                  

    forceFullReload="true"/>                                      

    <table name="RETAILER_DIMENSION" schema="GOSLDW"              

    forceFullReload="true"/>                                      

    <table name="PRODUCT_DIMENSION" schema="GOSLDW"               

    forceFullReload="true"/>                                      

    <table name="GENDER_LOOKUP" schema="GOSLDW"                   

    forceFullReload="true"/>                                      

    <table name="SALES_TERRITORY_DIMENSION" schema="GOSLDW"       

    forceFullReload="true"/>                                      

    <table name="PRODUCT_TYPE" schema="GOSLDW"           

    forceFullReload="true"/>                             

    <table name="PRODUCT_LINE" schema="GOSLDW"           

    forceFullReload="true"/>                             

    <table name="ORDER_METHOD_DIMENSION" schema="GOSLDW" 

    forceFullReload="true"/>                             

    <table name="PRODUCT_LOOKUP" schema="GOSLDW"         

    forceFullReload="true"/>                             

    <table name="ORDER_DETAILS" schema="GOSL"            

    forceFullReload="true"/>                             

    <table name="ORDER_HEADER" schema="GOSL"             

    forceFullReload="true"/>                             

    <table name="PRODUCT_FORECAST" schema="GOSL"         

    forceFullReload="true"/>                             

    <table name="PRODUCT_MULTILINGUAL" schema="GOSL"     

    forceFullReload="true"/>                             

    <table name="PRODUCT" schema="GOSL"                  

    forceFullReload="true"/>                       

    <table name="PRODUCT_TYPE" schema="GOSL"       

    forceFullReload="true"/>                       

    <table name="ORDER_METHOD" schema="GOSL"       

    forceFullReload="true"/>                       

    <table name="PRODUCT_LINE" schema="GOSL"       

    forceFullReload="true"/>                       

    <table name="COUNTRY" schema="GORT"            

    forceFullReload="true"/>                       

    <table name="RETAILER_SITE" schema="GORT"      

    forceFullReload="true"/>                       

    <table name="RETAILER_SITE_MB" schema="GORT"   

    forceFullReload="true"/>                       

    <table name="RETAILER" schema="GORT"           

    forceFullReload="true"/>                       

    </aqttables:tableSetForLoad>                   

    /*                                             

    //* last parameter for message input to control trace 

    //AQTMSGIN DD *                                       

    <?xml version="1.0" encoding="UTF-8" ?>               

    <spctrl:messageControl                                

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011" 

    version="1.0" versionOnly="false" >                   

    </spctrl:messageControl>                              

    /*                                                    

    //SYSTSPRT DD  SYSOUT=*                               

    //SYSPRINT DD  SYSOUT=*                               

    //SYSUDUMP DD  SYSOUT=*                               

    //SYSTSIN  DD  *                                      

      DSN SYSTEM(DA12)                                    

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -            

            LIB('PBECKER.TEST.LM1') PARMS('LOADTABLES')   

      END                                                 

    /*                                                    

    //*   Step  3: Invoke AQTSCALL for setting                              

    //*            acceleration to ON                                       

    //*                                                                     

    //AQTSCS05 EXEC PGM=IKJEFT01,DYNAMNBR=20,COND=(4,LT)                    

    //* parameter #1 for accelerator name                                   

    //AQTP1    DD *                                                         

    IDAATF3                                                                 

    /*                                                                      

    //* parameter #2 for ON or OFF                                          

    //AQTP2    DD *                                                         

    ON                                                                      

    /*                                                                      

    //* parameter #3 for set tables containing tables set                   

    //AQTP3    DD *                                                         

    <?xml version="1.0" encoding="UTF-8" ?>                                 

    <aqttables:tableSet                                                     

    xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0"> 

    <table name="TIME_DIMENSION" schema="GOSLDW" />                 

    <table name="RETAILER_DIMENSION" schema="GOSLDW" />             

    <table name="PRODUCT_DIMENSION" schema="GOSLDW" />              

    <table name="GENDER_LOOKUP" schema="GOSLDW" />                  

    <table name="SALES_TERRITORY_DIMENSION" schema="GOSLDW" />      

    <table name="PRODUCT_TYPE" schema="GOSLDW" />                   

    <table name="PRODUCT_LINE" schema="GOSLDW" />                   

    <table name="ORDER_METHOD_DIMENSION" schema="GOSLDW" />         

    <table name="PRODUCT_LOOKUP" schema="GOSLDW" />                 

    <table name="ORDER_DETAILS" schema="GOSL" />                    

    <table name="ORDER_HEADER" schema="GOSL" />                     

    <table name="PRODUCT_FORECAST" schema="GOSL" />                 

    <table name="PRODUCT_MULTILINGUAL" schema="GOSL" />             

    <table name="PRODUCT" schema="GOSL" />                          

    <table name="PRODUCT_TYPE" schema="GOSL" />                     

    <table name="ORDER_METHOD" schema="GOSL" />                     

    <table name="PRODUCT_LINE" schema="GOSL" />                     

    <table name="COUNTRY" schema="GORT" />                    

    <table name="RETAILER_SITE" schema="GORT" />              

    <table name="RETAILER_SITE_MB" schema="GORT" />           

    <table name="RETAILER" schema="GORT" />                   

    </aqttables:tableSet>                                     

    /*                                                        

    //* last parameter for message input to control trace     

    //AQTMSGIN DD *                                           

    <?xml version="1.0" encoding="UTF-8" ?>                   

    <spctrl:messageControl                                    

    xmlns:spctrl="http://www.ibm.com/xmlns/prod/dwa/2011"     

    version="1.0" versionOnly="false" >                       

    </spctrl:messageControl>                                  

    /*                                                        

    //SYSTSPRT DD  SYSOUT=*                                   

    //SYSPRINT DD  SYSOUT=*                                   

    //SYSUDUMP DD  SYSOUT=*                                   

    //SYSTSIN  DD  *                                   

      DSN SYSTEM(DA12)                                 

        RUN PROGRAM(AQTSCALL) PLAN(AQTSCALL) -         

            LIB('PBECKER.TEST.LM1') PARMS('SETTABLES') 

      END                                              

    /* 
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    The methodology used is the same as we described to load the SALES_FACT table. To load and enable all other tables for usage on DB2 Analytics Accelerator, we follow the same logic as for the SALES_FACT table. Thus, we simply mention briefly the purpose of each step here:

    •Step AQTSC03 adds the other 21 tables to the DB2 Analytics Accelerator.

    •Step AQTSC04 loads these tables into the DB2 Analytics Accelerator.

    •Step AQTSC05 enables the same tables for acceleration.

    The job output is the same as described for the SALES_FACT table. The only difference is the name of table that has been deployed, loaded, or enabled on the DB2 Analytics Accelerator.

    Example 11-29 shows the elapsed time from JESMSGLG to load the remaining 21 tables.

    Example 11-29   Job output of loading all other tables
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    15.50.50 JOB03579  -JOBNAME  STEPNAME PROCSTEP    RC

    15.50.50 JOB03579  -PBECKERL AQTSCS03             00

    15.52.24 JOB03579  -PBECKERL AQTSCS04             00

    15.52.24 JOB03579  -PBECKERL AQTSCS05             00

    15.52.24 JOB03579  -PBECKERL ENDED.  NAME-BECKER 
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    The job to load all other tables completed in 94 seconds, where most of the elapsed times result from the invocation of the utility.
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Performance considerations

    This chapter provides general DB2 Analytics Accelerator performance considerations. Also described are our environment and the impacts of enabling DB2 Analytics Accelerator on our existing workload.

    Scalability considerations and the conclusions derived from another laboratory measurement are also covered. 

    The following topics are discussed in this chapter:

    •General performance considerations

    •Environment configuration and measurements

    •Existing workload scenario

    •DB2 Analytics Accelerator scalability

    •Other laboratory measurements

    12.1  General performance considerations

    One helpful way to start to understand the impacts of DB2 Analytics Accelerator in a system is to keep in mind that when the execution of a SQL query is offloaded to an accelerator, the query is actually run out of System z. Despite seamless integration with DB2 and the DB2 Optimizer, the DB2 Analytics Accelerator remains an external addendum to DB2, although a fast addendum able to execute SQL quickly and with no resource utilization in the mainframe.

    DB2 Analytics Accelerator performance benefits can be expected in two main areas:

    •Reduction of the total elapsed time required to complete a SQL query workload

    •Reduction of the total mainframe resources to complete a SQL query workload

    Traditionally, better response times are obtained at the expense of more hardware resources, such as more CPU or a better I/O infrastructure. By contrast, an accelerator can help various existing workloads increase the level of service in combination with a System z improved Total Cost of Ownership (TCO).

    In this chapter we discuss the impacts of the DB2 Analytics Accelerator in a current workload, and provide elements that can help you to analyze how it might help in your case.

    Because acceleration frees resources in DB2 and System z, it is probable that non-eligible work will also obtain lateral benefits from an accelerator. Possible beneficial impacts of the DB2 Analytics Accelerator on non-eligible workload include the following list:

    •Buffer pool efficiency increased by removal of getpages from the system.

    •Less latch and lock contention.

    •Reduction of the total CPU utilization allows low priority tasks to get more CPU cycles.

    •zIIP utilization relief.

    •Potentially less SORT activity.

    •Less I/O subsystem stress.

    •Potentially less need for REORGs.

    •Potentially reduced disk occupancy by eliminating indexes.

    Most probably, an effective introduction of an accelerator in an existing environment will change the operational CPU profile. You need also to evaluate the system impacts of maintaining and refreshing the data in the accelerator. This is discussed in Chapter 11, “Latency management” on page 267.

    How the DB2 10 for z/OS CPU reduction will impact your TCO is closely related to the IBM System z software pricing model in use for your organization. The System z Software Pricing is the frame that defines the pricing and the licensing terms and conditions for IBM software that runs in a mainframe environment. For more information about DB2 CPU savings by performance improvements, refer to DB2 for z/OS Planning Your Upgrade: Reduce Costs, Improve Performance, which is a no fee publication available at:

    http://www.ibm.com/software/data/education/bookstore/

    Impacts on PREPARE

    This section describes the impacts of the accelerator on PREPARE.

    When a user requests that DB2 offload queries to the DB2 Analytics Accelerator and Accelerators are active, the following actions occur:

    •Queries that are offloaded are not kept in the DB2 Dynamic Statement Cache. Offloaded queries are evaluated by DB2 for DB2 Analytics Accelerator offload each time an application issues a PREPARE for that query, so the offloaded query undergoes a partial prepare process on each PREPARE for DB2 to build the query for offload to the DB2 Analytics Accelerator.

    •Queries that are not offloaded to the DB2 Analytics Accelerator or do not qualify for offloading are cached in the DB2 Dynamic Statement Cache if it is active and run in DB2. Subsequent PREPAREs of these queries will use the DB2 cached copy of the queries. DB2 performs certain PREPARE optimizations for queries that it knows will never be offloaded to the DB2 Analytics Accelerator so that the DB2 Cache is searched first before evaluating this type of query for offload.

    For queries that are never qualified to offload when the DB2 Analytics Accelerator is enabled, there is no CPU degradation observed if there is a dynamic statement cache hit. If there is a dynamic statement cache miss, laboratory performance measurements have shown an average of 4% CPU time overhead for the first prepare when compared to the regular prepare when DB2 Analytics Accelerator is disabled. This due to DB2 going through additional logic to determine whether the queries are qualified to offload or not. 

    The contents of the Dynamic Statement Cache (DSC) can be used for monitoring dynamic SQL activity as an alternative to, or in absence of, a dynamic SQL monitor. Dynamic SQL statements sent to the DB2 Analytics Accelerator are not kept in the DB2 Dynamic Statement Cache. As a consequence, do not rely on the DSC as an effective method of capturing and monitoring the DB2 dynamic SQL activity in a subsystem where queries are executed in an DB2 Analytics Accelerator appliance.

    12.2  Environment configuration and measurements

    This section describes our test scenario and several of the methods and tools we used for the reports illustrated in this part of the book. We explain how the results shown here could be interpreted in your environment. 

    In our case, we attempted to obtain optimal performance when running the workload in DB2. As always, however, performance observations are dependent on the running conditions and the environment configuration.

    12.2.1  Environment configuration

    Our test environment can be described as a well-performing and high capacity System z configuration. Having a fast System z at hand helps to confirm that the observed DB2 performance was not influenced by a lack of system resources. 

    Hardware configuration

    We issued the system command D M=CPU to display our test environment CPU configuration, as shown in Example 12-1.

    Example 12-1   Test environment CPU configuration
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    D M=CPU                                   

    IEE174I 18.29.52 DISPLAY M 699            

    PROCESSOR STATUS                          

    ID  CPU                  SERIAL           

    00  +                     0B32062817      

    01  +                     0B32062817      

    02  +                     0B32062817      

    03  +                     0B32062817      

    04  +                     0B32062817      

    05  +                     0B32062817      

                                              

    CPC ND = 002817.M15.IBM.51.0000000E3206   

    CPC SI = 2817.715.IBM.51.00000000000E3206 

             Model: M15                       

    CPC ID = 00                               

    CPC NAME = GRY2                           

    LP NAME = DWH1       LP ID =  B           

    CSS ID  = 0                               

    MIF ID  = B 
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    The server was an IBM zEnterprise System z196 Model M15. Further details about zEnterprise models and configurations can be found at the following website:

    http://www.ibm.com/systems/z/hardware/zenterprise/z196_specs.html 

    The LPAR capacity was 659 MSU. Example 12-2 shows a portion of the CPC Capacity RMF report.

    Example 12-2   Test environment CPC capacity
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    RMF V1R11  CPC Capacity 

    Command ===>                                                  Scroll ===> CSR  

                                                                                   

    Samples: 100     System: DWH1  Date: 02/28/12  Time: 18.30.00  Range: 100   Sec

                                                                                   

    Partition:   DWH1       2817 Model 715                                         

    CPC Capacity:    1648   Weight % of Max: ****   4h Avg:   14   Group:   N/A    

    Image Capacity:   659   WLM Capping %:    0.0   4h Max:   78   Limit:   N/A 

    [image: ]

    Example 12-3 shows our real storage configuration. It had 16 GB of real storage available during all the testing, and no system paging was reported.

    Example 12-3   Test environment Real Storage configuration
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    D M=STOR                         

    IEE174I 18.38.28 DISPLAY M 952   

    REAL STORAGE STATUS              

    ONLINE-NOT RECONFIGURABLE        

        0M-16384M                    

    ONLINE-RECONFIGURABLE            

        NONE                         

    PENDING OFFLINE                  

        NONE                         

     0M IN OFFLINE STORAGE ELEMENT(S)

     0M UNASSIGNED STORAGE           

    STORAGE INCREMENT SIZE IS 256M 
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    We issued the system command D IPLINFO to display that our System z was running z/OS 1.11, as shown in Example 12-4.

    Example 12-4   Test environment z/OS information
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    D IPLINFO                                                 

    IEE254I  18.41.24 IPLINFO DISPLAY 960                     

     SYSTEM IPLED AT 09.43.22 ON 02/21/2012                   

     RELEASE z/OS 01.11.00    LICENSE = z/OS                  

     USED LOAD00 IN SYS1.PARMLIB ON 0500A                     

     ARCHLVL = 2   MTLSHARE = N                               

     IEASYM LIST = (ZF,DP,N0,00,S0,01,L)                      

     IEASYS LIST = (00,11,S0,01) (OP)                         

     IODF DEVICE: ORIGINAL(04100) CURRENT(04100)              

     IPL DEVICE: ORIGINAL(0500A) CURRENT(0500A) VOLUME(110202)
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    The I/O configuration was a dedicated IBM DS8000® 2107-932 with 35 TB space and 256 GB cache. We used storage pool DB2L with 40 3390 volumes with 65.520 cylinders each, spread over 4 LCUs.

    The volumes on the DS8000 were allocated with the option ROTATE EXTENTS (the extents of 1113 cylinders are spread over the ranks of the extent pools). Two extent pools with 8 ranks were allocated for the volumes of the storage group DB2L.

    Our test DB2 subsystem was connected, as required by the test scenarios, to a DB2 Analytics Accelerator server as described by the DIS ACCEL DETAIL DB2 command shown in Example 12-5. Refer to Chapter 5, “Installation and configuration” on page 93 for details about DB2 Analytics Accelerator configurations.

    Example 12-5   Test environment DB2 Analytics Accelerator configuration
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED      1791    0    0    0

    LOCATION=IDAATF3 HEALTHY                                              

    DETAIL STATISTICS                                                     

      LEVEL  = AQT02012                                                   

      STATUS = ONLINE                                                     

      FAILED QUERY REQUESTS                              =     6807       

      AVERAGE QUEUE WAIT                                 =       18 MS    

      MAXIMUM QUEUE WAIT                                 =      491 MS    

      TOTAL NUMBER OF PROCESSORS                         =       24       

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =      .00%      

      AVERAGE CPU UTILIZATION ON WORKER NODES            =     1.00%      

      NUMBER OF ACTIVE WORKER NODES                      =        3       

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB    

      TOTAL DISK STORAGE IN USE                          =     7.13%      

      DISK STORAGE IN USE FOR DATABASE                   =   354309 MB    

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 

    [image: ]

    DB2 subsystem 

    Our DB2 subsystem was a non-data sharing DB2 10 for z/OS NFM, as shown in Example 12-6.

    Example 12-6   Test environment DB2 level
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    DSN7100I  -DA12 DSN7GCMD                                            

    *** BEGIN DISPLAY OF GROUP(........) CATALOG LEVEL(101) MODE(NFM )  

                      PROTOCOL LEVEL(3)  GROUP ATTACH NAME(....)        

    --------------------------------------------------------------------

    DB2                                    DB2 SYSTEM    IRLM           

    MEMBER   ID  SUBSYS CMDPREF   STATUS   LVL NAME      SUBSYS IRLMPROC

    -------- --- ----   --------  -------- --- --------  ----   --------

    ........   0 DA12   -DA12     ACTIVE   101 DWH1      IA12   DA12IRLM

    --------------------------------------------------------------------

    SPT01 INLINE LENGTH:        32138                                   

    *** END DISPLAY OF GROUP(........)                                  

    DSN9022I  -DA12 DSN7GCMD 'DISPLAY GROUP ' NORMAL COMPLETION 
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    Table 12-1 lists our relevant DB2 environment system parameters.

    Table 12-1   Test environment DB2 system parameters

    
      
        	
          System parameter

        
        	
          Current value

        
        	
          Default value (DB2 10)

        
      

      
        	
          IDBACK

        
        	
          500

        
        	
          50

        
      

      
        	
          CTHREAD

        
        	
          2000

        
        	
          200

        
      

      
        	
          IDFORE

        
        	
          500

        
        	
          50

        
      

      
        	
          MAXDBAT

        
        	
          1000

        
        	
          200

        
      

      
        	
          SMFCOMP

        
        	
          ON

        
        	
          OFF

        
      

      
        	
          ACCUMACC

        
        	
          NO

        
        	
          10

        
      

      
        	
          LRDRTHLD

        
        	
          0

        
        	
          10

        
      

      
        	
          NUMLKTS

        
        	
          20000

        
        	
          2000

        
      

      
        	
          NUMLKUS

        
        	
          100000

        
        	
          10000

        
      

      
        	
          MAXRBLK

        
        	
          800000

        
        	
          400000

        
      

      
        	
          CDSSRDEF

        
        	
          ANY

        
        	
          1

        
      

      
        	
          PARAMDEG

        
        	
          4

        
        	
          0

        
      

      
        	
          MINSTOR

        
        	
          NO

        
        	
          NO

        
      

      
        	
          CONTSTOR

        
        	
          NO

        
        	
          YES

        
      

      
        	
          SRTPOOL

        
        	
          20480

        
        	
          10000

        
      

      
        	
          STARJOIN

        
        	
          ENABLE

        
        	
          DISABLE

        
      

      
        	
          SJTABLES

        
        	
          3

        
        	
          10

        
      

    

    Table 12-2 lists the DB2 Analytics Accelerator-specific DB2 system parameters in use.

    Table 12-2   DB2 Analytics Accelerator DB2 system parameters

    
      
        	
          System parameter

        
        	
          Current value

        
        	
          Default value

        
      

      
        	
          ACCEL

        
        	
          COMMAND

        
        	
           

        
      

      
        	
          QUERY_ACCELERATION

        
        	
           

        
        	
          NONE

        
      

    

    The ACCEL subsystem parameter specifies whether accelerator servers can be used with a DB2 subsystem, and how the accelerator servers are to be enabled and started. An accelerator server cannot be started unless it is enabled. This parameter cannot be changed online. You must stop and restart DB2 for a change to ACCEL to take effect. 

    Allowed values are listed here:

    •NO specifies that accelerator servers cannot be used with the DB2 subsystem.

    •AUTO specifies that accelerator servers are automatically enabled and started when the DB2 subsystem is started.

    •COMMAND specifies that accelerator servers are automatically enabled when the DB2 subsystem is started. The accelerator servers can be started with the DB2 START ACCEL command.

    The QUERY_ACCELERATION subsystem parameter determines the default value that is to be used for the CURRENT QUERY ACCELERATION special register. 

    Possible values are listed here:

    •ENABLE specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If there is an accelerator failure while a query is running, or the accelerator returns an error, DB2 returns a negative SQLCODE to the application.

    •ENABLE_WITH_FAILBACK specifies that queries are accelerated only if DB2 determines that it is advantageous to do so. If the accelerator returns an error during the PREPARE or first OPEN for the query, DB2 executes the query without the accelerator. If the accelerator returns an error during a FETCH or a subsequent OPEN, DB2 returns the error to the user, and does not execute the query.

    •NONE specifies that no query acceleration is done.

    Buffer pool configuration

    Table 12-3 shows a summary of the buffer pool configuration in our test scenario.

    Table 12-3   Buffer pool configuration

    
      
        	
          BP name

        
        	
          BP size (pages)

        
        	
          Page Fix

        
        	
          Comment

        
      

      
        	
          BP0

        
        	
          20000 (4K pages)

        
        	
          Yes

        
        	
          DB2 Catalog and Directory only

        
      

      
        	
          BP1

        
        	
          10000 (4K pages)

        
        	
          Yes

        
        	
          Admin objects and tools

        
      

      
        	
          BP16K0

        
        	
          5000

        
        	
          No

        
        	
          DB2 objects only

        
      

      
        	
          BP16K1

        
        	
          5000

        
        	
          No

        
        	
          Small 16 K admin objects

        
      

      
        	
          BP3

        
        	
          20000

        
        	
          Yes

        
        	
          Small 4 K admin objects

        
      

      
        	
          BP32K

        
        	
          5000

        
        	
          No

        
        	
          Small 32 K admin objects

        
      

      
        	
          BP32K1

        
        	
          40000

        
        	
          No

        
        	
          32 K Sort 

        
      

      
        	
          BP7

        
        	
          20000

        
        	
          No

        
        	
          4 K Sort

        
      

      
        	
          BP8K0

        
        	
          2000

        
        	
          No

        
        	
          Small 8 K admin objects

        
      

      
        	
          BP8K1

        
        	
          20000

        
        	
          Yes

        
        	
          Dimension tables

        
      

      
        	
          BP8K2

        
        	
          100000

        
        	
          Yes

        
        	
          Fact table

        
      

    

    When DB2 must remove a page from the buffer pool to make room for a newer page, the action is called “stealing” the page from the buffer pool. By default, DB2 uses a least-recently-used (LRU) algorithm for managing pages in storage. This algorithm removes pages that have not been recently used and retains recently used pages in the buffer pool. However, DB2 can use different page-stealing algorithms to manage buffer pools more efficiently. 

    The new DB2 10 option for the PGSTEAL parameter of the -ALTER BUFFERPOOL command, PGSTEAL(NONE), indicates that no page stealing can occur. All the data that is brought into the buffer pool remains resident. This option reduces the resource cost of performing a getpage operation and does not use extra system resources to monitor page-stealing. This option can also reduce DB2 latch contention in environments that require high concurrency.

    We used PGSTEAL(NONE) for the buffer pool containing the Dimension tables of our schema, as shown in Example 12-7.

    Example 12-7   DIS Buffer pool showing PGSTEAL(NONE) 
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    DSNB401I  -DA12 BUFFERPOOL NAME BP8K1, BUFFERPOOL ID 101, USE COUNT 24

    DSNB402I  -DA12 BUFFER POOL SIZE = 20000 BUFFERS  AUTOSIZE = NO       

                 ALLOCATED       =     6000   TO BE DELETED   =        0  

                 IN-USE/UPDATED  =        0                               

    DSNB406I  -DA12 PGFIX ATTRIBUTE -                                     

                 CURRENT = YES                                            

                 PENDING = YES                                            

               PAGE STEALING METHOD = NONE                                

    DSNB404I  -DA12 THRESHOLDS -                                          

                VP SEQUENTIAL    = 80                                     

                DEFERRED WRITE   = 30   VERTICAL DEFERRED WRT  =  5,  0   

                PARALLEL SEQUENTIAL =50   ASSISTING PARALLEL SEQT=  0     

    DSN9022I  -DA12 DSNB1CMD '-DISPLAY BPOOL' NORMAL COMPLETION 
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    DB2 10 exploits 1 MB large page frame with buffer pools defined with PGFIX(YES). If LFAREA is specified in the IEASYSxx PARMLIB member, DB2 10 uses 1 MB large page frame. You can use the command DISPLAY VIRTSTOR,LFAREA to display the LFAREA settings, as shown in Example 12-8.

    Example 12-8   DISPLAY VIRSTOR,LFAREA output sample
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    RESPONSE=DWH1                          

     IAR019I  10.09.14 DISPLAY VIRTSTOR 054

      SOURCE =  01                         

      TOTAL LFAREA = 1024M                 

      LFAREA AVAILABLE = 1024M             

      LFAREA ALLOCATED (1M) = 0M           

      LFAREA ALLOCATED (4K) = 0M           

      MAX LFAREA ALLOCATED (1M) = 0M       

      MAX LFAREA ALLOCATED (4K) = 0M 
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    Our environment was configured with 1 GB of real storage that was reserved to 1 MB page frames. An IPL was required to make the changes effective to LFAREA.

    You can expect to observe 4% to 5% CPU reduction by exploiting 1 MB pages frames. PGFIX(YES) buffer pools are non-pageable. Keep in mind that overuse of PGFIX(YES) buffer pools can cause real storage stress and become the cause for high paging of other application storage.

     

    
      
        	
          Caution: The use of PAGEFIX=YES must be agreed with whomever manages z/OS storage for the LPAR, because running out of storage can have catastrophic effects for the entire z/OS.

        
      

    

    Refer to DB2 10 for z/OS Performance Topics, SG24-7492, for more complete information and considerations about DB2 10 for z/OS performance. For details of considerations for setting the LFAREA, see z/OS V1R12.0 MVS Initialization and Tuning Reference, SA22-7592.

    It is worth remembering that any pool where I/O is occurring will utilize all the allocated storage. This is why the recommendation is to use PGFIX=YES for DB2 V8 and above for any pool where I/Os occur, if all virtual frames above and below the 2 GB bar are fully backed by real memory and DB2 virtual buffer pool frames are not paged out to auxiliary storage.

    If I/Os occur and PGFIX=NO, then it is possible that the frame will have been paged out to auxiliary storage by z/OS and therefore two synchronous I/Os will be required instead of one. This is because both DB2 and z/OS are managing storage on a least-recently used basis. The number of page-ins for read and write can be monitored either by using the DISPLAY BUFFERPOOL command to display messages DSNB411I and DSNB420I or by producing a Statistics report. 

    12.2.2  Performance analysis methodology

    This section describes how we analyzed the performance data of our workload.

    Sources of information

    Understanding resource usage by workload is the first step to effective performance management. To better understand the DB2 Analytics Accelerator effects on the system as a whole, you need to extend the performance analysis to metrics provided by sources other than DB2, such as RMF. 

    RMF records, SMF type 70-79, provide the system data you need for system and workload analysis. In the workload activity record (SMF record 72), RMF records information about workloads grouped into categories that you have defined in the Workload Manager policy. They can be workloads or service classes, or they can be logically grouped into reporting classes. Tivoli Decision Support for z/OS provides a large number of tables, views, and reports objects populated by RMF records.

    Figure 12-1 shows a high level representation of how the data is collected and reported. It helps to understand that the DB2 Analytics Accelerator statistics and accounting are obtained through DB2, and that there is no direct access to the DB2 Analytics Accelerator server for performance monitoring. Detailed instructions of how to monitor a DB2 Analytics Accelerator environment are provided in Chapter 7, “Monitoring DB2 Analytics Accelerator environments” on page 161.

    [image: ]

    Figure 12-1   Overview of performance sources of information used for impact analysis

    For DB2 reporting, we are interested on these SMF record types:

    •Record type 100 

    •Record type 101

    •Record type 102

    For practical and performance reasons, it is a common practice to isolate the DB2 SMF records in a single data set. This approach has the potential to reduce the resources needed for creating reports. This can be done using the program supplied by IBM, IFASMFDP, which ships as a part of z/OS. It allows you to extract selected SMF types, and to narrow the operation by specifying a time frame, a date, or an LPAR name, for instance. See z/OS V1R11.0 JES2 Initialization and Tuning Guide, z/OS V1R10.0-V1R11.0, SA22-7532 for more details about the options and utilization of this program.

    Example 12-9 shows a sample JCL job used in our test environment.

    Example 12-9   Extracting SMF data with IFASMFDP
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    //* --------------------------------------------------------------------

    //* DESCRIPTION: EXTRACT DB2 SMF TYPE RECORDS                           

    //* --------------------------------------------------------------------

    //EXTRACT  EXEC   PGM=IFASMFDP                                          

    //INDD1    DD DISP=SHR,DSN=RMF.SMFDATA.DWH1.G5403V00                    

    //OUTDD1   DD DISP=(NEW,CATLG),DSN=IDAA1.SMF.D14FED12,                  

    //          LIKE=RMF.SMFDATA.DWH1.G5403V00,UNIT=(SYSDA,10)              

    //SYSPRINT DD     SYSOUT=A                                              

    //SYSIN    DD     *                                                     

           INDD(INDD1,OPTIONS(ALL))                                         

           OUTDD(OUTDD1,TYPE(100:102))                                      

    /* 
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    To obtain consistent and reliable performance measurements, we adopted a testing protocol to be followed on each measurement. Its main steps are listed and described in Table 12-4.

    Table 12-4   Testing protocol

    
      
        	
          Step

        
        	
          Description

        
      

      
        	
          Stop/Start DB2

        
        	
          To get a consistent clean situation at every start of measurements.

        
      

      
        	
          Stop/Start Query Accelerator 

        
        	
          To get a clean Query Accelerator status before each run. It also resets some of the Query Accelerator counters that keep averages.

        
      

      
        	
          Start or verify DB2 traces

        
        	
          Verify DB2 traces.

        
      

      
        	
          Start DSC IFCIDs

        
        	
          Start IFICDs 316 - 317 - 318. Required for collecting DSC detailed information.

        
      

      
        	
          Prime dimension tables

        
        	
          Preload data in buffer pools. All data is in memory.

        
      

      
        	
          Partial prime fact tables

        
        	
          Preload data in buffer pools. Only part of the data can be contained in real storage.

        
      

      
        	
          Set SMF and RMF interval to 1 minute

        
        	
          To obtain better system-level reporting granularity.

        
      

      
        	
          Switch SMF

        
        	
          Switch to a new SMF data set before running the test. This step makes analysis easier.

        
      

      
        	
          Start buffer pool monitoring tool

        
        	
          Used to monitor buffer pool activity during the test.

        
      

      
        	
          Verify DB2 Analytics Accelerator status

        
        	
          Start/stop Accelerator, depending on the scenario.

        
      

      
        	
          RUN test

        
        	
           

        
      

      
        	
          Set SMF and RMF interval to default

        
        	
          Back to 30-minutes interval.

        
      

      
        	
          Switch SMF

        
        	
          Switch to a new SMF data set after running the test. Reporting could be created immediately from them.

        
      

      
        	
          Extract DB2 records from SMF

        
        	
          Create smaller SMF files for quicker reporting.

        
      

      
        	
          Extract RMF records from SMF

        
        	
          Create smaller SMF files for quicker reporting.

        
      

      
        	
          Explain DSC

        
        	
          Save contents of the Dynamic Statement Cache. It is required for the DB2 Analytics Accelerator feasibility study.

        
      

      
        	
          Reporting

        
        	
          Create DB2/RMF/other reports.

        
      

      
        	
          Analysis

        
        	
          Analyze the results.

        
      

    

    To automate these operations, many of the commands can be executed from a JCL. Example 12-10 shows how to start DB2 traces, prime the target database, and stop the DB2 Analytics Accelerator. This JCL would be used before a workload run without DB2 Analytics Accelerator available.

    Example 12-10   Setting up the DB2 and DB2 Analytics Accelerator environment with commands
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    //* --------------------------------------------------------------------

    //* DESCRIPTION: SETUP ENV FOR NON DB2 Analytics Accelerator TEST                            

    //* --------------------------------------------------------------------

    //SETUPENV EXEC PGM=IKJEFT01,DYNAMNBR=20,TIME=60                        

    //STEPLIB  DD DISP=SHR,DSN=SYS1.DSN.V100.SDSNLOAD                       

    //SYSPRINT DD  SYSOUT=*                                                 

    //SYSTSPRT DD  SYSOUT=*                                                 

    //SYSOUT   DD  SYSOUT=*                                                 

    //SYSTSIN  DD  *                                                        

      DSN S(DA12)                                                           

      -STA TRACE(S) CLASS(1,3,4,5,6)                                        

      -STA TRACE(A) CLASS(1,2,3,7,8)                                        

      -START TRACE(MON) CLASS(30) IFCID(316,317,318) DEST(SMF)              

      -DIS TRACE                                                            

      -ACCESS DATABASE(BAGOQ) SPACENAM(*) MODE(OPEN)                        

      -STOP ACCEL(IDAATF3)                                                  

      -DIS  ACCEL(*) DETAIL                                                 

    //SYSIN    DD  DUMMY 
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    These are the DB2 traces active in our test environment:

    •DB2 accounting

     –	Class 1, 2, 3, 7 and 8

    •DB2 statistics

     –	Class 1, 3, 4, 5 and 6

     

    
      
        	
          Important: No special traces are required to collect DB2 Analytics Accelerator activity. DB2 instrumentation support (traces) for DB2 Analytics Accelerator does not require additional IFCIDs to be started. Data collection is implemented by adding new fields to the existing trace classes after application of the required software maintenance.

        
      

    

    Refer to Chapter 7, “Monitoring DB2 Analytics Accelerator environments” on page 161 for details about monitoring an DB2 Analytics Accelerator-enabled environment.

    The DB2 Analytics Accelerator assessment process, described in details in Chapter 4, “Feasibility study” on page 71, requires information about the SQL statements in the statement cache, information captured as the results of an EXPLAIN STATEMENT CACHE ALL statement and stored in the statement cache table DSN_STATEMENT_CACHE_TABLE. Use the DB2 provided member hlq.SDSNSAMP(DSNTESC) to create your own DSN_STATEMENT_CACHE_TABLE table, including its auxiliary table and indexes.

    By default DB2 only gathers basic status information about a cached statement, like the number of times it was reused. IFCID 318 controls whether DB2 collects execution statistics for cached dynamic statements. It is a switch that indicates whether DB2 collects statistics data that is reported in the statistics fields of facet 316. Example 12-11 shows how to start facets 316 to 318.

    Example 12-11   Starting DSC traces
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    -START TRACE(MON) CLASS(30) IFCID(316,317,318) DEST(SMF)
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    DB2-supplied PDS hlq.SDSNIVPD(DSNWMSGS) contains more details about these facets. As a summary:

    •IFCID 316 reports on the contents of the prepared SQL statement cache as one record for each qualifying SQL statement.

    •IFCID 317 returns the entire text of a statement in the SQL statement cache.

    The DB2 command ACCESS DATABASE forces a physical open of a table space, index space, or partition, or removes the GBP-dependent status for a table space, index space, or partition. The MODE keyword specifies the desired state. Example 12-12 shows how we used this command on our target database.

    Example 12-12   ACCESS DATABASE command example
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    -ACCESS DATABASE(BAGOQ) SPACENAM(*) MODE(OPEN)
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    Example 12-13 shows how to start the DB2 Analytics Accelerator.

    Example 12-13   Starting DB2 Analytics Accelerator
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    -START ACCEL(IDAATF3)
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    Example 12-14 shows the output of the DISPLAY ACCEL command.

    Example 12-14   DISPLAY ACCEL command 
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                      

    DSNX830I  -DA12 DSNX8CDA                                              

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ

    -------------------------------- ---- -------- -------- ---- ---- ----

    IDAATF3                          DA12 STARTED         0    0    0    0

    LOCATION=IDAATF3 HEALTHY                                              

    DETAIL STATISTICS                                                     

      LEVEL  = AQT02012                                                   

      STATUS = ONLINE                                                     

      FAILED QUERY REQUESTS                              =        0       

      AVERAGE QUEUE WAIT                                 =        0 MS    

      MAXIMUM QUEUE WAIT                                 =        0 MS    

      TOTAL NUMBER OF PROCESSORS                         =        0       

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =      .00%      

      AVERAGE CPU UTILIZATION ON WORKER NODES            =      .00%      

      NUMBER OF ACTIVE WORKER NODES                      =        0       

      TOTAL DISK STORAGE AVAILABLE                       =        0 MB    

      TOTAL DISK STORAGE IN USE                          =      .00%      

      DISK STORAGE IN USE FOR DATABASE                   =   354179 MB    

    DISPLAY ACCEL REPORT COMPLETE                                         

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION           

    *** 
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    Details about the DB2 Analytics Accelerator commands are described in Chapter 7, “Monitoring DB2 Analytics Accelerator environments” on page 161 and Chapter 8, “Operational considerations” on page 179.

     

    
      
        	
          Important: Various DB2 Analytics Accelerator statistics are cleared only at the DB2 Analytics Accelerator server restart. There is no facility to reset dynamically average counters, like AVERAGE QUEUE WAIT.

        
      

    

    The OMPE performance warehouse

    To better analyze the DB2 statistics and accounting data, we exploited the OMPE PW tables. At the time of writing, the OMPE PW table does not include columns with DB2 Analytics Accelerator-specific data, but nevertheless it provides a way of identifying the DB2 Analytics Accelerator performance changes in the queries elapsed and CPU time. Figure 12-2 provides an overview of the OMPE PW table organization and structure.
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    Figure 12-2   OMPE PW table organization overview

    For the purposes or the performance measurements of this section, we concentrate on these tables:

    •General data: this table contains one row per thread.

    •Package data: it contains one row per package and DBRM executed.

    •DDF data: it contains one row per remote location participating in distributed activity.

    •Buffer pool data: it contains one row per buffer pool used.

    Refer to IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS, IBM Tivoli OMEGAMON XE for DB2 Performance Monitor on z/OS for more information about the OMPE Performance Database and the Performance Warehouse available at:

    http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/index.jsp?topic=/com.ibm.omegamon.xe_db2.doc/ko2welcome_pe.htm

    OMPE PDS hlq.RKO2SAMP provides a series of members with the information required for creating and loading the PW tables. 

    The sequence of steps we used to create the general accounting table (DB2PMFACCT_GENERAL) is:

    1.	Create a new database for the PW tables.

    2.	Create a new table space, or optionally use implicit table spaces.

    3.	Create the table DB2PMFACCT_GENERAL using the hlq.RKO2SAMP member DGOACFGE.

    4.	Create a LOAD JCL based on the LOAD control statements provided in member DGOALFGE.

    To create performance data, you must run the appropriate OMPE command with the FILE or SAVE option. If you use the SAVE option, you must convert the data to the FILE format. You can find the description of the accounting file data set and its fields, for the table DB2PMFACCT_GENERAL, in the provided PDS member DGOADFGE.

    Example 12-15 shows one of the JCL jobs using in our environment to create accounting data to be loaded.

    Example 12-15   Using the FILE option in OMPE
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    //PE       EXEC PGM=FPECMAIN                             

    //STEPLIB  DD DISP=SHR,DSN=hlq.RKANMOD   

    //INPUTDD  DD DISP=SHR,DSN=RMF.SMFDATA.DWH1.G5539V00     

    //JOBSUMDD DD SYSOUT=*                                   

    //SYSOUT   DD SYSOUT=*                                   

    //ACFILDD1 DD DISP=(NEW,CATLG),DSN=IDAA1.UTIL.ACFILDD1,  

    //         SPACE=(CYL,(500,500),RLSE)                    

    //ACFILDD2 DD DISP=(NEW,CATLG),DSN=IDAA1.UTIL.ACFILDD2,  

    //         SPACE=(CYL,(500,500),RLSE)                    

    //ACRPTDD  DD SYSOUT=*                                   

    //UTTRCDD1 DD SYSOUT=*                                   

    //SYSIN    DD *                                          

    GLOBAL                                                   

      TIMEZONE (- 01:00)                                     

    ACCOUNTING                                               

     FILE                                                    

      INCLUDE(SUBSYSTEM(DA12))                               

      INCLUDE(PRIMAUTH(IDAA3))                               

    EXEC                                                     

    /* 
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    12.3  Existing workload scenario

    During the execution of the scenario, we verified up to 24 concurrent queries being executed in DB2 Analytics Accelerator and collected the performance results.

    12.3.1  Concurrent users

    Our workoad scenario consists of 80 concurrent users executing Cognos reports against the BAGOQ database. These reports are a mixture of short, intermediate, and long-running reports, which in total generate 26 queries against the DB2 for z/OS database. See more details at 3.5.4, “Workload scenarios” on page 68.

    Example 12-16 shows the DISPLAY ACCEL command output during the DB2 Analytics Accelerator scenario. Notice the 24 concurrent queries being executed in DB2 Analytics Accelerator; this information is shown under the ACTV column.

    Example 12-16   DISPLAY ACCEL command during DB2 Analytics Accelerator test execution
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                       

    DSNX830I  -DA12 DSNX8CDA                                               

    ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ 

    -------------------------------- ---- -------- -------- ---- ---- ---- 

    IDAATF3                          DA12 STARTED         0   24    0    0 

    LOCATION=IDAATF3 HEALTHY                                               

    DETAIL STATISTICS                                                      

      LEVEL  = AQT02012                                                    

      STATUS = ONLINE                                                      

      FAILED QUERY REQUESTS                              =        0        

      AVERAGE QUEUE WAIT                                 =     3176 MS     

      MAXIMUM QUEUE WAIT                                 =   338887 MS     

      TOTAL NUMBER OF PROCESSORS                         =       24        

      AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =      .00%       

      AVERAGE CPU UTILIZATION ON WORKER NODES            =     2.00%       

      NUMBER OF ACTIVE WORKER NODES                      =        3        

      TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB     

      TOTAL DISK STORAGE IN USE                          =     7.84%       

      DISK STORAGE IN USE FOR DATABASE                   =   354179 MB     

    DISPLAY ACCEL REPORT COMPLETE                                          

    DSN9022I  -DA12 DSNX8CMD '-DISPLAY ACCEL' NORMAL COMPLETION            

    *** 
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    12.3.2  The results of the workload

    Table 12-5 shows the response times of nine reports in our tests. The first five reports ran in DB2 (before DB2 Analytics Accelerator) and in the DB2 Analytics Accelerator. The next four reports were short reports and were not directed to run in the DB2 Analytics Accelerator. They ran in DB2 in both test runs. 

    Table 12-5   Workload scenario: Elapsed time before and after Accelerator per report

    
      
        	
          Report

        
        	
          Elapsed time in seconds

        
      

      
        	
          Before Query Accelerator 

        
        	
          After Query Accelerator 

        
      

      
        	
          RC01

        
        	
          1,382.10

        
        	
          105.48

        
      

      
        	
          RC03

        
        	
          2,294.14

        
        	
          134.46

        
      

      
        	
          RI09

        
        	
          283.50

        
        	
          64.22

        
      

      
        	
          RI10

        
        	
          764.54

        
        	
          112.90

        
      

      
        	
          RI11

        
        	
          294.48

        
        	
          128.83

        
      

      
        	
          RS02

        
        	
          1.98

        
        	
          1.88

        
      

      
        	
          RS04

        
        	
          0.04

        
        	
          0.06

        
      

      
        	
          RS05

        
        	
          11.84

        
        	
          12.20

        
      

      
        	
          RS06

        
        	
          4.10

        
        	
          4.00

        
      

    

    These results were obtained from concurrency measurements. It is expected that the improvement ratios will be even more impressive in single query measurements. Because all of the system resources are dedicated to run a single report in DB2 Analytics Accelerator, response time elongation will be proportional as more reports are running in DB2 Analytics Accelerator. Alternatively, a report might not consume all the system resources in DB2. It might be I/O bound, allowing multiple reports to run concurrently without significantly degrading the response times of each report.

    Speed up factors are impressive when routing reports to DB2 Analytics Accelerator, ranging from 2 times faster in report RI11 to 17 times faster in report RC03. Equally important is the fact that a substantial amount of CPU cycles in z/OS are no longer necessary to run these reports in DB2. Also, the speed up factor hinges on the effort in tuning the DB2 reports. More tuning in DB2 will reduce CPU and elapsed time of the reports. The reports in our test workload have been tuned extensively in DB2 because this workload has been used in other projects.

    Response times of the four short reports stay virtually the same. This observation highlights the effectiveness of the z/OS Workload Manager in managing the priority of these queries. The short reports were given higher priority automatically by the Workload Manager without any manual control from system programmers. The objective was maintaining a responsive system to users who submitted short reports. Although the five intermediate/complex reports consumed a significant amount of CPU cycles when running in DB2, they did not introduce any noticeable impact to the short reports.

    12.3.3  Overall CPU and elapsed time observations

    The information in this section is extracted from the RMF Type 70 records, RMF Processor Activity. The SMF and RMF intervals were changed to 1 minute to achieve better time granularity in the reports. However, a 1-minute interval generates a high volume of SMF records and should be used for specific analysis in relatively short periods. Typical values for the SMF interval are 15, 30, and 60 minutes.

    This chart plots these variables:

    •CPU%: the percent of the total capacity of the LPAR used at each interval

    •4HrRAvg: IBM 4-hour rolling average of the MSU rate

    Figure 12-3 on page 317 shows the overall LPAR CPU utilization and the evolution of the CPU 4-hour rolling average for the workload run before activating the DB2 Analytics Accelerator.
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    Figure 12-3   Before Accelerator: all LPAR CPU utilization and 4-hour MSU rolling average

    Figure 12-4 shows the overall LPAR CPU utilization and the evolution of the CPU 4-hour rolling average for the workload run with DB2 Analytics Accelerator being active in the system.
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    Figure 12-4   After Accelerator: all LPAR CPU utilization and 4-hour MSU rolling average

    To give a better idea of the scale of the changes, we kept the same scale in both versions of the chart. By “overall CPU utilization” we mean all the CPU used, including DB2 Subsystem address spaces and z/OS components.

    The workload execution before DB2 Analytics Accelerator moved the 4-hour rolling average from 4 to 197 MSUs, or millions of service units. With DB2 Analytics Accelerator, even if not all the SQL was offloaded, the overall average moved from 4 to 12. When compared, for the same workload DB2 Analytics Accelerator allowed a saving of 189 MSU in the 4-hour rolling average. 

    Table 12-6 on page 318 summarizes the measurements of both executions.

    Table 12-6   CPU and elapsed time savings

    
      
        	
           

        
        	
           

          Before Accelerator

        
        	
           

          After Accelerator

        
        	
          Savings 

        
      

      
        	
          Difference

          (Before - After)

        
        	
          Percentage %

          (Before/After)

        
      

      
        	
          Total CPU time

        
        	
          26,065 seconds

        
        	
          1,128 seconds

        
        	
          24937 seconds 

        
        	
          95

        
      

      
        	
          Total elapsed time

        
        	
          145 minutes

        
        	
          28 minutes

        
        	
          117 min. 

        
        	
          80

        
      

      
        	
          Increase 4Hr Roll Avg

        
        	
          (197 - 4) = 193 MSU

        
        	
          (12 - 4) = 8 MSU

        
        	
          189 MSU

        
        	
          98

        
      

      
        	
          Max CPU utilization

        
        	
          100%

        
        	
          Less than 20%

        
        	
          80

        
        	
          80

        
      

    

    How a reduction in 4-hour rolling average might impact your TCO is closely related to the IBM System z software pricing model in use for your organization. The System z Software Pricing is the frame that defines the pricing and licensing terms and conditions for IBM software that runs in a mainframe environment. An IBM Customer Agreement (ICA) contract is the frame for the Monthly License Charge (MLC), which includes license fees and support costs that apply to IBM software products such as z/OS, OS/390, DB2, CICS, IMS, and WebSphere® MQ. 

    Under Sub-Capacity workload license metrics, such as AWLC or WLC, the software charges are calculated based on the 4-hour rolling average CPU utilization per z/OS LPAR observed within a one-month reporting period. This information is obtained by the IBM supplied Sub-Capacity Reporting Tool (SCRT) after processing the related System Management Facilities (SMF) records.

    Organizations working with Monthly License Charges metrics based on CPU utilization can benefit from immediate monthly license charges reductions if the introduction of an accelerator has as a consequence a reduction in overall CPU utilization.

    12.3.4  CPU and elapsed time observations per SQL report type

    We used the DB2 provided WLM_SET_CLIENT_INFO stored procedure to identify individual Cognos reports in the execution of our workload scenario. Refer to 6.3, “WLM considerations for the sample workload scenario” on page 153 for details about this implementation.

    Figure 12-5 on page 319 shows the CPU utilization per report based on the information provided by WLM service classes.
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    Figure 12-5   Before DB2 Analytics Accelerator: CPU utilization per report

    Figure 12-6 shows the equivalent report for the execution with the DB2 Analytics Accelerator.
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    Figure 12-6   After DB2 Analytics Accelerator: CPU utilization per report

    This level of granularity allows us to clearly identify that short, low CPU reports executed in DB2 are responsible for most of the CPU used in System z.

    We used OMPE batch reports to understand the workload behavior. Example 12-17 illustrates the syntax we used for obtaining an Accounting and Statistics report for the period of interest.

    Example 12-17   OMPE Report syntax, before DB2 Analytics Accelerator
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    GLOBAL                                     

       TIMEZONE (- 01:00)                       

       FROM(02/22/12,11:00),TO(02/22/12,13:50)  

     ACCOUNTING                                 

     REPORT                                     

       LAYOUT (LONG)                            

       INCLUDE(SUBSYSTEM(DA12))                 

       INCLUDE(PRIMAUTH(IDAA3))                 

     STATISTICS                                 

       REPORT                                   

       LAYOUT (LONG)                            

     EXEC 

    [image: ]

    OMPE allows you to use the WLM set client information as provided by the DB2 stored procedure WLM_SET_CLIENT_INFO. This can be done using the ORDER(WSNAME) syntax in the OMPE command. Example 12-18 illustrates this.

    Example 12-18   OMPE syntax report showing the ORDER command
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    GLOBAL                                   

       TIMEZONE (- 01:00)                     

       FROM(02/22/12,11:00),TO(02/22/12,13:50)

     ACCOUNTING                               

     REPORT                                   

       LAYOUT (LONG)                          

       INCLUDE(SUBSYSTEM(DA12))               

       INCLUDE(PRIMAUTH(IDAA3))               

       ORDER(WSNAME)                          

     STATISTICS                               

     REPORT                                   

       LAYOUT (LONG)                          

     EXEC 
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    As an example consider RI09; it is a intermediate complex report that was offloaded to DB2 Analytics Accelerator.

    Example 12-19 shows part of the OMPE report executed with ORDER(WSNAME) for the execution in DB2. 

    Example 12-19   OMPE Report of RI09 DB2 execution, partial view
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    ELAPSED TIME DISTRIBUTION                                           CLASS 2 TIME DISTRIBUTION                                     

     ----------------------------------------------------------------    --------------------------------------------------------------

     APPL   |                                                            CPU    |                                                      

     DB2    |================================================> 97%       SECPU  |                                                      

     SUSP   |=> 3%                                                       NOTACC |================================================> 97% 

                                                                         SUSP   |=> 3%                                                 

                                                                                                                                       

     TIMES/EVENTS  APPL(CL.1)  DB2 (CL.2)  IFI (CL.5)    CLASS 3 SUSPENSIONS   ELAPSED TIME    EVENTS    HIGHLIGHTS                    

     ------------  ----------  ----------  ----------    --------------------  ------------  --------    --------------------------    

     ELAPSED TIME  23:24.2696  23:24.2639         N/P    LOCK/LATCH(DB2+IRLM)      9.822961     65994    THREAD TYPE   : DBAT          

      NONNESTED    23:24.2696  23:24.2639         N/A     IRLM LOCK+LATCH          2.170410         2    TERM.CONDITION: NORMAL        

      STORED PROC    0.000000    0.000000         N/A     DB2 LATCH                7.652551     65992    INVOKE REASON : TYP2 INACT    

      UDF            0.000000    0.000000         N/A    SYNCHRON. I/O          1:29.801083    115741    PARALLELISM   : CP            

      TRIGGER        0.000000    0.000000         N/A     DATABASE I/O          1:29.801083    115741    QUANTITY      :         10    

                                                          LOG WRITE I/O            0.000000         0    COMMITS       :          1    

     CP CPU TIME   3:23.71043  3:23.71028         N/P    OTHER READ I/O        18:12.812418   1397777    ROLLBACK      :          0    

      AGENT          4.719585    4.719443         N/A    OTHER WRTE I/O            1.643179        23    SVPT REQUESTS :          0    

       NONNESTED     4.719585    4.719443         N/P    SER.TASK SWTCH            0.082782        62    SVPT RELEASE  :          0    

       STORED PRC    0.000000    0.000000         N/A     UPDATE COMMIT            0.000000         0    SVPT ROLLBACK :          0    

       UDF           0.000000    0.000000         N/A     OPEN/CLOSE               0.000000         0    INCREM.BINDS  :          0    

       TRIGGER       0.000000    0.000000         N/A     SYSLGRNG REC             0.000000         0    UPDATE/COMMIT :       0.00    

      PAR.TASKS    3:18.99085  3:18.99084         N/A     EXT/DEL/DEF              0.014123         1    SYNCH I/O AVG.:   0.000776    

                                                          OTHER SERVICE            0.068660        61    PROGRAMS      :          1    

      SECP CPU       0.000000         N/A         N/A    ARC.LOG(QUIES)            0.000000         0    MAX CASCADE   :          0    

                                                         LOG READ                  0.000000         0                                  

     SE CPU TIME     0.000000    0.000000         N/A    DRAIN LOCK                0.000000         0                                  

      NONNESTED      0.000000    0.000000         N/A    CLAIM RELEASE             0.000000         0                                  

      STORED PROC    0.000000    0.000000         N/A    PAGE LATCH                7.860511      1654                                  

      UDF            0.000000    0.000000         N/A    NOTIFY MSGS               0.000000         0                                  

      TRIGGER        0.000000    0.000000         N/A    GLOBAL CONTENTION         0.000000         0                                  

                                                         COMMIT PH1 WRITE I/O      0.000000         0                                  

      PAR.TASKS      0.000000    0.000000         N/A    ASYNCH CF REQUESTS        0.000000         0                                  

                                                         TCP/IP LOB XML            0.000000         0                                  

     SUSPEND TIME    0.000000  20:02.0229         N/A    TOTAL CLASS 3         20:02.022934   1581251                                  

      AGENT               N/A   35.919414         N/A                                                                                  

      PAR.TASKS           N/A  19:26.1035         N/A                                                                                  

      STORED PROC    0.000000         N/A         N/A                                                                                  

      UDF            0.000000         N/A         N/A                                                                                  

                                                                                                                                       

     NOT ACCOUNT.         N/A  22:43.6251         N/A                                                                                  

     DB2 ENT/EXIT         N/A           8         N/A                                                                                  

     EN/EX-STPROC         N/A           0         N/A                                                                                  

     EN/EX-UDF            N/A           0         N/A                                                                                  

     DCAPT.DESCR.         N/A         N/A         N/P                                                                                  

     LOG EXTRACT.         N/A         N/A         N/P 
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    The OMPE report shows that most of the time was spent in DB2. This report used 3:23 minutes CPU for its execution in our workload. Also note also the high NOTACC time; this report was classified in a low priority service class and it will suffer a lack of CPU in periods of high activity.

    Example 12-20 shows the equivalent OMPE report for the same RI09 report execution with the DB2 Analytics Accelerator.

    Example 12-20   OMPE Report of RI09 DB2 Analytics Accelerator execution, partial view

    [image: ]

    ELAPSED TIME DISTRIBUTION                                           CLASS 2 TIME DISTRIBUTION                                     

     ----------------------------------------------------------------    --------------------------------------------------------------

     APPL   |                                                            CPU    |                                                      

     DB2    |==================================================> 100%    SECPU  |                                                      

     SUSP   |                                                            NOTACC |==================================================> 10

                                                                         SUSP   |                                                      

                                                                                                                                       

     TIMES/EVENTS  APPL(CL.1)  DB2 (CL.2)  IFI (CL.5)    CLASS 3 SUSPENSIONS   ELAPSED TIME    EVENTS    HIGHLIGHTS                    

     ------------  ----------  ----------  ----------    --------------------  ------------  --------    --------------------------    

     ELAPSED TIME  2:50.74433  2:50.73709         N/P    LOCK/LATCH(DB2+IRLM)      0.142012        11    THREAD TYPE   : DBATDIST      

      NONNESTED    2:50.74433  2:50.73709         N/A     IRLM LOCK+LATCH          0.136836         8    TERM.CONDITION: NORMAL        

      STORED PROC    0.000000    0.000000         N/A     DB2 LATCH                0.005176         3    INVOKE REASON : TYP2 INACT    

      UDF            0.000000    0.000000         N/A    SYNCHRON. I/O             0.000000         0    PARALLELISM   : NO            

      TRIGGER        0.000000    0.000000         N/A     DATABASE I/O             0.000000         0    QUANTITY      :          0    

                                                          LOG WRITE I/O            0.000000         0    COMMITS       :          0    

     CP CPU TIME     0.012708    0.012611         N/P    OTHER READ I/O            0.030742         6    ROLLBACK      :          0    

      AGENT          0.012708    0.012611         N/A    OTHER WRTE I/O            0.000000         0    SVPT REQUESTS :          0    

       NONNESTED     0.012708    0.012611         N/P    SER.TASK SWTCH            0.007255         2    SVPT RELEASE  :          0    

       STORED PRC    0.000000    0.000000         N/A     UPDATE COMMIT            0.000131         1    SVPT ROLLBACK :          0    

       UDF           0.000000    0.000000         N/A     OPEN/CLOSE               0.000000         0    INCREM.BINDS  :          0    

       TRIGGER       0.000000    0.000000         N/A     SYSLGRNG REC             0.000000         0    UPDATE/COMMIT :       0.00    

      PAR.TASKS      0.000000    0.000000         N/A     EXT/DEL/DEF              0.000000         0    SYNCH I/O AVG.:        N/C    

                                                          OTHER SERVICE            0.007124         1    PROGRAMS      :          2    

      SECP CPU       0.000000         N/A         N/A    ARC.LOG(QUIES)            0.000000         0    MAX CASCADE   :          0    

                                                         LOG READ                  0.000000         0                                  

     SE CPU TIME     0.000000    0.000000         N/A    DRAIN LOCK                0.000000         0                                  

      NONNESTED      0.000000    0.000000         N/A    CLAIM RELEASE             0.000000         0                                  

      STORED PROC    0.000000    0.000000         N/A    PAGE LATCH                0.000000         0                                  

      UDF            0.000000    0.000000         N/A    NOTIFY MSGS               0.000000         0                                  

      TRIGGER        0.000000    0.000000         N/A    GLOBAL CONTENTION         0.000000         0                                  

                                                         COMMIT PH1 WRITE I/O      0.000000         0                                  

      PAR.TASKS      0.000000    0.000000         N/A    ASYNCH CF REQUESTS        0.000000         0                                  

                                                         TCP/IP LOB XML            0.000000         0                                  

     SUSPEND TIME    0.000000    0.180008         N/A    TOTAL CLASS 3             0.180008        19                                  

      AGENT               N/A    0.180008         N/A                                                                                  

      PAR.TASKS           N/A    0.000000         N/A                                                                                  

      STORED PROC    0.000000         N/A         N/A                                                                                  

      UDF            0.000000         N/A         N/A                                                                                  

                                                                                                                                       

     NOT ACCOUNT.         N/A  2:50.54447         N/A                                                                                  

     DB2 ENT/EXIT         N/A           8         N/A                                                                                  

     EN/EX-STPROC         N/A           0         N/A                                                                                  

     EN/EX-UDF            N/A           0         N/A                                                                                  

     DCAPT.DESCR.         N/A         N/A         N/P                                                                                  

     LOG EXTRACT.         N/A         N/A         N/P 
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    In this case, the DB2 CPU is quite small, 0.012 seconds, and almost all the DB2 activity, like I/O, is not present in the report.

    Example 12-21 shows the accelerator section of the accounting report for this case.

    Example 12-21   Accelerator section of the OMPE ACCOUNTING LAYOUT(LONG) report
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    ACCELERATOR  IDENTIFIER                        ACCELERATOR         TOTAL    ACCELERATOR          TOTAL

     -----------  ------------------------------    -----------  ------------    ------------  ------------

     PRODUCT      AQT02012                          OCCURRENCES             1    ELAPSED TIME              

     SERVER       IDAATF3                           CONNECTS                1     SVCS TCP/IP   2:50.494318

                                                    REQUESTS                2     ACCUM ACCEL   2:49.628458

                                                     TIMED OUT              0    CPU TIME                  

                                                     FAILED                 0     SVCS TCP/IP      0.000276

                                                    SENT                          ACCUM ACCEL      0.375000

                                                     BYTES               8699    WAIT TIME                 

                                                     MESSAGES              11     ACCUM ACCEL      0.053001

                                                     BLOCKS                 0                              

                                                     ROWS                   0    DB2 THREAD                

                                                    RECEIVED                      CLASS 1                  

                                                     BYTES               3897      ELAPSED      2:50.744333

                                                     MESSAGES              11      CP CPU          0.012708

                                                     BLOCKS                 0      SE CPU          0.000000

                                                     ROWS                   0     CLASS 2                  

                                                                                   ELAPSED      2:50.737094

                                                                                   CP CPU          0.012611

                                                                                   SE CPU          0.000000
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    This section is only available if the query was offloaded to the accelerator. See 7.1, “DB2 Analytics Accelerator performance monitoring and reporting” on page 162 for further details about the contents of this report section.

    Impacts on non DB2 Analytics Accelerator offloaded reports

    All the small reports, that is, those with low resource utilization, were always executed in DB2, even when the DB2 Analytics Accelerator was made available. No CPU performance degradation was observed on them when the DB2 Analytics Accelerator was active.

    Table 12-7 summarizes the average CPU times in seconds for these reports. Values were processed from the OMPE PW accounting tables.

    Table 12-7   CPU time changes of non-offloaded reports

    
      
        	
          Report name

        
        	
          CPU 

        
      

      
        	
          DB2 

        
        	
          Accelerator 

        
        	
          Ratio 

             DB2/Accelerator

        
      

      
        	
          RS02

        
        	
          0.06

        
        	
          0.06

        
        	
          1

        
      

      
        	
          RS04

        
        	
          0.11

        
        	
          0.11

        
        	
          1

        
      

      
        	
          RS05

        
        	
          0.50

        
        	
          0.49

        
        	
          1.02

        
      

      
        	
          RS06

        
        	
          0.25

        
        	
          0.25

        
        	
          1

        
      

    

    However, a remarkable improvement was observed in elapsed time and hence throughput, as shown in Table 12-8.

    Table 12-8   Elapsed time changes of non-offloaded reports

    
      
        	
          Report name

        
        	
          Elapsed time

        
      

      
        	
          DB2 

        
        	
          Accelerator 

        
        	
          Ratio DB2/Accelerator

        
      

      
        	
          RS02

        
        	
          0.08

        
        	
          0.06

        
        	
          1.33

        
      

      
        	
          RS04

        
        	
          0.15

        
        	
          0.09

        
        	
          1.66

        
      

      
        	
          RS05

        
        	
          0.65

        
        	
          0.33

        
        	
          1.96

        
      

      
        	
          RS06

        
        	
          0.16

        
        	
          0.11

        
        	
          1.45

        
      

    

    The average elapsed time for non-offloaded reports improves with the introduction of the DB2 Analytics Accelerator as a consequence of the resource relief in the LPAR. 

    Impact on DB2 Analytics Accelerator offloaded reports

    This section shows the impact of the DB2 Analytics Accelerator offload on the reports.

    Table 12-9 shows the reports’ CPU utilization in the LPAR before and after being offloaded to the DB2 Analytics Accelerator. 

    Table 12-9   CPU time changes: DB2 Analytics Accelerator offloaded reports

    
      
        	
          Report name

        
        	
          CPU

        
      

      
        	
          DB2 

        
        	
          Accelerator 

        
        	
          Ratio

            DB2/Accelerator

        
      

      
        	
          RC01 

        
        	
          1107.86

        
        	
          0.02

        
        	
          55393.00

        
      

      
        	
          RC03

        
        	
          2273.02

        
        	
          0.02

        
        	
          113651.00

        
      

      
        	
          RI09

        
        	
          67.91

        
        	
          0.01

        
        	
          6791.00

        
      

      
        	
          RI10

        
        	
          160.44

        
        	
          0.03

        
        	
          5348.00

        
      

      
        	
          RI11

        
        	
          67.41

        
        	
          0.09

        
        	
          749.00

        
      

    

    All of these reports showed almost no CPU utilization in DB2, thus making the ratio of DB2/Accelerator almost a non-relevant metric. All reports of this workload have a small result set, as described in the following section. Big result sets cause CPU utilization in DB2.

    Table 12-10 shows the observed elapsed time changes per report.

    Table 12-10   Elapsed time changes: DB2 Analytics Accelerator offloaded reports

    
      
        	
          Report name

        
        	
          Elapsed time

        
      

      
        	
          DB2 

        
        	
          DB2 Analytics Accelerator 

        
        	
          Ratio DB2 / DB2 Analytics Accelerator

        
      

      
        	
          RC01 

        
        	
          2758.45

        
        	
          208.95

        
        	
          13.20

        
      

      
        	
          RC03

        
        	
          6882.05

        
        	
          399.48

        
        	
          17.22

        
      

      
        	
          RI09

        
        	
          468.75

        
        	
          230.86

        
        	
          2.03

        
      

      
        	
          RI10

        
        	
          1146.79

        
        	
          425.10

        
        	
          2.69

        
      

      
        	
          RI11

        
        	
          490.79

        
        	
          501.31

        
        	
          0.97

        
      

    

    The level of saving is variable, and in one case, RI11, the elapsed time when executed in the DB2 Analytics Accelerator is slightly longer. As described in the following sections, a high level of concurrency can elongate the response time of an offloaded query.

    12.3.5  I/O activity

    We plotted the overall activity in the LPAR using the TYPE 72 RMF records. Figure 12-7 shows the chart for the workload executed in DB2.
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    Figure 12-7   I/O activity during workload in DB2

    Figure 12-8 shows the results when the DB2 Analytics Accelerator was made active in the system.
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    Figure 12-8   I/O activity during workload executed in DB2 Analytics Accelerator

    These two charts show the total I/O activity in the LPAR. We kept the same scale in both charts to stress the importance of the activity relief when DB2 Analytics Accelerator is active.

    12.3.6  DB2 subsystem impacts

    In this section we examine the impact to DB2 address spaces in terms of CPU utilization and the impact of buffer pool utilization.

    DB2 address spaces CPU utilization

    Figure 12-9 shows the CPU used by the DB2 address spaces during the workload execution before DB2 Analytics Accelerator.
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    Figure 12-9   DB2 Address space CPU utilization, workload executed in DB2

    Keeping the same chart scale, Figure 12-10 shows the same report for the execution when the DB2 Analytics Accelerator was active.
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    Figure 12-10   DB2 Address space CPU utilization, workload executed in Accelerator

    Buffer pool impacts

    The simplest buffer pool performance measures are the getpage and I/O rates. The number of getpages per second is a measure of the amount of work being done. If the intention is to reduce I/O, then by measuring the getpages per I/O before and after any change, an estimate can be made of the number of I/Os saved. Another metric is the wait time due to synchronous I/O, which is tracked in the accounting trace data class 3 suspensions. 

    The CPU cost of synchronous I/O is accounted to the application. Therefore, the CPU is normally credited to the agent thread. However, asynchronous I/O is accounted for in the DB2 address space DBM1 SRB measurement. The DB2 address space CPU consumption is reported in the DB2 statistics trace, which can be captured and displayed by a tool such as OMPE.

     

    
      
        	
          Tip: Refer to the IBM Redpaper™ publication DB2 9 for z/OS: Buffer Pool Monitoring and Tuning for more information about the metrics we used for evaluating the buffer pool impacts. It is available at:

          www.redbooks.ibm.com/abstracts/redp4604.html

        
      

    

    Figure 12-11 shows the buffer pool activity for the workload execution before DB2 Analytics Accelerator.

    The metrics exposed in these charts are:

    •ASYNPGPS: Sequential pages read per second

    •SYNCPGPS: Random pages read per second
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    Figure 12-11   Buffer pool activity during workload activity before DB2 Analytics Accelerator

    Keeping the same scale, Figure 12-12 on page 327 shows the results for the workload with the DB2 Analytics Accelerator active.
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    Figure 12-12   Buffer pool activity during workload activity with DB2 Analytics Accelerator

    The DB2 Analytics Accelerator is mainly targeted to the offload of long-running and resource-intensive queries, but it can also help to improve the performance of the remaining queries in DB2 due to its capacity to relieve CPU, I/O, and buffer pool activity in DB2.

    12.4  DB2 Analytics Accelerator scalability

    Figure 12-13 on page 328 shows a test run demonstrating the scalability of concurrent queries in the DB2 Analytics Accelerator. A complex query, RC03, was run stand-alone in the DB2 Analytics Accelerator. Then two copies of the same query were run together. This was followed by a run with concurrent copies. This process was repeated until 100 copies of RC03 were run simultaneously. It was not necessary to make 100 measurements to occupy all the data points between 1 and 100. Instead, 16 measurements were made with sufficient coverage of the range to show scalability.
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    Figure 12-13   DB2 Analytics Accelerator concurrency and scalability test

    Because multiple copies of the same query were run simultaneously, it was possible that some caching effect took place. However, this did not create a significant impact to the query response times. When a single query was run, it took 15 seconds. When running 100 queries together, it took 1126 seconds. With perfect linear scalability, it would have taken 1500 seconds. 

    The caching effect contributes partially to this better-than-linear scalability effect. Another factor comes from CPU utilization. At a single query level, the worker nodes were consuming only a small percentage of the processors. Only when a concurrency level of 3 was reached did the CPU utilization of the worker nodes approach 100%.

    The DB2 Analytics Accelerator is designed to allocate all the system resources to run a query. This explains the vast improvement of run times for complex queries in the DB2 Analytics Accelerator. It is expected that query run times will elongate linearly as concurrency goes up. Data in Figure 12-13 confirms this design principle.

    This experiment confirmed that the DB2 Analytics Accelerator is capable of supporting a high concurrency level. Although it has a cap of 100 maximum concurrent queries, in practice this limit supports a much larger number of concurrent users, in the order of hundreds to thousands. Not every query in production will be as complex as RC03, and there will be think times between submissions of queries by users.

    For more detailed information about the limit of 100 concurrent queries, se 8.5, “Reaching the limit of 100 concurrent queries” on page 196.

    The workload was executed by parallel execution of scripts from a Linux on z partition in the same System z machine. Example 12-22 shows the script.

    Example 12-22   Scalability workload script
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    #!/usr/bin/ksh

    echo "Start workload test"

    echo "Parameters:"

     

    # Target DB2 for z/OS alias 

    MFDB2="DWHDA12"

     

    # Userid at Server 

    HOSTuser="IDAA1"

    # Password at Server 

    HOSTpasswd="CVB34NMQ"

     

    # Number of execution of test query 

    count=10

     

    # The following line defines the query to be executed during the workload 

    # Adapt the 'stmt' variable to the test, i.e. I/O or CPU bound 

    stmt1="SET CURRENT QUERY ACCELERATION ENABLE ;"

    stmt2="SELECT COUNT_BIG(*) FROM GOSLDW.SALES_FACT WHERE ORDER_DAY_KEY BETWEEN 20040201 AND 20040401 AND SALE_TOTAL <> 11111;"

       

    echo $stmt1

    echo $stmt2

     

    echo "Connecting to "  $MFDB2 

    while [[ $count -gt 0 ]];do

     db2 +o "Connect to " $MFDB2  " user " $HOSTuser " using " $HOSTpasswd

      (( count -= 1 ))

      db2 -xto $stmt1

      db2 -xto $stmt2  

      db2 +o terminate 

      sleep  1

    done

    # End program 
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    Figure 12-14 shows the explain diagram for the query execution in DB2.
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    Figure 12-14   Scalability workload in DB2

    Figure 12-15 shows the explain diagram for the query execution in DB2 Analytics Accelerator.
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    Figure 12-15   Scalability workload in DB2

    We used the DB2 Analytics Accelerator Data Studio application to monitor the evolution of the query execution, as shown in Figure 12-16.
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    Figure 12-16   Monitoring Accelerator query execution via DB2 Analytics Accelerator Data Studio

    Example 12-23 shows the DISPLAY ACCEL command output when executed during one of the tests for this workload. In this case, it shows 10 active concurrent queries in the DB2 Analytics Accelerator.

    Example 12-23   Showing 10 ACTV requests and low CPU utilization
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    DSNX810I  -DA12 DSNX8CMD DISPLAY ACCEL FOLLOWS -                       

     DSNX830I  -DA12 DSNX8CDA                                               

     ACCELERATOR                      MEMB  STATUS  REQUESTS ACTV QUED MAXQ 

     -------------------------------- ---- -------- -------- ---- ---- ---- 

     IDAATF3                          DA12 STARTED       144   10    0    0 

     LOCATION=IDAATF3 HEALTHY                                               

     DETAIL STATISTICS                                                      

       LEVEL  = AQT02012                                                    

       STATUS = ONLINE                                                      

       FAILED QUERY REQUESTS                              =       11        

       AVERAGE QUEUE WAIT                                 =       58 MS     

       MAXIMUM QUEUE WAIT                                 =     1515 MS     

       TOTAL NUMBER OF PROCESSORS                         =       24        

       AVERAGE CPU UTILIZATION ON COORDINATOR NODES       =     1.00%       

       AVERAGE CPU UTILIZATION ON WORKER NODES            =     5.00%       

       NUMBER OF ACTIVE WORKER NODES                      =        3        

       TOTAL DISK STORAGE AVAILABLE                       =  8024544 MB     

       TOTAL DISK STORAGE IN USE                          =     7.84%       

       DISK STORAGE IN USE FOR DATABASE                   =   354179 MB 
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    12.5  Other laboratory measurements

    IBM laboratory measurements were conducted using a workload for a financial services company. A concurrent mix of hundreds of queries was submitted simultaneously. About half of the workload was composed of lighter-weight queries and they were directed to run in DB2. The remaining queries ran in the DB2 Analytics Accelerator. This workload was designed to stress the DB2 Analytics Accelerator in a high concurrency environment.

    Query templates were used to build the actual queries that ran. The only difference among queries from the same template was the filtering predicate values. They generally exhibited the same access path but qualified a different amount of data. 

    Table 12-11 shows the workload results.

    Table 12-11   Workload results: DB2 versus DB2 Analytics Accelerator elapsed times

    
      
        	
          Query

        
        	
          DB2

          elapsed time (sec.)

        
        	
          Accelerator 

          elapsed time (sec.)

        
      

      
        	
          Q1

        
        	
          48

        
        	
          5

        
      

      
        	
          Q2

        
        	
          44

        
        	
          5

        
      

      
        	
          Q3

        
        	
          1

        
        	
          2

        
      

      
        	
          Q4

        
        	
          23

        
        	
          15

        
      

      
        	
          Q5

        
        	
          7

        
        	
          12

        
      

      
        	
          Q6

        
        	
          209

        
        	
          2

        
      

      
        	
          Q7

        
        	
          16

        
        	
          2

        
      

      
        	
          Q8

        
        	
          7

        
        	
          1

        
      

      
        	
          Q9

        
        	
          32

        
        	
          13

        
      

      
        	
          Q10

        
        	
          62

        
        	
          5

        
      

      
        	
          Q11

        
        	
          2

        
        	
          6

        
      

      
        	
          Q12

        
        	
          6

        
        	
          2

        
      

      
        	
          Q13

        
        	
          142

        
        	
          50

        
      

      
        	
          Q14

        
        	
          71

        
        	
          22

        
      

      
        	
          Q15

        
        	
          865

        
        	
          8

        
      

      
        	
          Q16

        
        	
          19

        
        	
          4

        
      

      
        	
          Q17

        
        	
          58

        
        	
          35

        
      

      
        	
          Q18

        
        	
          51

        
        	
          12

        
      

      
        	
          Q19

        
        	
          126

        
        	
          47

        
      

    

    For comparison purposes, each query was run sequentially in DB2 and in the DB2 Analytics Accelerator to construct a baseline. On average, each template was used to build five queries. The average response time of each query template was shown in this figure.

    Elapsed times decreased significantly for the long-running queries. The longest query template, close to taking 1000 seconds to run in DB2, now ran in 8 seconds in the DB2 Analytics Accelerator. As expected, the longest-running queries experienced the most dramatic improvements. 

    Although the differences in the response times of the shorter-running query templates might not look impressive, diverting these queries to the DB2 Analytics Accelerator could reduce the stress of CPU consumption in DB2. 

    For example, query template 8 improved its response time by 6 seconds only, but it eliminated 53 CPU seconds from the z/OS side. It is not unusual to run into a CPU constraint environment when running data warehouse applications. This relief of CPU constraint would be welcome in many installations.

    As stated, the response times listed in Table 12-11 on page 331 were collected in single query measurements. Hundreds of queries were run concurrently in the workload runs. Improvements in query response times were much more dramatic in these measurements because the z/OS system ran out of CPU capacity quickly.

    Table 12-12   CPU offload and result set size

    
      
        	
          Query

        
        	
          Row count

        
        	
          CPU offload

        
      

      
        	
          Q1

        
        	
          126,107

        
        	
          100%

        
      

      
        	
          Q2

        
        	
          127,774

        
        	
          99%

        
      

      
        	
          Q3

        
        	
          42

        
        	
          99%

        
      

      
        	
          Q4

        
        	
          268,146

        
        	
          74%

        
      

      
        	
          Q5

        
        	
          2

        
        	
          100%

        
      

      
        	
          Q6

        
        	
          1,214

        
        	
          100%

        
      

      
        	
          Q7

        
        	
          112

        
        	
          100%

        
      

      
        	
          Q8

        
        	
          7

        
        	
          100%

        
      

      
        	
          Q9

        
        	
          882,754

        
        	
          80%

        
      

      
        	
          Q10

        
        	
          24,449

        
        	
          100%

        
      

      
        	
          Q11

        
        	
          689

        
        	
          99%

        
      

      
        	
          Q12

        
        	
          1

        
        	
          100%

        
      

      
        	
          Q13

        
        	
          443,196

        
        	
          94%

        
      

      
        	
          Q14

        
        	
          485,473

        
        	
          91%

        
      

      
        	
          Q15

        
        	
          88,661

        
        	
          100%

        
      

      
        	
          Q16

        
        	
          9,574

        
        	
          100%

        
      

      
        	
          Q17

        
        	
          2,815,821

        
        	
          79%

        
      

      
        	
          Q18

        
        	
          536,729

        
        	
          98%

        
      

      
        	
          Q19

        
        	
          2,639,558

        
        	
          68%

        
      

    

    The answer set row count makes a difference in CPU reduction in z/OS when running queries in the DB2 Analytics Accelerator. When a query returns a small number of rows, almost all of the query processing is handled in the DB2 Analytics Accelerator. In contrast, a query returning millions of rows is expected to spend cycles to fetch the large answer set from the DB2 Analytics Accelerator. 

    Table 12-12 on page 332 indicates the effect of large answer sets. Query templates 17 and 19 returned more than 2 million rows, and they still needed to consume 21% and 32% of the CPU cycles in z/OS to fetch the rows. Here, “CPU reduction” refers to the z/OS cycles eliminated when running a query in DB2 Analytics Accelerator, and is defined as:

    CPU reduction = (CPU when run in DB2 - CPU when run in DB2 Analytics Accelerator) / CPU when run in DB2

    For query templates 5 and 12, their answer sets were tiny. As a result, they spent virtually no cycles to fetch their answer sets. Even for query template 1, with an answer set larger than 100,000 rows, the percentage of CPU cycles spent in fetch was quite small. This was due to the large CPU consumption of this query template. It took more than 600 CPU seconds to run in DB2. 

    Query template 4 shows an interesting observation. Its answer set was not big; however, the query template only consumed a small amount of CPU cycles and as a result the fetch processing became a noticeable portion of the query template execution.
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Security considerations

    DB2 contains security functions for the protection of sensitive data and system resources. Accesses to DB2 protected data can be controlled and audited. 

    Tables accessed by accelerated queries need to be replicated to the DB2 Analytics Accelerator. DB2 decides which read accesses are to be executed on the local data or on the DB2 Analytics Accelerator version. 

    Tables that are offloaded to the accelerator can be accessed only through DB2, through offloaded queries, with the same security and authorization checks as though the query were executed on DB2.

    The DB2 subsystem is connected to the DB2 Analytics Accelerator system through a private network. 

    This chapter highlights the implications of using the DB2 Analytics Accelerator from the perspective of security, and points out the restrictions related to DB2 functions not available to accelerated queries. 

    The following topics are discussed in this chapter:

    •Data is maintained in DB2 for z/OS

    •Remote access to the DB2 Analytics Accelerator

    •Restricted security features of DB2

    •Security administration

    •Compliance with security standards

    13.1  Data is maintained in DB2 for z/OS

    All data in a DB2 Analytics Accelerator solution is maintained in DB2 for z/OS, which is viewed as the “system of record.” Data that is to be accelerated is replicated to the DB2 Analytics Accelerator. For single record fetches, DB2 uses the local record (in the z/OS environment). For more complex queries and other deep, multirecord analysis, DB2 uses the DB2 Analytics Accelerator to process the query.

    The DB2 data that has been offloaded to the accelerator can be accessed only through DB2, through offloaded queries, with the same security and authorization checks as though the query were executed on DB2. Direct connections from applications to the accelerator are blocked. 

    Communication between a DB2 subsystem and the DB2 Analytics Accelerator requires an authentication of the DB2 subsystem. Follow the steps provided in “Connecting IBM DB2 Analytics Accelerator for z/OS and DB2” of IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958, for details about how to enable communication between the DB2 Analytics Accelerator and DB2 for z/OS.

    13.2  Remote access to the DB2 Analytics Accelerator

    Although many updates of the DB2 Analytics Accelerator components on System z, such as DB2 or stored procedures, are provided as PTFs, updates of the underlying database software require remote access to DB2 Analytics Accelerator and involve security considerations. As stated in the DB2 Analytics Accelerator installation guide, an OpenSSH installation on System z is required. This allows SSH1 connections from UNIX System Services to the DB2 Analytics Accelerator for maintenance access, as shown in Figure 13-1 on page 337.

    This is only possible from System z because of the private network to the DB2 Analytics Accelerator. 
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    Figure 13-1   Sample telnet connection for user through SSH to DB2 Analytics Accelerator

    13.2.1  Pluggable authentication module and service passwords

    The SSH access to DB2 Analytics Accelerator is protected with a customized pluggable authentication module (PAM) module. PAM is a mechanism moves the authentication into a separate library. For DB2 Analytics Accelerator, it will change the default login process of SSH from a user id and password to one that is called a “service password” and is based on:

    •Serial number

    •Date

    •Revision

    The service password is provided by IBM support and is valid for one day only. The output in Example 13-1 shows the prompt when using SSH to connect, in our scenario, to the Great Outdoors DB2 Analytics Accelerator installation.

    Example 13-1   Prompt of SSH connection to DB2 Analytics Accelerator installation
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    ssh root@10.101.8.100

    Enter Service Password (Date: '20120221' Serial#: '1234' Rev: '2'): _
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    If the installation fails or no serial number can be read from the DB2 Analytics Accelerator system, the MAC address of the host is used and asked for during logon.

    The service password can also be used to log into the configuration console to receive a pairing code as described in 9.3.1, “Obtaining the pairing code for authentication” on page 206. Normally this is protected with a user-chosen password but if this is lost, a service password can be used in its place. 

    13.2.2  Assist onsite support

    An DB2 Analytics Accelerator installation contains several components that need to be updated. The Data Studio installation that contains the DB2 Analytics Accelerator plug-in runs on the client’s workstation. It allows the user to add tables to the accelerator, load or update the tables, or manage the configuration of the accelerator. 

    To do this, the Data Studio uses components on the zEnterprise machine, such as the accelerator support in DB2 or the DB2 Analytics Accelerator stored procedures installed on that DB2 subsystem. The accelerator attached to the zEnterprise consists of the DB2 Analytics Accelerator server code and a Netezza installation containing the database software (NPS), host platform software (HPF), and firmware on the blades (FDT), as shown in Figure 13-2.
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    Figure 13-2   Components of DB2 Analytics Accelerator installation

    All components require regular updates. These are shipped with different systems and are mostly automated, so no minimal manual interaction is required.

    The graphical user interface is updated with the IBM Installation Manager that connects to the Internet site and downloads all required packages automatically. The same applies to the IBM DB2 Analytics Accelerator plug-in. It will not use the IBM Installation Manager but instead uses the Eclipse update mechanism of the Data Studio installation.

    Fixes for DB2 and z/OS are shipped as ++APARs or PTFs and can be installed with SMP/E. The same applies to the DB2 Analytics Accelerator stored procedures and the DB2 Analytics Accelerator server code, for program number 5697-SAO, FMID HAQT210. Updates for the procedures might required rebinds or other actions that are listed in the ++HOLD information. You can refer to “Installing updates of IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958, for more information about this topic. 

    After SMP/E installation of the PTF, an updated DB2 Analytics Accelerator server code is put into an HFS directory. This code needs to be transferred to the accelerator and then activated on the accelerator with the help of the GUI; see Figure 13-3.
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    Figure 13-3   GUI functionality to transfer and apply new accelerator server code

    The last component is the Netezza code on the accelerator. Updates for that code are available as compressed tar archives on an FTP site and are not installed automatically. The files must be downloaded to a workstation and transferred to the zEnterprise machine. They need to be stored in an HFS directory and can be transferred with the GUI. 

    To install the HPF, NPS, or FDT update, the accelerator must be accessed with SSH. This requires the service password from IBM support and should never be done without the assistance of IBM support. IBM support will use a remote session sharing tool known as IBM Assist On-site (AOS) to work with the client on the update.

    To start, the IBM Support Engineer will refer the client to the Assist On-site address: 

    http://www.ibm.com/support/assistonsite 

    Here, the client enters its name, customer number, PMR number, and a connection code (supplied by the IBM Support Engineer). From here the client can download the AOS client executable to its workstation; see Figure 13-4.
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    Figure 13-4   AOS prompt for session token

    The remote session is initiated by the client. The client can choose chat only, view only, or shared control modes of operation, as shown in Figure 13-5 on page 340.
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    Figure 13-5   AOS session acceptance window

    As soon as a remote session is established, a telnet or SSH connection to the mainframe UNIX System Services can be established. From there, an SSH connection to the accelerator is created. The Support Engineer will work with this SSH connection and run several commands that are required. Everything occurs under the supervision of the client that established the AOS connection; see Figure 13-6.
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    Figure 13-6   AOS chat window and share control mode option

    It is often necessary to have the AOS usage approved within a corporation, so it is helpful to obtain such approval early in the process to avoid later delays. Additional information about AOS is provided on the following IBM website:

    http://www.ibm.com/support/docview.wss?uid=swg21247084

    13.3  Restricted security features of DB2

    A pseudo catalog table SYSACCEL.SYSACCELERATEDTABLES is populated to tell DB2 what tables are defined in which accelerator and when a table is defined. DB2 Analytics Accelerator stored procedures will populate it as tables are defined and data is loaded to the accelerator. However, even then a table is restricted for acceleration if that table contains one of the following:

    •FIELDPROC

    •SECURITY LABEL

    •Row permission (new with DB2 10 for z/OS)

    13.3.1  EDITPROC, encryption, and multi-level security (MLS) considerations

    Products such as InfoSphere Guardium Data Encryption are based on EDITPROCs to stored data in an encrypted manner, which is transparent to users. The IBM DB2 Analytics Accelerator can accelerate tables that have an EDITPROC defined. When loading the data from DB2 to the accelerator, the UNLOAD utility is used and the decrypted data is sent to the accelerator for loading it. However, the data on an accelerator is encoded with a special algorithm for efficient compression of table columns, not based on dictionary, spread across multiple data slices on different discs. Therefore, this data cannot be easily extracted in plain row format from the media.

    Queries that use the DB2 built-in functions for encryption and decryption are not directly served by the accelerator and will be processed by DB2 because most of the functions require binary table columns (for example, VARCHAR FOR BIT DATA), which cannot be used on an accelerator. The same applies to columns that have column-level security applied. These columns are not stored on the accelerator and queries using these columns are not served by the accelerator. Tables using row-level security are also not definable on the accelerator.

    13.3.2  DB2 auditing considerations

    The DB2 mechanism for auditing access to tables also applies when using the IBM DB2 Analytics Accelerator. Tables already added to the accelerator can be altered and the AUDIT definition added to them without redefining and reloading the tables the accelerator; see Example 13-2.

    Example 13-2   Adding audit definition to a table that was defined as accelerated.
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    -- adding AUDIT

    ALTER TABLE "GOSLDW"."ACCOUNT_CLASS_LOOKUP" 	AUDIT ALL;
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    After starting the audit trace, all access to DB2 table is traced to SMF or GTF data sets.

    Example 13-3   DB2 command to start and stop auditing trace
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    -START TRACE (AUDIT) CLASS(4,5,6) DEST (SMF) LOCATION (*) 

    -STOP TRACE (AUDIT) CLASS(4,5,6) DEST (SMF) 
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    After all traces have been collected, an audit report can be generated using OMEGAMON XE for DB2 Performance Expert. Example 13-4 shows using the FPECMAIN program to generate the audit report using the OMEGAMON libraries specified in the STEPLIB, and reads the trace data from SMF data sets.

    Example 13-4   Job to generate an audit report with OMEGAMON
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    //IDAA8ALL JOB ('TEST'),'ADD WORK DS',                                

    //         REGION=0M,NOTIFY=IDAA8,                                    

    //         MSGCLASS=X,                                                

    //         CLASS=A                                                    

    /*JOBPARM S=DWH1                                                      

    //********************************************************************

    //PE       EXEC PGM=FPECMAIN                                          

    //STEPLIB  DD DISP=SHR,DSN=IDAA1.TESTLIBS.V520.TKANMOD                

    //INPUTDD  DD DISP=SHR,DSN=RMF.SMFDATA.DWH1.G5557V00                  

    //JOBSUMDD DD SYSOUT=*                                                

    //SYSOUT   DD SYSOUT=*                                                

    //ACMEM01  DD DISP=(NEW,DELETE,DELETE),DSN=IDAA8.UTIL.ACMEM01,        

    //            SPACE=(CYL,(100,100)),                                  

    //            DCB=(RECFM=VBS,LRECL=32756,BLKSIZE=6233)                

    //*//ACTRCDD1 DD DISP=(NEW,CATLG,DELETE),DSN=IDAA8.UTIL.TRACE.RUN04,  

    //*//            SPACE=(CYL,(300,300)),UNIT=(SYSDA,10), 

    //*//            DCB=(RECFM=FBA,LRECL=133,BLKSIZE=6251)               

    //UTTRCDD1 DD SYSOUT=*                                                

    //SYSIN    DD *                                                       

    GLOBAL                                                                

      TIMEZONE (- 01:00)                                                  

    AUDIT                                                                 

    REPORT                                                                

      LEVEL (DETAIL)                                                      

      TYPE(ALL)                                                           

    EXEC                                                                  

    /* 
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    The first report in Example 13-5 was generated for a run of Cognos Report RI03 from workstation lnxdwh2. In this case DB2 Analytics Accelerator was disabled with the SET CURRENT QUERY ACCELERATION = NONE special register. The report shows multiple entries and the query that was run at 15:35:16. The user id IDAA3 was used by Cognos to run the queries in DB2. 

    Example 13-5   Audit trace for Report RI03 without DB2 Analytics Accelerator enabled
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    1   LOCATION: DWHDA12                          OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V5R1M1)             PAGE: 1-3                 

           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 15:35:16.09

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 15:50:04.84

    0PRIMAUTH CORRNAME CONNTYPE                                                                                                          

     ORIGAUTH CORRNMBR INSTANCE                                                                                                          

     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

     IDAA3    BIBusTKS DRDA         15:49:26.90 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302144913                      DATABASE: BAGOQ                 TABLE OBID:    231                              

     DISTSERV SERVER                                     PAGESET : TSSMAL70              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Anonymous                                                                                                                  

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         15:49:27.82 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302144913                      DATABASE: BAGOQ                 TABLE OBID:    238                              

     DISTSERV SERVER                                     PAGESET : TSSMAL77              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Anonymous                                                                                                                  

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         15:35:16.09 BIND     PACKAGE: DWHDA12.NULLID.SYSSH200.X'5359534C564C3031'                            

     IDAA3    erve     120302143515                      TYPE: SEL-QUERY                 STMT#N/P     ISOLATION(CS)  KEEP UPD LOCKS:  NO 

     DISTSERV SERVER                                     TEXT: WITH "Sales_territory_dimension11" AS (SELECT COUNTRY_KEY AS              

                                                               COUNTRY_KEY, COUNTRY_CODE AS COUNTRY_CODE,                                

                                                               SALES_TERRITORY_KEY AS SALES_TERRITORY_KEY,                               

                                                               SALES_TERRITORY_CODE AS SALES_TERRITORY_CODE, COUNTRY_EN AS               

                                                               COUNTRY_EN, FLAG_IMAGE AS FLAG_IMAGE31, SALES_TERRITORY_EN                

                                                               AS SALES_TERRITORY_EN FROM GOSLDW.SALES_TERRITORY_DIMENSION               

                                                               AS "Sales_territory_dimension"), "Gender_lookup12" AS                     

                                                               (SELECT GENDER_CODE AS GENDER_CODE, MIN(GENDER) AS GENDER                 

                                                               FROM GOSLDW.GENDER_LOOKUP AS "Gender_lookup" WHERE LANGUAGE               

                                                               = 'EN' GROUP BY GENDER_CODE), "Retailer__model_" AS (SELECT               

                                                               "Retailer_dimension10".RETAILER_SITE_KEY AS                               

                                                               "Retailer_site_key", "Retailer_dimension10".RETAILER_NAME AS              

                                                               "Retailer_name", "Retailer_dimension10".CITY AS "City",                   

                                                               "Sales_territory_dimension11".COUNTRY_KEY AS "Country_key",               

                                                               "Sales_territory_dimension11".SALES_TERRITORY_KEY AS                      

                                                               "Sales_territory_key", "Sales_territory_dimension11"                      

                                                               .COUNTRY_EN AS "Country", "Sales_territory_dimension11"                   

                                                               .SALES_TERRITORY_EN AS "Sales_territory",                                 

                                                               "Retailer_dimension10".RETAILER_KEY AS "Retailer_key" FROM                

                                                               GOSLDW.RETAILER_DIMENSION AS "Retailer_dimension10",                      

                                                               "Sales_territory_dimension11", "Gender_lookup12" WHERE                    

                                                               "Retailer_dimension10".GENDER_CODE = "Gender_lookup12"                    

                                                               .GENDER_CODE AND "Retailer_dimension10".COUNTRY_KEY =                     

                                                               "Sales_territory_dimension11".COUNTRY_KEY),                               

                                                               "Retailer_type__model_" AS (SELECT RETAILER_KEY AS                        

                                                               "Retailer_key", MIN(RETAILER_TYPE_CODE) AS                                

                                                               "Retailer_type_code", MIN(RETAILER_TYPE_EN) AS                            

                                                               "Retailer_type" FROM GOSLDW.RETAILER_DIMENSION AS                         

                                                               "Retailer_dimension13" GROUP BY RETAILER_KEY),                            

                                                               "Sales_fact17" AS (SELECT ORDER_DAY_KEY AS ORDER_DAY_KEY,                 

                                                               RETAILER_SITE_KEY AS RETAILER_SITE_KEY, RETAILER_KEY AS                   

                                                               RETAILER_KEY, SALE_TOTAL AS SALE_TOTAL, QUANTITY * UNIT_COST

    1   LOCATION: DWHDA12                          OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V5R1M1)             PAGE: 1-4                 

           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 15:35:16.09

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 15:50:04.84

    0PRIMAUTH CORRNAME CONNTYPE                                                                                                          

     ORIGAUTH CORRNMBR INSTANCE                                                                                                          

     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

                                                               AS "Product_cost" FROM GOSLDW.SALES_FACT AS "Sales_fact")                 

                                                               SELECT "Retailer__model_"."Sales_territory_key" AS                        

                                                               "Retailer_territorykey", "Retailer__model_".                              

                                                               "Sales_territory" AS "Sales_territory", "Retailer__model_".               

                                                               "Country_key" AS "Retailer_countrykey", "Retailer__model_".               

                                                               "Country" AS "Country", "Retailer__model_"."Retailer_key" AS              

                                                               "Retailer_namekey", "Retailer__model_"."Retailer_name" AS                 

                                                               "Retailer_name0", "Retailer__model_"."Retailer_site_key" AS               

                                                               "Retailer_site0key", "Retailer__model_"."City" AS "City",                 

                                                               "Retailer_type__model_"."Retailer_type_code" AS                           

                                                               "Retailer_type0key", "Retailer_type__model_"."Retailer_type"              

                                                               AS "Retailer_type1", CAST ("Time_dimension16".CURRENT_YEAR                

                                                               AS CHAR (4)) AS "Yearkey", CAST ("Time_dimension16"                       

                                                               .QUARTER_KEY AS CHAR (6)) AS "Quarterkey", CAST                           

                                                               ("Time_dimension16".MONTH_KEY AS CHAR (6)) AS "Monthkey",                 

                                                               SUM("Sales_fact17".SALE_TOTAL) AS "Revenue", SUM                          

                                                               ("Sales_fact17"."Product_cost") AS "Product_cost" FROM                    

                                                               "Retailer__model_", "Retailer_type__model_",                              

                                                               GOSLDW.TIME_DIMENSION AS "Time_dimension16", "Sales_fact17"               

                                                               WHERE "Retailer__model_"."Retailer_site_key" IN (5057, 5137,              

                                                               5217, 5259, 5232) AND CAST ("Time_dimension16".MONTH_KEY AS               

                                                               CHAR (6)) IN ('200401', '200606', '200612') AND                           

                                                               "Retailer__model_"."Retailer_site_key" = "Sales_fact17"                   

                                                               .RETAILER_SITE_KEY AND "Time_dimension16".DAY_KEY =                       

                                                               "Sales_fact17".ORDER_DAY_KEY AND "Retailer_type__model_".                 

                                                               "Retailer_key" = "Sales_fact17".RETAILER_KEY -- added to                  

                                                               reduce run time of intermediate reports for IDAA workload                 

                                                               comparisons --  AND "Sales_fact17".ORDER_DAY_KEY BETWEEN                  

                                                               20040101 AND 20040115 AND "Retailer__model_".                             

                                                               "Sales_territory_key" = 5199 --  GROUP BY "Retailer__model_"              

                                                               ."Sales_territory_key", "Retailer__model_"."Sales_territory"              

                                                               , "Retailer__model_"."Country_key", "Retailer__model_".                   

                                                               "Country", "Retailer__model_"."Retailer_key",                             

                                                               "Retailer__model_"."Retailer_name", "Retailer__model_".                   

                                                               "Retailer_site_key", "Retailer__model_"."City",                           

                                                               "Retailer_type__model_"."Retailer_type_code",                             

                                                               "Retailer_type__model_"."Retailer_type", CAST                             

                                                               ("Time_dimension16".CURRENT_YEAR AS CHAR (4)), CAST                       

                                                               ("Time_d                                                                  

     REQLOC  :::FFFF:9.152.86.                           DATABASE: BAGOQ             TABLE OBID:    217     STMT ID:                 2953

     ENDUSER :Anonymous                                  DATABASE: BAGOQ             TABLE OBID:    226     STMT ID:                 2953

     WSNAME  :lnxdwh2.boeblingen                         DATABASE: BAGOQ             TABLE OBID:    231     STMT ID:                 2953

     TRANSACT:RI09 - Report 9                            DATABASE: BAGOQ             TABLE OBID:    238     STMT ID:                 2953

                                                         DATABASE: BAGOQ             TABLE OBID:      5     STMT ID:                 2953

                                                         ACCESS CTRL SCHEMA: N/P                                                         

                                                         ACCESS CTRL OBJECT: N/P 

     

    ...
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    The second report, shown in Figure 13-7, displays the same query as before that was run at 15:49:13 with DB2 Analytics Accelerator enabled. The query monitoring section of the Data Studio showed the query being run on the accelerator. The time difference between the Audit Trace and the Query Monitoring entry occurs because of a lack of time synchronization between the mainframe and DB2 Analytics Accelerator.
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    Figure 13-7   Monitoring section of Data Studio showing the accelerated query

    Example 13-6 shows no remarkable difference from the report in Example 13-5 on page 342 because the security mechanism of DB2 still applies when DB2 Analytics Accelerator is used to process the query.

    Example 13-6   Audit trace for Report RI03 with DB2 Analytics Accelerator enabled
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    1   LOCATION: DWHDA12                          OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V5R1M1)             PAGE: 1-7                 

           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 15:35:16.09

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 15:50:04.84

    0PRIMAUTH CORRNAME CONNTYPE                                                                                                          

     ORIGAUTH CORRNMBR INSTANCE                                                                                                          

     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

                                                               "Staff_name__multiscript_" = "D11".                                       

                                                               "Staff_name__multiscript_" FOR FETCH ONLY                                 

     REQLOC  :::FFFF:9.152.212                           DATABASE: BAGOQ             TABLE OBID:    238     STMT ID:                    0

     ENDUSER :IDAA2                                      DATABASE: BAGOQ             TABLE OBID:    233     STMT ID:                    0

     WSNAME  :IBM-G5KQ70FEF01                            DATABASE: BAGOQ             TABLE OBID:      5     STMT ID:                    0

     TRANSACT:db2jcc_application                         DATABASE: BAGOQ             TABLE OBID:    230     STMT ID:                    0

                                                         ACCESS CTRL SCHEMA: N/P                                                         

                                                         ACCESS CTRL OBJECT: N/P                                                         

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         15:49:13.59 BIND     PACKAGE: DWHDA12.NULLID.SYSSH200.X'5359534C564C3031'                            

     IDAA3    erve     120302144913                      TYPE: SEL-QUERY                 STMT#N/P     ISOLATION(CS)  KEEP UPD LOCKS:  NO 

     DISTSERV SERVER                                     TEXT: WITH "Sales_territory_dimension11" AS (SELECT COUNTRY_KEY AS              

                                                               COUNTRY_KEY, COUNTRY_CODE AS COUNTRY_CODE,                                

                                                               SALES_TERRITORY_KEY AS SALES_TERRITORY_KEY,                               

                                                               SALES_TERRITORY_CODE AS SALES_TERRITORY_CODE, COUNTRY_EN AS               

                                                               COUNTRY_EN, FLAG_IMAGE AS FLAG_IMAGE31, SALES_TERRITORY_EN                

                                                               AS SALES_TERRITORY_EN FROM GOSLDW.SALES_TERRITORY_DIMENSION               

                                                               AS "Sales_territory_dimension"), "Gender_lookup12" AS                     

                                                               (SELECT GENDER_CODE AS GENDER_CODE, MIN(GENDER) AS GENDER                 

                                                               FROM GOSLDW.GENDER_LOOKUP AS "Gender_lookup" WHERE LANGUAGE               

                                                               = 'EN' GROUP BY GENDER_CODE), "Retailer__model_" AS (SELECT               

                                                               "Retailer_dimension10".RETAILER_SITE_KEY AS                               

                                                               "Retailer_site_key", "Retailer_dimension10".RETAILER_NAME AS              

                                                               "Retailer_name", "Retailer_dimension10".CITY AS "City",                   

                                                               "Sales_territory_dimension11".COUNTRY_KEY AS "Country_key",               

                                                               "Sales_territory_dimension11".SALES_TERRITORY_KEY AS                      

                                                               "Sales_territory_key", "Sales_territory_dimension11"                      

                                                               .COUNTRY_EN AS "Country", "Sales_territory_dimension11"                   

                                                               .SALES_TERRITORY_EN AS "Sales_territory",                                 

                                                               "Retailer_dimension10".RETAILER_KEY AS "Retailer_key" FROM                

                                                               GOSLDW.RETAILER_DIMENSION AS "Retailer_dimension10",                      

                                                               "Sales_territory_dimension11", "Gender_lookup12" WHERE                    

                                                               "Retailer_dimension10".GENDER_CODE = "Gender_lookup12"                    

                                                               .GENDER_CODE AND "Retailer_dimension10".COUNTRY_KEY =                     

                                                               "Sales_territory_dimension11".COUNTRY_KEY),                               

                                                               "Retailer_type__model_" AS (SELECT RETAILER_KEY AS                        

                                                               "Retailer_key", MIN(RETAILER_TYPE_CODE) AS                                

                                                               "Retailer_type_code", MIN(RETAILER_TYPE_EN) AS                            

                                                               "Retailer_type" FROM GOSLDW.RETAILER_DIMENSION AS                         

                                                               "Retailer_dimension13" GROUP BY RETAILER_KEY),                            

                                                               "Sales_fact17" AS (SELECT ORDER_DAY_KEY AS ORDER_DAY_KEY,                 

                                                               RETAILER_SITE_KEY AS RETAILER_SITE_KEY, RETAILER_KEY AS                   

                                                               RETAILER_KEY, SALE_TOTAL AS SALE_TOTAL, QUANTITY * UNIT_COST              

                                                               AS "Product_cost" FROM GOSLDW.SALES_FACT AS "Sales_fact")                 

                                                               SELECT "Retailer__model_"."Sales_territory_key" AS                        

                                                               "Retailer_territorykey", "Retailer__model_".                              

                                                               "Sales_territory" AS "Sales_territory", "Retailer__model_".               

                                                               "Country_key" AS "Retailer_countrykey", "Retailer__model_".               

                                                               "Country" AS "Country", "Retailer__model_"."Retailer_key" AS              

                                                               "Retailer_namekey", "Retailer__model_"."Retailer_name" AS 
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           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 15:35:16.09

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 15:50:04.84
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                                                               "Retailer_name0", "Retailer__model_"."Retailer_site_key" AS               

                                                               "Retailer_site0key", "Retailer__model_"."City" AS "City",                 

                                                               "Retailer_type__model_"."Retailer_type_code" AS                           

                                                               "Retailer_type0key", "Retailer_type__model_"."Retailer_type"              

                                                               AS "Retailer_type1", CAST ("Time_dimension16".CURRENT_YEAR                

                                                               AS CHAR (4)) AS "Yearkey", CAST ("Time_dimension16"                       

                                                               .QUARTER_KEY AS CHAR (6)) AS "Quarterkey", CAST                           

                                                               ("Time_dimension16".MONTH_KEY AS CHAR (6)) AS "Monthkey",                 

                                                               SUM("Sales_fact17".SALE_TOTAL) AS "Revenue", SUM                          

                                                               ("Sales_fact17"."Product_cost") AS "Product_cost" FROM                    

                                                               "Retailer__model_", "Retailer_type__model_",                              

                                                               GOSLDW.TIME_DIMENSION AS "Time_dimension16", "Sales_fact17"               

                                                               WHERE "Retailer__model_"."Retailer_site_key" IN (5057, 5137,              

                                                               5217, 5259, 5232) AND CAST ("Time_dimension16".MONTH_KEY AS               

                                                               CHAR (6)) IN ('200401', '200606', '200612') AND                           

                                                               "Retailer__model_"."Retailer_site_key" = "Sales_fact17"                   

                                                               .RETAILER_SITE_KEY AND "Time_dimension16".DAY_KEY =                       

                                                               "Sales_fact17".ORDER_DAY_KEY AND "Retailer_type__model_".                 

                                                               "Retailer_key" = "Sales_fact17".RETAILER_KEY -- added to                  

                                                               reduce run time of intermediate reports for IDAA workload                 

                                                               comparisons-- AND "Sales_fact17".ORDER_DAY_KEY BETWEEN                  

                                                               20040101 AND 20040115 AND "Retailer__model_".                             

                                                               "Sales_territory_key" = 5199 -- GROUP BY "Retailer__model_"              

                                                               ."Sales_territory_key", "Retailer__model_"."Sales_territory"              

                                                               , "Retailer__model_"."Country_key", "Retailer__model_".                   

                                                               "Country", "Retailer__model_"."Retailer_key",                             

                                                               "Retailer__model_"."Retailer_name", "Retailer__model_".                   

                                                               "Retailer_site_key", "Retailer__model_"."City",                           

                                                               "Retailer_type__model_"."Retailer_type_code",                             

                                                               "Retailer_type__model_"."Retailer_type", CAST                             

                                                               ("Time_dimension16".CURRENT_YEAR AS CHAR (4)), CAST                       

                                                               ("Time_d                                                                  

     REQLOC  :::FFFF:9.152.86.                           DATABASE: BAGOQ             TABLE OBID:    217     STMT ID:                    0

     ENDUSER :Anonymous                                  DATABASE: BAGOQ             TABLE OBID:    226     STMT ID:                    0

     WSNAME  :lnxdwh2.boeblingen                         DATABASE: BAGOQ             TABLE OBID:    231     STMT ID:                    0

     TRANSACT:RI09 - Report 9                            DATABASE: BAGOQ             TABLE OBID:    238     STMT ID:                    0

                                                         DATABASE: BAGOQ             TABLE OBID:      5     STMT ID:                    0

                                                         ACCESS CTRL SCHEMA: N/P                                                         

                                                         ACCESS CTRL OBJECT: N/P 

     

    ...
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    Both audit reports lack information about the user asking for this report in Cognos. The Cognos data source connection properties allows you to set client information for Cognos connection as described in , “Viewing Cognos BI client information in DB2 Analytics Accelerator trace output” on page 368. Enforcing the use of proper login credentials for Cognos by disabling the “allow guest access” option will supply the user’s name in the ENDUSER field of the audit trace; see Example 13-7.

    Example 13-7   Audit trace with user information from Cognos

    [image: ]

    1   LOCATION: DWHDA12                          OMEGAMON XE FOR DB2 PERFORMANCE EXPERT (V5R1M1)             PAGE: 1-1                 

           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 16:50:27.69

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 16:50:41.98

    0PRIMAUTH CORRNAME CONNTYPE                                                                                                          

     ORIGAUTH CORRNMBR INSTANCE                                                                                                          

     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

     IDAA3    BIBusTKS DRDA         16:50:41.07 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302155027                      DATABASE: BAGOQ                 TABLE OBID:    217                              

     DISTSERV SERVER                                     PAGESET : TSSMAL56              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Andrew Keenan                                                                                                              

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         16:50:41.07 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302155027                      DATABASE: BAGOQ                 TABLE OBID:    226                              

     DISTSERV SERVER                                     PAGESET : TSSMAL65              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Andrew Keenan                                                                                                              

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         16:50:41.07 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302155027                      DATABASE: BAGOQ                 TABLE OBID:    231                              

     DISTSERV SERVER                                     PAGESET : TSSMAL70              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Andrew Keenan                                                                                                              

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         16:50:41.98 DML      TYPE    : 1ST READ              STMT ID   :                    0                

     IDAA3    erve     120302155027                      DATABASE: BAGOQ                 TABLE OBID:    238                              

     DISTSERV SERVER                                     PAGESET : TSSMAL77              LOG RBA   : X'000000000000'                     

     REQLOC  :::FFFF:9.152.86.                                                                                                           

     ENDUSER :Andrew Keenan                                                                                                              

     WSNAME  :lnxdwh2.boeblingen                                                                                                         

     TRANSACT:RI09 - Report 9                                                                                                            

                                                                                                                                         

     IDAA3    BIBusTKS DRDA         16:50:27.69 BIND     PACKAGE: DWHDA12.NULLID.SYSSH200.X'5359534C564C3031'                            

     IDAA3    erve     120302155027                      TYPE: SEL-QUERY                 STMT#N/P     ISOLATION(CS)  KEEP UPD LOCKS:  NO 

     DISTSERV SERVER                                     TEXT: WITH "Sales_territory_dimension11" AS (SELECT COUNTRY_KEY AS              

                                                               COUNTRY_KEY, COUNTRY_CODE AS COUNTRY_CODE,                                

                                                               SALES_TERRITORY_KEY AS SALES_TERRITORY_KEY,                               

                                                               SALES_TERRITORY_CODE AS SALES_TERRITORY_CODE, COUNTRY_EN AS               

                                                               COUNTRY_EN, FLAG_IMAGE AS FLAG_IMAGE31, SALES_TERRITORY_EN                

                                                               AS SALES_TERRITORY_EN FROM GOSLDW.SALES_TERRITORY_DIMENSION               

                                                               AS "Sales_territory_dimension"), "Gender_lookup12" AS                     

                                                               (SELECT GENDER_CODE AS GENDER_CODE, MIN(GENDER) AS GENDER                 

                                                               FROM GOSLDW.GENDER_LOOKUP AS "Gender_lookup" WHERE LANGUAGE               

                                                               = 'EN' GROUP BY GENDER_CODE), "Retailer__model_" AS (SELECT               

                                                               "Retailer_dimension10".RETAILER_SITE_KEY AS                               

                                                               "Retailer_site_key", "Retailer_dimension10".RETAILER_NAME AS              

                                                               "Retailer_name", "Retailer_dimension10".CITY AS "City",                   

                                                               "Sales_territory_dimension11".COUNTRY_KEY AS "Country_key",               

                                                               "Sales_territory_dimension11".SALES_TERRITORY_KEY AS                      

                                                               "Sales_territory_key", "Sales_territory_dimension11"                      
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           GROUP: N/P                                   AUDIT REPORT - DETAIL                        REQUESTED FROM: NOT SPECIFIED       

          MEMBER: N/P                                                                                            TO: NOT SPECIFIED       

       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 16:50:27.69

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 16:50:41.98

    0PRIMAUTH CORRNAME CONNTYPE                                                                                                          

     ORIGAUTH CORRNMBR INSTANCE                                                                                                          

     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

                                                               .COUNTRY_EN AS "Country", "Sales_territory_dimension11"                   

                                                               .SALES_TERRITORY_EN AS "Sales_territory",                                 

                                                               "Retailer_dimension10".RETAILER_KEY AS "Retailer_key" FROM                

                                                               GOSLDW.RETAILER_DIMENSION AS "Retailer_dimension10",                      

                                                               "Sales_territory_dimension11", "Gender_lookup12" WHERE                    

                                                               "Retailer_dimension10".GENDER_CODE = "Gender_lookup12"                    

                                                               .GENDER_CODE AND "Retailer_dimension10".COUNTRY_KEY =                     

                                                               "Sales_territory_dimension11".COUNTRY_KEY),                               

                                                               "Retailer_type__model_" AS (SELECT RETAILER_KEY AS                        

                                                               "Retailer_key", MIN(RETAILER_TYPE_CODE) AS                                

                                                               "Retailer_type_code", MIN(RETAILER_TYPE_EN) AS                            

                                                               "Retailer_type" FROM GOSLDW.RETAILER_DIMENSION AS                         

                                                               "Retailer_dimension13" GROUP BY RETAILER_KEY),                            

                                                               "Sales_fact17" AS (SELECT ORDER_DAY_KEY AS ORDER_DAY_KEY,                 

                                                               RETAILER_SITE_KEY AS RETAILER_SITE_KEY, RETAILER_KEY AS                   

                                                               RETAILER_KEY, SALE_TOTAL AS SALE_TOTAL, QUANTITY * UNIT_COST              

                                                               AS "Product_cost" FROM GOSLDW.SALES_FACT AS "Sales_fact")                 

                                                               SELECT "Retailer__model_"."Sales_territory_key" AS                        

                                                               "Retailer_territorykey", "Retailer__model_".                              

                                                               "Sales_territory" AS "Sales_territory", "Retailer__model_".               

                                                               "Country_key" AS "Retailer_countrykey", "Retailer__model_".               

                                                               "Country" AS "Country", "Retailer__model_"."Retailer_key" AS              

                                                               "Retailer_namekey", "Retailer__model_"."Retailer_name" AS                 

                                                               "Retailer_name0", "Retailer__model_"."Retailer_site_key" AS               

                                                               "Retailer_site0key", "Retailer__model_"."City" AS "City",                 

                                                               "Retailer_type__model_"."Retailer_type_code" AS                           

                                                               "Retailer_type0key", "Retailer_type__model_"."Retailer_type"              

                                                               AS "Retailer_type1", CAST ("Time_dimension16".CURRENT_YEAR                

                                                               AS CHAR (4)) AS "Yearkey", CAST ("Time_dimension16"                       

                                                               .QUARTER_KEY AS CHAR (6)) AS "Quarterkey", CAST                           

                                                               ("Time_dimension16".MONTH_KEY AS CHAR (6)) AS "Monthkey",                 

                                                               SUM("Sales_fact17".SALE_TOTAL) AS "Revenue", SUM                          

                                                               ("Sales_fact17"."Product_cost") AS "Product_cost" FROM                    

                                                               "Retailer__model_", "Retailer_type__model_",                              

                                                               GOSLDW.TIME_DIMENSION AS "Time_dimension16", "Sales_fact17"               

                                                               WHERE "Retailer__model_"."Retailer_site_key" IN (5057, 5137,              

                                                               5217, 5259, 5232) AND CAST ("Time_dimension16".MONTH_KEY AS               

                                                               CHAR (6)) IN ('200401', '200606', '200612') AND                           

                                                               "Retailer__model_"."Retailer_site_key" = "Sales_fact17"                   

                                                               .RETAILER_SITE_KEY AND "Time_dimension16".DAY_KEY =                       

                                                               "Sales_fact17".ORDER_DAY_KEY AND "Retailer_type__model_".                 

                                                               "Retailer_key" = "Sales_fact17".RETAILER_KEY -- added to                  

                                                               reduce run time of intermediate reports for IDAA workload                 

                                                               comparisons-- AND "Sales_fact17".ORDER_DAY_KEY BETWEEN                  

                                                               20040101 AND 20040115 AND "Retailer__model_".                             

                                                               "Sales_territory_key" = 5199 -- GROUP BY "Retailer__model_"              

                                                               ."Sales_territory_key", "Retailer__model_"."Sales_territory"              

                                                               , "Retailer__model_"."Country_key", "Retailer__model_".                   

                                                               "Country", "Retailer__model_"."Retailer_key",                             

                                                               "Retailer__model_"."Retailer_name", "Retailer__model_".                   
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       SUBSYSTEM: DA12                                ORDER: PRIMAUTH-PLANNAME                          ACTUAL FROM: 03/02/12 16:50:27.69

     DB2 VERSION: V10                                       SCOPE: MEMBER                                        TO: 03/02/12 16:50:41.98
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     PLANNAME CONNECT                TIMESTAMP   TYPE                                   DETAIL                                           

     -------- -------- ------------ ----------- -------- --------------------------------------------------------------------------------

                                                               "Retailer_site_key", "Retailer__model_"."City",                           

                                                               "Retailer_type__model_"."Retailer_type_code",                             

                                                               "Retailer_type__model_"."Retailer_type", CAST                             

                                                               ("Time_dimension16".CURRENT_YEAR AS CHAR (4)), CAST                       

                                                               ("Time_d                                                                  

     REQLOC  :::FFFF:9.152.86.                           DATABASE: BAGOQ             TABLE OBID:    217     STMT ID:                    0

     ENDUSER :Andrew Keenan                              DATABASE: BAGOQ             TABLE OBID:    226     STMT ID:                    0

     WSNAME  :lnxdwh2.boeblingen                         DATABASE: BAGOQ             TABLE OBID:    231     STMT ID:                    0

     TRANSACT:RI09 - Report 9                            DATABASE: BAGOQ             TABLE OBID:    238     STMT ID:                    0

                                                         DATABASE: BAGOQ             TABLE OBID:      5     STMT ID:                    0

                                                         ACCESS CTRL SCHEMA: N/P                                                         

                                                         ACCESS CTRL OBJECT: N/P 

    ...
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    13.3.3  Private network considerations

    The network connections between the System z CEC and the DB2 Analytics Accelerator can be achieved in different ways. A minimum configuration and a recommended cabling is described in the prerequisites website for DB2 Analytics Accelerator:

    http://www.ibm.com/support/docview.wss?uid=swg27022331

    The minimum configuration consists of one OSA card with two ports connecting to the DB2 Analytics Accelerator hosts directly; see Figure 13-8.

    [image: ]

    Figure 13-8   Minimum network cabling between CEC and DB2 Analytics Accelerator

    This configuration is sensitive to errors of the cables or the OSA3 card. To avoid this, put a switch in between and cross-wire the DB2 Analytics Accelerator host and the OSA3 cards with the switch. This avoids the single point of failure in the network cabling; see Figure 13-9.

    [image: ]

    Figure 13-9   Recommended network cabling between CEC and DB2 Analytics Accelerator

    Regardless of the type of configuration, the network between the CEC and DB2 Analytics Accelerator has to be a private network because the network traffic cannot be encrypted. When putting the DB2 Analytics Accelerator in non-private networks, access to DB2 Analytics Accelerator and the data can be compromised by the use of network sniffers or man-in-the-middle attacks. 

    13.3.4  Cross-subsystem data access considerations

    The DB2 Analytics Accelerator can be connected in multiple ways. One physical DB2 Analytics Accelerator machine can be connected to multiple DB2 subsystems, which can also connect to multiple DB2 Analytics Accelerator machines. In our case, assume that in our Great Outdoors scenario it was decided to connect DB2 Analytics Accelerator to the test subsystem and to the production subsystem.

    The mechanism used to identify the corresponding subsystem, from the DB2 Analytics Accelerator perspective, is the authentication token. This is created during the setup of the DB2 Analytics Accelerator in the connection database table SYSIBM.USERNAMES on the corresponding subsystem. When tables from the production subsystem are added to the accelerator, the SYSACCEL.SYSACCELERATEDTABLES table in the production subsystem will contain the mapped name of the tables in DB2 Analytics Accelerator (AT1 - AT3). 

    The test subsystem contains the same tables as the production subsystem, but with less data. Adding these tables to the DB2 Analytics Accelerator is possible because this subsystem will use a different authentication token (TokenB) to identify itself at the DB2 Analytics Accelerator. 

    When the tables from the test subsystem are added, the test subsystem SYSACCEL.SYSACCELERATEDTABLES table will map to DB2 Analytics Accelerator tables (AT4 - AT6) other than the production subsystem, as shown in Figure 13-10.

    [image: ]

    Figure 13-10   Multiple DB2 subsystems connected to one Accelerator having tables loaded

    If the authentication token of the production subsystem (TokenA) is inserted into the communication database table SYSIBM.USERNAMES of the test subsystem, the mapping of the test subsystem DB2 tables to the names of the tables in the DB2 Analytics Accelerator (AT4 - AT6) will be broken. These tables are associated with TokenB and queries against this will fail, as shown in Figure 13-11.
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    Figure 13-11   Accessing DB2 Analytics Accelerator with the same authentication token

    The mapping of the T1 table in the test subsystem is changed by updating the SYSACCEL.SYSACCLERATEDTABLES table in the test subsystem with the information of the AT1 table from the production subsystem. See Figure 13-12.
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    Figure 13-12   Modified table mapping for test subsystem

    At that point, you can both query and update data for the production subsystem from within the test subsystem.

    The consequence for the DBAs in the Great Outdoors scenario is to revoke INSERT, UPDATE, and SELECT authority for users from the following tables:

    •SYSIBM.LOCATION

    •SYSIBM.IPLIST

    •SYSIBM.USERNAME

    •SYSACCEL.SYSACCELERATORS

    •SYSACCEL.SYSACCELERATEDTABLES

    All DB2 Analytics Accelerator stored procedures are still callable by users, so they can still define and load data for one subsystem or the other. The change authority only affects the ability to create virtual accelerators and add tables to them for EXPLAIN purposes.

    To allow users to determine which tables have been enabled for acceleration and how recent the data in the accelerator for these tables is, a view known as AllAcceleratedTables has been defined and the authority to perform SELECT on that view has been granted to the public; see Example 13-8.

    Example 13-8   Recommended view definition for accelerated tables on physical accelerators

    [image: ]

    CREATE VIEW AllAcceleratedTables AS

    SELECT CREATOR AS OWNER,

           NAME    AS TABLE,

           ENABLE  AS ACCELERATED,

           REFRESH_TIME AS LASTLOADED

    FROM   SYSACCEL.SYSACCELERATEDTABLES  A,

           SYSACCEL.SYSACCELERATORS       B

    WHERE  A.ACCELERATORNAME = B.ACCELERATORNAME

      AND  B.ACCELERATORNAME IS NOT NULL

      AND  A.ENABLE = 'Y' 

    [image: ]

    Avoid giving users access to the SYSACCEL.* tables. If necessary, you can encapsulate the information of that table in a view.

    13.4  Security administration

    The installation process grants access to stored procedures by default to PUBLIC. However, it can be modified to separate functions used to administer DB2 Analytics Accelerator similarly to the separation of duties in DB2 (as with SECADM or DBADM).

    In the Great Outdoors scenario there are two groups who work with the accelerator. There are DBAs, who perform maintenance tasks such as installing new versions. And there are specialists in the operational departments, who run the queries against the data warehouse and can define tables that benefit from offloading and update their data. The specialists are not supposed to perform or maintain tasks such as software updates, reconfiguring the trace, or dropping data from the accelerator. Because all functions in the DB2 Analytics Accelerator Data Studio are based on stored procedures, granting different execution rights to certain groups of users allows you to control the functions of each role; see Table 13-1 on page 351.

    The installation process of the DB2 Analytics Accelerator stored procedures and the GUI describes the creation of a power user that will work with the GUI. Nevertheless, it is required to have different levels of authorization to comply with the companies security policy.

    Table 13-1   Functionality available to user groups in the Great Outdoors scenario

    
      
        	
          GUI function

        
        	
          Specialists in departments

        
        	
          DBA/power users

        
      

      
        	
          Define an accelerator to a subsystem

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Remove an accelerator from a subsystem

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Add tables to an accelerator

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Load/update the data in tables

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Remove a table from an accelerator

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Configure the trace settings of the accelerator	

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Transfer/apply a new software version

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Change the distribution/organizing key of tables

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Start the accelerator in the subsystem

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Stop the accelerator in the subsystem

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Display information about the accelerator

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Save the trace of the accelerator

        
        	
          No

        
        	
          Yes

        
      

      
        	
          Enable/disable one or more tables for acceleration

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Retrieve informations about queries

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Use visual explain for DB2 queries

        
        	
          Yes

        
        	
          Yes

        
      

    

    All these functions are represented in the DB2 Analytics Accelerator Studio and implemented by stored procedures or DB2 commands. The Eclipse Error Log was used to determine which procedure or DB2 command is called when operating with the GUI. It can be enabled in Data Studio through Window → Show View → Other → General → Error Log; see Figure 13-13 on page 352.
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    Figure 13-13   Selecting the Error Log to list procedures or DB2 commands called by the GUI

    In our scenario, the administrators of Great Outdoors introduced RACF groups called GROUP_A and GROUP_B. All DBAs and power users were members of GROUP_A. The selective specialists who work with DB2 Analytics Accelerator were members of GROUP_B.

    The customization of the AQTTIGR set in member AQTTIJSP of the data set SAQTSAMP was performed as demonstrated in Example 13-9.

    Example 13-9   Assign execute authority for Accelerator procedures to different user groups

    [image: ]

    GRANT EXECUTE ON SYSPROC.ACCEL_ADD_ACCELERATOR TO GROUP_A;

    GRANT EXECUTE ON SYSPROC.ACCEL_ADD_TABLES TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_ALTER_TABLES TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_CONTROL_ACCELERATOR TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_GET_QUERY_DETAILS TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_GET_QUERY_EXPLAIN TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_GET_QUERIES TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_GET_TABLES_INFO TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_LOAD_TABLES TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_REMOVE_ACCELERATOR TO GROUP_A;

    GRANT EXECUTE ON SYSPROC.ACCEL_REMOVE_TABLES TO GROUP_A;

    GRANT EXECUTE ON SYSPROC.ACCEL_SET_TABLES_ACCELERATION TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_TEST_CONNECTION TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON SYSPROC.ACCEL_UPDATE_CREDENTIALS TO GROUP_A;

    GRANT EXECUTE ON SYSPROC.ACCEL_UPDATE_SOFTWARE TO GROUP_A;

     

    GRANT EXECUTE ON FUNCTION DSNAQT.ACCEL_READFILE TO GROUP_A, GROUP_B;

    GRANT EXECUTE ON FUNCTION DSNAQT.ACCEL_GETVERSION TO GROUP_A, GROUP_B;

     

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02ACC TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02ACT TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02CAT TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02CON TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02DYN TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02UNL TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02ZPR TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02TRC TO PUBLIC;

    GRANT EXECUTE ON PACKAGE SYSACCEL.AQT02QIT TO PUBLIC;

     

    GRANT SELECT ON DSNAQT.ACCEL_NAMES TO PUBLIC;
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    Furthermore, the groups needed to have authorizations to issue the DB2 commands DISPLAY/START/STOP ACCEL. However, only GROUP_A containing the DBAs was to be able to start and stop the acceleration in DB2. Therefore, GROUP_A had one of the SYSADM, SYSOPR, or SYSCTRL authorities assigned. GROUP_B only had the DISPLAY privilege. 

    In addition, the MONITOR1 privilege was also required for GROUP_B, to allow calling SYSPROC.ADMIN_INFO_SYSPARM by the ACCEL_ALTER_TABLES procedure or the Data Studio.

    13.5  Compliance with security standards

    Compliance with security policies might require regularly changing all authentication information, such as passwords. The DB2 Analytics Accelerator uses an authentication token to grant a DB2 subsystem access, and might also be affected by such a corporate security policy. 

    The <getAcceleratorInfo> function of the SYSPROC.ACCEL_CONTROL_ACCELERATOR stored procedure will print the time stamp of when the authentication token was created or changed the last time.

    To update the authentication token, authorized users can call SYSPROC.ACCEL_UPDATE_CREDENTIALS as described in IBM DB2 Analytics Accelerator for z/OS Version 2.1 Stored Procedures Reference, SH12-6959.

     

    
      
        	
          Tip: Updating the authentication token does not affect subsequent operations of the accelerator, but queries running at the same time might fail occasionally. To avoid this, stop the accelerator in DB2 before calling the SYSPROC.ACCEL_UPDATE_CREDENTIALS stored procedure.

        
      

    

     

    

    1 Secure Shell (SSH) is a network protocol for secure data communication.
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Additional topics

    This part contains the following chapters:

    •Chapter 14, “Analytics and reporting on System z” on page 357 

    •Chapter 15, “Data sharing and disaster recovery” on page 381
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Analytics and reporting on System z 

    Throughout this book, the example workload and many of the example queries shown were executed using either Cognos Business Intelligence (BI) 10.1.1 or Linux scripts with embedded SQL queries. These SQL queries were originally generated from the Great Outdoors sample Cognos BI reports.

    This chapter focuses on the following areas:

    •Explaining several reporting and analytic applications that IBM has made available for System z

    •For specific applications, highlighting other references that might be relevant when interfacing with DB2 Analytics Accelerator

    •Within the Cognos BI section, discussing several items we implemented for the scenario and workload

    The Cognos BI section also examines the results of the serial execution test scenario in , “Organizations with a System z data warehouse environment that includes the DB2 Analytics Accelerator are able to move even further toward having analytic information available to users and applications in a timely manner. With the DB2 Analytics Accelerator, there are no specific changes you need to make to your existing applications and tools because they continue to access DB2 for z/OS as before. However, there might be occasions needing further consideration with DB2 Analytics Accelerator in place, as mentioned in this chapter.” on page 359.

    The following topics are discussed in this chapter:

    •IBM business analytics on System z

    •Organizations with a System z data warehouse environment that includes the DB2 Analytics Accelerator are able to move even further toward having analytic information available to users and applications in a timely manner. With the DB2 Analytics Accelerator, there are no specific changes you need to make to your existing applications and tools because they continue to access DB2 for z/OS as before. However, there might be occasions needing further consideration with DB2 Analytics Accelerator in place, as mentioned in this chapter.

    •IBM Cognos 10 Business Intelligence

    •DB2 Query Management Facility

    •SAP NetWeaver Business Warehouse

    •SPSS analytics

    14.1  IBM business analytics on System z

    IBM business analytics software uniquely enables your organization to apply analytics in a timely manner to your decision-making process. It allows you to:

    •Deliver analytic insight to all people within the organization

    •Support decisions with insights based on analytics

    •Equip people with easy access to business analytics, from both the desktop and mobile devices

    •Improve business outcomes

    IBM business analytics software on System z provides a single platform that helps lower the cost of your business analytics infrastructure. The following industry-leading business analytic tools are available for the System z environment:

    •Cognos Business Intelligence for Linux on System z

    •SPSS Modeler for Linux on System z

    •SPSS Statistics for Linux on System z

    •SPSS Collaboration and Deployment Services for Linux on System z

    These tools are in addition to the following database infrastructure and management tools:

    •IBM DB2 for z/OS

    This database platform can help to reduce costs and complexity, thereby simplifying compliance and ensuring continuous availability for supporting a data warehouse and BI infrastructure. It includes tools such as the DB2 Query Management Facility (QMF).

    •IBM InfoSphere Information Server for Linux on System z

    •IBM DB2 Analytics Accelerator

    •IBM Tivoli

    Organizations with a System z data warehouse environment that includes the DB2 Analytics Accelerator are able to move even further toward having analytic information available to users and applications in a timely manner. With the DB2 Analytics Accelerator, there are no specific changes you need to make to your existing applications and tools because they continue to access DB2 for z/OS as before. However, there might be occasions needing further consideration with DB2 Analytics Accelerator in place, as mentioned in this chapter.

    14.2  Scenario serial execution results

    The business scenario chapter discusses the two workload execution tests that were performed to investigate whether DB2 Analytics Accelerator is able to provide value, savings, and performance improvement for the Great Outdoors sample workload. The workload and execution test scenarios are discussed in 3.5, “Sample workload description” on page 64. 

    The concurrent user execution test was undertaken to demonstrate and simulate a more realistic business intelligence reporting workload. The results for this test are discussed in detail along with performance comparison graphs in 12.3, “Existing workload scenario” on page 314.

    The results for the serial single user execution test are shown here.

     

     

     

     

     

     

    
      
        	
          Serial report execution summary results: 

          •Total duration for each report running once with no acceleration: 1 hour 23 minutes.

          •Total duration for each report running once with acceleration enabled: 2.5 minutes.

          •Saving of approximately: 1 hour 20 minutes.

          •With acceleration enabled, longer-running reports were sent to the DB2 Analytics Accelerator. OLTP style reports executed in DB2 for z/OS.

          •For all reports, there was an overall acceleration improvement factor of 34 times.

          •For longer-running reports (complex and intermediate), there was an overall acceleration improvement factor of 51 times.

        
      

    

    The primary purpose of the serial execution test was to unit test our environment, scripts, and implementation of DB2 Analytics Accelerator. In addition, however, the results highlight the difference and performance improvement when DB2 Analytics Accelerator query optimization is enabled for queries. Therefore, those results are summarized in Table 14-1.

    Table 14-1   Report serial execution test - Comparison results

    
      
        	
          Cognos BI Report

        
        	
          DB2 Analytics Accelerator Disabled

          (hh:mm:ss)

          (secs)

        
        	
          DB2 Analytics Accelerator Enabled

          (hh:mm:ss)

          (secs)

        
        	
          Acceleration Factor (rounded)

        
      

      
        	
          RC03 - Report 3

        
        	
          00:20:49

          1,249 secs

        
        	
          00:00:18

          18 secs

        
        	
          69

        
      

      
        	
          RC01 - Report 1

        
        	
          00:19:15

          1,155 secs

        
        	
          00:00:21

          21secs

        
        	
          55

        
      

      
        	
          RI10 - Report 10

        
        	
          00:20:11

          1,211 secs

        
        	
          00:00:24

          24 secs

        
        	
          50

        
      

      
        	
          RI11 - Report 11

        
        	
          00:11:12

          672 secs

        
        	
          00:00:16

          16 secs

        
        	
          42

        
      

      
        	
          RI09 - Report 9

        
        	
          00:10:52

          652 secs

        
        	
          00:00:17

          17 secs

        
        	
          38

        
      

      
        	
          RS04 - Report 4

        
        	
          00:00:03

          3 secs

        
        	
          00:00:02

          2 secs

        
        	
          2

          Not accelerated

        
      

      
        	
          RS02 - Report 2

        
        	
          00:00:12

          12 secs

        
        	
          00:00:16

          16 secs

        
        	
          1

          Not accelerated

        
      

      
        	
          RS05 - Report 5

        
        	
          00:00:21

          21 secs

        
        	
          00:00:25

          25 secs

        
        	
          1

          Not accelerated

        
      

      
        	
          RS06 - Report 6

        
        	
          00:00:07

          7 secs

        
        	
          00:00:08

          8 secs

        
        	
          1

          Not accelerated

        
      

    

    The results in Table 14-1 have been ordered by acceleration factor descending, with reports at the top of the table having the larger elapsed time improvement. The report execution times shown are based on the reports being executed through Cognos 10 BI and include any relevant network and application required time, for example, PDF rendering. This is relevant because this is also the time that a user might experience when running these reports from Cognos BI. 

    The serial execution test was performed a number of times to ensure consistent results. It was noted during the tests that although the simple queries were always fast in DB2 for z/OS, the times changed slightly. The serial execution tests required timings to be taken for both query acceleration being disabled and query acceleration being enabled. In between these runs, the Cognos BI cache was cleared to highlight the comparison difference of the accelerator. 

    Therefore, in a client’s production environment, and depending upon the Cognos administration and authorization setup, there might be further improvements seen when using Cognos 10.1.1 BI caching and dynamic query capabilities.

     

    
      
        	
          Notes for serial execution results: 

          Acceleration factor is the rounded result of the following division: 

          •(DB2 Analytics Accelerator Disabled report duration seconds/DB2 Analytics Accelerator Enabled report duration seconds)

          DB2 Analytics Accelerator was disabled and enabled using the DB2 for z/OS special register CURRENT QUERY ACCELERATION as follows:

          •DB2 Analytics Accelerator Disabled: SET CURRENT QUERY ACCELERATION NONE

          •DB2 Analytics Accelerator Enabled: SET CURRENT QUERY ACCELERATION ENABLE

          A single execution of the reports was recorded for each of the preceding statements. The process we used to set this register within Cognos BI is discussed later in the chapter

          Other runs for each of these register settings were also performed to ensure consistent results in elapsed time.

          More information about this special register can be found at:

          http://publib.boulder.ibm.com/infocenter/dzichelp/v2r2/index.jsp?topic=%2Fcom.ibm.db2z9.doc.sqlref%2Fsrc%2Ftpc%2Fdb2z_sql_setcurrentqueryacceleration.htm

        
      

    

    The results showed that the report that gained the most performance improvement with DB2 Analytics Accelerator enabled was the complex report RC03 - Report 3. It was calculated to have an accelerated improvement factor of approximately 69 when executed with DB2 Analytics Accelerator being enabled. 

    The large performance improvement was to be expected, because this report was a long-running query that satisfies DB2 Analytics Accelerator requirements. This report was based off a filtered version of the Great Outdoors sample report “Time Period Analysis,” which is a complex and resource-intensive report that requires multiple joins and aggregations on the full “sales fact” table. Note that the same factor of improvement is unlikely to occur with a concurrent workload, because all DB2 Analytics Accelerator resources will not be available for just one user running a single report.

    Table 14-1 on page 360 shows that performance improvement was seen on all five complex and intermediate classified reports (RC and RI reports). These five reports all qualified for DB2 Analytics Accelerator. In our business scenario, these were identified as our longer-running reports. All of these reports are dimensional modelling type reports that query the “sales fact” table. If you calculate the acceleration factor for simply the complex and intermediate reports running sequentially, the result is an accelerated improvement factor of approximately 51 when running with DB2 Analytics Accelerator enabled.

    The simple fast-running queries were not accelerated (low acceleration factor of 1 or 2). For these reports, the DB2 optimizer identified that they were fast-running queries and did not send them to the DB2 Analytics Accelerator for processing. This was the result we wanted to achieve because it allowed DB2 for z/OS to focus on running these types of short-running, OLTP-style queries.

    The reports listed in Table 14-1 on page 360 were executed using a job defined in Cognos 10.1.1 BI. The job was set to execute each report sequentially and save the output for each report as PDF. The job definition is shown in Figure 14-1.
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    Figure 14-1   Cognos BI job to execute reports sequentially

    14.3  IBM Cognos 10 Business Intelligence

    IBM Cognos Business Intelligence helps your organization make smarter decisions, achieve better results, and gain a deeper understanding of trends, opportunities, weaknesses, and threats. Cognos BI lets you explore any data, in any combination, and over any time period with a broad range of analytics capabilities.

    IBM Cognos 10 delivers a revolutionary new experience and expands traditional business intelligence (BI) with planning, scenario modeling, real-time monitoring, and predictive analytics. Cognos 10 provides the following analytic capabilities:

    •Query, Reporting and Analysis through a Cognos BI server or interactive offline active reports

    •Scorecarding

    •Dashboarding

    •Real-time Monitoring

    •Statistics

    •Planning and Budgeting

    •Collaborative BI

    IBM Cognos 10 provides a unified decision workspace that lets users view, assemble, and personalize data quickly, according to their own needs. Users can expand their perspectives on business performance through new support for external data, bringing data into their BI environment quickly, regardless of where it resides. With IBM Cognos 10, you can:

    •Incorporate external data, for example, import spreadsheets and disconnected departmental systems into your information for rapid reporting and ad hoc analysis

    •Query or merge external data without the need for models or cubes

    •Combine data sources from other users without impacting data integrity

    •Access data stored in SAP Business Information Warehouse (SAP BW) without the need to model it first

    •Implement system control and file size limits for individual users

    In addition to its core BI capabilities, IBM Cognos 10 includes powerful statistical capabilities powered by the IBM SPSS statistics engine. With these capabilities, you can identify and explore patterns hidden within your corporate data. From within a single workspace, you can now derive more detailed insights into your business drivers to make more confident decisions.

    IBM Cognos 10 also streamlines sharing predictive content between your existing IBM Cognos and IBM SPSS environments. For example, you can use information modeled in IBM Cognos 10 as a source for IBM SPSS Modeler, and automatically publish predictive results back to IBM Cognos 10 for immediate use in your BI workspace.

     

    
      
        	
          To learn more: 

          •For more detailed information about IBM Cognos 10, visit:

          http://www.ibm.com/software/analytics/cognos/cognos10/

          •Other examples of Cognos 10.1 BI are provided in the IBM Redbooks publication IBM Cognos Business Intelligence V10.1 Handbook, SG24-7912

        
      

    

    14.3.1  Cognos Business Insight and Business Insight Advanced

    IBM Cognos Business Insight is a new WYSIWYG studio that has been added with Cognos 10. It provides business users and analysts with a workspace to easily assemble dashboards. It allows users to assemble content using drag-and-drop functionality, without needing IT staff to create their views. Business Insight allows users to explore all types of data in any time horizon through a dynamic, highly personalized interface.

    Users can create their workspace and communicate their results with:

    •Powerful analytic capabilities to answer key questions, make better decisions, and drive better business outcomes

    •Collaborative business intelligence that employs easy-to-use social networking tools to share insights and build consensus

    •Actionable analytics that put insight into action everywhere, enabling users to respond rapidly to changing business conditions

     

    
      
        	
          To learn more: For more information about IBM Cognos Business Insight, visit:

          http://www.ibm.com/software/analytics/cognos/business-insight/

        
      

    

    Business Insight Advanced is a new ad hoc query and analysis web-based interface that is used by business users, report authors, and analysts to analyze data and create reports. It provides a consistent, integrated interface for query and analysis, and provides richer and more sophisticated capabilities in addition to those provided by the traditional Query Studio and Analysis Studio interfaces.

    Business Insight Advanced allows business users to create reports using relational or dimensional styles without the need for deep technical IT knowledge.

    Business Insight Advanced allows users to take advantage of interactive exploration and analysis features while they build their reports. The interactive and analysis features allow them to assemble and personalize the views to follow a train of thought and generate unique perspectives easily. Its interface is intuitive to allow the minimum investment in training. Business users with less technical skills might find building reports within Business Insight Advanced more intuitive than using the traditional Report Studio interface. If required, content can be further enhanced by professional report developers within Report Studio.

    14.3.2  Cognos 10 dynamic query mode and caching enhancements

    Cognos 10 BI has introduced the new option of dynamic query mode. This is an enhanced Java-based query mode that offers a number of new benefits. This mode offers improved query performance and functionality, security-aware caching, and native data interfaces to use 64-bit technology. During the Great Outdoors scenario setup used for this book, we experienced some performance improvements with dynamic query mode when navigating within dimensionally modeled relational (DMR) reports (the complex reports).

     

    
      
        	
          Note: The traditional query mode used in Cognos 8 BI is still available within Cognos 10 BI, and is referred to as compatible query mode.

        
      

    

    Dynamic Query Mode is well documented in the IBM Cognos 10 Dynamic Query Cookbook, which is available from IBM developerWorks®. This cookbook lists the following benefits of Dynamic Query Mode:

    •New query optimizations with improved execution techniques to address query complexity, data volumes, and timeliness expectations. Stricter query planning rules are used that produce higher quality queries that are faster to execute.

    •Significant improvement for complex OLAP queries through the intelligent combination of local and remote processing and better MDX generation.

    •Support for relational databases through JDBC connectivity.

    •OLAP functionality for relational data sources when using a dimensionally modeled relational (DMR) package. Performance of dimensionally modeled relational (DMR) packages is enhanced due to the use of caching, therefore reducing the frequency of database queries.

    •Security-aware caching for secured metadata sources.

    •Leverages 64-bit processing, allowing the use of 64-bit data source drivers and leverages 64-bit address space or query processing, metadata caching, and data caching.

    •Dynamic query visualization using Dynamic Query Analyzer. Dynamic Query Analyzer is a tool that became available with Cognos 10 BI. After it is installed, it allows administrators and report developers to analyze queries and cost-based information generated in dynamic query mode.

     

    
      
        	
          Notes: 

          •For detailed information about Cognos 10 Dynamic Query Mode and Cognos 10 caching, see:

          IBM Cognos Proven Practices: IBM Cognos 10 Dynamic Query Cookbook

          http://public.dhe.ibm.com/software/dw/dm/cognos/infrastructure/cognos_specific/IBM_Cognos_10_Dynamic_Query_Cookbook.pdf

          •For detailed information about Dynamic Query Analyzer, see the following developerWorks document:

          IBM Cognos Proven Practices: IBM Cognos 10 Dynamic Query Analyzer User Guide

          http://public.dhe.ibm.com/software/dw/dm/cognos/infrastructure/cognos_specific/IBM_Cognos10_Dynamic_Query_Analyzer_User_Guide.pdf

          •These topics are also discussed in the IBM Redbooks publication IBM Cognos Business Intelligence V10.1 Handbook, SG24-7912.

        
      

    

    14.3.3  IBM Cognos 10 - 32-bit versus 64-bit 

    IBM Cognos 10.1 BI provides both a 32-bit and a 64-bit BI server install package. With the 64-bit BI server install, an implementation also has the choice of running the Cognos report server, which includes the report and batch service, in either the 32-bit or 64-bit execution mode. The BI server cannot run both modes. 

    For the Great Outdoors scenario used in this book, utilizing DB2 for z/OS and DB2 Analytics Accelerator, we used the Cognos 10.1.1 BI Server 64-bit install package, with the report server running in 32-bit mode.

    Determining which BI server install package to use and potentially, which report server execution mode to use, is based on a number of environmental factors. Two key factors in these decisions are whether you are using a 64-bit operating system and whether all your Cognos BI content will be running in dynamic query mode. If an organization has upgraded from a previous Cognos 8 BI environment, this content will be using compatible query mode. This is the default mode for the 64-bit BI server install package.

    Refer to the Cognos Installation and Configuration guide for more details about configuring the various options.

    For detailed guidance, see IBM Proven Practices: IBM Cognos 10 32-Bit Versus 64-Bit Guideline, which is available at the following site:

    http://public.dhe.ibm.com/software/dw/dm/cognos/infrastructure/cognos_specific/IBM_Cognos_10_BI_32Bit_vs_64Bit_Decision_Guideline.pdf

    This guideline illustrates the Cognos BI server install decision tree, which is also displayed here in Figure 14-2 on page 366. 
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    Figure 14-2   IBM Cognos BI server install package decision tree

    For the Great Outdoors scenario used in this book, we used a 64-bit Linux on System z environment, but not all of our BI content was suitable for just dynamic query mode. We also only had one install of the Cognos BI server.

    14.3.4  Setting the query acceleration register from IBM Cognos BI

    Generally it is best to enable or disable query acceleration at the DB2 for z/OS system level as part of an organization’s system administration processes. However, there might be use cases where, for specific situations or specific Cognos BI reports, a query acceleration setting other than that specified at the system level might be wanted. In some cases a Cognos BI administrator can achieve this by defining a DB2 open session command block within a Cognos data source connection.

    You may consider this choice in cases where you know your report will return different results depending on whether it is executed against DB2 for z/OS tables or against the same tables loaded in DB2 Analytics Accelerator, or in cases where you want to control the acceleration for groups or specific users.

    Consider an example where query acceleration is enabled at the system level and there is a Cognos report that qualifies for DB2 Analytics Accelerator and would be accelerated, but the refresh latency of the data for the tables being queried in DB2 Analytics Accelerator does not meet what is required. In our scenario, for instance, suppose the data warehouse tables in DB2 for z/OS are refreshed weekly with existing ETL processes, but the accelerated tables in DB2 Analytics Accelerator are only refreshed monthly. Querying the same data in DB2 Analytics Accelerator will likely present different results on a report than if the same report ran against DB2 for z/OS. For a given report, you might want to disable acceleration to ensure that the data held in DB2 for z/OS tables is used. 

    Although this is an extreme example that in reality is unlikely to be implemented, it demonstrates similar situations. For some reports, you might want to define that the DB2 optimizer never routes them to the DB2 Analytics Accelerator, because data held in DB2 for z/OS is more current.

    Another example might be that you want to ensure your OLTP-type reports are always executed in DB2 for z/OS, even if they are longer-running queries and the respective tables have been loaded into the DB2 Analytics Accelerator. For such a situation you can disable query acceleration for the Cognos BI session by using an open session XML command block. We utilized this method when running reports in our accelerated and non-accelerated scenarios.

    A Cognos BI data source can have multiple server connections defined. Within Cognos BI, the XML command block can be set at the parent data source or at the child connections. If you have added a command block for a data source, then that command block is available to all the connections in that data source. You can change a command block for a specific connection and override any settings at the data source parent, or you can remove the command block if you do not want it used for a child connection.

     

    
      
        	
          Note: Examples of modifying command blocks for a Cognos data source or connection are shown in the IBM Cognos Business Intelligence Administration and Security Guide.

          This guide, for IBM Cognos 10.1.1 BI, is available at the following link:

          http://www.ibm.com/support/docview.wss?uid=swg27021353

        
      

    

    We used the following steps to modify the XML command block at the connection level for our DB2 for z/OS data source. We used the connection level because our data source had multiple connections defined, each with a different acceleration mode being set. Depending on what we were testing, only one of the connections were enabled and the others were disabled. This made it easier to switch between acceleration modes in between tests.

    In this example, the following steps modify the command block and show how to set query acceleration to none:

    1.	Launch the IBM Cognos Administration studio.

    2.	Select the Configuration tab and select Data Source Connections.

    3.	Click the relevant DB2 defined data source. A list of connections for the data source are displayed.

    4.	Click the Properties icon for the appropriate connection.

    5.	Locate and expand the Commands list to show the database events that can have an XML command block entered. For DB2, the Open session commands event is the appropriate block to use. See Figure 14-3 on page 368.
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    Figure 14-3   Setting DB2 open session commands in Cognos BI data source connection

    6.	Set the Open session commands ‘command block’ by clicking Set or Edit located on the same row. The sample shown in Example 14-1 was used to set query acceleration to none.

    Example 14-1   Cognos XML command block - set query acceleration
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    <commandBlock>

              <commands>

                      <sqlCommand>

                             <sql>SET CURRENT QUERY ACCELERATION NONE</sql>

                      </sqlCommand>

                </commands>

    </commandBlock>
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    7.	Click Ok to leave the open session commands window and return to the connection properties.

    8.	Click Ok to leave the properties of the connection and return to IBM Cognos Administration.

    With Cognos 10.1.1 BI, we tested running queries with the acceleration being set successfully for a DB2 CLI connection or a DB2 JCC connection. These two connection types are also set within the properties of the Cognos data source connection. The JCC connection type is used for Cognos reports and queries running in dynamic query mode.

    Viewing Cognos BI client information in DB2 Analytics Accelerator trace output

    When running Cognos BI queries and reports, a system administrator can determine whether the relevant queries have been accelerated by using various DB2 for z/OS functionality. If using the DB2 Analytics Accelerator studio, an administrator can also view active accelerated queries in near real-time, and completed queries that have executed on the DB2 Analytics Accelerator, as discussed in 10.4, “DB2 Analytics Accelerator query monitoring and tuning from Data Studio” on page 242. 

    The DB2 Analytics Accelerator studio provides a number of attributes about queries that have been accelerated or are executing. These attributes include:

    •SQL

    •userid

    •start time

    •query status

    •queue wait time

    •execution time

    •result size

    •rows returned

    For monitoring who is running a query or which application, the attributes userid and SQL are quite useful. Other DB2 for z/OS client information is not shown in the DB2 Analytics Accelerator studio GUI; for example, information that might have been passed from Cognos BI to System z using the DB2 set client information stored procedure.

    For monitoring purposes, an administrator might also want to record the name of the Cognos object that was executed, or similar information. One way to do this is by using Cognos BI session variables and macros as client information and passing this to z/OS and DB2 resource management and monitoring. This information can be passed using the WLM set client information stored procedure in DB2. 

    Although this information will not be shown in the DB2 Analytics Accelerator studio GUI, some of the information can be written to the DB2 Analytics Accelerator output trace files. These trace files can be generated using the DB2 Analytics Accelerator studio, as explained the following sections. 

     

    
      
        	
          Note: A more comprehensive method of monitoring and recording passed client information might be to enable database auditing in DB2 for z/OS, as explained in 13.3.2, “DB2 auditing considerations” on page 341. There you can find an example of an audit trace with a Cognos report running on DB2 Analytics Accelerator.

        
      

    

    Using the WLM set client information stored procedure with Cognos BI variables

    When using a DB2 CLI data source connection in Cognos, a Cognos BI administrator can define WLM client information using Cognos BI session variables and macros. These variables can be used as input parameters when calling WLM set client information (SCI) stored procedure in DB2 for z/OS.

     

    
      
        	
          Restriction: During our testing with Cognos 10.1.1 BI, we found that passing Cognos client information to DB2 for z/OS by calling the WLM set client information stored procedure was only available for a CLI connection. The same process will not execute for a JCC defined connection within a Cognos data source.

          The restriction appears to exist in JCC code because it does not include support for call literals using JDBC statement APIs.

        
      

    

    The process of using a Cognos data source connection command block, as explained in 14.3.4, “Setting the query acceleration register from IBM Cognos BI” on page 366, is also used to call the stored procedure WLM_SET_CLIENT_INFO.

     

    
      
        	
          Note: The process of using a Cognos data source command block statement for calling the WLM set client information stored procedure is documented in the IBM Cognos Business Intelligence Administration and Security guide for both Cognos 8 BI and Cognos 10 BI.

          It is documented in the IBM Redbooks publication Co-locating Transactional and Data Warehouse Workloads on System z, SG24-7726.

        
      

    

    In our example we use the Cognos BI variables shown in Table 14-2 as input parameters to the set client information stored procedure.

    Table 14-2   Cognos BI session variables passed to WLM client information 

    
      
        	
          WLM stored procedure variable

        
        	
          Cognos BI session variable

        
        	
          Examples

        
      

      
        	
          CLIENT_USERID

        
        	
          $account.defaultName

        
        	
          user03, user04

        
      

      
        	
          CLIENT_WRKSTNAME

        
        	
          $SERVER_NAME

        
        	
          9.13.14.20

        
      

      
        	
          CLIENT_APPLNAME

        
        	
          $report

        
        	
          RC01 - Report 1, 

          Region Revenue Summary

        
      

      
        	
          CLIENT_ACCTSTR

        
        	
          $report

        
        	
          RC01 - Report 1, 

          Region Revenue Summary

        
      

    

    We are passing the report name to both the third and fourth stored procedure variables, application name and client accounting string. This was done for simplicity in testing our scenarios and is not necessary. We applied the same value to both variables to ensure that the Cognos report name was always visible, regardless of the command or method used to view the client information.

    •When issuing the DB2 DISPLAY THREAD command, the client accounting string is not shown unless the syntax DETAIL is also included.

    The following command returns the workstation, user ID and application name, but not the client accounting string:

    DISPLAY THREAD(*) ACCEL(*) 

    •When issuing the same command with the detail option, the client accounting string is also returned in the output:

    DISPLAY THREAD(*) ACCEL(*) DETAIL

    The DB2 Analytics Accelerator Studio trace file also utilizes the fourth WLM input variable to show the client accounting string.

    By passing the report name to both variables, we were able to ensure the report name was always available. An example of the output of the DISPLAY THREAD command showing the report name for both the application name and client accounting string is shown in Example 6-17 on page 155. The example shows the report RI11 - Report 11 being executed. The report name displayed as the client accounting string can be seen in the V441 accounting message.

    The Cognos BI data source command block we defined for the Great Outdoors DB2 CLI connection is shown in Example 14-2. The command block includes the query acceleration special register and the following WLM stored procedure call:

    •CALL SYSPROC.WLM_SET_CLIENT_INFO(#sq($account.defaultName)#,#sq($SERVER_NAME)#,#sq($report)#,#sq($report)#)

    Example 14-2   Cognos XML command block - call WLM set client info stored proc
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    <commandBlock>

              <commands>

                      <sqlCommand>

                             <sql>SET CURRENT QUERY ACCELERATION NONE</sql>

                      </sqlCommand>

                      <sqlCommand>

    <sql>CALLSYSPROC.WLM_SET_CLIENT_INFO(#sq($account.defaultName)#,#sq($SERVER_NAME)#,#sq($report)#,#sq($report)#)</sql>

                      </sqlCommand>

                </commands>

    </commandBlock>
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    Viewing Cognos client information in the DB2 Analytics Accelerator query trace file

    The output format for the DB2 Analytics Accelerator query trace file is an XML document. The file is generated using the DB2 Analytics Accelerator stored procedure ACCEL_GET_QUERIES. This stored procedure can be executed in several ways. In this section we show how to initiate the stored procedure from the DB2 Analytics Accelerator studio to generate the trace file. 

    The trace file provides extra information that is not shown in the DB2 Analytics Accelerator studio, for the queries that have been accelerated. One example is the DB2 client information that has been set by the WLM set client information stored procedure.

    In the example trace output file shown in Figure 14-4, the executed Cognos report name has been recorded. The BiBus process also identifies that this was a report that was originally initiated from Cognos BI and has been accelerated on the DB2 Analytics Accelerator. 

    Note the following details: 

    •accounting=”Region Revenue Summary”

    •corrID="BIBusTKServe"

    •application="BIBusTKServerMain"
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    Figure 14-4   Example Accelerator query trace file - entry for accelerated Cognos BI report

    To create the XML trace file shown in Figure 14-4, using the DB2 Analytics Accelerator studio, follow these steps:

    1.	Open the Data Studio/DB2 Analytics Accelerator Studio interface. At the top right section of the window, open Data Perspective.

    2.	Using the Data Source Explorer at the bottom left of the window, define a new connection or open an existing connection by right-clicking the connection and selecting Connect, or by double-clicking the existing connection. 

    Data Source Explorer displays with the database contents in the bottom left of the studio.

    3.	Navigate through the Schemas folder and locate the SYSPROC schema.

    4.	Expand SYSPROC and navigate to the Stored Procedures folder.

    5.	Expand Stored procedures and locate the stored procedure ACCEL_GET_QUERIES.

    6.	Right-click the stored procedure ACCEL_GET_QUERIES and select the option Run Settings; the Run Settings dialog box displays. 

     

    
      
        	
          Note: Alternatively, select the Run option to display a similar window.

        
      

    

    7.	From the Run Settings dialog box, select the Parameter Values tab. Within the Parameter Values tab, you can provide the input parameters to the stored procedure ACCEL_GET_QUERIES that are required to generate details for the queries.

    8.	For the listed input parameters, enter the required values as specified here:

     –	ACCELERATOR_NAME - enter the name of the accelerator you are using if it is not already entered.

     –	QUERY_SELECTION - this is an XML parameter to tell the stored procedure which queries you want. In our example the XML parameter we used is shown in Example 14-3 on page 373.

     –	MESSAGE - leave this parameter blank with no entry.

    An example of using the studio to pass values to these parameters is shown in Figure 14-5. This figure also shows the XML parameter being entered for QUERY_SELECTION.
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    Figure 14-5   Passing stored procedure parameters using DB2 Analytics Accelerator studio

    We copied the XML parameter into the Value column of the QUERY_SELECTION row, using the ellipse button provided on the row.

    Example 14-3   Example QUERY_SELECTION parameter for procedure ACCEL_GET_QUERIES
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    <?xml version="1.0" encoding="UTF-8"?>

    <dwa:querySelection

        xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <filter scope="all"/>

    </dwa:querySelection>
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          Note: To retrieve only active queries, replace <filter scope="all"/> with <filter scope="active"/>.

        
      

    

    9.	Click OK from the Specify Value - QUERY_SELECTION window to return to the Run Settings dialog box.

    10.	Click the check box Remember my values if you want the parameter values to be stored for next time. Click OK to exit the run settings dialog box.

    The stored procedure is now ready to be executed to generate the trace output.

    11.	Right-click the stored procedure and select Run, then click OK.

    The stored procedure will execute. After it completes, you receive a status message for the execution in the “SQL Results “window. Confirm that the status for the execution is succeeded. Any warnings or errors will be displayed in the “Error Log” window.

    The stored procedure generates the trace output containing details of queries that have been sent to the accelerator as an XML document that is stored in the output parameter QUERY_LIST.

    Within the SQL Results tab, on the bottom right of the window there are two subtabs: Status and Parameters. The parameters tab includes values for both the input and output parameters used in the stored procedure execution. 

    To view the contents of the QUERY_LIST output parameter:

    12.	Within the Parameters subtab, click within the intersection cell of the QUERY_LIST row and the VALUE (OUT) column. An ellipse button will be shown.

    13.	Click the ellipse button to show the XML contents of the parameter. An example of this window displaying the output is shown in Figure 14-6 on page 374.
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    Figure 14-6   Query list from DB2 Analytics Accelerator returned as XML output parameter

    This XML file contains the list of queries that have been sent to the accelerator. This content is the same as that displayed in the output trace file shown in Figure 14-4 on page 371. 

    It might be easier to read the output trace if you copy and paste the XML contents to an application that formats and understands XML. We used the following process to copy the output contents to an XML Editor:

    a.	From within the “long data” window displaying the value contents of the QUERY_LIST parameter, right-click and select Select All.

    b.	Right-click again and select Copy.

    c.	Paste the clipboard contents into a notepad file and save the file with a .xml file extension, for example, example_idaa_log_trace.xml.

    d.	Locate the saved file and right-click the file. Select Open With ‘XML Editor’ or similar application.

    Example 14-4 on page 375 shows a further example of the XML output file that was generated. This example contains three queries, as explained here:

    •The first query was executed through TSO in batch and was aborted. Because it was aborted, the number of result rows shown is zero (0).

    •The second query was executed through the Cognos BI report RC01 Report 1. It has an execution status of DONE. The result row count is shown as 1965. Cognos BI is running on Linux for System z.

    •The third query was executed from the ODBC query tool on a PC.

    Also note that the SQL for the query that was executed is truncated and not shown in full within this log file, when generated using the stored procedure ACCEL_GET_QUERIES. 

    To generate the full query, use the stored procedure ACCEL_GET_QUERY_DETAILS.

    Example 14-4   Accelerator Studio output trace file - Cognos BI client information
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    <?xml version="1.0" encoding="UTF-8" ?>

    <dwa:queryList xmlns:dwa="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

    <query user ="IDAA1" planID ="5297">

        <clientInfo productID="DSN10015" user ="IDAA1" workstation ="TSO" 

          application="IDAA1" networkID="DEIBMIPS" locationName="DWHDA12" 

          luName="IPWASA12" connName="TSO" connType="BATCH" corrID="IDAA1" 

          authID="IDAA1" planName="DSNESPCS" accounting="DE03606" subSystemID="DA12"/>

        <execution state ="ABORTED" 

          submitTimestamp="2012-02-14T15:33:28.172292" elapsedTimeSec="1042" 

          executionTimeSec="1042" resultRows="0" resultBytes="0" sqlState ="57011" />

        <sql><![CDATA[SELECT COUNT(*) FROM]]></sql>

    </query>

    <query user ="IDAA3" planID ="13840">

        <clientInfo productID="SQL09075" user ="idaa3" workstation ="Linux/390" 

          application="BIBusTKServerMain" locationName="10.101.8.24" 

          connName="SERVER" connType="DIST" corrID="BIBusTKServe" 

          authID="IDAA3" planName="DISTSERV" accounting="RC01 - Report 1" 

          subSystemID="DA12"/>

        <execution state ="DONE" submitTimestamp="2012-03-01T15:11:12.974987" 

          elapsedTimeSec="22" executionTimeSec="22" resultRows="1965" resultBytes="231664"/>

        <sql><![CDATA[WITH "Product_line13" AS 

            (SELECT PRODUCT_LINE_CODE AS PRODUCT_LINE_CODE, 

            MIN(PRODUCT_LINE_EN) AS "Product_line"  ]]></sql>

    </query>

    <query user ="IDAA1" planID ="5266">

        <clientInfo productID="SQL09075" user ="Cris" workstation ="NT" 

          application="CrisWrkStation" locationName="10.101.8.24" connName="SERVER" 

          connType="DIST" corrID="anODBCquerytool.exe" authID="IDAA1" planName="DISTSERV" 

          accounting="CrisCLIWorkload" subSystemID="DA12"/>

        <execution state ="ABORTED" submitTimestamp="2012-02-14T14:26:52.974286" 

          elapsedTimeSec="130" executionTimeSec="130" resultRows="0" resultBytes="0" 

          sqlState ="57011" />

        <sql><![CDATA[select count(*) from GOSLDW.SALES_FACT where SALE_TOTAL <> 111111

                      fetch first 20000 rows only FOR FETCH ONLY]]></sql>

    </query>

    </dwa:queryList>
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    14.3.5  Cognos BI report to show accelerated tables

    With DB2 Analytics Accelerator implemented as part of a System z solution, users and applications that are querying DB2 for z/OS do not need to be aware that certain tables are accelerated and other tables are not. Their queries and reports will continue to execute as they always have, but if they qualify, some of their queries might be accelerated and return results more quickly.

    There might, however, be advantages to having certain users aware that certain tables are not accelerated. For example, an organization might have a group of power users with access to perform ad hoc querying though a querying tool such as Cognos BI Business Insight Advanced or Query Studio. These interfaces, like other querying tools, present published metadata to users and allow great flexibility. This flexibility allows users to define their queries using drag-and-drop functionality, combining data from many underlying database tables. 

    With this amount of flexibility, power users need to understand the underlying data and data structure when building up their analysis. Due to the flexibility of the tool, users can unwittingly create a badly formed query that might take a long time to execute and return results.

    For users creating such ad hoc queries, it might be an advantage to know which tables were accelerated and which were not. Response time is important because users today want answers to their ad hoc queries as quickly as possible. Allowing such users to know which tables are accelerated might help them to decide which are the best objects to use for their ad hoc queries. And although they might need to use a table that has not been accelerated, by understanding that this is the case they can make an informed decision. Power users might also want to know that due to the frequency of tables being loaded into DB2 Analytics Accelerator, there might be differences in the data between DB2 Analytics Accelerator and DB2 for z/OS.

    The DB2 Analytics Accelerator studio provides the information about which tables are accelerated and when these tables were last updated. It is likely, however, that this studio is only made available to system administrators. It is therefore also possible to build your own reports to display this information using information stored in the pseudo catalog accelerator tables, such as SYSACCEL.SYSACCELERATEDTABLES and SYSACCEL.SYSACCELERATORS.

     

    
      
        	
          Note: Avoid making the SYSACCEL tables available for users to query. If you are planning to expose the information held in these tables to users, however, then define an SQL view with select authority granted to PUBLIC. This will make the information available to other users and reporting tools.

          A sample SQL view definition is shown in Example 13-8 on page 350. This example includes the predicate ACCELERATORNAME IS NOT NULL. This will exclude any virtual accelerators that might have been defined.

        
      

    

    Figure 14-7 on page 377 shows an example Accelerated Tables Report we built for the Great Outdoors scenario. This report was built in Cognos 10.1.1 BI using metadata that was published through Cognos Framework Manager. The metadata imported into Framework Manager was defined in a DB2 for z/OS SQL view, similar to that shown in Example 13-8 on page 350.

    Our example report shows only tables that were accelerated and enabled. For these tables, we show the following information:

    •Table - name of the accelerated table

    •Accelerator Enabled - whether the table is currently enabled for acceleration

    •Last Refresh - date and time of the last update of data for the table in DB2 Analytics Accelerator
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    Figure 14-7   Example report showing accelerated tables and currency of data

    A report like this can be customized as required for an organization’s specific requirements. In our case, we further customized the report to conditionally highlight when the last refresh date was more than a week old. In the Great Outdoors scenario, data is refreshed in the data warehouse weekly. The conditional highlighting allows a power user to see that although a table was accelerated, the data in DB2 Analytics Accelerator might no longer reflect the data in DB2 for z/OS.

    We implemented conditional highlighting in our example using these steps:

    1.	We modified the DB2 SQL view to provide an additional field that shows the date 8 days ago (current date minus 8 days).

    2.	Within Cognos BI, we defined a Boolean variable to indicate when the Last Refresh date time was less than the date 8 days ago.

    3.	Within the report design, we applied a style variable on the Last Refresh column (list column body) to conditionally change the background color. The style variable references the previously defined Boolean variable.

    14.4  DB2 Query Management Facility

    The DB2 Query Management Facility (QMF) is a tool for writing reports and interactive ad hoc queries.

    QMF has been enormously expanded and enhanced since its first release many years ago, continuing strong support for DB2 on z/OS and also evolving into a family of products that offers industry-leading benefits in heterogeneous data access and presentation across a wide variety of platforms, databases, and browsers.

    For information about the use of QMF interfacing with DB2 Analytics Accelerator, see Complete Analytics with IBM DB2 Query Management Facility: Accelerating Well-Informed Decisions Across the Enterprise, SG24-8012.

    14.5  SAP NetWeaver Business Warehouse

    Data warehousing and BI queries, as found in SAP Business Warehouse (BW) environments, are typically complex and often ad hoc in nature. There is a common concern about the elapsed times of running these resource-intensive workloads in a native DB2 for z/OS environment. Additionally, data warehousing and BI applications increasingly require fast response times, irrespective of the complexity of the queries.

    IBM DB2 Analytics Accelerator stores data being heavily accessed by OLAP queries and executes former long-running queries originating from DB2 for z/OS on the accelerator, without any changes to the application. In addition to providing OLTP-like performance for OLAP-type queries, DB2 Analytics Accelerator can also significantly reduce typical performance tuning activities.

    For a hands-on reference for implementing an InfoCube in DB2 Analytics Accelerator, see Rapid SAP NetWeaver BW ad hoc Reporting Supported by IBM DB2 Analytics Accelerator for z/OS, which is available at the following site:

    http://www.sdn.sap.com/irj/sdn/db2?rid=/library/uuid/0098ea1f-35fe-2e10-efa9-b4795c49389c

    This paper describes how the DB2 Analytics Accelerator can be integrated into an existing SAP BW environment running on DB2 for z/OS, maintaining data integrity between DB2 for z/OS and the DB2 Analytics Accelerator with minimal administration overhead.

    14.6  SPSS analytics

    Predictive analytics helps your organization anticipate change so that you can plan and carry out strategies that improve outcomes. By applying predictive analytics solutions to data you already have, your organization can uncover unexpected patterns and associations and develop models to guide front-line interactions. This can help you retain high-value clients, sell additional services to current clients, develop successful products more efficiently, or identify and minimize fraud and risk. Predictive analytics gives you the knowledge to predict and the power to act.

    IBM SPSS Statistics puts the power of advanced statistical analysis in your hands. With IBM SPSS Modeler, you can: 

    •Quickly discover patterns and trends in your data more easily, using a unique visual interface supported by advanced analytics

    •Obtain an accurate view of people's attitudes, preferences, and opinions with IBM SPSS Data Collection

    •Use IBM SPSS Deployment products to drive high-impact decisions by making analytics a vital part of your business

    For DB2 for z/OS, SPSS provides the “SQL pushback” performance feature, where SPSS essentially generates SQL from SPSS modelling algorithms and pushes it back to the database tier so that the processing happens within the database. 

    SPSS also supports in-database scoring (scoring data within the database tier) with SQL pushback. Within IBM SPSS Modeler, a number of the standard IBM SPSS routines can generate SQL for scoring in-database. The model is built outside the database, but the SQL allows the scoring to be done in-database after the model is built. 

     

    
      
        	
          Note: During the project on which this book is based, SPSS was not utilized as part of the DB2 Analytics Accelerator scenario or workload measurements to confirm whether the SQL pushed back to DB2 for z/OS was a candidate for acceleration.

          SPSS also supports in-database modelling where modelling algorithms within the database are utilized. This is not available for DB2 on z/OS because no modelling algorithm is available.
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Data sharing and disaster recovery

    This chapter provides information about topology characteristics with data sharing and considerations on disaster recovery operations for the DB2 Analytics Accelerator.

    The following topics are discussed in this chapter:

    •Data sharing configurations with DB2 Analytics Accelerator

    •Implementing disaster recovery with DB2 Analytics Accelerator

    15.1  Data sharing configurations with DB2 Analytics Accelerator

    DB2 data sharing provides the highest level of scalability, performance, and continuous availability to enterprise applications that use DB2 data. Plugging in the DB2 Analytics Accelerator appliance and configuring the network appropriately maintains the same level of scalability, performance, and continuous availability, in addition to accelerating the complex dynamic query workload on all the members of the DB2 for z/OS data sharing group. 

    In general, DB2 data sharing allows applications running on more than one DB2 subsystem (data sharing group members) to read and write to the same set of data concurrently. With the DB2 Analytics Accelerator, however, because you are accelerating the read only queries, you can identify which tables need to be enabled for acceleration in each of the accelerators connected to each member of the data sharing group, and load and enable only those tables in DB2 Analytics Accelerator. For example, Figure 15-1 shows a typical 2-way data sharing configuration where each data sharing group member has a separate DB2 Analytics Accelerator appliance plugged in. 

    Five different applications using five mutually exclusive groups of tables respectively are shown in Figure 15-1. 
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    Figure 15-1   2-way data sharing configuration with separate Accelerators on each member

    Here, of the five groups of tables chosen for acceleration, only three groups of tables are connected to IBM DB2 Analytics Accelerator instance1. The remaining two groups of tables are connected to IBM DB2 Analytics Accelerator instance2. 

    Three applications, App1, Ap2, and App3, are running on Data Sharing Group Member1. The remaining two applications, App4 and App5, are running on Data Sharing Group Member2.

    In the scenario depicted in Figure 15-1 on page 382, for normal operation all eligible dynamic queries pertaining to App1, App2, and App3 are always routed to IBM DB2 Analytics Accelerator Instance1 through Member1 of the data sharing group. The remaining two applications, App4 and App5, are routed to IBM DB2 Analytics Accelerator Instance2 through Data Sharing Group Member2. 

    If a query is trying to access tables on both DB2 Analytics Accelerators, perhaps through a join operation, then DB2 does not offload those queries to DB2 Analytics Accelerator and they are executed natively in DB2 for z/OS.

    15.1.1  Losing an DB2 Analytics Accelerator instance

    The eligible queries from either member of the data sharing group can be routed to either of the two DB2 Analytics Accelerators. Thus, if one DB2 Analytics Accelerator instance fails, then all the eligible queries can still be accelerated as long as all the associated tables are available and loaded in the surviving DB2 Analytics Accelerator Instance. For more information about configuring a network for a high availability scenario, see 5.2.2, “Networking” on page 97.

    In general, each DB2 Analytics Accelerator can support multiple subsystems including subsystems that make up a data sharing group, that is, subsystems in different LPARs, on different Central Processing Complexes (CPCs) or on the same LPAR. Figure 5-2 on page 95 shows different possibilities of connecting DB2 Analytics Accelerator to different subsystems in both data sharing and non-data sharing environments. 

    Essentially, a DB2 Analytics Accelerator can be connected to one or more members of a data sharing group. Similarly, a data sharing group member, that is, a DB2 subsystem, can be connected to one or more DB2 Analytics Accelerators. 

    In Figure 15-1 on page 382, LR represents long reach fiber connections and SR represents short range fiber connections. In general, for DB2 Analytics Accelerator, latency due to IBM GDPS® is not a critical issue because the latency time contributed by DB2 Analytics Accelerator alone is rather small. 

    Thus, if you have a sysplex that is running satisfactorily at a given distance there are no special considerations to keep in mind if you connect the DB2 Analytics Accelerator to it. The maximum fiber length before you need a repeater is 10 km. Beyond that distance, the signal will not be strong enough and you might need repeaters, bringing the possibility of introducing latency issues.

    15.1.2  Losing a data sharing member 

    In this scenario, as both DB2 Analytics Accelerators are functioning well, the performance of complex queries will not be impacted because both DB2 Analytics Accelerator instances are available. Because both the DB2 Analytics Accelerators are known to all the members of the data sharing group, if one member of the data sharing group fails, the surviving DB2 subsystem (data sharing group member) is not influenced by the outage of the failing member and picks up the query request. The eligible queries are automatically routed to the appropriate DB2 Analytics Accelerator instance.

    15.2  Implementing disaster recovery with DB2 Analytics Accelerator

    This section describes the basic operations required to implement disaster recovery functionality in a DB2 Data Sharing environment with at least two IBM DB2 Analytics Accelerator instances in an active-active mode. It does not discuss the detection of site failures or the integration of compensating scripts into System z failover mechanisms. It assumes that two different data sharing members, which are normally located on different sites, have symmetrical access to two independent accelerator instances as shown in Figure 15-2.
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    Figure 15-2   Network configuration

    Networking is configured so that each data sharing group member has TCP/IP-based access to both of the accelerators. Both accelerators are registered to the data sharing group though the ACCEL_ADD_ACCELERATOR stored procedure. This means that DB2 is aware of their existence and can make use of them independently when required. DB2 also keeps track which of the tables within the data sharing group are known to which of the accelerators.

    A failure of an accelerator can be compensated for by DB2 based on the setting of the CURRENT QUERY ACCELERATION special register, where ENABLE WITH FAILBACK as a value enables DB2 to take over in case of accelerator failures. If this is set to ALL, for example, DB2 will recognize the unavailability of an accelerator and will execute the queries by itself without the support of an IBM DB2 Analytics Accelerator. Although this implies reduced performance for the executed workloads, it is an efficient way to compensate for the temporary unavailability of acceleration while acceleration is delegated from a failing accelerator to a backup accelerator.

    Both IBM DB2 Analytics Accelerator instances are normally used in active-active mode for the standard operational environment, hosting distinct sets of tables and utilizing their capacity and processing power. Note that there are no strictly assigned roles of “primary” and “backup” accelerators; the accelerator in site A can compensate a failure of site B and vice versa. 

    15.2.1  Table acceleration states

    Although a specific DB2 table can be registered and loaded into multiple accelerators, it may only be “enabled for acceleration” on one of the accelerators. A query, which touches multiple tables, can only be accelerated if all of the tables are enabled for acceleration on the same IBM DB2 Analytics Accelerator. Each table can therefore have four states that are relevant from a disaster recovery perspective:

    A	Not considered for acceleration (not even registered to an accelerator)

    B	Registered to the accelerator, but not yet loaded with DB2 data

    C	Registered and loaded with DB2 data, but not yet enabled for acceleration

    D	Registered, loaded, and enabled for acceleration

    Table 15-1 lists examples of tables and acceleration states.

    Table 15-1   Example tables and acceleration states

    
      
        	
          Table

        
        	
          Accelerator in site A	

        
        	
          Accelerator in site B	

        
      

      
        	
          CUSTOMER

        
        	
          D) Registered, loaded and enabled	

        
        	
          C) Registered and loaded

        
      

      
        	
          PRODUCT 

        
        	
          A) Not considered for accel

        
        	
          D) Registered, loaded, and enabled

        
      

      
        	
          ORDER

        
        	
          D) Registered, loaded, and enabled	

        
        	
          B) Registered

        
      

    

    Based on Table 15-1, a query that touches only the CUSTOMER, only the ORDER table, or both tables together without the PRODUCT table, can be accelerated because both tables are registered, loaded, and enabled on the same accelerator on site A. 

    A query that only touches the PRODUCT table can be accelerated as well; it will be routed to the accelerator on site B. A query that touches PRODUCT and ORDER cannot be accelerated because these tables are not enabled on the same accelerator.

    This requires that all tables of a specific workload are enabled on the same accelerator. You might assign different workloads to dedicated accelerators using this mechanism. In that case it does not matter to which DB2 data sharing group member a query is sent, because it will be routed to the accelerator that has all required tables enabled.

    15.2.2  Failover scenarios

    Depending on the needs of RPO1 and RTO2, you can choose one of the three failover scenarios discussed in this section. Even while DB2 achieves an RPO and RTO of zero when a data sharing member goes out of commission along with the DB2 Analytics Accelerator connected to it, you might need to consider the RTO for the accelerator, which depends on the failover scenario used in your environment. 

    The RTO of the accelerator impacts only the query acceleration, and you might have to choose the appropriate failover scenario based on your acceleration needs, as listed here: 

    •Tables need to be available for acceleration as fast as possible.

    While the tables remain accessible for DB2 all the time, the availability of acceleration for tables (smallest RTO scenario) might be interrupted for some seconds. Data of the table within the backup accelerator might be older than the data on the failing accelerator, so this scenario has a potentially higher RPO.

    •Tables might be unavailable for acceleration for a limited amount of time, but need to be accelerated in exactly the same way as before as soon as they come online again. 

    This implies that a higher RTO for acceleration is acceptable, thus reducing the cost of maintenance for data currency. It also implies that the RPO is minimized by loading the most recent data into the backup accelerator.

    •Tables may remain offline until the primary site is available again.

    Scenario 1

    The RTO is mainly influenced by the time that it takes to load data from DB2 into the accelerator on the backup site. To achieve the shortest RTO, the time for a load can be completely eliminated by always having the table registered and loaded to both of the accelerators, but only enabled on one of the sites. 

    In the case of a failover, the only operation that has to be performed is to disable the acceleration for the failing site and to enable the acceleration on the backup site. This can be achieved by two simple DB2 stored procedure calls, as demonstrated in 15.2.3, “Automation of failover scenarios” on page 389. 

    The disadvantage is that data has to be maintained in two accelerators. If you update the tables within the accelerator of site A, you also have to update them on site B, which increases the costs of maintenance; that is, the costs of additional UNLOAD executions.

    If the data is updated less frequently on one of the sites, you increase the RPO because accelerated queries will scan potentially older data. In Table 15-1 on page 385, the CUSTOMER table is configured in this way. If there is an outage of the accelerator in site A, the enablement for acceleration has to be disabled on site A and switched on for the second accelerator on site B without needing any further data loads. 

    Figure 15-3 on page 387 also illustrates this scenario for the data sharing configuration, which is discussed in15.1, “Data sharing configurations with DB2 Analytics Accelerator” on page 382.
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    Figure 15-3   Tables registered/loaded on both accelerators - queries run on IDAA2 with reduced performance

    Scenario 2

    If you deal with small tables, or if it is feasible to operate a limited amount of time without acceleration for a given workload (that is, a higher RTO is acceptable), it might be enough to have the tables only registered on the backup site. Registering a table to the accelerator only creates the definitions of the table (column layout, distribution, and clustering information) on the accelerator but no data is loaded into the accelerator yet and therefore also does not need to be maintained. When executing the failover scenario, you then have to load the DB2 data from a surviving data sharing group member into the accelerator of the backup site, disable the tables on the failing accelerator, and then enable them for acceleration on the surviving IBM DB2 Analytics Accelerator. 

    If the failing site and its accelerator are really unavailable, the RTO for acceleration is defined by the time it takes until the load operations are finished. If you execute a planned outage, the tables only become unavailable for the brief period in which the enablement for acceleration is moved from one accelerator to the other accelerator after the load, which can be compared to the offline time of the first option. In Table 15-1 on page 385, the ORDER table is configured in this way. This scenario has the benefit that the RPO is kept as good as possible because “fresh” data is loaded into the backup accelerator prior to switching over.

    Figure 15-4 also illustrates this scenario for the data sharing configuration in 15.1, “Data sharing configurations with DB2 Analytics Accelerator” on page 382. The applications, App1, App2, and App3 is not accelerated for the duration of the load operation.
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    Figure 15-4   Load process after disaster - App1, App2, and App3 unavailable during load

    After the load of all tables pertaining to App1, App2, and App3 is completed, then all the complex queries can be accelerated again by routing them to IBM DB2 Analytics Accelerator instance2; see Figure 15-5 on page 389.
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    Figure 15-5   All queries run from surviving data sharing member on IDAA2 with reduced performance

    Scenario 3

    Finally, you have the third option of ignoring specific sets of tables in the case of a failure. This might be interesting to reduce the RTO by not enabling the data of test tables or other temporary unnecessary workloads. However, we do not discuss this option in further detail because this is what happens in the default implementation anyway. Instead, we continue to focus in more detail on the automation of recovery for the other two options.

    15.2.3  Automation of failover scenarios

    This section describes the automation steps needed to transfer the responsibility of acceleration from site A (in the sample code called “source accelerator”) to site B (in the sample code called “target accelerator”) as quickly as possible. The automation is based on the access to the SYSACCEL.SYSACCELERATEDTABLES table and calls to the following stored procedures:

    •SYSPROC.ACCEL_SET_TABLES_ACCELERATION

    •SYSPROC.ACCEL_LOAD_TABLES

    This implies that you still have access to one of the members in the DB2 data sharing group, and that the credentials that are used are associated with the required permissions in DB2 to read the table and call the stored procedures. Also illustrated are possible automation implementations using Java and JDBC.

    Both stored procedures receive a “table set” as an input parameter. The table set is a small XML document that lists multiple tables and their schema name, grouped by a containing XML node. Generating this XML document as a single string is easy, because a list of table names and their schema is provided as input. Figure 15-6 shows the input and output of code that converts this information into XML. The figure shows a list of three elements, where each element consists of a table name and schema/creator.
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    Figure 15-6   The XML conversion: input and output

    The output XML for this list looks like the text shown in Example 15-1.

    Example 15-1   XML output
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    <?xml version="1.0" encoding="UTF-8" ?>

    <aqttables:tableSet 

         xmlns:aqttables="http://www.ibm.com/xmlns/prod/dwa/2011" version="1.0">

         <table name="PRODUCT" schema="RETAIL"/>

         <table name="ORDER" schema="RETAIL"/> 

         <table name="CUSTOMER" schema="BASE"/>

    </aqttables:tableSet>
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    The helper method in Example 15-2 is used within the examples for automation to perform exactly this transformation from list to XML text:

    Example 15-2   XML text 
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    /**

     * Creates an XML string which contains table definitions.

     * 

     * This method is used to convert a list from tablename/schema string 

     * pairs into a XML text that wraps these table information. The stored

     * procedure calls require the list of tables to be specified as such 

     * a XML string for input. The table XML nodes are wrapped into a 

     * container XML node where the node name depends on the executed 

     * scenario. Therefore, the container node name is passed in as first

     * and the list of tablename/schema string pairs as second parameter.

     * 

     * @param tableSetSpecName The name of the container node

     * @param tables The list of tablename/schema string pairs

     * @return A string that contains the XML text

     */

    private String formatTableSet( String tableSetSpecName, List<String[]> tables ) {

        StringBuffer tableSet = new StringBuffer();

     

        // write the header

        tableSet.append( "<?xml version=\"1.0\" encoding=\"UTF-8\" ?>" );

        tableSet.append( System.getProperty( "line.separator" ) );

        

        // create the container node

        tableSet.append( "<aqttables:" );

        tableSet.append( tableSetSpecName );

        tableSet.append( " xmlns:aqttables=\"http://www.ibm.com/xmlns/prod/dwa/2011\" version=\"1.0\">" );

        tableSet.append( System.getProperty("line.separator") );

        

        // create one <table name="myTable" schema="creator"/> node for each list element 

        for ( String[] schemaTablePair : tables ) {

            tableSet.append( "    <table name=\"" );

            tableSet.append( schemaTablePair[0] );

            tableSet.append( "\" schema=\"" );

            tableSet.append( schemaTablePair[1] );

            tableSet.append( "\"/>" );

            tableSet.append( System.getProperty( "line.separator" ) );

        }

        

        // close the container node

        tableSet.append( "</aqttables:" );

        tableSet.append( tableSetSpecName );

        tableSet.append( ">" );

        

        return tableSet.toString();

    }
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    Also notice that the helper method receives the name of the containing XML node as an input parameter. The three different stored procedures define their own name for the container node. The content (the table nodes) is the same for all three procedures.

    Scenario 1: Tables are registered and loaded on backup accelerator

    If the tables are already registered and loaded on both accelerators, we only have to disable the acceleration of the tables on the source accelerator (on the failing site) and enable the acceleration on the target accelerator (the backup site). But we first have to figure out which of the tables fulfill these criteria.

    By querying the table SYSACCEL.SYSACCELERATEDTABLES, we obtain a list of all tables that are defined for the accelerators. These tables have an ENABLE column that shows the table is actually enabled for a specific accelerator; a column ACCELERATORNAME that defines on which accelerator the table is defined; and a column REFRESH_TIME that specifies the time of the last load of the table into an accelerator. A refresh time of '0001-01-01 00:00:00.0' indicates that the table was registered to the accelerator but never loaded yet. 

    Together with these columns, we obtain the table name and schema (creator column) and therefore can search for all tables with these characteristics: 

    •They exist on the source and the target accelerators.

    •They are enabled on the source accelerator.

    •They are loaded (refresh time set) on the target accelerator.

    Figure 15-7 shows the required steps to find the correct tables and move their enablement flag from the source accelerator to the target accelerator.
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    Figure 15-7   Finding the candidate tables

    The Java method shown in Example 15-3 executes this query and generates a list for the matching tables.

    Example 15-3   Java method sample
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    /**

     * Moves the enablement of tables from one accelerator to the recovery side.

     * 

     * This method searches for all tables on the source accelerator that are enabled

     * and which also exist in a loaded but disabled state on the target accelerator

     * and disables them on the source and enables them on the target accelerator.

     * 

     * @param connection A database connection to one of the DSG members

     * @param sourceAccelerator The name of the failing accelerator

     * @param targetAccelerator The name of the backup accelerator

     * @throws SQLException Thrown on all SQL errors

     */

    public void failoverPreLoadedTables( 	Connection connection, String sourceAccelerator, 

    String targetAccelerator ) throws SQLException {

        ArrayList<String[]> tableNames = new ArrayList<String[]>();

        PreparedStatement   stmtQuery  = null;

        ResultSet           rs         = null;

        

        try {

            // find all tables which are enabled on the source side and loaded

            // but disabled on the target accelerator side...

            stmtQuery = connection.prepareStatement(

                "SELECT SRC.NAME, SRC.CREATOR "                                          +

                "  FROM SYSACCEL.SYSACCELERATEDTABLES SRC INNER JOIN "                   + 

                "       SYSACCEL.SYSACCELERATEDTABLES TGT ON SRC.CREATOR = TGT.CREATOR " +

                "                                        AND SRC.NAME = TGT.NAME "       +

                " WHERE SRC.ACCELERATORNAME = ? "                                        +

                "   AND SRC.ENABLE = 'Y' "                                               + 

                "   AND TGT.ACCELERATORNAME = ? "                                        + 

                "   AND TGT.REFRESH_TIME <> '0001-01-01 00:00:00.0' "                    +

                "   AND TGT.ENABLE ='N'"                                                );

            

            stmtQuery.setString( 1, sourceAccelerator );

            stmtQuery.setString( 2, targetAccelerator );

     

            // add the table names to the list

            rs = stmtQuery.executeQuery();

            while ( rs.next() == true ) {

                // first element of a list entry is the table name, the second the schema

                tableNames.add( new String[] { rs.getString( 1 ), rs.getString( 2 ) } );

            }

     

            if ( tableNames.size() > 0 ) {

                // switch off flag on source and switch on enable flag on target side

                moveEnablement( 	connection,  

                                sourceAccelerator,

                                targetAccelerator, tableNames );

                

                // store which tables were altered in this step to allow reversal                    

                movedTables.addAll( tableNames );

            }

        }

        finally {

            // close the used resultset and statement

            if ( rs != null ) {

                rs.close();

            }

            

            if ( stmtQuery != null ) {

                stmtQuery.close();

            }

        } 

    }
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    A variant of this sample implementation could also verify that the data is not only loaded on the target accelerator, but also that it is still recent enough to meet RPO criteria by changing the TGT.REFRESH_TIME <> '0001-01-01 00:00:00.0' predicate with one that checks against a specific date in the past (that is, CURRENT TIMESTAMP - TIMESPAN).

    This sample also uses another helper (moveEnablement) method that is required for all failover scenarios. It performs the operation that disables the acceleration for a list of tables on the source accelerator and enables it on the target accelerator. This is done by calling the stored procedure ACCEL_SET_TABLES_ACCELERATION; see Example 15-4.

    Example 15-4   Disabling tables on source and enabling on target accelerator
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    /**

     * Sets the ENABLE column flag to 'N' on source and 'Y' on target side.

     * 

     * This helper is used as soon as a table is available and loaded on source and 

     * target side and where the ENABLE column is 'Y' on the source and 'N' on the 

     * target side. It calls the stored procedure <code>

     * SYSPROC.ACCEL_SET_TABLES_ACCELERATION</code> to first switch off the flag 

     * for all tables on the source and then on for the same tables on the target 

     * side.

     * 

     * @param connection A database connection to one of the DSG members

     * @param sourceAccelerator The name of the failing accelerator

     * @param targetAccelerator The name of the backup accelerator

     * @param tableNames List of tablename/schema string pairs

     * @throws SQLException Thrown on all SQL errors

     */

    private void moveEnablement( 	Connection connection, String sourceAccelerator, 

    String targetAccelerator, List<String[]> tableNames ) throws SQLException {

        CallableStatement stmtCall = null;

        

        try {

            if ( tableNames.size() > 0 ) {

         // convert list to XML

                String tableSet = formatTableSet( "tableSet", tableNames ); 

     

                // prepare the call to the SP to disable all tables from the list

                stmtCall = connection.prepareCall( 

                           "CALL SYSPROC.ACCEL_SET_TABLES_ACCELERATION( ?, ?, ?, ? )" );

                stmtCall.setString( 1, sourceAccelerator );      // the accelerator name

                stmtCall.setString( 2, "OFF" );                  // ON or OFF

                stmtCall.setString( 3, tableSet );               // tableSet XML

                stmtCall.registerOutParameter( 4, Types.CLOB );  // message output 

                stmtCall.executeUpdate();

     

                // ensure that the output message says that everything went well

                if ( stmtCall.getString( 4 ).indexOf( 

                     "reason-code=\"AQT10000I\"" ) == -1 ) {

                    throw new SQLException( 

                             "Error when setting the ENABLED flag (on source) to NO: " + 

                             stmtCall.getString( 4 ) );

                }

                

                // call the same stored procedure to enable all tables on target side

                stmtCall.setString( 1, targetAccelerator );

                stmtCall.setString( 2, "ON" );

                stmtCall.execute();

                

                // ensure that the output message says that everything went well

                if ( stmtCall.getString( 4 ).indexOf( 

                     "reason-code=\"AQT10000I\"" ) == -1 ) {

                    throw new SQLException( 

                              "Error when setting the ENABLED flag (on target) to YES: " + 

                              stmtCall.getString( 4 ) );

                }

            }

        }

        finally {

            if ( stmtCall != null ) {

                stmtCall.close();

            }

        } 

    }
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    As shown in this example, a single call to the stored procedure disables or enables a complete set of tables for a specific accelerator, rather than changing the state of individual tables.

    Scenario 2: Tables are registered but not loaded yet

    Scenario 2 assumes that we have the table registered on both accelerators. On the source accelerator, the table is enabled and loaded. On the target accelerator, the table is only registered but was never loaded. A query against the SYSACCELERATEDTABLES then has to find all tables that have the following characteristics: 

    •They exist on both accelerators.

    •They are enabled on the source accelerator.

    •They have '0001-01-01 00:00:00.0' as the refresh time on the target accelerator.

    For all of these tables we have to call an additional stored procedure (SYSPROC.ACCEL_LOAD_TABLES) to load the data on the target accelerator side.

    Note that this could be done within a single stored procedure call that receives the table set for the LOAD operation. Although that is a valid option, it increases the RTO because all loads of all tables are done within the same transactional scope. This means that the loaded data only becomes available for query execution applications after the last of the tables is loaded. 

    To reduce the RTO as much as possible, we load and enable table by table at the cost of more stored procedure invocations, using the assumption that the DB2 source data remains stable and unchanged across the LOAD calls. After each LOAD, we move the enablement flag from the source to the target accelerator; see Figure 15-8 on page 396.
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    Figure 15-8   Process for different tables enabled on the two accelerators

    Implemented as a Java method, the process looks as shown in Example 15-5.

    Example 15-5   Java method for finding registered but not loaded tables
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    /**

     * Finds all regist. but still not loaded tables to be enabled on backup side.

     *

     * This method searches for tables which are loaded and enabled on the source

     * accelerator side but which are only registered and still not loaded on the target

     * accelerator side. It then triggers the load of these tables on the target

     * accelerator side, disables the acceleration of the tables on the source side

     * and enables the freshly loaded tables on the target side.

     *

     * @param connection A database connection to one of the DSG members

     * @param sourceAccelerator The name of the failing accelerator

     * @param targetAccelerator The name of the backup accelerator

     * @throws SQLException Thrown on all SQL errors

     */

    public void failoverUnloadedTables( Connection connection,

                                        String sourceAccelerator,

                                        String targetAccelerator ) throws SQLException {

        ArrayList<String[]> tableNames = new ArrayList<String[]>();

        PreparedStatement   stmtQuery  = null;

        ResultSet           rs         = null;

     

        try {

            // search for tables that are created but not loaded on the target

            // accelerator and that are enabled on the source accelerator side

            stmtQuery = connection.prepareStatement(

                "SELECT SRC.NAME, SRC.CREATOR "                                          +

                "  FROM SYSACCEL.SYSACCELERATEDTABLES SRC INNER JOIN "                   +

                "       SYSACCEL.SYSACCELERATEDTABLES TGT ON SRC.CREATOR = TGT.CREATOR " +

                "                                        AND SRC.NAME = TGT.NAME "       +

                " WHERE SRC.ACCELERATORNAME = ? "                                        +

                "   AND SRC.ENABLE = 'Y' "                                               +

                "   AND TGT.ACCELERATORNAME = ? "                                        +

                "   AND TGT.REFRESH_TIME = '0001-01-01 00:00:00.0' "                    );

     

            stmtQuery.setString( 1, sourceAccelerator );

            stmtQuery.setString( 2, targetAccelerator );

     

            // add the table names to the list

            rs = stmtQuery.executeQuery();

            while ( rs.next() == true ) {

                tableNames.add( new String[] { rs.getString( 1 ), rs.getString( 2 ) } );

            }

        }

        finally {

            // close the result set and statement object

            if ( rs != null ) {

                rs.close();

            }

     

            // close the callable statement

            if ( stmtQuery != null ) {

                stmtQuery.close();

            }

        }

     

        // load and enable the tables

        for ( String[] singleTableDefinition : tableNames ) {

            ArrayList<String[]> singleTableList = new ArrayList<String[]>( 1 );

     

            singleTableList.add( singleTableDefinition );

     

            // load the tables with a single SP call

            loadTables( connection, targetAccelerator, singleTableList );

     

            // disable the table acceleration on source and enable it on target side

            moveEnablement( connection,

                            sourceAccelerator, targetAccelerator,

                            singleTableList                      );

        }

     

        // store which tables were altered in this step for reversal of operation

        movedTables.addAll( tableNames );

    }
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    Again, this method is only responsible for executing the query and compiling the list of tables that have to be loaded and later enabled. It later creates “single table” lists for each of the tables to trigger the load and enablement separately. 

    As previously discussed, an alternative approach with potentially higher RTO would simply pass the list tableNames directly into loadTables and moveEnablement instead. This would first load all tables and then move the enablement of all tables at once.

    The call of the stored procedure to perform the actual load operation is moved into a helper method loadTables that is called right before the known code to move the enablement; see Example 15-6.

    Example 15-6   Loading tables
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    /**

     * Loads the specified tables on the target accelerator.

     *

     * The method receives a list of tables which were registered but still not loaded

     * with data on the target accelerator side and calls the <code> 

     * SYSPROC.ACCEL_LOAD_TABLES</code> stored procedure to load their data from 

     * DB2 into the target accelerator.

     *

     * @param connection A database connection to one of the DSG members

     * @param targetAccelerator The name of the backup accelerator

     * @param tableNames The list of tablename/schema pairs giving the tables to load

     * @throws SQLException Thrown on all SQL errors

     */

    private void loadTables( Connection connection, String targetAccelerator, 

      List<String[]> tableNames ) throws SQLException {

        CallableStatement stmtCall = null;

     

        try {

            if ( tableNames.size() > 0 ) {

                // convert the list into a XML string

                String tableSetForLoad = formatTableSet( "tableSetForLoad", tableNames );

     

                // call the stored procedure

                stmtCall = connection.prepareCall( 

                           "CALL SYSPROC.ACCEL_LOAD_TABLES( ?, ?, ?, ? )" );

                stmtCall.setString( 1, targetAccelerator );      // accelerator name

                stmtCall.setString( 2, "NONE" );                 // lock mode

                stmtCall.setString( 3, tableSetForLoad );        // tableSetForLoad XML

                stmtCall.registerOutParameter( 4, Types.CLOB );  // output message 

                stmtCall.execute();

     

                // ensure that the stored procedure execution went well

                if ( stmtCall.getString( 4 ).indexOf( 

                     "reason-code=\"AQT10000I\"" ) == -1 ) {

                    throw new SQLException( 

                          "Error when loading the tables on target accelerator: " + 

                          stmtCall.getString( 4 ) );

                }

            }

        }

        finally {

            // close the call statement object

            if ( stmtCall != null ) {

                stmtCall.close();

            }

        }

    }
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    ACCEL_LOAD_TABLES receives the lock mode as a second parameter that allows establishing a shared lock across all tables, the currently unloaded table, the currently unloaded table partition, or nothing. The example implementation assumes that it is secure to unload the data from DB2 without establishing a lock.

    Reversing the failover

    Notice, in the three failover methods, that we stored the list of tables that were handled there in a central array with the name “movedTables.” This array can later be used to reverse the operations again.

    In this example implementation we only stored the names and schema information of the tables that were moved to the backup accelerator, but we no longer know if we actually had to perform a REGISTER or LOAD operation prior to enabling them. This could easily be enhanced with the information about the performed operation.

    For this example implementation, it would now be enough to call the moveEnablement method with this list again and then swap the source accelerator name with the target accelerator name. This would leave the tables on the backup accelerator existing and loaded (even if they were not before), but disabled there for acceleration again and enabled for acceleration on the primary accelerator.

    15.2.4  Considerations for the order of the scenarios

    For a real failover scenario you might want to execute the three scenarios exactly in the order previously described; see Figure 15-9 on page 400.
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    Figure 15-9   Standard sequence of scenarios

    The first scenario is executed quickly because it does not have to load any table data on the backup accelerator and makes the tables (and the corresponding workload) available as soon as possible again. Having the other scenario follow makes the remaining tables available for acceleration as soon as possible again after the load operations.

    For a planned maintenance scenario, you might want to alter the scenario execution slightly to limit the time of outage; see Figure 15-10 on page 401. You would want to execute the second scenario as it is described, followed by the first scenario. This ensures that all data is loaded on the backup accelerator and that the enablement can be switched for all tables in a single stored procedure call. 

    If you retain the original order of scenarios, you might first move the enablement of a few tables from the primary accelerator to the backup accelerator where the data is already loaded for these tables. Only then you start to load the data for the remaining tables before you can move the enablement for these remaining tables too. 

    During this load time, you might encounter a situation where some queries can no longer be accelerated because some touched tables are already enabled on the backup accelerator while other tables are still enabled on the primary accelerator.
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    Figure 15-10   Maintenance scenario

    The difference in this order would allow you to keep the tables available for acceleration on the accelerator of site A during the time of the load. Only after all tables are loaded, you move the enablement for acceleration to the accelerator of site B, having the shortest possible RTO.

     

    

    1 Recovery Point Objective (how large the difference between the status on the failing site and the surviving site can be)

    2 Recovery Time Objective (how much time is allowed for the process of recovery)
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Appendixes
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Recommended maintenance

    With a new program product like DB2 Analytics Accelerator reaching general availability, the maintenance stream becomes extremely important. Functional prerequisites, feedback from early users, and development of additional functions cause a flux of APARs that enrich and improve the product code.

    In this appendix, we look at recent maintenance for DB2 Analytics Accelerator as generated by:

    •OMEGAMON/PE APARs

    •DB2 9 and DB2 10 for z/OS APARs

    These lists of APARs represent a snapshot of the current maintenance at the time of writing. As such, the list becomes incomplete or even incorrect at the time of reading. Make sure that you contact your IBM Service Representative to obtain for the most current maintenance at the time of your installation. Also check IBM RETAIN for the applicability of these APARs to your environment, and to verify prerequisites and post-requisites.

    Use the Consolidated Service Test (CST) as the base for service as described at the following website:

    http://www.ibm.com/systems/z/os/zos/support/servicetest/ 

    Also at the time of writing, the current quarterly RSU is CST 2Q12 (RSU1206), dated 2 July 2012 for DB2 9 and DB2 10. It contains all service through the end of March 2012 not already marked RSU, PE resolution, and HIPER/Security/Integrity/Pervasive PTFs, and their associated requisites and supersedes through the end of June. It is described at this website:

    http://www.ibm.com/systems/resources/RSU1206.pdf 

    The additional keyword IDAAV2R1/K can be used to identify the Query Accelerato-related maintenance.

    OMEGAMON/PE APARs

    Table A-1 lists the APARs providing enhancements to IBM Tivoli OMEGAMON XE for DB2 PE on z/OS V5.1.0, PID 5655-W37, for DB2 Analytics Accelerator support.

    This list is not and cannot be exhaustive; check RETAIN and the DB2 tools website for more comprehensive information.

    A starting point is at http://www.ibm.com/support/docview.wss?uid=swg1PM49684

    Table A-1   OMEGAMON PE DB2 Analytics Accelerator-related APARs

    
      
        	
          APAR #

        
        	
          Area 

        
        	
          Text

        
        	
          PTF and notes

        
      

      
        	
          II14642

        
        	
          Information

        
        	
          Known issues and tips for batch reporter 

        
        	
           

        
      

      
        	
          PM49684

        
        	
          Batch reporting

        
        	
          Accounting, statistics, and record trace for the DB2 Analytics Accelerator

        
        	
          UK75097

        
      

      
        	
          PM55637

        
        	
          Batch reporting

        
        	
          Statistics report block modifications for the DB2 Analytics Accelerator and DB2 10

        
        	
          UK77225

        
      

      
        	
          PM62919

        
        	
          Batch reporting

        
        	
          For query parallelism data TRACE, invalid data is reported and in REPORT, the data block is missing.

        
        	
          UK78541

        
      

      
        	
          PM67047

        
        	
          Batch reporting

           

        
        	
          TIME FIELDs values on the IDAA panels in PEClient are too big 

        
        	
          OPEN

        
      

    

    DB2 9 and DB2 10 for z/OS APARs 

    Table A-2 lists the current APARs, at the time of writing, that provide functional or corrective enhancements to DB2 9 and DB2 10 for z/OS for DB2 Analytics Accelerator support.

    This list is not and cannot be exhaustive; check the readme file and RETAIN for more comprehensive information.

    Table A-2   DB2 9 and DB2 10 function APARs related to DB2 Analytics Accelerator support

    
      
        	
          APAR #

        
        	
          DB2 Version or IDAA

        
        	
          Text

        
        	
          PTF and notes

        
      

      
        	
          PM40117

        
        	
          DB2 9 

        
        	
          New function (part 1)

        
        	
          UK71068

        
      

      
        	
          PM45145

        
        	
          DB2 9

        
        	
          New function (completion for PM40117part 1)

        
        	
          UK71068

        
      

      
        	
          PM45482

        
        	
          DB2 9

        
        	
          New function (completion for PM40117part 1)

          New subsystem parameters ACCEL_LEVEL and QUERY_ACCELERATION to enable the new support for DB2 Analytics Accelerator.

        
        	
          UK73661		

        
      

      
        	
          PM45483

        
        	
          DB2 9

        
        	
          New function (completion for PM40117part 2).

          Use of accelerator services can be disabled by not utilizing the CURRENT QUERY ACCELERATION special register in the application, or through the QUERY_ACCELERATION configuration parameter at the remote site DB2 for z/OS server.

        
        	
          UK73647		

        
      

      
        	
          PM48429

        
        	
          DB2 9

        
        	
          ABEND0C4 RC00000038 in DSNLILLM .DSNLIENO +047C OFFSET047C for an Accelerator with an authentication token greater than 128 BYTE

        
        	
          UK72392		

        
      

      
        	
          PM50253

        
        	
          IDAA

        
        	
          IBM DB2 Analytics Accelerator for z/OS GA UPDATE#1

        
        	
          UK73729 

        
      

      
        	
          PM50434

        
        	
          DB2 10

        
        	
          New function (part 1)

        
        	
          UK76103

        
      

      
        	
          PM50435

        
        	
          DB2 10

        
        	
           New function (part 2)

        
        	
          UK76104	

        
      

      
        	
          PM50436

        
        	
          DB2 10 

        
        	
          New function (part 3)

        
        	
          UK76105

        
      

      
        	
          PM50437

        
        	
          DB2 10

        
        	
          New function (part 4)

        
        	
          UK76106

        
      

      
        	
          PM50764

        
        	
          DB2 9 

        
        	
          New function (completion for PM40117part 3)

        
        	
          UK73661

        
      

      
        	
          PM51075

        
        	
          DB2 9

        
        	
          New function (completion for PM40117part 4)

        
        	
          UK73647

        
      

      
        	
          PM51150

        
        	
          DB2 9 

        
        	
          New function

        
        	
          UK75330

        
      

      
        	
          PM51918

        
        	
          DB2 10 

        
        	
          New function (part 5)

        
        	
          UK76107	

        
      

      
        	
          PM52335

        
        	
          IDAA

        
        	
          IBM DB2 Analytics Accelerator for z/OS GA UPDATE #2

        
        	
          UK75994 

        
      

      
        	
          PM53634

        
        	
          DB2 9

        
        	
          New function

        
        	
          UK76161		

        
      

      
        	
          PM54508

        
        	
          DB2 9

        
        	
          New function

        
        	
          UK76160

        
      

      
        	
          PM55646

        
        	
          IDAA

        
        	
          MSG AQT10123I when adding table to Accelerator

        
        	
          UK75648

        
      

      
        	
          PM56492

        
        	
          DB2 9

        
        	
          ABEND04E RC00D3440B from DSNLXROP:0068 for stored procedure going outbound to remote server

        
        	
          UK76157		

        
      

      
        	
          PM57643

        
        	
          DB2 9 and 10

        
        	
          ABEND0C4 from DSNLXRSQ 

        
        	
          UK77398/9

        
      

      
        	
          PM57960

        
        	
          IDAA

        
        	
          IBM DB2 Analytics Accelerator for z/OS GA UPDATE #3

          Use of UNLOAD Utility with INTERNAL format for ACCEL_LOAD_TABLES  

          - Support of LONG VARCHAR, LONG VARGRAPHIC types in tables created prior to DB2 8  

          - Support of tables using EDIT PROCEDURES  

          - Limited support of mbcs string columns and graphic columns that are not encoded in UNICODE  

          - Support of CDC if installed on Netezza host 

        
        	
          UK78362

        
      

      
        	
          PM58224

        
        	
          DB2 9

        
        	
          ABND=0C4-00000010, LOC=DSNLZGLM.DSNLZRCD+4386 (or +4496) during fetch from remote DB2/LUW server

        
        	
          UK76989

        
      

      
        	
          PM58732

        
        	
          DB2 9 and 10 

        
        	
          SQLCODE901 issued if query qualifies for offloading and it contains common table expression (CTE)

        
        	
          UK77857/8

        
      

      
        	
          PM60626

        
        	
          IDAA

        
        	
          IDAA Catalog migration possible in both directions 

        
        	
          UK77744

        
      

      
        	
          PM60820

        
        	
          DB2 10

        
        	
          Message DSNT758I is issued on DISPLAY ACCEL(*) even when running under DB2 V10 NFM

        
        	
          UK78215

        
      

      
        	
          PM60921

        
        	
          DB2 10

        
        	
          EXPLAIN is disabled when CURRENT QUERY ACCELERATION = ENABLE or ENABLE WITH FAILBACK

        
        	
          OPEN

        
      

      
        	
          PM63022

        
        	
          DB2

        
        	
          A query appears to loop or hang when bound REOPT(AUTO) and register CURRENT QUERY ACCELERATION = ENABLE WITH FAILBACK 

        
        	
          UK78886

          also V9

        
      

      
        	
          PM64912

        
        	
          DB2

        
        	
          ECSA storage growth for EXCSQLSET parameter list and REPLY BUFFER when query is repeatedly PREPAREd

        
        	
          UK79589

          also V9

        
      

      
        	
          PM66388

        
        	
          DB2

        
        	
          SQLCODE -904 when offloading query to IDAA if GROUP BY clause items are different from SELECT list 

        
        	
          UK80822

        
      

      
        	
          PM66983

        
        	
          IDAA

        
        	
          SQLCODE901 system error from IBM DB2 ANALYTICS ACCELERATOR TOKEN58004 with outer join and complex view query

        
        	
          UK80823

        
      

      
        	
          PM70728

           

        
        	
          IDAA

           

        
        	
          DB2 queues with more than one parameter marker fail with SQLCODE -313 when offloaded to IDAA

        
        	
          OPEN
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Additional material

    This book refers to additional material that can be downloaded from the Internet as described in the following sections. 

    Locating the Web material

    The Web material associated with this book is available in softcopy on the Internet from the IBM Redbooks Web server. Point your Web browser at:

    ftp://www.redbooks.ibm.com/redbooks/SG248005

    Alternatively, you can go to the IBM Redbooks Web site at:

    ibm.com/redbooks

    Select the Additional materials and open the directory that corresponds with the IBM Redbooks form number, SG248005.

    Using the Web material

    The additional Web material that accompanies this book includes the following files:

    File name			                 Description 	

    Assessment_Results.zip			           Zipped PDF file with Boeblingen Center of Excellence                  assessment results

    GOReports.zip 		                 Zipped list of queries used in the scenario grouped by                  reports

    System requirements for downloading the Web material

    The Web material requires the following system configuration:

    Hard disk space:	100 MB minimum 

    Operating System:	Windows XP or 7 

    Processor:	Intel 386 or higher

    Memory:	16 MB 

    Downloading and extracting the Web material

    Create a subdirectory (folder) on your workstation, and extract the contents of the Web material .zip file into this folder.

     

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only. 

    •Complete Analytics with IBM DB2 Query Management Facility: Accelerating Well-Informed Decisions Across the Enterprise, SG24-8012

    •DB2 10 for z/OS Performance Topics, SG24-7492

    •DB2 9 for z/OS: Distributed Functions, SG24-6952

    •Enterprise Data Warehousing with DB2 9 for z/OS, SG24-7637

    •IBM Cognos Business Intelligence V10.1 Handbook, SG24-7912

    •Co-locating Transactional and Data Warehouse Workloads on System z, SG24-7726

    •IBM zEnterprise 196 Technical Guide, SG24-7833

    •Workload Management for DB2 Data Warehouse, REDP-3927

    •The Netezza Data Appliance Architecture: A Platform for High Performance Data Warehousing and Analytics, REDP-4725

    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Other publications

    These publications are also relevant as further information sources:

    •IBM DB2 Analytics Accelerator for z/OS, V2.1 Quick Start Guide, GH12-6957 

    •IBM DB2 Analytics Accelerator for z/OS Version 2.1 Installation Guide, SH12-6958

    •IBM DB2 Analytics Accelerator for z/OS Version 2.1 Stored Procedures Reference, SH12-6959

    •IBM DB2 Analytics Accelerator Studio Version 2.1 User's Guide, SH12-6960

    •DB2 10 for z/OS Administration Guide, SC19-2968

    •DB2 10 for z/OS Utility Guide and Reference, SC19-2984

    •DB2 10 for z/OS SQL Reference, SC19-2983

    •DB2 10 for z/OS Command Reference, SC19-2972

    •z/OS V1R12.0 MVS Initialization and Tuning Reference, SA22-7592

    •z/OS V1R11.0 JES2 Initialization and Tuning Guide, z/OS V1R10.0-V1R11.0, SA22-7532 

    •z/OS V1R12.0 MVS System Messages Vol 7 (IEB - IEE), SA22-7637

    •IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS Report Reference Version 5.1.0, SH12-6921

    Online resources

    These websites are also relevant as further information sources:

    •DB2 for z/OS Family

    http://www.ibm.com/software/data/db2/zos/family/

    •DB2 Analytics Accelerator for z/OS

    http://www.ibm.com/software/data/db2/zos/analytics-accelerator/

    •DB2 Analytics Accelerator documentation

    http://www.ibm.com/support/entry/portal/Documentation/Software/Information_Management/DB2_Analytics_Accelerator_for_z~OS

    •DB2 Analytics Accelerator installation prerequisites

    http://www.ibm.com/support/docview.wss?uid=swg27022331

    •IBM Netezza Data Warehouse Appliances

    http://www.ibm.com/software/data/netezza/

    •Rapid SAP NetWeaver BW ad hoc Reporting Supported by IBM DB2 Analytics Accelerator for z/OS

    http://www.sdn.sap.com/irj/sdn/db2?rid=/library/uuid/0098ea1f-35fe-2e10-efa9-b4795c49389c

    •IBM Smart Analytics Systems 9700

    http://www.ibm.com/software/data/infosphere/smart-analytics-system/9700

    •IBM Cognos 10.1.0 Business Intelligence Installation and Configuration Guide

    http://publib.boulder.ibm.com/infocenter/cbi/v10r1m0/index.jsp?topic=/com.ibm.swg.im.cognos.inst_cr_winux.10.1.0.doc/inst_cr_winux_id9008InstallingCognos8ServerComponentsin.html

    •z/OS V1R12.0 elements and features PDF files

    http://www.ibm.com/systems/z/os/zos/bkserv/r12pdf/

    •Network connections for IBM DB2 Analytics Accelerator 

    http://www.ibm.com/support/docview.wss?uid=swg27023654

    •Network requirements for System z

    https://www.ibm.com/support/docview.wss?uid=swg27024236

    •IBM Data Studio

    http://www.ibm.com/software/data/optim/data-studio/

    •System requirements for IBM Data Studio

    http://www.ibm.com/support/docview.wss?uid=swg27016018

    •IBM Tivoli OMEGAMON XE for DB2 Performance Expert on z/OS Support home page 

    http://www.ibm.com/support/entry/portal/Overview/Software/Tivoli/Tivoli_OMEGAMON_XE_for_DB2_on_z~OS

    •zEnterprise models and configurations can be found at

    http://www.ibm.com/systems/z/hardware/zenterprise/z196_specs.html

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services

  
    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

  
    Optimizing DB2 Queries with IBM DB2 Analytics Accelerator for z/OS

    Leverage your investment in IBM System z for data warehousing

Transparently accelerate DB2 complex queries

Implement highly available analytics 

    The IBM DB2 Analytics Accelerator Version 2.1 for IBM z/OS (also called DB2 Analytics Accelerator or Query Accelerator in this book and in DB2 for z/OS documentation) is a marriage of the IBM System z Quality of Service and Netezza technology to accelerate complex queries in a DB2 for z/OS highly secure and available environment. Superior performance and scalability with rapid appliance deployment provide an ideal solution for complex analysis. 

    This IBM Redbooks publication provides technical decision-makers with a broad understanding of the IBM DB2 Analytics Accelerator architecture and its exploitation by documenting the steps for the installation of this solution in an existing DB2 10 for z/OS environment.

    In the book we define a business analytics scenario, evaluate the potential benefits of the DB2 Analytics Accelerator appliance, describe the installation and integration steps with the DB2 environment, evaluate performance, and show the advantages to existing business intelligence processes.

    Back cover

    Acrobat bookmark 
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‘command was issued. ErrorCode = -4499, SQLState = 08001)
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Maximum queue wait time: 849 ms Mayimum number of queries in queue: 0

Average queue waittime: 69 ms

@ ShowSQL..] [ - Show Plan.. | (O Re-Run Query View: (Al Queries ] Show: By Start Time [Ren]
SOLTextlike:  type filter text W |

SQL Text UserID Start Time State ‘Queue Wait Time. Execution Time. Re *
WITH  “Sales territory_dimensionl1" AS  (SELECT COUNTRY_KEY... IDAA3 21/1224440PM  Successful 0seconds 320 seconds
WITH "Product linel3" AS  (SELECT PRODUCT LINE_CODE AS PROD... IDAAG 21/1224247PM  Successful Oseconds 1535 seconds
SELECT "Product line" PRODUCT_LINE_CODE AS "Product linekey’, .. IDAA3 218/1224200PM —Successhus 0seconds 138 seconds o
select count(’)from GOSLDW.SALES FACT  where SALE_TOTAL <>... IDAAL 21471224159 PM | Failed (57011) Oseconds 1321 seconds
SELECT "Product line" PRODUCT_LINE_CODE AS "Product linekey’, .. IDAA3 21141223937 PM ST 0seconds 128 seconds
WITH "Product linel6" AS  (SELECT PRODUCT_LINE_CODE AS PROD... IDAAG 21/1223004PM  Successful 0seconds 141 seconds L
SELECT "Product_line”. PRODUCT_LINE_CODE AS "Product_linekey’, "P... IDAA2 214/1223843PM  Successful 0seconds 963 seconds 1
WITH "Product linel6" AS  (SELECT PRODUCT_LINE_CODE AS PROD... IDAAG 21/1223400PM  Successful 0seconds 31 seconds
SELECT "Product line" PRODUCT_LINE_CODE AS "Product inekey’, P... IDARZ 214/1223300PM  Successful 0seconds 18 seconds
SELECT "Product line" PRODUCT_LINE_CODE AS "Product linekey, .. IDAA3 2101223120PM  Successful 0seconds 18 seconds

Select count(") from GOSLDW.SALES FACT  where SALE TOTAL .. IDAAL 2/14/122:2652PM  Failed (57011) 0 seconds 130 seconds

q i ] ’
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Select the whole table or partitions to be loaded from DB for 2/05 to the accelerator

=

Lockscopefor D2 ablswhieloadings

After the load, enable acceleration for disabled tables.

Parttioned By Column(s) DB2Size Schema
[ ACTIVE_INDICATOR _LOO - 14KB GORT
[ CONTACT - 03MB GORT
[=] COUNTRY - 7.9KB GORT
[=] GENDER_LOOKUP - 13KB GORT
[ RETAILER - 9.4KB GORT
[ RETAILER_ ACTIVITY - 69KB GORT
[ RETAILER SITE - 44KB GORT
[ RETAILER SITE_MB - 42KB GORT
[ RETAILER TYPE - 54KB GORT
[ SALES_TERRITORY - 2.8KB GORT

Note: This accelerator client must stay connected until the tables are fully loaded. This can take a
long time depending on the amount of data to load, for example several minutes or hous.
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(SELECT roductlne' PRODUCT LINE CODEAS "Broduct e, IDAAD — DA4/13 32408 P Successul Tseconds T seconds BiKE 30
SeLecT AR 214/123306PM  Successul 0seconds 17 seconds 1% 0
SELECT "Product line" PRODUCT_LINE_CODE AS "Product line... IDAR2  2/14/1230423PM  Successful Oseconds 245 seconds B8 1
SELECT COUNT(") IDAAL  2/14/122:59:53PM  Failed (57011) 0 seconds 1147 seconds 0B 0
SELECT COUNT(") IDAAL  2/14/12 2:59:25 PM (57011) 0 seconds 1174 seconds 0B 0
SELECT COUNT(") IDAAL  2/14/122:52:26PM  Failed (57011) 0 seconds 1483 seconds 0B 0
WITH  "Order_method_dimensionl" AS DAAS  2/14/1225018PM  Successful Oseconds 1605 seconds 2¢8 300 [
select count(*) from GOSLDW.SALES_FACT IDAAL  2/14/12247:27PM  Failed (57011) 0 seconds 1517 seconds 0B 0
WITH  “Sales_terory_dimensionl1" AS  (SELECT COU.. IDAR3  2/14/1224440PM  Successful Oseconds 320 seconds 71k8 w -
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o Multiple Errors occurred during "Updating list of accelerated tables for SIM03" action

Details:

Explanation:
“This error occurs when a test fails that was started by the
‘SYSPROCACCEL_TEST_CONNECTION stored procedure.
User actions:

Seethe output (value of the disgnostic_output parameter) of the
‘SYSPROCACCEL_TEST_CONNECTION stored procedure for details.

@ Sisied procedure sl ACCEL GET TABLES NG

Parameters:
Accelerator name: SIM03

AQT102071 - The 'SIM03 accelerator cannot be contacted over the network.
‘Additional diagnostic data: DRDATCPIPException: Connecting to the remote
host failed on message type 0x0000: Connection to: 9.152.147.81:1400" could
o be established. The connection was refused. No one s listening on the
remote address. Error codle (1128)

Help Chapter

Copyto Clipboard.

oK






OPS/images/problem_idaa_stopped_03.gif
o Error occurred during "Refresh Accelerator " action

Details:

@~ Stored procedure call "ACCEL_TEST_CONNECTION" Help Chapter
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@~ AQTL00751 - The "connect” test ailed.
Explanation:
This error occurs when a test ails that was stared by the
SYSPROCACCEL TEST_CONNECTION stored procedure.
User actions:

See the output (value of the disgnostic_output parameter) of the
‘SYSPROCACCEL_TEST_CONNECTION stored procedure for details.

Copyto Clipboard.

oK
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~ Tables (66 of 67 loaded / 66 of 67 enabled for acceleration)

Alter Keys. Remove Enable Acceleration || © Disable Acceleration Load.

Name like: ~ type filter text

Name Size Rows Acceleration  Last Load Distribution Key Skew Organizing Keys Organized B
£ RETURN_REASON_DIMENSION M8 5 Enabled 2/14/1212:02PM Random 0000
£ RETURNED_ITEMS_FACT 3MB 709 Enabled 2/14/1212:02PM Random 0000
£ SALES_FACT 350GB. 10295390060 Enabled 2/26/12 6:01PM SALES_ORDER KEY 0001 ORDER_DAY_KEY 97399 %
£ SALES_FACT_L 101 M8 3706332 Enabled 2/28/12 414 PM Random 0027
£ SALES_ORDER_DIMENSION 3MB 43065 Enabled 2/14/1212:02PM Random 0000
£ SALES_TARGET_FACT 3MB 40172 Enabled 3/2/12 1135 AM Random 0000
£ SALES_TERRITORY_DIMENSION 2M8 21 Enabled 2/26/123:45 PM Random 0000

5 SATISEACTION S1IRVEY NIMENISINN 1mR S Enahled 21141121900 oM Randam nonn
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Accelerator: IDAATF3 @ DWHDA12 Refresh:

Acceleration:  Started Stop Software version: 212.201201171546 ~ Transfer new ~ Apply other

Status: Online Netezza version: 6.05-0.F-1P-4.BId-20980 ~ Transfer files
Used space: 03TBof7.7TB. Credentials valid since: ~ 2/13/1211:08 AM Update
Active queries: 1 Trace: DEFAULT / OFF ~ Configure ~ Save Clear

~ Tables (66 of 67 loaded / 66 of 67 enabled for acceleration)

Alter Keys. Enable Acceleration || O Disable Acceleration Load.

Name like:  type filter text | Y|
Name Size Acceleration ~ Last Load Distribution Key Skew Organizing Keys  Organized B
£ RETAILER ACTIVITY.| 3MB Enabled 2/14/1212:02 PM Random 0000
£ RETAILER DIMENSIC 3MB Enabled 2/26/12 345 PM Random 0880
£ RETURN_REASON_D! M8 5 Enabled 2/14/1212:02 PM Random 0000
£ RETURNED_ITEMS s 3MB 709 Enabled 2/14/1212:02 PM Random 0000
I SALES_FACT 346GB 10295390060 Enabled 2/26/12 6:01PM X Altering 0000 X Altering keys.. 00%
£ SALES_FACT_L 101 M8 3706332 Enabled 2/28/12 414 PM Random 0027
I SALES_ORDER DIME 3MB 43065 Enabled 2/14/1212:02 PM Random 0000
£ SALES TARGET FACT 3MB 40172 Enabled 3/2/1211:35 AM Random 0000 ad

~ Query Monitoring (1849 successful / 6810 failed queries)

Maximum queue wait time: 362 ms Maximum number of queries in queve: 0
Average queue wait time: 58 ms.

& Show SQL.. ][ 4 Show Plan..] [ © Re-Run Query| View: [All Queries _~] show: [Highest 20 _~|[By Elapsed Time | [Run
SQLTextlike:  type filter text | &

SQLText User D Start Time State Queue Wait Time ecutionTime  Result Size Rows Return...
[WITH Order method_dimension14" AS _ (SELECT ORDER METHOD_KEY AS ORDER METH.. IDAA2 3/14/12 11853 AM_ Successful 0seconds 152 seconds 485K8

WITH "Order_method_dimension14" AS _ (SELECT ORDER_METHOD_KEY AS ORDER_METH... IDAA2 3/13/12100700PM  Successful 0seconds 62 seconds 485K8

with "D10" as (select cast("Time_dimension12""CURRENT_YEAR" as char(4)) "memberUnique... IDAA2 3/13/12100611PM Failed (26501) 0seconds 0seconds 08 o
SELECT COUNT(*) FROM GOSLDW.SALES_FACT WHERE SALES_ORDER KEY = 18 PBECKER 3/9/12 6:4231 PM Successful 0seconds 0seconds. 78 1
SELECT F.ORDER_DAY_KEY, FPRODUCT_KEY FROM GOSLDW.SALES_FACT F WHERE F.ORDER .. IDAA2 3/8/12 121339 PM Successful 0seconds 90 seconds 32K8 723908
SELECT COUNT(*) FROM GOSLDW.SALES_FACT WHERE SALES_ORDER KEY = 103582 PBECKER 3/8/12102006 AM  Successful 0seconds 131 seconds 78 1
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@ Atter Distribution and Organizing Keys | i @ Wiiion @ wiiten  dSsibes et | e=n|iShiie S

| Alter Distribution and Organizing Keys Z

Available columns of table "GOSLDW.SALES_FACT" (2147483647 rows):

Name like:  type fiter text

| | Name Recommendation Constraints Not Null Data Type Car 4 D blhork=y

82CLOSE_DAY_KEY ForeignK.. Yes INTEGER Sacoreieyion s CHEZE R o
| B GROSS_MARGIN No Yes DOUBLE ["JRandom distribution without a distribution key
| B GROSS_PROFIT No Yes DECIMAL T &

82ORDER_DAY_KEY ForeignK.. Yes INTEGER |

820RDER_METHOD_KEY ForeignK.. Yes INTEGER 1 @

82PRODUCT_KEY ForeignK.. Yes INTEGER

8 QUANTITY No Yes INTEGER

8 RETAILER KEY No Yes INTEGER ® Organizing keys

BZRETAILER SITE_KEY ForeignK.. Yes INTEGER | (maxfour keys consisting of one column each):

8 SALE_TOTAL No Yes DECIMAL o Key Column

82SALES_ORDER KEY ForeignK.. Yes INTEGER 1 oROERDAYKE |

2SHIP_DAY_KEY ForeignK.. Yes INTEGER -l @

<0 m J »

| @ o
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| 4 22 GORT 24m8 - 100f10 100f10 = == =

I ACTVEINDICATOR LOOI 3 M8 46 Enabled 213/1211:46 AM Random 0000
£ CONTACT 3MB 391 Enabled Random 0000
£ COUNTRY 28 21 Enabled Random 0000
£ GENDER_LOOKUP 2B 46 Enabled Random 0000
£ RETALER 3MB 109 Enabled Random 0000
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Click here for instructions.
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Introduction
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packages on your subsystem 5o thatyou can use the analysis ools and advisors.

InfoSphere Optim Query Worklosd Tuner for B2 for /05 s actvated on the data server

Database sz DWHDALZ
CumentSQUID:  DAM
Cumentschema:  DAM

This wizad wil guide you through th folowing steps:
Step 1: Bind the packeges on the subsystem forthe Query Tuner advisors and tool.
Step 2 Creste EXPLAIN tables.

Step 3 Create Query Tunertables on the subsystem to be used by the tuning advisors.

Step 4: Optionak: Grantusers EXECUTE privilges on the bound packages.

Bind Packages

The curent SQLID will b used o bind the Query Tuner packages that
associted withyour license. Speciy the owner for these packages.

No producticense foInfoSphere Optim Query Workload Tuneris actvated on

Progress: Step 1 > Step 2

CumentSQLID:  1DA3
Wik chut 11 DE2OSC






OPS/images/OSCBind003.gif
Bind Packages

‘The current SQL D will be used to bind the Query Tuner packeges that
are associated with your license. Specify the owner for these packages.

No productlicense for InfoSphere Optim Query Workioad Tuner i activated on

Progress: Step 1 > Step 2
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Free old versions of the packages
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Create EXPLAIN tables
The current SQUID il be used to create EXPLAIN tables with the qualiier that you V

specify.

InfoSphere Optim Query Workload Tuner for DB2 for 2/0S i activated on the data server -

Progress: Step 1 > Step 2

sQUID: DAY

BOUAN quafier. DAM

Database and table spaces for EXPLAIN tables
Table spaces and EXPLAIN tables will be created in the specified database:

Otsbsemame DAMDS

Table spaces:
Following parameters will be used to create the table spaces:

Storage group: BIDSGL

Index storage group: fmosel ]
4KB buffer pool: )

4 KB index buffer pool: 8p3

8 KB buffer poo: BPEKD

16 K8 buffer pool: BP16K0

32K8 buffer pool: BP3K

[7] Grant or revoke authorizations on EXPLAIN tables
[7] Create aliases for EXPLAIN tables.

@ <Back Next> Einish Cancel
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Create Query Tuner Tables

‘Specify the names of the storage group and the buffer pools for the Query Tuner tables

that will be created. These tables are used by the tuni

advisors.

25

InfoSphere Optim Query Workload Tuner for DB2 for 2/0S i activated on the data server

Progress: Step 1 > Step 2 >

Current SQLID:  IDAA4.

Step 3

Database name: AOCQTDE

Buffer pools
Storage group:
Indiexstorage group:

4 KB buffer pook:

4 KB index buffer pook:
8K buffer pook:

16 KB buffer pook:
328 buffer pook:

BDSGL
BDsGL
&2
&3
80K
EP16K0

|

BP32K
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InfoSphere Optim Query Workload Tuner for DB2 for 2/0S i activated on the data server

Progress: Step 1 > Step2 > Step3 > Step 4

Current SQLID: IDAAS

Privieges:
Click the icons to add or remove authorization IDs. Double-click n each columnto grant or revoke privieges.

ik

Authorizstion D Basic Query Tuner Query Annotation _Statistics Advisor Query Advisor Index Advisor _Access Plan Comparison Workload Control Cer

R i ’

(g Creste worklozd tables before ranting privileges on workioad
control center packages

I

@ <Back | Net>» Einish Cancel
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[Save To,
Save to local ile system:
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I™ Add trace information to 18M problem management record (PMR) using FTP
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