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Overview

    The Hardware Management Console (HMC) is a member of the IBM Systems Director platform management family. IBM Systems Director provides IT professionals with the tools that they need to better coordinate and manage all of their virtual and physical resources in the data center.

    The cost of managing the IT infrastructure has become the largest and fastest-growing component of overall IT spending for many organizations. Virtualization helps to address this cost through the consolidation of physical resources. However, virtualization also adds complexity to the system by creating a sharp increase in the number of managed virtual resources.

    IT professionals are seeking more advanced capabilities and tools for managing both their physical and virtual systems across multiple architectures and environments. As virtualization becomes reality in today’s IT infrastructures, the IBM Systems Director family can help businesses realize their full potential by providing a unified approach to platform management. This approach is designed to lower IT operational costs and increase productivity. We describe the HMC functions that manage the IBM Power Systems, IBM System p®, and IBM System i® servers.

    The HMC concepts, the types of HMC, HMC connectivity, and enhancements in HMC Version 7R760 are now described.

    For more information about HMC, see the following sources:

    •Operations Guide for the Hardware Management Console and Managed Systems, SA76-0085

    •IBM Power Systems Hardware Information Center

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp

    1.1  Sets of function of the HMC

    With the HMC, a system administrator can do logical partitioning functions, service functions, and various system management functions by using either the web-browser-based user interface or the command-line interface (CLI). The HMC uses its connection to one or more systems (referred to in this book as managed systems) to do various functions:

    •Creating and maintaining logical partitions in a managed system

    The HMC controls logical partitions in managed systems. These tasks are explained in detail in section 4.4.10, “Logical partition management” on page 138.

    •Displaying managed system resources and status

    These tasks are explained in section 5.1.2, “Systems Management: Servers” on page 180.

    •Opening a virtual terminal for each partition

    The HMC provides virtual terminal emulation for AIX and Linux logical partitions and virtual 5250 console emulation for IBM i logical partitions.

    •Displaying virtual operator panel values for each partition

    You can see the operator panel messages for all partitions within managed systems in HMC.

    •Powering managed systems on and off

    We explain these tasks in“Operations” on page 186.

    •Performing dynamic LPAR (DLPAR) operation

    With the HMC, you can do DLPAR operations that change the resource allocation (such as processor, memory, physical I/O, and virtual I/O) dynamically for the specified partition. These tasks are explained in detail in section 4.4.10, “Logical partition management” on page 138.

    •Managing Capacity on Demand operation

    These tasks are explained in section 4.5, “Capacity on Demand” on page 160.

    •Managing virtualization features

    These tasks are explained in section 4.4, “Virtualization using HMC” on page 121.

    •Managing platform firmware installation and upgrade

    These tasks are explained in section 6.2.5, “Managed system firmware updates” on page 335.

    •Acting as a service focal point

    You can use the HMC as a service focal point for service representatives to determine an appropriate service strategy and to enable the service agent to call home to IBM. We explain these tasks in 6.1, “Service Management” on page 268.

    HMC Version 7 uses a web-browser-based user interface. This interface uses a tree-style navigation model that provides hierarchical views of system resources and tasks by using drill-down and launch-in-context techniques to enable direct access to hardware resources and task management capabilities. This version provides views of system resources and provides tasks for system administration. For more information about using the web-browser-based user interface, see section 5.1.1, “Using the web-based user interface” on page 174.

    The remote interface changed in this release to also use a browser interface instead of a WebSM interface. 

    1.2  HMC type

    The HMC runs as an embedded application on an Intel based workstation that can be a desktop or rack mounted system. The embedded operating system and applications take over the entire system, and no other applications are allowed to be loaded.

    Whether you opt for a desktop or rack mounted version, is a personal choice. Clients with space in their rack mounted systems would probably opt for the rack mounted version with the slide-away keyboard and display. The following options are available:

    •7042-C07 and 7042-C08 are desktop HMCs.

    •7042-CR6 and 7042-CR7 are rack mounted HMCs.

    HMC Version V7R760 is the last release to be supported on models 7310-C04, and 7310-CR2. Future versions of the HMC will not support these models. 

    Figure 1-1 is a picture of the IBM desktop and rack mounted HMC.
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    Figure 1-1   IBM rack mounted 7042-CR6 (left) and IBM KVM 7316-TF3 (right)

    1.2.1  Desktop HMC

    The supported desktop models are the 7042-C06 and older version 7310 models. The older 7315 models are not supported by V7R760 of the HMC.

    On the desktop, you can connect a keyboard and mouse to either the standard keyboard, mouse PS/2 style connectors, or USB ports. You cannot connect any other devices to the HMC. Printers are not supported off the parallel port. At the time of writing, this model is no longer available on the market.

    1.2.2  Rack mounted HMC

    The supported rack mounted models are the 7042-CR4 and older version 7310 models. The older 7315 models are not supported by V7R760 of the HMC. Figure 1-1 shows the HMC 7042-CR6 system unit as a standard 1 U unit and also the display and keyboard mounted in a standard 1 U pull-out tray. This model is a great choice for a dark machine room, where space is restricted.

    For more information, see the Hardware Information Center:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp

    1.2.3  HMC version matrix to support Power Systems servers

    The HMC has several versions to support the different type of IBM POWER® processors (POWER4, POWER5, POWER5+, IBM POWER6®, 
IBM POWER6+™, IBM POWER7®, and IBM POWER7+™). This publication focuses on the HMC supporting POWER7. POWER5 servers must be at least GA7 SF240 firmware level to be managed by the new version of HMC.

    Table 1-1 shows the interoperability between HMC and POWER processors.

    Table 1-1   HMC and POWER processors interoperability 

    
      
        	
          HMC Version

        
        	
          Supported managed system

        
      

      
        	
          Version 7 and later

        
        	
          POWER7+, POWER7, POWER6+, POWER6, POWER5+, and POWER51

        
      

      
        	
          Version 4 and later, 5 and later, 6 and later

        
        	
          POWER5+, POWER5

        
      

      
        	
          Version 3 and later

        
        	
          POWER4

        
      

    

    

    1 POWER5 servers must be at least GA7 SF240 firmware level.

    You can find detailed information about HMC POWER code matrix at:

    http://www.ibm.com/support/customercare/sas/f/power5cm/home.html

    1.2.4  HMC maximums

    At the time of writing, the following are general support considerations regarding the HMC:

    •A maximum of 48 non-590/595/795 servers are supported

    •A maximum of 32 590/595/795 servers are supported

    •For all systems logical partition (LPAR) is 1000 on HMC V7R760.6 or later running on 7042-CR6 or later with minimum of 4 GB memory

    •In an HMC managed enterprise, a maximum of 2 HMCs can manage a server at one time.

    1.3  Enhancements in HMC Version 7R760

    HMC Version 7 includes several new functions that support new POWER7 and POWER6 technology features. The HMC also configures and manages IBM System p and System i systems that are based on the POWER5 technology.

    This section introduces the new functions of HMC Version 7 and POWER7. There are several new functions in this version of the HMC V7R760.

    1.3.1  Web-browser-based user interface

    To remotely access an HMC running HMC Version 4, 5, or 6, a special client program (WebSM) was required. WebSM functionality is replaced in HMC Version 7. Remote access to an HMC running Version 7 requires only a standard (and supported) web browser.

    The new web-based user interface includes the following highlights: 

    •Persistent graphical user interface (GUI) session across login

    •The ability to manage POWER5, POWER6, and POWER7

    The following differences in the GUI are observed:

    •Simplified operations

    •Reorganized panels

    •More descriptive GUI settings

    •Redesigned panels

    For more information about the web-browser based user interface, see 5.1.1, “Using the web-based user interface” on page 174.

    1.3.2  System Planning Tool

    The System Planning Tool (SPT) is a tool for designing logically partitioned systems and is the replacement for the LPAR Validation Tool (LVT). SPT creates a system plan that is saved as a sysplan file. That system plan can be just one system or it can contain multiple systems, each with a unique system name.

    A system plan, also referred to a sysplan, is a representation or data model of the resources that are included in the system and how they are allocated to each partition. When you create the sysplan in SPT, the file reflects the intended LPAR configuration for a target server. This sysplan includes details about partition allocations of memory, processors, and the I/O hardware that is required for each partition.

    For more information about the SPT, see 2.1, “System planning tools” on page 14.

    1.3.3  Customizable Data Replication

    Customizable Data Replication allows another HMC to obtain customized console data from or send data to this HMC. For more information, see 5.2.33, “Manage Data Replication task” on page 248.

    1.3.4  Custom groups

    Custom groups provide a mechanism for you to group system resources together in a single view or a way to organize the systems or partitions into smaller business or workload entities. For more information, see “Manage Custom Groups task” on page 196.

    1.3.5  New System Reference Code look-up

    There is a single repository for all system reference codes (SRCs) and progress codes for POWER6 and IBM POWER7 Systems™. The SRC is a sequence of data words (codes) that do the following functions:

    •Identify a system status

    •Describe a detected hardware, Licensed Internal Code (LIC), or software failure

    •Describes the unit that is reporting the failure and its location

    SRCs can be viewed on the control panel of a system, as a system console message, or from the following three panels on the HMC:

    •Managed Serviceable Events overview display

    •The Reference Code Column of the Server display

    •The Reference Code History display

    For POWER6 and POWER7 processor-based servers, the HMC provides active web links to the SRC repository. Clicking these links displays the additional SRC information.

    For more information, see “Service events” on page 270.

    1.3.6  Processor compatibility

    POWER7 Systems support running in one of the following modes:

    •POWER5

    The POWER5 processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER5 processor.

    •POWER6

    The POWER6 processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER6 processor.

    •POWER6+

    The POWER6+ processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER6+ processor.

    •POWER6 enhanced

    The POWER6 enhanced processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER6 processor and also provides extra floating-point instruction to applications that use the POWER6 processor.

    •POWER6+ enhanced

    The POWER6+ enhanced processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER6 processor and also provides extra floating-point instruction to applications that use the POWER6+ processor.

    •POWER7

    The POWER7 processor compatibility mode allows the running of operating system versions that use all the standard features of the POWER7 and POWER7+ processor.

    •Default

    The default processor compatibility mode is a preferred processor compatibility mode that enables the hypervisor to determine the current mode for the logical partition. When the preferred mode is set to default, the hypervisor sets the current mode to the most fully featured mode that is supported by the operating environment. In most cases, this mode is the processor type of the server on which the logical partition is activated. For example, assume that the preferred mode is set to default and the logical partition is running on a POWER7 processor-based server. The operating environment supports the POWER7 processor capabilities so the hypervisor sets the current processor compatibility mode to POWER7.

    LPARs running on the same POWER7 system can run in different modes. All POWER7 LPARs default to POWER7 architecture mode. You can see and modify that mode in the command-line interface. The GUI allows display of the current LP compatibility mode but does not allow modification. The status is shown in the Partition Properties window as shown in Figure 1-2. 
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    Figure 1-2   Processor capability mode

     

    
      
        	
          Restriction: A POWER6 processor cannot emulate all features of a POWER5 processor. Similarly, a POWER7 processor cannot emulate all features of a POWER6 or a POWER5 processor. For example, certain types of performance monitoring might not be available for a logical partition if the current processor compatibility mode of a logical partition is set to the POWER5 mode.

        
      

    

    1.3.7  Donating dedicated processors

    POWER7 and POWER6 allow dedicated processors in LPAR to donate its idle processor cycles to the shared processor pool instead of being wasted as cycles in the dedicated partition as like shared processors LPAR. You can enable this function in the HMC. We explain how you can set up this function by using HMC in 4.4.1, “Processor virtualization” on page 121.

    1.3.8  Processor recovery and partition availability priority

    The POWER7 and POWER6 processor supports enhanced RAS capabilities. One of enhanced RAS capacities make firmware checkpoint the state of a failed processor. The checkpoint state can be resumed on another good processor. This function is called Processor Recovery.

    Sometimes, this process causes a loss of entitled capacity for one or more Shared Processor LPARs. Then, firmware notifies those partitions of the loss of capacity. To determine which LPARs prefer to be stolen capacity, you can set the Partition Availability Priority of LPAR by using HMC.

    All processor recovery actions and loss of entitled capacity are logged in the system error log.

    1.3.9  Capacity on Demand enhancement

    Capacity on Demand (CoD) can be configured with inactive processor and memory resources that can be enabled dynamically and non-disruptively to the system. The CoD offering provides flexibility and improved granularity in processor and memory upgrades and is a useful configuration option to support future growth requirements. CoD also eliminates the need to schedule downtime to install extra resources at a specified point in time. 

    This CoD was introduced in POWER5 products. There are two new types of CoD and some enhancements:

    •Capacity Upgrade on Demand (CUoD)

    •Mobile CoD

    •Trial CoD

    •Utility CoD

    •Capacity BackUP (CBU)

    •On/Off CoD

    We explain these tasks in 4.5, “Capacity on Demand” on page 160. 

    In POWER7 Systems HMC support, to better support IBM Pooled Capacity on the Power 795 system, you can now order an unlimited number of CoD days. The previous limit was 9999.

    1.3.10  Remote DST connection for IBM i

    Starting from HMC V7, we can do a remote 5250 session console dedicated service tools (DST) through an IP address connection with your 5250 Emulation terminal from your workstation. The details of the usage of this feature you can find in 5.3.2, “Remote IBM 5250 terminal” on page 256.

    1.3.11  RAID 1 protection for the HMC

    Starting from the HMC 7042-CR7, RAID 1 protection is enabled by default (unless the feature is removed from the order), though the HMC 7042-CR6 optionally can be converted to have RAID 1. This feature is enabling data redundancy and high levels of performance of the HMC.

    RAID 1 uses data mirroring, Two physical drives are combined into an array, and data is stripped across the array. The first of a stripe is the original data. The second half is a mirror (that is, a copy) of the data, but it is written to the other drive in the RAID 1 array. Enabling an MES upgrade for this feature on IBM 7042-CR6 or 7042-CR7 HMC Software reinstallation is required. For more information, see 2.4.3, “RAID 1 conversion” on page 47

    1.3.12  Blade Power Systems management

    With the release of HMC V7R760, the HMC can now manage IBM BladeCenter® Power Blade servers. This management includes support for dual Virtual I/O Servers (VIOSs), live partition mobility between blades and rack servers, and management of both blades and rack servers from a single management console. You can find more information in Appendix B, “Managing POWER processor-based blades” on page 393.

    1.3.13  Updated browser support for remote operation

    The HMC V7R760 now supports Mozilla Firefox 7 through 10 and MicrosoftTM Internet Explorer 7 through 9.

    1.3.14  PowerVM management enhancements

    There are several new HMC features regarding the update of the PowerVM new capabilities.

    •You can specify the destination Fibre Channel port for any or all virtual Fibre Channel adapters during a live partition migration.

    •You can create up to 20 virtual machines per processor core for POWER7+ processor, 10 virtual machines for POWER7, POWER6, and POWER5.

    •During DLPAR, add or remove virtual I/O adapters to or from a Virtual I/O Server. The HMC now automatically attempts to run the Add/Remove commands (cfgdev and rmdev) on the Virtual I/O Server. In earlier releases, you had to manually run these commands on the Virtual I/O Server.

    •HMC now supports up to 16 concurrent Live Partition Mobility activities.

    •A Host Ethernet Adapter (HEA) allows multiple logical partitions to share a single special physical Ethernet adapter. Unlike most other types of I/O devices, you can never assign the HEA itself to a logical partition. Instead, virtual subsets called logical HEAs or LHEAs are defined on the physical HEA. These LHEAs can then be assigned to logical partitions. This assignment allows these logical partitions to access external networks through the HEA without having to go through an Ethernet bridge on the Virtual I/O Server or another logical partition.
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Planning

    You can use the Hardware Management Console (HMC) to create import, export, view, create, remove, and deploy system plans. The HMC code level should be at Version 7 Release 3.1 or later, and it should include the latest service packs. The HMC provides a set of graphical user interfaces (GUIs) for these logical partition (LPAR) management functions.

    2.1  System planning tools

    A system plan, also referred to as sysplan because of the .sysplan file extension, is a representation of the hardware and partition configuration currently on a system. Or, the sysplan is a plan for deployment of hardware and configuration of partitions on a system, depending on how the sysplan file is generated:

    •If the sysplan file is generated from an existing POWER5 or POWER6 system by using the HMC, the file reflects the actual LPAR configuration of the server then if all the partitions are active. There is less detail if one or more partitions are not active. 

    •If the sysplan is generated by the System Planning Tool (SPT), the file reflects the intended LPAR configuration for a target server. The sysplan includes details about partition allocations of memory, processors, and the hardware that is required for each partition. 

    Hardware allocations can be defined as owned by the partition, and therefore required for the partition to activate. The only other choice is for the hardware to be defined as shared, in which case the hardware is optional for the partition, which can be activated without the hardware. Shared hardware can be switched dynamically between two or more partitions.

    The sysplan also includes general information about the system, such as system type and model, total number of processors present and the number that are activated, and the total installed and activated memory. It has detailed information about the card slots in the processor enclosure and any I/O expansion towers or I/O drawers that attach to the processor enclosure. The card slots are shown as empty, or occupied by input/output processor (IOP) or input/output adapter (IOA) feature codes, and this level of detail is used for the hardware validation during the LPAR deployment process. 

    Currently, the sysplan file that is created by SPT includes device-level detail (for example, what type and number of disk units are attached to a storage controller IOA). In contrast, a sysplan that is created by the HMC does not, by default, include any detail of what is attached to and controlled by an IOA. 

    A sysplan file is a composite object, which means that it might possibly include many files. The description of the file is embedded in the file, as is the file level and last modifying application information. When a sysplan file is created on the HMC or imported by using the HMC GUI, the file is stored on the HMC in a predefined directory. The directory path is /opt/hsc/data/sysplan.

    2.1.1  Work with system plans in the HMC

    In the HMC workplace window, System Plans is where you can access the graphical interfaces that you use to manage system plans on the servers directly from the HMC or remotely by using the web-browser based client connecting to the HMC (see Figure 2-1).
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    Figure 2-1   The HMC Welcome page: System Plans

    To display the system plans management tasks window, click System Plans (Figure 2-2). The upper section of this window lists all the system plans currently on the HMC. The icons above the list let you select and clear, sort, filter, and manage the columns of the display table, and perform tasks on selected system plans. The task options are repeated in the lower tasks section of the main system plans management window. With no system plan selected, the only options are to import a system plan or to create a system plan.
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    Figure 2-2   The main system plan management page

    Using the HMC, you can do the following actions:

    •Create a system plan

    •View a system plan

    •Deploy a system plan

    •Export a system plan

    •Import a system plan

    •Remove a system plan

    You can save a system plan that is created by using the HMC interface as a record of the hardware and partition configuration of the managed system at a specified time. 

    You can deploy an existing system plan to other systems that this HMC manages that have hardware that is identical to the hardware in the system plan. 

    You can export a system plan to another HMC (which imports the plan). You can then use it to deploy the system plan to other systems that the target HMC manages that have hardware that is identical to the hardware in the system plan.

    You can view, create, deploy, export, import, or remove a system plan. These tasks can be selected in either the Tasks menu or the Tasks links in the lower part of the right frame. The following sections provide more details for each option. 

    Figure 2-3 shows a common starting point for each example. In our first example, we selected a system plan named max_sysplan.sysplan.
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    Figure 2-3   The system plan management page with a system plan selected

    2.1.2  Importing a system plan to the HMC

    You can load a system plan that was created by using the SPT or created on another HMC by using the import operation. You can import the system plan from one of the supported media types. Types include CD, DVD, or a USB device such as a memory card, a remote FTP site, or a PC connected to the HMC through a browser connection. 

    When you import a system plan, you first must prepare the media, if needed. Then, you import the sysplan file.

    From the System Plans task menu, select Import System Plan, which opens the Import System Plan prompt window. Identify the system plan file name and whether you are importing it from media, an FTP server, or, if you are accessing the HMC through a PC-based web browser, the sysplan file can be on that PC. 

    In our example (Figure 2-4), the system plan file is stored on a USB flash drive. The name of the file is newConfig.sysplan, and the file was initially created by using SPT and saved to the flash drive. The directory path to access the file on the flash drive is /media/sysdata.

    [image: ]

    Figure 2-4   Import System Plan window

    2.1.3  Exporting a system plan from the HMC

    You can export system plans that are on the HMC to media, an FTP server, or, if you are using a PC to access the HMC through a browser, to a directory on the PC. The process is much like the importing of a sysplan file. If you are exporting to media, you must format that media for use with the HMC.

    Preparing the media

    To export to external media, that media has to be in a format that is available to the HMC. The easiest method is using the Format Removable Media task: Select HMC Management from the left navigation frame. 

    1.	Select HMC Management from the left navigation frame. 

    2.	Select Format Media in the right window to open the media selection box as shown in Figure 2-5.
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    Figure 2-5   Format media 

    If you have a USB memory key, insert it in a USB slot on the HMC. 

    If you have a diskette or CD that must be formatted, insert it into the disk or CD drive. 

    3.	Select the correct device to format and click OK. The memory format process starts and completes. 

    4.	Insert the media into the PC and load the system plan file by using the save function in SPT or by browsing to the file and copying the sysplan file to the media.

    Exporting the system plan

    1.	Select a system plan to export. 

    2.	Click Export System Plan either from the Tasks menu or the content Tasks link in the lower portion of the window. A dialog box opens asking where you want to export the system plan (Figure 2-6). In our example, the name of the sysplan file is april19.sysplan and the target is media/USBstick directory.
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    Figure 2-6   Export System Plan window

    3.	Click Export to initiate the export process. A results window with a success indication or an error message indicates the result of the export.

    2.1.4  Creating a system plan on the HMC

    You can create a system plan for a system that is controlled by the HMC. The system plan has information about the current partition definitions and hardware allocations. Processor, memory, and PCI cards are identified in the system plan, even if they are not owned by a partition.

     

    
      
        	
          Notes: 

          1.	Hardware that is controlled through an IOA controller, such as disk units and external media devices, is not represented in the system plan unless the owning partition is running. 

          2.	You cannot import the sysplan file that the HMC creates into the SPT to edit it. The sysplan file can be only deployed and viewed either on the HMC on which the file was created or an HMC to which the file was moved.

        
      

    

    From the starting point in Figure 2-3, follow these steps:

    1.	Select Create System Plan. 

    2.	The Create System Plan window prompts you for the system name, sysplan file name, a description, and a choice to view the system plan after creation, as shown in Figure 2-7.
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    Figure 2-7   Create System Plan window

    3.	After you enter the requested information, click Create.

    4.	Following the successful creation of a system plan, a message displays and the system plan is now in the list of plans on the HMC. Click OK.

    Enabling hardware inventory collection from active partitions

    When you use the HMC to create a system plan for a managed system, you can capture partition configuration information and a base set of associated hardware configuration information. If you have partitions already active, you can maximize the information that the HMC can obtain about the hardware.

    To maximize the information that the HMC can obtain from the managed system, turn on the managed system and activate the logical partitions on the managed system, assuming that they exist, before you create the system plan.

    Additionally, you must set up Resource Monitoring and Control (RMC) on the HMC before you create a system plan to capture the most detailed information. Although using the RMC can take several more minutes to finish processing, you can capture disk drive and tape drive configuration information for a managed system in the system plan. You can view this more detailed hardware information by using the View System Plan task. 

    To enable the HMC’s internal inventory collection tool (invscout) to be able to do its most detailed hardware inventory retrieval operations, follow these steps:

    1.	In the HMC workplace window, select the HMC Management task. 

    2.	Select Change Network Settings, and in the Customize Network Settings window, select the LAN Adapters tab, as shown in Figure 2-8.
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    Figure 2-8   Customize Network Setting: LAN Adapters tab

    3.	In the LAN Adapters window, select the eth0 LAN Adapter and click Details.

    4.	In the LAN Adapter Details window (Figure 2-9) on the LAN Adapter tab, select Open within the local area network information area to enable the check box for Partition Communication. Then, select Partition communication.
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    Figure 2-9   Customize Network Setting for LAN Adapters: partition communication

    5.	Click the Firewall Settings tab, scroll down the Available Applications area to see whether RMC is already specified as available. In this example, we assume that RMC is not yet available. Therefore, select RMC in the Allowed Hosts pane and click Allow Incoming, as shown in Figure 2-10.
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    Figure 2-10   Customize Network Setting for LAN Adapters: RMC application

    This action moves RMC into the Available Applications pane. 

    6.	Click OK twice to open a window that states that the Network Settings Changes are applied at the next HMC.

    7.	Click OK. You are now back to the HMC workplace window with just the HMC Management pane on the right.

    You can verify that you enabled RMC successfully by using the lspartition command on the HMC CLI. For more information about using the HMC CLI, see Figure 2-21 on page 39. 

    The list partition command: 

    lspartition -c

    For example: 

    hmc:> lspartition -c 9117_MTM-10FZZD

    In our example managed system, this command results in:

    <#0> Partition:<4, partn1.business.com, 1.2.3.444>

    	Active:<0>, OS<, >

    If this command does not return any partitions, the system might not be set up for RMC. Depending on whether the system is a Power Systems server, System i, or System p, the steps for RMC are different. 

    IBM Systems Hardware Information Center includes more information about RMC. For background information about RMC, you can also see A Practical Guide for Resource Monitoring and Control (RMC), SG24-6615. The content of this publication is based on IBM AIX 5L™, 5.1.

    If the Create System plan from the GUI fails and if there is a need to create a system plan, use the underlying mksysplan CLI at the HMC command prompt, with the noprobe option. The noprobe option bypasses the default inventory collection of active partitions. Therefore, the resulting sysplan might not have IOA or IOP controlled disk units or media enclosures. 

    For example: 

    hmc:> mksysplan -m machineName -f filename.sysplan -v -o noprobe

    When creating a sysplan, if there is a failure because of a Virtual I/O Server (VIOS) error, you can try the noprobe option from the CLI. 

    2.1.5  Viewing a system plan on the HMC

    The HMC has a system plan viewer similar to the viewer in the System Planning Tool. The viewer offers a non-editable presentation of the partitions and hardware of the system. Using Figure 2-3 as a starting point, select the wanted plan in the main system plan management window. Click View System Plan.

    When you are accessing the HMC remotely, you are presented with a View System Plan sign-on window the first time that you start the System Plan Viewer. This additional login protects unauthorized users from viewing the configuration of the system. It also prevents starting the viewer from bookmarks without providing an appropriate user name and password.

    Figure 2-11 shows the system plan. The left navigation frame shows a single partition or the entire system. You can also choose just specific enclosures under the Hardware section. The file history is also viewable. The viewer also has a Print option and Show Comments / Hide Comments toggle, which is at the bottom of the viewer window.

    If you are accessing the HMC from a PC browser, the print function is through the attached and network printers of the PC. If you are using the HMC terminal itself, the print function is through printers that are connected to the HMC or network printers to which the HMC has access.
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    Figure 2-11   Viewing a system plan

    The system plan section that is shown in Figure 2-12 shows the system’s disk units. The controller for the disk unit displays in the table. This detail is obtained only if the IBM i5/OS™ operating system that is controlling the disk units is running. Linux and IBM AIX operating systems do not display disk controller information or location information.
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    Figure 2-12   Viewing a system plan

    2.1.6  Removing a system plan on the HMC

    When you no longer need a system plan, you can remove the sysplan file easily from the HMC. Using Figure 2-3 on page 17 as a starting point, follow these steps:

    1.	Select the wanted plan in the main system plan management window. 

    2.	Click Remove System Plan either from the Tasks menu or the content Tasks link in the lower portion of the window. A confirmation message displays asking if you are sure that you want to delete the file (Figure 2-13).
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    Figure 2-13   Confirm removal of system plan window

    3.	Click Remove System Plan to remove the selected sysplan file from the HMC.

    2.2  System plans deployment

    Since the publication of LPAR Simplification Tools Handbook, SG24-7231, from a general point of view, the deployment process has not changed much. Because of the updates of System Planning Tool Version 2 and HMC software, the details are not the same. The major improvements of the process are related to Virtual I/O Server implementation.

    A summary of the deployment validation process is now described. We cover the new deployment wizard by using examples and provide details of the updates to the restricted shell CLI.

    2.2.1  Deployment validation process

    Before you deploy any system plan, it has to be validated. There are two steps in this validation process. First, the hardware is validated and then, if that validation is successful, the partition is validated.

    This process is detailed in LPAR Simplification Tools Handbook, SG24-7231. You can refer to that book at any time. However, because it is fundamental to fully understand how the validation process works, we now summarize the main concepts.

    Hardware validation

    When you run hardware validation, the HMC checks that any planned hardware exists on the managed server and that all the I/O processors and adapters are located physically in the planned slots. Hardware validation does not necessarily mean that an exact match should occur between the planned and the existing hardware. For example, you can plan on using fewer processors or memory than physically installed, or you can plan on not using all the physically installed I/O units.

     

    
      
        	
          Important: The HMC is not aware of the devices that are connected to the IOA. Therefore, there is no validation at a lower level than the IOA. When you use the System Plan Tool, specify devices such as disk drives, CD and DVD drives, and tape drives. The validation process cannot do any validation about these devices.

        
      

    

    The validation includes all the following items:

    •Server type, model, and processor feature: an exact match is required

    •Number of processors: at least the planned number should exist

    •Memory: at least the planned amount should exist

    •Expansion units: all the expansion units in the plan should exist

    •Slots: all the I/O processors and adapters in the plan should exist in a correct expansion or in the central electronics complex and should be at the same location

    •Any serial number; an exact match is required

    At this point, it is important to take actions to avoid any ambiguity about the expansion units or the processor enclosures central electronics complexes. You can have multiple central electronics complexes, for example on a 16-way model 570. In that case, you can have four central electronics complexes.

    This ambiguity takes place when two or more installed expansion units or central electronics complexes have the same type and contain the same I/O processors and adapters in the same slot. You might plan a partition to use specific expansion units due, for example, to their physical location in the racks or on the floor or to specific disks drives that the HMC cannot see. The validation process allows such a system plan, but there is no guarantee for the deployment to allocate the right expansion to the partition.

    The best way to eliminate expansion units or central electronics complexes ambiguity is to specify, in the system plan, their serial number.

    Eliminate any hardware validation error, for the partition validation to start.

    Partition validation

    When you run partition validation, the HMC checks that any existing partition on the server exactly matches with one of the planned partitions.

    The validation includes all the following items:

    •Partition name

    •Partition ID

    •Name of the default profile

    •Processing resources in the system plan

    •Memory resources in the system plan

    •Physical hardware in the system plan

    •Virtual adapters, including slot ids and maximum adapters, in the system plan

    If any of these items fail, the partition validation is unsuccessful, and the deployment fails. Some of the corrections to allow the deployment should be applied on the server. This process is the case for the name of the default profile, which cannot be changed in the System Planning Tool and is the same as the partition name. This process is also the case for some hardware features like the USB controller or the IDE CD controller that the HMC allows you to assign to an i5/OS partition (although it cannot use them), but the SPT does not.

    2.2.2  Deploy a system plan by using the graphical wizard

    To show the new deployment wizard that is related to V7R3 HMC software, we run three deployment examples:

    •The first example fails because of hardware errors.

    •The second example fails because of partitions errors.

    •The third example is successful.

    You can initiate deployment when you are using any right pane of the HMC by clicking System Plans on the left pane, as shown in Figure 2-14.
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    Figure 2-14   Launch deployment

    To deploy a system, follow these steps:

    1.	On the list of the system plans, select the one that you want to deploy by clicking the check box to the left of the system plan. 

    There are three different ways to start the deployment of the selected system plan.

     –	Click the contextual menu immediately to the right of the system plan name and select Deploy System Plan.

     –	Click Deploy System Plan in the bottom Tasks panel.

     –	Click Tasks at the top of the System Plans list panel and select Deploy System Plan.

    2.	After the wizard is started, its Welcome page, which is shown in Figure 2-15, requests that you confirm the system plan to deploy and choose the managed server to be the target of the procedure. When your choices are done (in our example, we want to deploy the marc.sysplan file to the RCHAS60-SN10F26EA server), click Next to continue.
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    Figure 2-15   Confirm the deployment startup

    3.	Figure 2-16 shows you the validation progress. When the progress completes (Figure 2-17 on page 34), you can examine all the related messages. You can view the messages that are successful and the messages that are unsuccessful.
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    Figure 2-16   Deployment validation in progress

    Figure 2-17 shows an example of a successful validation.
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    Figure 2-17   Example of successful validation

    4.	After the validation, the next panel is the starting point of the deployment. There are two portions in this panel:

    a.	The first contains the list of all the actions that are planned (see Figure 2-18 on page 35). In our example, the system plan is built with one i5/OS partition that hosts three Linux partitions.

    Notice the Partially deployed status of the i5/OS partition. This status means that some items of the partition exist on the server and do not have to be deployed. Specifically, here, the partition and the profile are created (and the LPAR is running at the time of the window capture). These items are not to be deployed again.

    Notice also the Deploy column. Each action of the plan can be cleared if you prefer to run it at a later deployment. Notice that, even if there are cleared items, the dependency is checked before running the deployment. So, you cannot, for example, deploy a hosted partition while the hosting one does not exist.

    If you have to review the details of a specific action, you can select this one in the radio boxes of the Select column and click Details.
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    Figure 2-18   Request the details of a specific action

    b.	Click Details. The HMC links to the System Plan Viewer, which is restricted to the view that is associated with the selected action. 

    
      
        	
          Authenticate again: You might have to authenticate again to the HMC when you access this option.

        
      

    

    c.	The second portion contains the detailed list of all the steps that the HMC does to deploy the plan, as shown in Figure 2-19. You can scroll down and up to review all the steps.
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    Figure 2-19   List of the deployment steps

    d.	When you are ready to deploy, after you review details of the actions, eventually deleting some of the actions and reviewing the deployment steps, as shown in the Figure 2-20, click Deploy to start the deployment.
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    Figure 2-20   Partition deployment: Deploy System Plan Wizard

    5.	There is a summary of all the steps that the HMC performs. Click Deploy to start the operations. Notice the warning just above the icons at the bottom of the window. The deploy process time, depending on the complexity and the number of partitions, generally ranges from 5 - 20 minutes, and might be longer for specific deployments, when using Virtual I/O Server partitions for example.

    While the deployment is running, each step is In progress then Successful, from the top to the bottom of the Deploy progress portion of the panel. Notice that you have to move the cursor of this list by yourself to see those steps that do not fit in the initial window.

     

    
      
        	
          Do a backup: The first step that you cannot disable is always to do a backup of the actual partitions configuration.

        
      

    

    In the Messages portion of the panel, we see the detailed results of each step. In our example, when running the step “Partition Profile ITSO_i5/OS Virtual Serial Adapters“, you can see that there is no result yet. However, when running the previous step, we can see that one of the results was the following message:

    Virtual Ethernet Adapter deployed for slot 5 on profile ITSO_i5/OS of partition 1 on managed system RCHAS61-SN10F257A.

    Notice that the display sort, for this list, is the opposite of the steps sort. You see the latest event first and the first one last, and therefore, there is no need to scroll down or up this list during the deployment.

    When the deployment is complete, as shown in Figure 2-21, review all the steps and messages to ensure that everything is OK. Then, click Close to finish the session.
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    Figure 2-21   Deployment complete

    2.3  PowerVM Introduction

    IBM PowerVM provides the industrial-strength virtualization solution for IBM Power Systems servers and blades. Based on more than a decade of evolution and innovation, PowerVM represents the state of the art in enterprise virtualization and is broadly deployed in production environments worldwide by most Power Systems owners. The IBM Power Systems family of servers includes proven1 workload consolidation platforms that help clients control costs while they improve overall performance, availability, and energy efficiency. 

    2.3.1  Processor Virtualization

    PowerVM can help eliminate underutilized servers because it is designed to pool resources and optimize their use across multiple application environments and operating systems. Through advanced virtual machine (VM) capabilities, a single VM can act as a separate IBM AIX, IBM i, or Linux operating environment, by using dedicated or shared system resources. With shared resources, PowerVM can automatically adjust pooled processor, memory, or storage resources across multiple operating systems, borrowing capacity from idle VMs to handle high resource demands from other workloads.

    Micro-Partitioning

    PowerVM IBM Micro-Partitioning® supports multiple VMs per processor core and, depending upon the Power Systems model, can run up to 1000 VMs on a single server, each with its own processor, memory, and I/O resources. Processor resources can be assigned at a granularity of 1/100th of core. It enables up to 20 VMs per processor core.

    Multiple Shared Processor Pools

    Multiple Shared Processor Pools allows for the automatic nondisruptive balancing of processing power between VMs assigned to shared pools, resulting in increased throughput.

    Shared Dedicated Capacity

    Shared Dedicated Capacity allows for the “donation” of spare CPU cycles from dedicated processor VMs to a Shared Processor Pool. Because a dedicated VM maintains absolute priority for processor cycles, enabling this feature can increase system utilization without compromising the computing power for critical workloads.

    2.3.2  Memory Virtualization

    		There are two kinds of technology for memory virtualization.

    Active Memory Sharing

    IBM Active Memory™ Sharing (AMS) is a technology that allows you to intelligently and dynamically reallocate memory from one VM to another for increased utilization, flexibility, and performance. AMS enables the sharing of a pool of physical memory among VMs on a server, helping to increase memory utilization and drive down system costs. The memory is dynamically allocated among the VMs as needed to optimize the overall physical memory usage in the pool.

    For more information about Active Memory Sharing, see PowerVM Virtualization Active Memory Sharing, REDP-4470.

    Active Memory Deduplication

    Active Memory Deduplication is a powerful optimization feature that can be enabled when AMS is in use. This memory optimization intelligently detects and removes duplicate memory pages that are used between VMs and as a result reduces overall memory consumption.

    2.3.3  I/O Virtualization

    I/O virtualization is now described.

    Virtual I/O Server

    The Virtual I/O Server (VIOS) is a special purpose VM that can be used to virtualize I/O resources for AIX, i, and Linux client VMs. The Virtual I/O Server owns the resources that are shared with clients. A physical adapter that is assigned to the Virtual I/O Server can be shared by one or more other VMs. The Virtual I/O Server is designed to reduce costs by eliminating the need for dedicated network adapters, disk adapters and disk drives, and tape adapters and tape drives in each client VM. With Virtual I/O Server, client VMs can easily be created for test, development, or production purposes.

    Shared Storage Pools

    Shared Storage Pools (SSP) allow storage subsystems to be combined into a common pool of virtualized storage that can be shared by the Virtual I/O Server on multiple Power Systems servers. SSP support capabilities such as thin provisioning, whereby VM storage is dynamically allocated and released as required, to improve overall storage resource utilization.

    N_Port ID Virtualization

    N_Port ID Virtualization (NPIV) provides direct access to Fibre Channel Adapters from multiple VMs, simplifying the deployment and management of Fibre Channel SAN environments.

    Live Partition Mobility

    Live Partition Mobility supports the movement of a running AIX or Linux or IBM i VM from one Power Systems server to another without application downtime. This component helps to avoid application interruption for planned system maintenance, provisioning, and workload management. Live Partition Mobility can be used to simplify migration of operating environments to new servers temporarily or permanently.

    For more information about Live Partition Mobility, see the IBM Redbooks publication, IBM PowerVM Live Partition Mobility, SG24-7460.

    2.4  Reliability, Availability, Serviceability on the HMC

    The HMC is used to do configuration, management, and maintenance activities on the system. The HMC is considered to be part of the server firmware, so it is one of the resources that contributes to the system stability and normal operation. The following topics are now described:

    •Dual HMC and Redundancy

    •RAID 1 protection

    2.4.1  Dual HMC and Redundancy

    You can configure a redundant HMC in a configuration in which dual HMC servers are connected to the service processors.

    Using a redundant HMC configuration with your service processor setup requires a specific port configuration, as shown in Figure 2-22. In this configuration, each service processor connects to a network hub that is connected to each HMC. The network hubs that are connected to the service processors have to remain in the power-on state. Any 10/100BASE-T Ethernet switch or hub can be used to connect the server and HMC.
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    Figure 2-22   Dual HMC configuration on a private network

    The HMC’s first Ethernet port, eth0, should be configured to be a Dynamic Host Configuration Protocol (DHCP) server over a private network. By default, the flexible service processor (FSP) uses a DHCP client to request an IP address. This process occurs when power is applied to the server or the FSP is reset. The FSP has two default IP addresses: 192.168.2.147 on HMC1 port and 192.168.3.147 on HMC2 port. Always turn on the HMC first, then the server, during setup. This process is so that an IP address is available for the FSP, by which the HMC also discovers the servers on its private service network. See Figure 2-23.
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    Figure 2-23   Dual HMC physical connections

    For information about how to configure an HMC, refer to Chapter 3, “Installing” on page 59. 

    Redundant remote HMC

    A redundant remote HMC configuration is common. When clients have multiple sites or a disaster recovery site, they can use their second HMC in the configuration remotely over a switched network, as illustrated in Figure 2-24. The second HMC can be local, or it can be at a remote location. Use a different IP subnet for each HMC. 
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    Figure 2-24   Example of redundant remote HMC

    Redundant HMC configuration considerations

    In a redundant HMC configuration, both HMCs are fully active and accessible always, enabling you to do management tasks from either HMC at any time. There is no primary or backup designation.

    Consider the following points:

    •Because authorized users can be defined independently for each HMC, determine whether the users of one HMC should be authorized on the other. If so, the user authorization should be set up separately on each HMC.

    •Because both HMCs provide Service Focal Point™ and Service Agent functions, connect a modem and phone line to only one of the HMCs and enable its Service Agent. To prevent redundant service calls, do not enable the Service Agent on both HMCs.

    •Perform software maintenance separately on each HMC, at separate times, so that there is no interruption in accessing HMC function. This maintenance allows one HMC to run at the new fix level, although the other HMC can continue to run at the previous fix level. However, the preferred practice is to upgrade both HMCs to the same fix level as soon as possible.

    The basic design of HMC eliminates the possible operation conflicts that are issued from two HMCs in the redundant HMC configuration. A locking mechanism that is provided by the service processor allows interoperation in a Parallel Environment. This process allows an HMC to temporarily take exclusive control of the interface, effectively locking out the other HMC. Usually, this locking is held only for the short duration of time that it takes to complete an operation, after which the interface is available for further commands.

    Both HMCs are automatically notified of any changes that occur in the managed systems, so the results of commands that are issued by one HMC are visible in the other. For example, if you choose to activate a partition from one HMC, you observe the partition going to the Starting and Running states on both HMCs.

    The locking between HMCs does not prevent users from running commands that might seem to be in conflict with each other. For example, if the user on one HMC activates a partition, and a short time later a user on the other HMC selects to power the system off, the system turns off. Effectively, any sequence of commands that you can do from a single HMC is also allowed when it comes from redundant HMCs. 

    For this reason, it is important to consider carefully how to use this redundant capability to avoid such conflicts. You might choose to use them in a primary and backup role, even though the HMCs are not restricted in that way. The interface locking between two HMCs is automatic, usually of short duration, and most console operations wait for the lock to release without requiring user intervention. 

    However, if one HMC experiences a problem while in the middle of an operation, it might be necessary to release the lock manually. HMC 2 can be used to disconnect HMC 1. When an HMC is disconnected, all locks that are owned by the HMC are reset. To do this process, any hmcsuperadmin user can run the Disconnect Another HMC GUI task on HMC 2 against HMC1. This task can be done only from the graphical interface. There is no corresponding command-line version of this task.

    When you run two HMCs to the same server, also be careful with long running functions. Be careful because they might be impacted if they are not completed before an extra function is run on the second HMC.

    With the previous considerations in mind, there a number of good reasons to use the redundant HMC configuration. This list is not exhaustive:

    •Redundancy of critical configuration information.

    •Ability to apply maintenance to an HMC while the other is available for production management functions.

    •Reduced risk of no HMC available.

    •Knowing that a long running command is running against one system, being able to use the second HMC to do functions on another system without waiting.

    2.4.2  RAID 1 Protection

    Redundant Array of Independent Disks (RAID) is an industry-wide implementation of methods to store data of an HMC on multiple physical disks to enhance the availability of that data. The HMC V7R760 is designed to deliver support for RAID 1.

    RAID 1

    HMC now offers a high-availability feature. The new 7042-CR7, by default, includes two hard disk drives with RAID 1 configured. RAID 1 is also offered on both the 7042-CR6 and the 7042-CR7 as an MES upgrade option. It uses data mirroring. Two physical drives are combined into an array, and data is striped across the array. The first half of a stripe is the original data. The second half is a mirror of the data, but it is written to the other drive in the RAID 1 array. RAID 1 requires two physical drives, enabling data redundancy.

    2.4.3  RAID 1 conversion 

    This part covers the RAID1 conversion.

    Preparing for the RAID 1 conversion

    In preparation for the conversion, close all serviceable events and back up your existing HMC data, as follows.

    Backing up your existing HMC data

    Save upgrade data to use for a restore operation, and create a profile backup as an extra precaution for saving your configuration.

    Use the following procedure:

    1. Expand Systems Management and select Servers.

    2. Select the first managed system by selecting the check box next to the server name.

    3. Under Tasks, expand Configuration, and then expand Manage Partition Data.

    4. Select Backup.

    5. In the Profile Data Backup pane, type a name for the backup file, and click OK. A panel opens to confirm that the profile data was backed up.

    6. Click OK.

    7. Repeat steps 1 - 6 for each additional system that is managed by this HMC. After you have a partition data backup for each managed system, proceed to step 8.

    8. Prepare media to use for the Save Upgrade Data task. You need either a DVD-RAM, or a USB flash drive (available if HMC V7.3.5 or later).

    9. Select HMC Management.

    10. Select Save Upgrade Data.

    11. Select media type, click Next, and then click Finish.

    12. 	Wait for the Save Upgrade Data task to complete.

    If the task fails, contact your next level of support.

    If the task successful, use the following optional procedure to verify the data:

    a. Open a restricted shell terminal as follows:

    i. Select HMC Management.

    ii. Select Open restricted Shell Terminal.

    b. Mount the media:

    i. Run the lsmediadev command to determine the mount point.

    In the following example, the CD/DVD mount point is /media/cdrom; the USB flash drive is /media/sda1:

    device=/dev/cdrom,mount_point=/media/cdrom,type=1,description=CD/DVD

    device=/dev/fd0,mount_point=/media/floppy,type=2,description=internal

    diskette drive

    device=/dev/hda,type=6,description=internal hard disk drive

    device=/dev/sda1,mount_point=/media/sda1,type=3,description=USB flash

    memory device

    ii. Run the mount <mount point> command.

    c. Run the ls -l <mount point> command by using the same mount point as in step b.

    d. Verify that there are five .tar files with the following names:

    ACMSaveData.tar

    RSCTSaveUpgrade.tar

    SaveCCFWUpgradeData.tar

    SaveHSCSystemUpgradeData.tar

    SaveProfileDataUpgrade.tar

    If any of these .tar files are missing, contact your next level of support.

    e. Issue the umount <mount point> command by using the same mount point as in step b.

     

    
      
        	
          Save Upgrade Data task: The Save Upgrade Data task saves to the hard disk drive on the HMC and the DVD-RAM or USB flash drive. The Save Upgrade Data task on the media is used only to recover from an unexpected error under the direction of support personnel.

        
      

    

    f. Remove the DVD-RAM or USB flash drive, and insert V7.7.6 recovery media MH01326 volume 1 into the DVD-RAM drive.

    You can now proceed to installing the additional drive and setting up the Integrated Mirror (RAID 1) volume, described in “Configuring RAID 1 on the 7042-CR6”.

    Configuring RAID 1 on the 7042-CR6

    This section applies to HMC model 7042-CR6 only. Instructions follow for installing a second physical drive, deleting an Integrated Striping (IS) volume (RAID 0), and setting up the Integrated Management (IM) volume (RAID 1).

    Installing the second physical drive

    Before you set up your RAID 1 volume on the HMC, do the miscellaneous equipment specification (MES) upgrade to add the second disk for mirroring. Any model 7042-CR6 that was previously used as an SDMC already has two disks that are installed. If your 7042-CR6 was an SDMC appliance that was converted to an HMC appliance, skip this task and go to “Deleting an Integrated Striping (IS) volume (RAID 0) for previous SDMC installations” on the next.

    To install the physical drive, complete the following steps:

    1. From the HMC GUI, click HMC Management, click Shutdown or Restart, select Shutdown HMC, and then click OK.

    2. Remove the filler panel from the empty drive bay, for example, <bay number 0?>.

    3. Touch the static-protective package that contains the drive to any unpainted metal surface on the server. Then, remove the drive from the package and place it on a static-protective surface.

    4. Install the hard disk drive in <drive bay 1> drive bay:

    a. Make sure that the tray handle is in the open (unlocked) position.

    b. Align the drive assembly with the guide rails in the bay.

    c. Gently push the drive assembly into the bay until the drive stops.

     

    Deleting an Integrated Striping (IS) volume (RAID0) for previous SDMC installations

    If your 7042-CR6 was converted from Systems Director Management Console (SDMC), it already has two hard disk drives configured as an IS or RAID0 volume. We must delete this volume before we configure the Integrated Management (IM) or RAID 1 volume.

    To delete the IM volume, complete the following steps:

    1. Power on the HMC appliance.

    2. After the selection pane opens during the restart operation, press F1 to go to Set up.

    3. Select System Settings.

    4. Select Adapters and UEFI Drivers.

     

    
      
        	
          Compile the List of Drivers menu: If this menu is shown, press the Enter key.

        
      

    

    5. Select the LSI Logic Fusion MPT SAS Driver.

    6. From the LSI Logic MPT Setup Utility menu, select the SAS1064e driver.

    7. Select RAID Properties in the SAS1064E Adapter Properties pane.

    8. Select Manage Array in the View Array pane.

    9. Select Delete Array in the Manage Array pane.

    10.Select Y to delete the array and exit to the Adapter Properties pane.

    Setting up the Integrated Management (IM) volume (RAID 1)

    This task guides you through the HMC BIOS to configure the LSI Logic Fusion Adapter for RAID 1. If you just completed deleting an Integrated Striping volume for previous SDMC installations, you might be in the Adapter Properties pane of the LSI Logic MPT Setup Utility and can skip to step 7.

    1. Power on the HMC appliance.

    2. After the selection pane opens during the restart operation, press F1 to go to Set up.

    3. Select System Settings.

    4. Select Adapters and UEFI Drivers.

     

    
      
        	
          Compile the List of Drivers menu: If this menu is shown, press the Enter key.

        
      

    

    5. Select the LSI Logic Fusion MPT SAS Driver.

    6. From the LSI Logic MPT Setup Utility menu, select the SAS1064e driver.

    7. Select RAID Properties in the SAS1064E Adapter Properties pane.

    8. Select Create IM Volume on the Select New Array Type pane.

     

    
      
        	
          Ensure correct installation: This step lists the two hard disk drives (HDDs) that are installed in the HMC appliance. Check for the HDD listings and ensure that the two HDDs are correctly installed.

        
      

    

    9. Use the arrow keys to move to the RAID DISK column, and press the Spacebar to toggle the value to Yes for each HDD that is listed. Set the RAID DISK column value to Yes.

    
      
        	
          Notes:

          •The order in which you carry out the next step dictates the primary and secondary drives in the RAID volume. 

          •When you toggle the first selection, you are asked to delete or migrate existing data. The SAS1064E adapter does not support migration, so select D – Overwrite existing data here.

        
      

    

    10.From the Create and Save New Array menu, select Save Changes.

    11.Exit the menu and press Enter.

    12.Press Esc to exit LSI MPT setup utility.

    13.Press Esc to exit the previous menu.

    14.Select Exit the Configuration Utility and Restart.

    15.Press Enter when prompted to stop the controller: The action that is required is Stop Controller YES (Enter) or NO (Esc).

    16.Press Esc three times to exit setup.

    17.Press the Y key to exit setup completely.

    Configuring RAID 1 on the 7042-CR7

    This section applies only to HMC model 7042-CR7. Instructions follow for installing a second physical drive, deleting the pre-existing RAID 0 virtual drive, and setting up the RAID 1 virtual drive.

    Installing the second physical drive

    Before you set up your RAID 1 volume on the HMC, do the MES upgrade to add the second disk for mirroring.

    To install the physical drive, complete the following steps:

    1. From the HMC GUI, click HMC Management, click Shutdown or Restart, select the Shutdown HMC button, and then click OK.

    2. Remove the filler panel from the empty drive bay <bay number 1>.

    3. Touch the static-protective package that contains the drive to any unpainted metal surface on the server. Then, remove the drive from the package and place it on a static-protective surface.

    4. Install the hard disk drive in <bay number 1> drive bay:

    a. Make sure that the tray handle is in the open (unlocked) position.

    b. Align the drive assembly with the guide rails in the bay.

    c. Gently push the drive assembly into the bay until the drive stops.

    Deleting the pre-existing RAID0 virtual drive

    If your 7042-CR7 was previously installed with HMC code, it already has a defined virtual drive set up as a RAID0 volume. We must delete this volume before creating the RAID 1 volume.

    To delete the original virtual drive, complete the following steps:

    1. Power on the HMC appliance.

    2. After the selection pane opens during the restart operation, press F1 to go to the Setup Utility.

    3. Select System Settings.

    4. Select Storage.

    5. Select the LSI MegaRAID <ServeRAID M5110> Configuration Utility.

    6. Select Virtual Drive Management.

    7. Select Select Virtual Drive Operations.

    8. Select Delete Virtual Drive.

    9. Select Confirm and press the Spacebar to toggle the check box.

    10.Select Yes.

    11.Select OK.

    12.Exit the Select Virtual Drive Operations pane (press Esc).

    13.Exit the Virtual Drive Management pane (press Esc).

    Setting up the RAID 1 virtual drive

    This task guides you through the creation of a RAID 1 virtual drive. If you just completed deleting the pre-existing RAID 0 virtual drive, you might already be viewing the Configuration Options pane of the LSI MegaRAID Configuration Utility and can skip to step 7.

    1. Power on the HMC appliance.

    2. After the selection pane opens during the restart operation, press F1 to go to Setup Utility.

    3. Select System Settings.

    4. Select Storage.

    5. Select the LSI MegaRAID <ServeRAID M5110> Configuration Utility.

    6. Select Virtual Drive Management.

    7. Select Create Configuration.

    8. Select Select RAID Level and select RAID 1, as shown in Figure 2-25.
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    Figure 2-25   Create Configuration pane: Selecting the RAID level

    9. Select Select Drives.

    10. Verify that both drives are listed and select Check All, as shown in Figure 2-26.
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    Figure 2-26   Select Drives pane: Check All

    11. Select Apply Changes.

    12. Select OK at the success pane.

    13. Select Save Configuration as shown in Figure 2-27.
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    Figure 2-27   Creation Configuration pane: Saving the configuration

    14.At the Warning pane, select Confirm and press the Spacebar to toggle the check box.

    15.Select Yes.

    16.Select OK at the Success pane.

    A message indicates that more virtual drives cannot be created because of insufficient capacity. The reason is because all available drives are now allocated to the new virtual drive.

    17.Press the Esc key to close the message.

    The Virtual Drive Management pane does not refresh after the creation of the virtual drive, and, as a result, all operations are displayed but are not available (disabled). The next step addresses this issue.

    18.Exit back to the Configuration Options pane by pressing the Esc key.

    19.Select Virtual Drive Management.

    20.Select Select Virtual Drive Operations.

    21.Verify that the Virtual Drive Operation is set to Fast Initialization and select Start Operation, as shown in Figure 2-28.
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    Figure 2-28   Select Virtual Drive Operation pane: Start Operation

    22.At the Warning pane, select Confirm and press the Spacebar to toggle the check box.

    23.Select Yes.

    24.Select OK at the Success pane.

    25.The operation completes quickly, and you can exit the setup utility by pressing the Esc key until you reach the exit confirmation panel.

    26.Press the Y key to exit the Setup Utility.

    27.Proceed to the next section.
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Installing

    To set up the Hardware Management Console (HMC), complete the following groups of tasks: 

    •Cabling the HMC to the managed server

    •Gathering configuration settings for your installation and configuring the HMC

    •Connecting managed systems to the HMC

    The HMC can be a stand-alone HMC or an HMC that you plan to install in a rack. 

    An overview of these tasks is provided.

    3.1  Installation of HMC

    You might learn how to cable and configure the HMC, including installing the HMC into a rack and configuring network connections and security.

    3.1.1  Cabling the HMC

     

    
      
        	
          Attention: Do not plug the power cords into an electrical outlet until you are instructed to do so.

        
      

    

    This section describes how to connect the HMC cables, connect the Ethernet cable, and connect the HMC to a power source. You can use these instructions to help you cable your rack-mounted or stand-alone HMC. 

    1.	Use the specifications for the HMC to help ensure that you position the HMC in the correct location. HMC specifications provide detailed information for your HMC, including dimensions, electrical power, temperature, environment, and service clearances.

    Choose from the following options:

    a.	If you are installing a rack-mounted HMC, continue with step 2.

    b.	If you are installing a stand-alone HMC, skip to step 3 on page 62.

    2.	To install a rack-mounted HMC:

    a.	First, identify the location of the connectors:

     •	A rack-mounted HMC 7042-CR7 (Figure 3-1)
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    Figure 3-1   Rear view of a rack-mounted HMC 7042-CR7

     •	A rack-mounted HMC 7042-CR5 and 7042-CR6 (Figure 3-2)
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    Figure 3-2   Rear view of a rack-mounted HMC 7042-CR5 and CR6

    b.	Next, install the HMC into a rack.

    c.	After the HMC is installed into a rack, connect the monitor, keyboard, and mouse.

    For connection to an HMC, connect the keyboard, display, and mouse by using the USB conversion option cable.

    After you complete these steps, skip to step 4.

    3.	If you are installing a stand-alone HMC:

    a.	First, identify the location of the connectors:

     •	A stand-alone HMC 7042-C06 and 7042-C07(Figure 3-3)

     •	A stand-alone HMC 7042-C08 (Figure 3-4 on page 63)
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    Figure 3-3   Rear view of a stand-alone HMC 7042-C06 and 7042-C07

    
      
        	
          Port

        
        	
          Description

        
      

      
        	
          Video

        
        	
          The Video port is used as monitor connection.

        
      

      
        	
          PS/2 Keyboard or Mouse

        
        	
          PS/2 keyboard or mouse can attach.

        
      

      
        	
          Serial 1

        
        	
          Serial 1 is supported for an external modem.

        
      

      
        	
          USB

        
        	
          USB keyboard, mouse, USB drive, or USB diskette drive.

        
      

      
        	
          Ethernet

        
        	
          Ethernet port is used as HMC primary network connection

        
      

    

    The HMC does not support the use of parallel, Serial 2, or Systems Management Ethernet ports. 

    Figure 3-4 shows a stand-alone HMC 7042-C08.
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    Figure 3-4   Rear view of a stand-alone HMC 7042-C08

    b.	Attach the monitor cable to the monitor connector and tighten the screws. Attach the power cord to the monitor. Ensure that the voltage selection switch on the HMC is set to the voltage that is used in your area. 

    c.	Plug the power cord into the HMC, and then connect the keyboard and mouse. For USB connections, connect the keyboard and mouse to USB ports on the HMC. You can connect the keyboard and mouse to the USB ports on the front or back panels. For PS/2 connections, connect the keyboard and mouse to their connector on the back panel of the HMC.

    4.	Connect the modem. During the installation and configuration of the HMC, the modem might dial out automatically as the HMC follows routine call-out procedures.

    5.	Connect the Ethernet (crossover) cable from the HMC to the managed server. Your HMC should be connected to the managed server in a private service DHCP network. Your Ethernet connection to the managed server should be made by using the Ethernet port that is defined as eth0 on your HMC. If you did not install any more Ethernet adapters in the PCI slots on your HMC, use the primary integrated Ethernet port.

    6.	If you use an external modem, plug the modem power supply cord into the HMC modem.

    7.	Plug the power cords from the monitor, HMC, and HMC external modem into electrical outlets.

     

    
      
        	
          Attention: Do not connect the managed system to a power source now.

        
      

    

    3.1.2  HMC Guided Setup wizard

    This section provides a step-by-step guide to setting up the HMC using the HMC Guided Setup wizard. Make sure that you have completed the HMC Guided Setup wizard checklist before continuing with this section.

    Set up language and locale

    Before starting the HMC Guided Setup wizard, set up your language in one of the 16 supported languages or the default of US English. After you select a language, you can select a locale that is associated with that language. The language and locale settings determine the language, the character set, and other specific to the country or region such as the formats for date, time, numbers, and monetary units.

    Launching the HMC Guided Setup wizard

    The HMC Guided Setup wizard starts automatically when you first start the HMC. You can also start the wizard from the Welcome panel, click Guided Setup wizard.
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    Figure 3-5   Welcome panel: Launch Guided Setup Wizard

    1.	The Launch Guided Setup Wizard: Welcome page opens. Click Next to continue with the Guided Setup wizard.

    2.	In the Launch Guided Setup Wizard: Change HMC Date and Time page, enter the correct date and time and time zone for your location (Figure 3-6 on page 66). Click Next to continue with the Guided Setup wizard (Figure 3-7 on page 67).

    3.	The Launch Guided Setup Wizard: Change hscroot Password window display. Enter the new hscroot password that you want (normally the default password ID abc123). Use the hscroot user ID to access the user interface and to manage the HMC.

    Use these following password rules:

     –	The password must contain at least seven characters.

     –	The characters must be standard 7-bit ASCII characters.

     –	Passwords can include special characters, but begin passwords with an alphanumeric character.
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    Figure 3-6   Change Date and Time

    4.	The Launch Guided Setup Wizard: Change root password panel display. Enter the new root password that you want (normally the default password ID passw0rd where 0 is the number zero). Use root password rules same as hscroot password rules before. A service provider uses the root user ID to do maintenance on the server.

    Click Next to continue with the Guided Setup wizard.

    5.	The Launch Guided Setup Wizard: Create Additional HMC Users panel display. You can optionally create new HMC users. Click Next to continue.

    6.	This completes the first part of the Guide Setup wizard. 

    The next step configures the HMC network settings. You might have to discuss this step with your network administrator for your HMC environment.

    Click Next to continue with the Guided Setup wizard.

    7.	The Launch Guided Setup Wizard - Configure HMC Network Settings panel is displayed, as shown in Figure 3-7. In our example, we see two LAN adapters available (eth0 and eth1), although you might see only one adapter in your HMC system. 

    We show you how to configure the HMC for both a private network and an open network. We use the first Ethernet network card (eth0) for a private network, then return to this panel again to configure eth1 for an open network. We use the private network to connect the HMC with our managed systems and other HMCs. We use the second Ethernet card (eth1) for an open network.
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    Figure 3-7   Configure HMC Network Settings

    Select LAN adapter eth0 to be configured first, then click Next to continue with the Guided Setup wizard.

    8.	Configure eth0 Media Speed panel displays. You can choose the LAN adapter speed at Autodetection for initial setup, or you can set the adapter speed if you know the information. 

    Click Next to continue with the Guided Setup wizard.

    9.	The Launch Guided Setup Wizard - Configure eth0 Private Network panel is displayed, as shown in Figure 3-8. As mentioned previously, we set the LAN adapter eth0 as a private network to connect to our managed systems.
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    Figure 3-8   Configure eth0 Private Network

    In this example, we select the Private Network. Then, click Next to continue.

    10.	The Launch Guided Setup Wizard - Configure eth0 DHCP panel is displayed (see Figure 3-9). We have to define the HMC as a DHCP server so our managed system is assigned an IP address by the DHCP server.
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    Figure 3-9   Configure eth0 DHCP

    The HMC becomes the DHCP server to all clients in a private network. These clients are our managed systems and other HMCs. You can configure the HMC to select one of several different IP address ranges to use for this DHCP server. This flexibility is so that the addresses provided to the managed systems do not conflict with addresses used on other networks to which the HMC is connected.

    We have some standard nonroutable IP address ranges that are assigned to its clients. The following ranges can be selected:

     –	192.168.128.2 - 192.168.255.254

     –	172.16.0.3 - 172.16.255.254

     –	172.17.0.3 - 172.17.255.254

     –	10.0.0.2 - 10.0.0.254

     –	10.0.128.2 - 10.0.143.254

     –	10.0.255.2 - 10.0.255.254

     –	10.1.0.2 - 10.1.15.254

     –	10.1.255.2 - 10.1.255.254

     –	10.127.0.2 - 10.127.15.254

     –	10.127.255.2 - 10.127.255.254

     –	10.128.0.2 - 10.128.15.254

     –	10.128.128.2 - 10.128.128.254

     –	10.128.240.2 - 10.128.255.254

     –	10.254.0.2 - 10.254.0.254

     –	10.254.240.2 - 10.254.255.254

     –	10.255.0.2 - 10.255.0.254

     –	10.255.128.2 - 10.255.143.254

     –	10.255.255.2 - 10.255.255.254

    The HMC LAN adapter eth0 would be assigned one before the first IP address out of the range selected. In our example, we select the 192.168.0.2 to 192.168.255.254 range, so our HMC is given an IP address 192.168.0.1. Any other client (HMC or managed system) is given an address from this range. 

    The DHCP server in the HMC uses automatic allocation, which means that each managed system is reassigned the same IP address each time it is started. The DHCP server uses each client’s built-in Media Access Control (MAC) address to ensure that it reassigns each client with the same IP address as before. When a managed system starts, it tries to contact the DHCP server to obtain its IP address. If the managed system is unable to contact the HMC DHCP server, the managed system uses its last given IP address.

    We set the IP address range 192.168.0.2 to 192.168.255.254 and click Next to continue.

    11.	The Launch Guided Setup Wizard - Configure HMC Network Settings panel is displayed (Figure 3-10). This step completes the network configuration for LAN adapter eth0 as a private network. We can proceed with network configuration for LAN adapter eth1 as an open network.
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    Figure 3-10   Launch Guided Setup Wizard - Configure HMC Network Settings

    Select the Yes option and LAN adapter eth1. Click Next to continue with the Guided Setup wizard.

    12.	The Launch Guided Setup Wizard - Configure eth1 Media Speed. As the eth0 configuration before, you can leave the LAN adapter speed at Autodetection for initial setup, or you can set the LAN adapter speed if you know the information.

    Click Next to continue with the Guided Setup wizard.

    13.	Configure eth1 Open Network. As mentioned previously, we select Open network for eth1 and Click Next to continue.

    14.	The Launch Guided Setup Wizard - Configure eth1 IP assignment panel is shown in Figure 3-11. We can configure interface eth1 to obtain an IP automatically from your DHCP server or to use a fixed IP address.
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    Figure 3-11   Configure eth1 IP assignment

    In our example, we configure the interface eth1 by using fixed IP address, 9.3.5.20 with network mask 255.255.254.0. Click Next to continue with the Guided Setup wizard.

    15.	IPv6 Setting - You can optionally configure IPv6 environment.

    Autoconfigure IP addresses: If this option is selected, the autoconfiguration process includes creating a link-local address and verifying its uniqueness on a link, determining what information should be autoconfigured (addresses, other information, or both). And in the case of addresses, whether they should be obtained through the stateless mechanism, the stateful mechanism, or both.

    Use privacy extensions for autoconfiguration: This option causes nodes to generate global-scope addresses from interface identifiers that change over time.

    IPv6 address entry: Input field for the 128 bit long IPv6 address. IPv6 addresses are normally written as eight groups of four hexadecimal digits. 

    For example, fe80:0:0:0:204:acff:feab:b811 is a valid IPv6 address. If one or more four-digit groups is 0000, the zeros might be omitted and replaced with two colons(::).

    Prefix length entry: The prefix-length variable is a decimal value that indicates the number of contiguous, higher-order bits of the address that make up the network portion of the address.

    Click Next to continue.

    16.	The Launch Guided Setup Wizard - Configure HMC Firewall for eth1 panel is now displayed, as shown in Figure 3-12. Commonly, there is a firewall that controls access from outside to your network. Because the HMC is connected to an open network, we can also restrict outside access to the HMC by using a built-in firewall in HMC. There are some applications that run on the HMC that can be secured from unauthorized outside access.
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    Figure 3-12   Launch Guided Setup Wizard - Configure HMC Firewall for eth1

    We select Yes to configure HMC firewall settings and click Next to continue with the Guided Setup wizard.

    17.	The Launch Guided Setup Wizard - Configure HMC Firewall for eth1 panel displays then (see Figure 3-13). The top panel lists all of the available applications that are on the HMC. The bottom panel lists all applications that are available to the open network through the HMC firewall. 

    You can allow an application to pass through the firewall by selecting them from the top panel then clicking Allow Incoming or Allow Incoming by IP address. Allow incoming allows all remote clients access to the selected application, and Allow Incoming by IP address allows only specific remote clients’ IP addresses to the selected application. You can select to remove an application completely from the firewall by selecting the application from the bottom panel then clicking Remove.
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    Figure 3-13   Launch Guided Setup Wizard - Configure HMC Firewall for eth1

    Click Next to continue with the Guided Setup wizard.

    18.	The Launch Guided Setup Wizard - Configure HMC Network Settings panel is shown (see Figure 3-14). If you have more network adapters available, you can configure them now by selecting the adapters and Yes.
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    Figure 3-14   Launch Guided Setup Wizard - Configure HMC Network Settings

    Because both network adapters are configured, No is selected. Then click Next to continue with the Guided Setup wizard.

    19.	The Launch Guided Setup Wizard - Configure HMC host name and domain panel is displayed, as shown in Figure 3-15. Enter your host name for the HMC, domain name, and description for the HMC. In our example, we enter host name localhost and domain name localdomain.
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    Figure 3-15   Launch Guided Setup Wizard - Configure HMC Host Name

    Click Next to continue with the Guided Setup wizard.

    20.	The Launch Guided Setup Wizard. The configure the HMC gateway under the network settings dialog panel is shown (see Figure 3-16). If required, we can specify one of our LAN adapters as a gateway device to an open network.
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    Figure 3-16   Launch Guided Setup Wizard: Configure HMC gateway

    In our example, eth1 is the gateway device to an open network. Click Next to continue with the Guided Setup wizard.

    21.	The Launch Guided Setup Wizard - Configure DNS panel displays now (Figure 3-17). 

    A DNS server is a distributed database for managing host names and their IP addresses. By adding a DNS server, the HMC allow us to find other hosts in our open network by their host name rather than by their IP addresses. 

    Enter the IP address of your DNS server or servers in the DNS server address field and click Add to register the IP address. You can enter multiple DNS server addresses here. The order that the addresses are entered is the order in which they are searched when trying to resolve a host name.

    If you make a mistake when entering an address, you can remove it by selecting the entry and then clicking Remove.
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    Figure 3-17   Launch Guided Setup Wizard - Configure DNS

    Click Next to continue with the Guided Setup wizard.

    22.	Launch Guided Setup Wizard. The configure the domain suffix using the Specify Domain Suffixes dialog panel is shown in Figure 3-18. 

    Enter a domain suffix in the Domain suffix field and click Add to register your entry. You can enter multiple domain suffixes for your organization if you have them. The order that the addresses are entered is the order in which they are searched when trying to map the host name to a fully qualified host name. 

    If you make a mistake when entering an address, you can remove it by selecting the entry and then clicking Remove.
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    Figure 3-18   Launch Guided Setup Wizard - Configure Domain Suffix

    Click Next to continue with the Guided Setup wizard.

    23.	The Launch Guided Setup Wizard - The Next Steps panel is displayed (see Figure 3-19). This step completes the network configuration section of the Guided Setup wizard. Now continue with the next part of the wizard.
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    Figure 3-19   Launch Guided Setup Wizard - The Next Steps panel

    Click Next to continue with the Guided Setup wizard.

    24.	Enter your SMTP server information and also add the email address for notifications, as shown Figure 3-20. Click Next to continue.
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    Figure 3-20   Notification of Problem Events panel

    Click Finish to apply the changed configurations.

    25.	This step completes the second part of the Guide Setup wizard, as shown Figure 3-21. Click Finish and Close to continue next.
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    Figure 3-21   Status panel

    26.	The Launch Guided Setup Wizard - The Next Steps panel displays (see Figure 3-22). This step completes the network configuration section of the Guided Setup Wizard. We now continue with the Call Home Setup Wizard.
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    Figure 3-22   Setting up the call home window

    Choose Yes and click OK.

    27.	You can see the Welcome page of the call home setup. Click Next to continue.

    28.	Call Home Setup Wizard - Specify Contact Information panel is shown (see Figure 3-23). This is the panel that contains the contact details for your organization. The information entered here is used by IBM when dealing with problems electronically reported (calling home), and software updates. Enter valid contact information for your own location. The fields marked with an asterisk (*) are mandatory and must be completed.
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    Figure 3-23   Call Home Setup Wizard: Specify Contact Information

    Click Next to continue.

    29.	Call Home Setup Wizard - Location of the HMC panel is displayed. Enter the location details of this HMC. If the location address is the same as the contact address used in the previous step, then click Use the administrator mailing address. Otherwise, enter the correct HMC location address details. 

    Click Next to continue.

    30.	Call Home Setup Wizard - Account Information. You can optionally register about it. 

    Click Next to continue.

    31.	Call Home Setup Wizard - Connectivity and Call Home Servers. You can see the description about call home configuration. 

    Click Next to continue.

    32.	Call Home Setup Wizard. The Configure Connectivity to Your Service Provider panel is now shown in Figure 3-24 on page 83. 

    You can configure an outbound connection between the HMC and your service provider, such as your service provider’s remote support facility. You can specify how the local HMC connects to your service provider from a local modem, an Internet Secure Sockets Layer (SSL), an Internet Virtual Private Network (VPN), or a remote pass-through system.

     –	With an Internet SSL, you can use a high speed Internet connection on your HMC, the fastest option to send problem information to your service provider.

     –	With a local modem, you can use the modem on your HMC to send problem information and system data to your service provider.

     –	With an Internet VPN, you can use a high speed Internet connection on your HMC to send problem information to your service provider.

     –	With a remote pass-through system, you can use another HMC or a logical partition on your server to send problem information to your service provider.

    Figure 3-24 shows the Call Home Setup Wizard: Configure Connectivity panel.
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    Figure 3-24   Call Home Setup Wizard: Configure Connectivity

    You can select by the communications method to which you want to connect to IBM for service and support-related functions. In our example, we select all four connectivity options for demonstration purposes only. Normally, you would select only the options valid for your environment.

    Click Next to continue with Guided Setup.

    33.	The Agreement for Service Programs panel is displayed. Read the agreement details carefully and click Accept or Decline.

    34.	Call Home Setup Wizard - Configure SSL by using an Existing Internet Connection. 

    Click Next to continue.

    35.	In the panel, The Modem Configuration display opens. You can set the Dial Type (Tone/Pulse), Wait for dial tone, Enable speaker, and the Dial prefix value.

    Click Next to continue.

    36.	Call Home Setup Wizard: The Configure Local Modem panel is shown in Figure 3-25.
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    Figure 3-25   Configure local modem

    Click Add in the Phone numbers panel to add the IBM support service phone number. The Add Phone Number - Country or Region window displays. Use the drop-down menus to select your country or region and then your state or province.

    After you select your Country/region and State/province, a list of available IBM support service numbers are listed. Select the phone number nearest to your location. The phone number is populated in the Phone number field at the bottom of the panel. You can also manually add phone numbers if you know your IBM support service number.

    Click Next to continue with the Guided Setup wizard.

    37.	Call Home Setup Wizard - Use VPN by using an Existing Internet Connection panel. 

    Click Next to continue.

    38.	Configure Connectivity by using a Pass-Through Systems panel, which is shown in Figure 3-26. By configuring a pass-through system, send problem information to your service provider through another HMC or a logical partition.
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    Figure 3-26   Configure a pass-through system

    39.	The Call Home Server Console is configured. See Figure 3-27. You can add or remove call home server consoles.

    [image: ]

    Figure 3-27   Configure Call Home Server Consoles

    40.	Click Next to continue. The authorize users for IBM Electronic Service Agent™ (ESA) panel is displayed, as shown in Figure 3-28. 

    By entering your IBM ID, you can access the inventory information that is collected and transmitted to IBM by ESA. If you do not have an IBM ID, you can obtain one, as explained in Figure 6-37 on page 301.
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    Figure 3-28   Authorize users for Electronic Service Agent

    41.	Click Next to continue with the Call Home Setup Wizard. The summary window is displayed (Figure 3-29). You can see all the changes that the Call Home Setup Wizard configures later. At this stage, nothing changed on the HMC. You can cancel the changes by clicking Cancel.
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    Figure 3-29   Summary of ESA

    Click Finish to apply the changed configurations.

     

    
      
        	
          Changes: At this step, nothing changed on the HMC. If you click Cancel, all changes by the Launch Guided Setup wizard be lost.

        
      

    

    42.	Click OK to log off from the HMC then log on to apply some changes.

    This step completes the Call Home Setup Wizard.

    Post Guided Setup Tasks

    If you were not able to set up all the information through the wizard, you can go back and use the standard HMC menu to complete tasks. If you are directly connected to the HMC, some tasks might be missed at first. 

    3.1.3  Connecting managed systems to the HMC

     

    
      
        	
          Attention: When installing a new Power Systems server, do not turn on the system before connecting it to an HMC. The server processor (SP) on a System p system is a DHCP client and searches for a DHCP server to obtain its IP address. If no DHCP server can be found, the SP assigns a default IP address. If this occurs, you have to use address space manager (ASM) to change the IP setting of the SP manually. 

        
      

    

    After you complete the HMC Guided Setup Wizard, you can connect your managed systems to the HMC by using following steps:

    1.	Connect your HMC to the HMC port of the managed system with an Ethernet cable.

    2.	Connect the managed system to a power source. The managed system then turns on its service processor. After the service processor is turned on, proceed to the next step. This process takes three to five minutes. You can see the following sequence of events signal that power is applied to the service processor:

    a.	Progress indicators, also referred as checkpoints, show on the control panel display while the system is being started. The display might appear blank for a few moments during this sequence.

    b.	When the service processor completes its power-on sequence, the green power light flashes slowly and the output on the control panel is similar to the following output:

    01 N V=F

    T

    3.	Click Systems Management, then Servers to view the status of your managed system. It can take a few minutes for the status to display.

    4.	If the status shows Pending Authentication, you must set passwords for the managed system. The HMC prompts you to set passwords for the managed system. If you are not prompted by the HMC to set those passwords, click Operations then Change Password. The window for setting passwords opens, as shown in Figure 3-30. Set the password for each, as directed.
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    Figure 3-30   Update Password - Authentication Passed

     

    
      
        	
          HMC configuration: If you did not configure your HMC as a Dynamic Host Configuration Protocol (DHCP) server, the HMC does not detect the managed system automatically.

        
      

    

    5.	Access the ASMI to set the time of day on the system. Refer to the “Time of the Date” section to set the time of day on the system.

    6.	Start the managed system by clicking Systems Management → Servers, select the managed system that you want to turn on, then click Operation, Power On, as shown in Figure 3-31. There are three options for turning on the system:

    a.	Create and activate logical partitions with partition standby. When the partition standby power-on is completed, the system is in standby mode.

    b.	System profile turns on the system according to a predefined set of system profiles. Select the system profile that you want to use from the list.

    c.	Partition auto start turns on the managed system to partition standby and then activate all partitions that are marked as auto start or those partitions that were running when the system shut down.
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    Figure 3-31   Power on the managed system

    d.	This step completes the instructions for installing the HMC.

    3.2  HMC connectivity scenario

    POWER6, POWER6+, POWER7, and POWER7+ processor technology-based servers that are managed by an HMC require Ethernet connectivity between the HMC and the Service Processor of the server. In addition, if Dynamic LPAR, Live Partition Mobility, or PowerVM Active Memory Sharing operations are required on the managed partitions, Ethernet connectivity is needed between these partitions and the HMC. A minimum of two Ethernet ports are needed on the HMC to provide such connectivity. 

    This section covers a variety of HMC connectivity. 

    Connect from single HMC to Multi-drawer

    For the HMC to communicate properly with the multi-drawer server, eth0 of the HMC should connect to the port labeled HMC Port1 on the two central electronics complex drawers of each system (Figure 3-32). 
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    Figure 3-32   Connectivity: Multi-drawer with one HMC

    Although other network configurations are possible, you can attach an eth1 to each HMC Port 2 of the servers for network redundancy (Figure 3-33 on page 93). Address these by two separate subnets.
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    Figure 3-33   Network Redundancy

    Single HMC to support flexible service processor failover

    Dual service processor support is available only on the 5Core or larger P5-570 systems and requires an HMC to manage this system. The HMC and server firmware should be on minimum HMC code level, and correctly network the HMC to support dynamic flexible service processor (FSP) failover (see Figure 3-34). Note, on POWER 770, no loopback cable is required to perform FSP failover.
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    Figure 3-34   To support FSP failover

    Dual HMC redundancy

    A redundant HMC manages a system that is already managed by another HMC. When two HMCs manage one system, they are peers, and each can be used to control the managed system. If both HMCs are connected to the server by using private networks, each HMC should be a DHCP server setup to provide IP addresses on two unique, non-routing IP ranges. For the best redundancy, two HMCs are kept on separate subnetworks and attach to different server support network ports. 

    For more information, see 2.4.1, “Dual HMC and Redundancy” on page 43.

    Redundant HMC for High-End POWER Server

    The POWER High-End server(595,795) requires one primary HMC that can communicate to all bulk power hubs (BPHs) in the system. The primary HMC is connected to port J01 on the BPH on the front side of the system (central electronics complex) rack. For improved system availability, a redundant HMC is highly preferable. It is connected to port J01 on the BPH on the back side of the system rack. 

    It is common to use an Ethernet hub or switch to establish the connections between the HMC and the High-End server (see Figure 3-35).
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    Figure 3-35   Redundant HMC for High-End Server
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Configuring

    An overview of Hardware Management Console (HMC) network configuration, user management, certificate management, virtualization, and capacity on demand is provided.

    4.1  Network configuration

    This chapter provides a general overview of the types of network configurations for the HMC and explains how to configure HMC network settings. Also described is how to use the HMC workplace to obtain network diagnostic information.

    4.1.1  Types of HMC network configurations

    The HMC supports several network communications:

    •HMC to managed system connection performs most of the hardware management functions in which HMC issues control function requests through service processor of the managed system.

    •HMC to logical partition connection collects platform-related information, such as hardware error events or hardware inventory, from the operating system running in the logical partitions. This communication also coordinates certain platform activities, such as Dynamic Logical Partition (DLPAR) or concurrent maintenance with those operating systems. 

    •HMC to remote users connection provides remote users with access to HMC functionally. Remote users can access the HMC by using one of the following methods:

     –	The remote operation to access all the HMC graphical user interface (GUI) functions remotely.

     –	SSH to access the HMC command-line functions remotely.

     –	A virtual terminal server for remote access to virtual logical partition consoles.

    •HMC to service and support connection transmits data such as hardware error reports, inventory data, and microcode updates, to and from your service provider. You can use this communication path to make automatic service calls.

    4.1.2  Configuring the HMC network setting

    This section describes network configuration for the HMC. To open the Change Network Setting window, select Change Network Settings from the main menu.

    HMC identification

    HMC identification provides information that is needed to identify the HMC in the network. The Identification tab of the Customize Network Settings window (Figure 4-1) includes the following information:

    •Console name

    HMC name that identifies the console to other consoles in the network. This name is the short host name.

    •Domain name

    An alphabetic name that the domain name server (DNS) can translate to the Internet Protocol (IP) address.

    •Console Description

    Short description for the HMC.
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    Figure 4-1   HMC Identification tab

    LAN Adapters

    The LAN Adapters tab (Figure 4-2) shows a summarized list of all local area network (LAN) adapters that are installed on the HMC. You can view details of each LAN adapter by clicking Details, which starts a window where you can change LAN adapter configuration and firewall settings.
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    Figure 4-2   LAN Adapters tab

    LAN Adapter configuration

    The LAN Adapter Details window, which is shown in Figure 4-3, describes the LAN adapter configuration of Ethernet eth0 on the LAN Adapter tab.
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    Figure 4-3   LAN Adapter configuration

    The LAN Adapter tab of this window includes the following information:

    •Local area network information

    The LAN interface address shows Media Access Control (MAC) Address on the card and the adapter name. These values uniquely identify the LAN adapter and cannot be changed. A private network is used by the HMC to communicate by its managed system and an open network connects the HMC outside the managed system. Media speed specifies the speed in duplex mode of an Ethernet adapter. The options are Autodetection, 10 Mbps Half Duplex, 10 Mbps Full Duplex, 100 Mbps Half Duplex, 100 Mbps Full Duplex, or 1000 Mbps Full Duplex.

    The connection between the HMC and its managed systems can be implemented either as a private or open network. The term open refers to any general, public network that contains elements other than HMCs and service processors that are not isolated behind an HMC. The other network connections on the HMC are considered open, which means that they are configured in a way that you would expect when attaching any standard network device to an open network.

    In a private service network, however, the only elements on the physical network are the HMC and the service processors of the managed systems. In addition, the HMC provides Dynamic Host Configuration Protocol (DHCP) services on that network, which allow it to automatically discover and assign IP configuration parameters to those service processors. You can configure the HMC to select one of several different address ranges to use for this DHCP service so that the addresses provided to the service processors do not conflict with addresses used on the other networks to which the HMC is connected. The DHCP services allow the elements on the private service network to be automatically configured and detected by the HMC, while at the same time preventing address conflicts in the network.

    On a private network, therefore, all of the elements are controlled and managed by the HMC. The HMC also acts as a functional firewall, isolating that private network from any of the open networks to which the HMC is also attached. The HMC does not allow any IP forwarding. Clients on one network interface of the HMC cannot directly access elements on any other network interface.

    To take advantage of the additional security and ease of setup, implement service network communications through a private network. However, in some environments, this configuration is not feasible because of physical wiring, floor planning, or control center considerations. In this case, the service network communications can be implemented through an open network. The same functionality is available on both types of networks, although the initial setup and configuration on an open network require more manual steps.

    •DHCP Server

    Choose Enable DHCP Server only if this adapter is defined as private network, then choose one range of addresses for the DHCP Server to distribute. If the adapter is defined as open, this setting is not available.

    If you want to configure the first network interface as a private network, you can select from a range of IP addresses for the DHCP server to assign to its clients. The selectable address ranges include segments from the standard nonroutable IP address ranges. 

    In addition to these standard ranges, a special range of IP addresses is reserved for IP addresses. This special range can be used to avoid conflicts in cases where the HMC-attached open networks are using one of the nonroutable address ranges. Based on the range that is selected, the HMC network interface on the private network is automatically assigned the first IP address of that range, and the service processors are then assigned addresses from the rest of the range.

    The DHCP server in the HMC uses automatic allocation, which means that each unique service processor Ethernet interface is reassigned the same IP address each time it is started. Each Ethernet interface has a unique identifier that is based upon a built-in MAC address, which allows the DHCP server to reassign the same IP parameters. 

    •DHCP Client/IP address

    There are two options:

     –	Obtain an IP address automatically allows the HMC to obtain an available IP address automatically.

     –	Specify an IP address specifies an IP address to be used, providing a TCP/IP interface address and TCP/IP interface network mask.

     

    
      
        	
          HMC support: HMC supports IPv6 protocol. For the instructions, link to the Systems Hardware information website:

          http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hail/configlan.htm

        
      

    

    Firewall settings

    You use the Firewall Settings tab of the LAN Adapter Details window to view and change current firewall adapter settings for the specified LAN interface address. Select Allow Incoming to allow access to incoming network traffic from this address, or select Allow Incoming by IP Address to allow access by incoming network traffic from hosts that are specified by an IP address and network mask, as shown in Figure 4-4.
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    Figure 4-4   Firewall Settings tab

    Name Services

    You use the Name Services tab to specify DNS for configuring the console network settings (Figure 4-5). DNS is a distributed database system for managing host names and their associated IP addresses. With DNS, people can use names to locate a host, rather than using the IP address.
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    Figure 4-5   Name Services tab

    Routing

    In the Routing tab, you specify routing information for configuring the console network settings, such as add, delete, or change routing entries and specify routing options for the HMC, as shown in Figure 4-6.
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    Figure 4-6   Routing tab

    Routing Information

    The routing information displays the following components:

    •Type displays the specific route, which can be on of three choices:

     –	Net

    Specifies a network-specific route. The destination address is the TCP/IP address of a particular network. All TCP/IP communications that are destined for that network are using the TCP/IP address of the router, unless a host route also applies for the communication to the destination host address. 

     

    
      
        	
          Conflicts: When a conflict occurs between a host and net route, the host route is used.

        
      

    

     –	Host

    Specifies a host-specific destination. The destination address is the TCP/IP address of a particular host. All TCP/IP communications that are destined for that host are routed through the router by using the router address as the TCP/IP address.

     –	Default

    Specifies all destinations that are not defined with another routing table entry. With a default route, the destination address is all zeros. If no host or net routes apply when communicating with a destination host address, the communication is routed through the default router by using the TCP/IP address given by the router address.

    •Destination displays the TCP/IP address of the destination host, network, or subnet.

    •Gateway displays the TCP/IP address of the next hop in the path to the destination.

    •Subnet Mask displays the subnet mask that is used by network interface to add routes.

    •Interface displays the name of the network interface that is associated with the table entry.

    Default gateway information

    The default gateway information provides the following components:

    •Gateway address

    The default gateway is the route to all networks. The gateway informs each personal computer or other network device where to send data if the target station is not on the same subnet as the source.

    •Gateway device

    Network interface that is used as a gateway device. 

    The Enable “routed” option

    You use the Enable “routed” option to enable or disable the network routing daemon, which is routed. If disabled, this option stops the daemon from running and prevents any routing information from being exported from this HMC.

    4.1.3  Testing network connectivity

    You can use the HMC workplace to obtain network diagnostic information about the HMC’s network protocols. You can use the Test Network Connectivity window to access any of the following functions:

    •Ping

    •Interfaces

    •Ethernet Settings

    •Address

    •Routes

    •Address Resolution Protocol (ARP)

    •Sockets

    •Transmission Control Protocol (TCP)

    •IP tables

    •User Datagram Protocol (UDP)

    This section explains each of these functions. To open the Test Network Connectivity window, select Test Network Connectivity on the main window.

    Ping 

    Use the Ping function to send an echo request (ping) to a remote host to see whether the host is accessible and to receive information about that TCP/IP address or name. Specify any TCP/IP address or name in the TCP/IP Address or Name to Ping field, then click Ping, as shown in Figure 4-7.
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    Figure 4-7   Network Diagnostic Information: Ping

    In a similar way, you can run tests for Interfaces, Ethernet Settings, Addresses, Routes, ARP, Sockets, TCP/IP Tables, and UDP.

    4.1.4  Viewing Network Topology

    Use the Network Topology window to see a tree view of the network nodes that are known to this HMC (Figure 4-8). Examples of such nodes are managed systems, logical partitions, storage, and other HMCs. You can view attributes of a node by selecting the node in the tree view that is shown in the left pane under Current Topology. Attributes vary according to the type of node. Some examples are IP address, host name, location code, and status. Click Refresh to rediscover the topology and to query the nodes again for status and other attributes.
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    Figure 4-8   Network topology

    Table 4-1 shows the possible status for each node.

    Table 4-1   Possible status for each node

    
      
        	
          Node

        
        	
          Possible Status

        
      

      
        	
          Local HMC

        
        	
          All nodes OK; Some nodes failed; All nodes failed

        
      

      
        	
          Remote HMC

        
        	
          Online, Offline

        
      

      
        	
          Interface

        
        	
          No link; Half duplex link; Full duplex link

        
      

      
        	
          Storage Facility

        
        	
          Status not reported

        
      

      
        	
          Managed system

        
        	
          Managed system status reported by the lssyscfg command (Operating, Running)

        
      

      
        	
          FSP

        
        	
          Online, Offline

        
      

      
        	
          LPAR

        
        	
          LPAR status reported by the lsstscfg command. 

          LPARs can also carry a connection status to report their current network status as Active, On, Off, Offline

        
      

      
        	
          BPA

        
        	
          BPA status reported by the lssyscfg command

        
      

      
        	
          BPC

        
        	
          Online, Offline

        
      

    

    Each status has its meaning that is evaluated when determining cumulative status for the Local HMC node, as shown in Table 4-2.

    Table 4-2   Meaning of node status

    
      
        	
          Status

        
        	
          Evaluation for cumulative status (OK/Fail)

        
        	
          Meaning

        
      

      
        	
          All nodes OK

        
        	
          OK

        
        	
          Child node statuses are OK

        
      

      
        	
          Some nodes failed

        
        	
          Fail

        
        	
          One or more child node statuses failed

        
      

      
        	
          All nodes failed

        
        	
          Fail

        
        	
          All child nodes statuses failed

        
      

      
        	
          No link

        
        	
          Fail

        
        	
          No link detected on interface

        
      

      
        	
          Half duplex link

        
        	
          OK

        
        	
          Half duplex link detected on interface

        
      

      
        	
          Full duplex link

        
        	
          OK

        
        	
          Full duplex link detected on interface

        
      

      
        	
          Active

        
        	
          OK

        
        	
          LPAR is pingable and known to RMC

        
      

      
        	
          On

        
        	
          Fail

        
        	
          LPAR is pingable but not known to RMC

        
      

      
        	
          Off

        
        	
          Fail

        
        	
          LPAR is not pingable nor known to RMC

        
      

      
        	
          Offline

        
        	
          Fail

        
        	
          For LPARs: LPARs is not pingable but is known to RMC.

          For Remote HMCs: Remote HMC is not pingable but is known to this HMC.

          For FSPs, BCPs: FSP or BPC are not pingable.

        
      

      
        	
          Online

        
        	
          OK

        
        	
          Remote HMC is pingable

          FSP is pingable

          BPC is pingable

        
      

      
        	
          Unknown

        
        	
          Fail

        
        	
          Status window to be determined

        
      

      
        	
          Operating, Running, or any other text from lssyscfg

        
        	
          N/A

        
        	
          Not evaluated when determining the cumulative status

        
      

    

    This task also allows you to save a snapshot of the current topology and to view that saved reference topology. You can view attributes of a node in this saved topology by selecting the node in the tree view that is shown in the left pane under Saved Topology.

    To test network connectivity to a node, you can select the node in either the current or the saved topology and click Ping Current Node or Ping Saved Node, available only for nodes that include an IP address or a host name.

    4.2  User Management

    Each HMC user can be a member of a different role. Each of these roles allows the user to access different parts of the HMC and to perform different tasks on the managed system. HMC roles are either predefined or customized. When you create an HMC user, you must assign that user a task role. Each task role allows the user varying levels of access to tasks that are available on the HMC interface.

    You can assign managed systems and logical partitions to individual HMC users, allowing you to create a user that has access to managed system A but not to managed system B. Each grouping of managed resource access is called a managed resource role.

    Table 4-3 lists the predefined HMC roles, which are the default on the HMC.

    Table 4-3   Predefined HMC roles

    
      
        	
          User name

        
        	
          Role

        
        	
          Description

        
      

      
        	
          hmcoperator

        
        	
          Operator

        
        	
          The operator is responsible for daily system operation.

        
      

      
        	
          hmcsuperadmin

        
        	
          Super Administrator

        
        	
          The super administrator acts as the root user or manager of the HMC system. The super administrator has unrestricted authority to access and modify most of the HMC system.

        
      

      
        	
          hmcpe

        
        	
          Product Engineer

        
        	
          A product engineer helps in support situations but cannot access HMC user management functions. To provide support access for your system, you must create and administer user IDs with the product engineer role.

        
      

      
        	
          hmcservicerep

        
        	
          Service Representative

        
        	
          A service representative is an employee who is at your location to install, configure, or repair the system.

        
      

      
        	
          hmcviewer

        
        	
          Viewer

        
        	
          A viewer can view HMC information, but cannot change any configuration information.

        
      

    

    In the Administration section of the HMC Management Task, there are options for Managing users profiles and access (4.2.1, “Managing user profiles and access” on page 114), Changing the user password (4.2.2, “Changing the user password” on page 114), and Customizing user task roles and managed resource roles (4.2.3, “Customizing user task roles and managed resource roles” on page 115).

    4.2.1  Managing user profiles and access

    This option allows you to add, copy, remove, and modify HMC system users and user profiles. The administrative functions display in a drop-down menu from the User menu, as shown in Figure 4-9. 

    To use this function, select HMC Management → Manage User Profiles and Access.
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    Figure 4-9   User Profiles window

    4.2.2  Changing the user password

    This option allows you to change the password of the current user, as shown in Figure 4-10 on page 115. The current password is needed for this option and the new password must be different from the current password.

    To use this function, select HMC Management → Change User Password.
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    Figure 4-10   Change User Password window

    4.2.3  Customizing user task roles and managed resource roles

    You can customize HMC Task Roles and Managed Resource Roles through the HMC console. You can add new Task Roles and Managed Resource Roles that are based on existing roles in the HMC. System defined roles cannot be modified, but you can create a role that is based on a system defined role or existing role.

    To manage access task and resource roles, select HMC Management → Administration → Manage Access Task and Resource Roles. The Customize User Controls window is displayed, as shown in Figure 4-11.
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    Figure 4-11   Customize User Controls window

    Managed resource roles tasks

    A managed resource role assigns permissions for a managed object or group of objects, such as a managed system or a logical partition. In a managed resource role, you can define access to specific managed systems rather than all managed systems controlled by the HMC.

    You can create a managed resource role, copy an existing managed resource role, modify existing managed resource roles, or delete an existing managed resource role from the Customize User Controls window. Select Managed Resource Roles, then select the wanted operation from the Edit menu. By default, there is only one managed resource role: it is AllSystemResources.

    To create a managed resource role:

    1.	Click Edit → Add, and the Add Role window displays. 

    2.	Enter the name for the new managed resource role, and choose the resource role from which the new managed resource role objects will be based.

    3.	Select which object is available for the new managed resource role, then click Add to add them to the new managed resource role current objects. 

    Click OK to create a managed resource role. 

    Figure 4-12 shows an example of creating a managed resource role.
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    Figure 4-12   Add a new managed resource role

    To copy a managed resource role, select the wanted managed resource role and select Edit → Copy. You cannot copy a user defined managed system role that is created from the Add menu, but you can copy system defined managed resource roles, which are AllSystemRoles. From the Copy Role window, you can also customize the object configurations for a new copy of a managed resource role.

    To delete a managed resource role, select the wanted managed resource role and select Edit → Remove. A message box displays asking for Yes/No verification.

    To modify existing managed resource roles, select a managed resource role that you want to change, and select Edit → Modify. You can change the configuration of the objects, then click OK to save the changes.

    Creating, copying, modifying, or deleting task roles

    A task role defines the access level for a user to do tasks on the managed object or group of objects, such as a managed system or logical partition. There are five system defined task roles:

    •hmcservicerep

    •hmcviewer

    •hmcoperator

    •hmcpe

    •hmcsuperadmin

    You can create a task role, copy an existing task role, modify an existing task role, or delete an existing task role from the Customize User Controls window. You cannot modify or remove system defined task roles. Select Task Roles, then select the wanted operation from the Edit menu.

    To create a user task role:

    1.	Click Edit → Add, and the Add Role window displays. 

    2.	Enter the name for the new managed resource role, and choose the task role from which the new task role objects will be based.

    3.	Select which object is available for the new task role, and then click Add to add them to new task role current objects.

    4.	Click OK to create a task role.

    To copy a task role, select the wanted task role and select Edit → Copy. From the Copy Role window, you can also customize the object configurations for a copy of the task role.

    To delete a task role, select the desired task role and select Edit → Remove. A message box displays asking for Yes/No verification.

    4.3  Certificate Management

    This chapter describes Certificate Management within the Hardware Management Console (HMC) environment.

    Manage Certificates is in the Administration section of HMC Management.

    Security certificates ensure that the HMC can operate securely in the client/server mode. The managed machines are servers and the managed users are clients. Servers and clients communicate over the Secure Sockets Layer (SSL) protocol, which provides server authentication, data encryption, and data integrity.

    When a user wants remote access to the HMC user interface through a web browser, the user requests the secure page by https://hmc_hostname. The HMC then presents its certificate to the remote client (web browser) when establishing connection with the HMC. The browser verifies that the certificate was issued by a trusted party, checks that the dates are still valid, and ensures that the certificate was created for that specific HMC.

     

    
      
        	
          Archive default certificate: If you are new to the topic of certificate management, it is recommended that you archive the default certificate. To archive a certificate, see 4.3.3, “Advanced options for modifying existing certificates” on page 121.

        
      

    

    The available options in Manage Certificates allow you to create, modify, import, and remove certificates. 

    4.3.1  Create a certificate

    You can create a self-signed certificate or a certificate that is signed by a trusted third party. By default, the HMC comes with a self-signed certificate. Follow these steps to create a certificate that is signed by a certificate authority:

    1.	Select HMC Management → Manage Certificates → Create → New Certificate, as shown in Figure 4-13.
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    Figure 4-13   Create New Certificate

    2.	You are given the option of creating a self-signed certificate or a certificate that is signed by a certificate authority. 

    3.	The HMC displays the New Certificate window. Complete the New Certificate form and click OK.

    4.	A window displays prompting you for the certificate to be stored. You have the option of storing the certificate on removable media on the console or on the file system on the system running the browser. Make your choice to continue.

    5.	A message box displays asking for Save verification. Click OK to save the Certificate Signing Request as a file. You are then prompted if you want to use a temporary self-signed certificate until your certificate is signed and returned.

    Clicking Yes creates a self-signed certificate. 

    You are returned to the Manage Certificates window that is shown in Figure 4-13 on page 119. Many of the values will display as Not available. 

    6.	Click Apply to apply the new self-signed certificate. These values are updated after the certificate is applied and the console is restarted. The next window asks for verification to replace the current certificate.

    7.	Click Yes to proceed. You are then presented with a message box asking if the certificate was replaced successfully or if any errors occurred. 

    8.	Click OK. Clicking OK restarts the console.

    9.	After your certificate request is signed and returned, you have to import the certificate and apply by clicking HMC Management → Manage Certificates → Advanced → Import Certificate. After the certificate is imported, apply it and restart the console.

    4.3.2  Modifying existing certificates

    You can modify certain properties of an existing certificate. To modify a certificate, from the Manage Certificates window, select the radio button of the entry that you want to modify, then click Selected → Modify. Modifiable properties include the following components: 

    •Valid Until

    •Subject

    •Subject Alternative Names

    For example, to modify the Valid Until property, select the radio button for that property and then select Selected → Modify.

    4.3.3  Advanced options for modifying existing certificates

    There are several advanced options available for working with certificates under the Advanced tab. You can do the following actions:

    •Delete and Archive Certificate

    You can remove the current certificate. After deleted, the certificate is archived on the HMC.

    •Work with Archived Certificate

    You can view and restore archived certificates.

    To restore an archived certificate, select Actions → Install. A window displays asking for verification for restoring the certificate. Click Yes to proceed. This action restarts the console if the installation is successful.

    •Import certificate

    You can import a certificate from media or a remote file system. Select the location of the certificate to import. When the certificate is uploaded, you have to apply and restart the console.

    •View Issuer certificate

    Displays available information about the issuer of the certificate.

    4.4  Virtualization using HMC

    The Hardware Management Console (HMC) is a system that controls Power Systems servers (also called managed systems). It uses a web-browser interface or command-line interface to create and manage logical partitions (LPARs).

    LPARs are a virtualized subset of the hardware resources of a physical computer. An IBM Power Systems server and blade can be partitioned into multiple LPARs. Each logical partition has a separate operating system: AIX, Linux, and IBM i.

    4.4.1  Processor virtualization

    The virtualization of physical processors in IBM Power Systems introduces an abstraction layer that is implemented within the IBM POWER Hypervisor™. The POWER Hypervisor abstracts the physical processors and presents a set of virtual processors to the operating system within the micro-partitions on the system. A micro-partition can have a processor entitlement from a minimum of 0.1 (0.05 with POWER7+ technology-based servers) of a processor up to the total processor capacity in the system. The granularity of processor entitlement is 0.01 of a processor, allowing entitlement to be precisely determined and configured.

    In contrast, dedicated-processor LPARs can be only allocated whole processors, so the maximum number of dedicated-processor LPARs in a system is equal to the number of physical activated processors.

    4.4.2  Memory virtualization

    IBM Power Systems provide dedicated memory allocation, and two features, Active Memory Sharing and Active Memory Expansion for memory virtualization to increase the flexibility and overall usage of physical memory.

    •Dedicated 

    The physical memory is distributed among the partitions.

    •Active Memory Sharing

    Active Memory Sharing (AMS) enables the sharing of a pool of physical memory among AIX, IBM i, and Linux partitions on a single IBM POWER6 technology-based server or later, helping to increase memory utilization and drive down system costs. The memory is dynamically allocated among the partitions as needed to optimize the overall physical memory usage in the pool.

    •Active Memory Expansion

    Active Memory Expansion is the ability to expand the memory that is available to a POWER7 AIX partition beyond the amount of assigned physical memory. Active Memory Expansion compresses memory pages to provide more memory capacity for a partition. The POWER7+ processor chip embeds a new hardware accelerator for AIX memory compression. This tool offloads compression work from processor (as it is on POWER7) cores from doing this task and improves overall performance of the server.

    4.4.3  Virtual I/O

    Virtual I/O describes the ability to share physical I/O resources between partitions in the form of virtual adapters that are in the managed system. Each logical partition typically requires one I/O slot for disk attachment and another I/O slot for network attachment. In the past, these I/O slot requirements would have been physical requirements. To overcome these physical limitations, I/O resources are shared with virtual I/O. With Virtual Ethernet, the physical Ethernet adapter is not required to communicate between LPARS. Virtual Small Computer System Interface (SCSI) provides the means to share I/O resources for SCSI storage devices. Virtual Fibre Channel (NPIV) provides the means to share a Fibre Channel Adapter for SAN storage and tape devices.

    POWER Hypervisor for virtual I/O

    The POWER Hypervisor (PHYP) provides the interconnection for the partitions. To use the functionalities of virtual I/O, a partition uses a virtual adapter as shown in Figure 4-14. The PHYP provides the partition with a view of an adapter that has the appearance of an I/O adapter, which might or might not correspond to a physical I/O adapter.
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    Figure 4-14   Role of PHYP for virtual I/O

    VIrtual I/O Server

    The Virtual I/O Server (VIOS) can link the physical resources to the virtual resources. By this linking, it provides virtual storage and Shared Ethernet Adapter capability to client logical partitions on the system. It allows physical adapters with attached disks on the Virtual I/O Server to be shared by or more client partitions.

    Virtual I/O Server mainly provides two functions:

    •Serves virtual SCSI devices to clients, which are described in “Virtual Small Computer System Interface” on page 125.

    •Serves virtual Fibre Channel devices to clients, which are described in “Virtual Fibre Channel” on page 128.

    •Provides a Shared Ethernet Adapter for virtual Ethernet, which is described in“Virtual Ethernet” on page 129.

    Virtual I/O Server partitions are not intended to run applications or for general user logins. The Virtual I/O Server is installed in its own partition. The Virtual I/O Server partition is a special type of partition, which is marked as such on the first window of the Create Logical Partitioning Wizard program. 

    Currently, the Virtual I/O Server is implemented as a customized AIX partition. However, the interface to the system is abstracted by using a secure shell-based command-line interface (CLI). When a partition is created as this type of partition, only the Virtual I/O Server software boot image boots successfully when the partition is activated.

    Configure the Virtual I/O Server with enough resources. If a Virtual I/O Server has to host numerous resources to other partitions, ensure that enough processor power and memory are available.

     

    
      
        	
          Rule of Thumb: Sizing the Virtual I/O Server: See this IBM developerWorks® website for Nigel Griffiths AIXpert Blog:

          https://www.ibm.com/developerworks/mydeveloperworks/blogs/aixpert/entry/rule_of_thumb_sizing_the_virtual_i_o_server78?lang=en

        
      

    

     

    
      
        	
          VIOS Performance Advisor: The VIOS Advisor is an application that runs within the client's Virtual I/O Server (VIOS) for a user specified amount of time (hours), which polls and collects key performance metrics before analyzing results. The Advisor also provides a health check report and proposes changes to the environment or areas to investigate further. For more information, see this website:

          https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/Power%20Systems/page/VIOS%20Advisor

        
      

    

     

    Virtual Small Computer System Interface

    Virtual SCSI is based on a client/server relationship. A Virtual I/O Server partition owns the physical resources, and logical client partitions access the virtual SCSI resources that are provided by the Virtual I/O Server partition. The Virtual I/O Server partition has physically attached I/O devices and exports one or more of these devices to other partitions, as shown in Figure 4-15.
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    Figure 4-15   Virtual SCSI overview

    The client partition is a partition that has a virtual client adapter node that is defined in its device tree and relies on the Virtual I/O Server partition to provide access to one or more block interface devices. Virtual SCSI requires POWER5, POWER6, or POWER7 hardware with the PowerVM feature activated.

    Client/server communications

    In the Figure 4-15, the virtual SCSI adapters on the server and the client are connected through the hypervisor. The virtual SCSI adapter drivers (server and client) communicate control data through the hypervisor.

    When data is transferred from the backing storage to the client partition, it is transferred to and from the client’s data buffer by the DMA controller on the physical adapter by using redirected SCSI Remote Direct Memory Access (RDMA) Protocol. This facility enables the Virtual I/O Server to securely target memory pages on the client to support virtual SCSI.

    Adding Virtual SCSI adapter

    You can create the virtual adapters in two periods. One is to create those adapters during that installation of the Virtual I/O Server. The other is to add those adapters in an existing Virtual I/O Server. In this chapter, we suppose that we already created the Virtual I/O Server.

    Before activating a server, you can add the virtual adapter by using the Manage Profiles task. For an activated server, you can do that only through dynamic LPAR operation if you want to use virtual adapters immediately. This procedure requires that the network is configured with connection to the HMC to allow for dynamic LPAR. 

     

    
      
        	
          Add/Remove commands: With HMC V7R760, during DLPAR addition or removal of virtual I/O adapters to or from a Virtual I/O Server, the HMC now automatically attempts to run the Add/Remove commands (cfgdev/rmdev) on the Virtual I/O Server. In earlier releases, you manually had to run these commands on the Virtual I/O Server.

        
      

    

    Now, you can add the adapter through DLPAR. To add the adapter:

    1.	Select the activated Virtual I/O Server partition in HMC. Then, click Virtual Adapters in the Dynamic Logical Partitioning section in the Task pane. The Virtual Adapters window opens.

    2.	Click Actions → Create Virtual Adapter → SCSI Adapter.

    3.	In the next window, you create the new Virtual SCSI adapter, as shown in Figure 4-16. If the clients are not known to the HMC, select Any client partition can connect. If you select this option, you have to change the client partition options to the correct name of the client after you create the clients.

    If you know which client partition is connected, select Only selected client partition can connect. Then, choose the client adapter ID number.

    Click OK.
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    Figure 4-16   Create Virtual SCSI Adapter panel

    4.	Now, you can see the new virtual SCSI adapter in the Virtual Adapters window.

    In our example, we set up the adapter to lpar5 partition with Adapter ID 2.

    5.	Run the cfgdev command in the Virtual I/O Server (no need to do this command if your HMC is with V7R760 firmware level) to configure the newly created virtual SCSI server device (vhost#), and map this device to the SCSI device (disk, logical volume, tape) by using the mkvdev Virtual I/O Server command. For more details, see this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hcg/mkvdev.htm

     

    
      
        	
          Update the LPAR profile: If you dynamically created a virtual adapter, do not forget to update the LPAR profile with the same values, Client partition name, Adapter ID and Client adapter ID. Otherwise, adapters will disappear after partition off/on.

        
      

    

    Virtual Fibre Channel

    Just as with the virtual SCSI adapters, virtual Fibre Channel adapter, N_Port ID Virtualization (NPIV), is based on a client/server relationship (see Figure 4-17) and communicates control data through PHYP. Because virtual SCSI is block device (disk, LV, tape) virtualization, NPIV is a Fibre Channel industry standard method for virtualizing a physical Fibre Channel port. 

    On a Power Systems server, NPIV allows LPARs to have dedicated N_Port ID (WWN), giving the OS a unique identity to the SAN, just as though it had a dedicated physical host bus adapter (HBA). NPIV is supported by AIX, IBM i, and Linux partitions.
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    Figure 4-17   NPIV overview

     

    
      
        	
          NPIV prerequisites: Prerequisites for NPIV on POWER6 and POWER7 technology-based servers are, FC5735 (8 Gb PCIe Dual Port Fibre Channel Adapter) or FC5708 (10 Gb FCoE PCIe Dual Port adapter), AIX 5.3 TL9 and higher, VIOS 2.1 FP 20.1 and higher, and SAN or FCoE switches that support NPIV.

        
      

    

    Adding a virtual Fibre Channel adapter

    Now, you can add the adapter through DLPAR. To add the adapter:

    1.	Select the activated Virtual I/O Server partition in HMC. Then, click Virtual Adapters in the Dynamic Logical Partitioning section in the Task pane. The Virtual Adapters window opens.

    2.	Click Actions → Create Virtual Adapter → Fibre Channel Adapter.

    3.	In the next window, you create the virtual Fibre Channel (vFC) adapter, select Client Partition name and the client vFC adapter ID number. Ensure that you create a client vFC adapter before you create a vFC adapter on the Virtual I/O Server. 

    Click OK.

    4.	Now, you can see the new vFC adapter in the Virtual Adapters window

    5.	Run the cfgdev command in the Virtual I/O Server (no need to do this command if your HMC is with V7R760 firmware level) to configure the newly created vFC server device (vfchost#), and map this device to a physical HBA by using the vfcmap Virtual I/O Server command. For more information, see this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hcgl/vfcmap.htm

    Virtual Ethernet

    Virtual Ethernet enables inter-partition communication without having physical network adapters that are assigned to each partition. It can be used in both shared and dedicated POWER5, POWER6, and POWER7 processor partitions. Virtual Ethernet can be used in these processors if the partition is running AIX 5L V5.3 or higher, IBM i 6.1.1 or higher, or Linux with the 2.6 or higher that supports virtualization. This technology enables IP-based communication between logical partitions on the same system by using a Virtual LAN capable software switch (POWER Hypervisor).

    Because of the number of partitions possible on many systems being greater than the number of I/O slots, virtual Ethernet is a convenient and cost saving option to enable partitions within a single system to communicate with one another through a virtual Ethernet LAN. These connections exhibit characteristics that are similar to physical high-bandwidth Ethernet connections and support multiple protocols (IPv4, IPv6, and Internet Control Message Protocol (ICMP)).

    Virtual Ethernet does not require the purchase of any additional features or software, such as the PowerVM feature. Virtual Ethernet is different from Shared Ethernet adapter in that, there is no connection to a physical Ethernet adapter which connects to a physical Ethernet network. To use virtual Ethernet to connect to a physical Ethernet adapter, which connects to a physical Ethernet network, you must implement Shared Ethernet adapter.

    Virtual LAN overview

    Virtual LAN (VLAN) is a technology that is used for establishing virtual network segments on top of physical switch devices. Multiple VLAN logical devices can be configured on a single system, as shown in Figure 4-18. Each VLAN logical device constitutes an extra Ethernet adapter instance. These logical devices can be used to configure the same types of Ethernet IP interfaces as are used with physical Ethernet adapters.
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    Figure 4-18   VLAN example: Two VLANs

    Virtual Ethernet connection

    Virtual Ethernet connections supported in POWER5, POWER6, and POWER7 processor-based systems use VLAN technology to ensure that the partitions can access only data that is directed to them. The POWER Hypervisor provides a virtual Ethernet switch function that is based on the IEEE 802.1Q VLAN standard that enables partition communication within the same server, as shown in Figure 4-19. The connections are based on an implementation internal to the Hypervisor that moves data between partitions.
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    Figure 4-19   Virtual Ethernet connection

    Adding virtual Ethernet adapters

    You can create virtual Ethernet adapters in the same manner as creating a virtual SCSI adapter, as described in“Adding Virtual SCSI adapter” on page 126.

    Shared Ethernet Adapter

    Virtual I/O Server partition is not required for implementing a VLAN. Virtual Ethernet adapters can communicate with each other through the POWER Hypervisor without the functionality of the Virtual I/O Server. A Shared Ethernet Adapter bridges external networks to internal VLANs. The Shared Ethernet Adapter hosted in the Virtual I/O Server partition acts as an OSI Layer 2 switch between the internal and external network. 

    Figure 4-20 shows the Shared Ethernet Adapter that is used as a bridge between the virtual Ethernet and physical Ethernet.
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    Figure 4-20   Shared Ethernet Adapter configuration

    The bridge interconnects the logical and physical LAN segments at the network interface layer level and forwards frames between them. The bridge performs the function of a MAC relay (OSI Layer 2) and is independent of any higher layer protocol. Figure 4-21 is a close-up view of the Virtual I/O Server partition.
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    Figure 4-21   Shared Ethernet Adapter OSI layer

    The bridge is transparent to the Internet Protocol (IP) layer. For example, when an IP host sends an IP datagram to another host on a network that is connected by a bridge, it sends the datagram directly to the host. The datagram crosses the bridge without the sending IP host being aware of it.

    The Virtual I/O Server partition offers broadcast and multicast support. Address Resolution Protocol (ARP) and Neighbor Discovery Protocol (NDP) also work across the Shared Ethernet Adapter.

    The Virtual I/O Server does not reserve bandwidth on the physical adapter for any of the VLAN clients that send data to the external network. Therefore, if one client partition of the Virtual I/O Server sends data, it can take advantage of the full bandwidth of the adapter. This scenario assumes that the other client partitions do not send or receive data over the network adapter at the same time.

    4.4.4  Live Partition Mobility

    Live Partition Mobility, a component of the PowerVM Enterprise Edition hardware feature, can move AIX, IBM i, and Linux logical partitions from one system to another. The mobility process transfers the system environment that includes the processor state, memory, attached virtual devices, and connected users.

    With active partition mobility, move AIX, IBM i, and Linux logical partitions that are running, including the operating system and applications, from one system to another. The logical partition and the applications that run on that migrated logical partition do not need to be shut down.

    With inactive partition mobility, move a powered-off AIX, IBM i, or Linux logical partition from one system to another.

    You can use the HMC to move an active or inactive logical partition from one server to another.

    Because the HMC always moves the last activated profile, an inactive logical partition that has never been activated cannot be moved. For inactive partition mobility, you can either select the partition state that is defined in the hypervisor, or select the configuration data that is defined in the last activated profile on the source server.

    4.4.5  Host Ethernet Adapter

    Host Ethernet Adapter (HEA) is a physical Ethernet adapter that is integrated directly into the system bus on a managed system. HEAs offer high throughput, low latency, and virtualization support for Ethernet connections. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters). Multiple logical partitions can connect directly to the HEA and use the HEA resources. This configuration allows these logical partitions to access external networks through the HEA without having to go through an Ethernet bridge (e.g. “Shared Ethernet Adapter” on page 131) on another logical partition (e.g. “VIrtual I/O Server” on page 123).

    To get to the Host Ethernet Adapter area:

    1.	In the HMC workplace window, select Systems Management → Servers, then select the name of the server. Select Hardware → Adapters → Host Ethernet to open the window.

    2.	Select the Ethernet adapter that you want to configure, and then select Configure.

    3.	In the HEA Physical Port Configuration window, you can set the network adapter speed, duplex mode, packet size, and default partition control for the integrated controller. These numbers depend on the type of network switch to which you are connecting the server. When you finish, select OK and your selections are saved. 

     

    
      
        	
          Models with HEA: HEA is available on POWER6 and POWER7 models, 9179-MHB, 9117-MMB, 8233-E8B, 8205-E6B, 8202-E4B, and 8231-E2B. HEA is no longer an option on POWER7, POWER7+ and their follow on systems.

        
      

    

    4.4.6  Shared pool usage of dedicated capacity

    Beginning with POWER6, HMC V7 R3 allows for the shared use of dedicated processing resources. The option to donate resources is turned off by default when partitions are created as Dedicated and can be configured through the partition property window. (To read about how to create a dedicated partition, see “Configuring a dedicated processor partition” on page 146.

    To verify that your system can share dedicated capacity:

    1.	In the HMC workplace window, select Systems Management → Servers, then select the name of the server. Select Tasks → Properties, click the Capabilities tab, scroll down, and see if the value of capability Active Partition Processor Sharing Capable is True.

    2.	To configure the managed server as a processor donor and open the window as shown in Figure 4-22 on page 135, select Systems Management, then select the name of the server. Select the name of the partition to view the partition properties.

    Go to the Hardware tab to view the settings for processors, memory, and I/O.

    3.	On the Processors tab, you can select the radio buttons for when you want to allow processor sharing for this particular partition. In this window, inactive and active refer only to the partition’s activation state. Before POWER6, dedicated processors were not shared with other partitions, even if the processors were idle. With POWER6 systems, you can now share idle processing power from dedicated processors.

    When the LPAR with dedicated processors is inactive, the processors are always idle. With this version of the HMC and POWER6 systems, you can also share the idle processor cycles to the shared processor pool when the partition is active. This method gives you the performance benefit of configuring dedicated processors to a partition while providing the server utilization benefit of sharing idle resources with other partitions:

     –	Allow when partition is inactive 

    When this option is selected, the dedicated resources for this partition are allocated to other active partitions for their shared processor usage.

     –	Allow when partition is active

    When this option is selected, as processors become idle on this partition, the idle processors are allocated to other active partitions for their shared processor usage.
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    Figure 4-22   Processor sharing

    4.4.7  Multiple Shared Processor Pool

    Starting with POWER6 processor-based systems, the capability of multiple shared processor pools allows a systems administrator to create Micro-Partitioning with the purpose of controlling the processor capacity that can be consumed from the physical shared-processor pool. For more information about this topic, see PowerVM Virtualization Introduction and Configuration, SG24-7940.

    4.4.8  Suspend logical partition

    With the HMC version 7 release 7.2.0, or later, you can suspend a running AIX or Linux logical partition with its operating system and applications. And with the HMC version 7 release 7.3.0 or later: IBM i logical partition with its operating system and applications. 

    Only POWER7 processor-based servers support the Suspend/Resume feature. When a logical partition is suspended, the state of the logical partition is saved on persistent storage, and the server resources that were in use by that logical partition are made available for use by other logical partitions. At a later time, the operation of the suspended logical partition and its applications can be resumed. For more information about this topic, see PowerVM Virtualization Introduction and Configuration, SG24-7940.

    4.4.9  Partition availability priority

    Starting with POWER6 technology-based servers, and with the HMC V7, the concept of partition availability priority configuration option allows you to set up a hierarchy of partitions to cover for the event of a processor failure and ensures that high priority partitions have a higher guarantee of processor access than other partitions when a processor fails.

    To access the window that is shown in Figure 4-23 select Systems Management → Servers → Add the Tick to your Servers, then select the name of the server. Select Configuration System Plans → Partition → Availability Priority.
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    Figure 4-23   Setting partition availability priority

    The managed system uses partition-availability priorities in the case of processor failure. If a processor fails on a logical partition and if there are no unassigned processors available on the managed system, the logical partition can acquire a replacement processor from logical partitions with a lower partition-availability priority. This process allows the logical partition with the higher partition-availability priority to continue running after a processor failure.

    When a processor fails on a high-priority logical partition, the managed system follows these steps to acquire a replacement processor for the high-priority logical partition:

    1.	If there are unassigned processors on the managed system, the managed system replaces the failed processor with an unassigned processor.

    2.	If there are no unassigned processors on the managed system, the managed system checks the logical partitions with lower partition-availability priorities, starting with the lowest partition-availability priority. 

    3.	If a lower-priority logical partition uses dedicated processors, the managed system shuts down the logical partition and replaces the failed processor with one of the processors from the dedicated-processor partition. 

    4.	If a lower-priority logical partition uses shared processors, and removing a whole processor from the logical partition would not cause the logical partition to go below its minimum value, the managed system removes a whole processor from the shared-processor partition. This process is done by using Dynamic Logical Partitioning and replaces the failed processor with the processor that the managed system removed from the shared-processor partition. 

    5.	If a lower-priority logical partition uses shared processors, but removing a whole processor from the logical partition causes the logical partition to go below its minimum value, the managed system skips that logical partition. The system continues to the logical partition with the next higher partition availability. 

    6.	If the managed system still cannot find a replacement processor, the managed system shuts down as many of the shared-processor partitions as it must to acquire the replacement processor. The managed system shuts down the shared-processor partitions in partition-availability priority order, starting with the lowest partition-availability priority.

    A logical partition can take processors only from logical partitions with lower partition-availability priorities. If all of the logical partitions on your managed system have the same partition-availability priority, a logical partition can replace a failed processor only if the managed system has unassigned processors.

    By default, the partition availability priority of Virtual I/O Server logical partitions and IBM i logical partitions with virtual SCSI adapters is set to 191. The partition-availability priority of all other logical partitions is set to 127, by default, as shown in Figure 4-23 on page 137.

     

    
      
        	
          Priority of partitions: Do not set the priority of Virtual I/O Server logical partitions to be lower than the priority of the logical partitions that use the resources on the Virtual I/O Server logical partition. 

          Do not set the priority of IBM i logical partitions with virtual SCSI adapters to be lower than the priority of the logical partitions that use the resources on the IBM i logical partition.

        
      

    

    4.4.10  Logical partition management

    There are various ways to create partitions on POWER5, POWER6, and POWER7 processor-based systems by using the HMC. 

     

    
      
        	
          System Planning Tool: The System Planning Tool and system plans are closely tied to LPAR management. For more information, see the IBM System Planning Tool website:

          http://www.ibm.com/systems/support/tools/systemplanningtool/

        
      

    

    An LPAR is the division of a computer's processors, memory, and hardware resources into multiple environments so that each environment can be operated independently with its own operating system and applications. The number of logical partitions that can be created depends on the system. Typically, partitions are used for different purposes, such as database operation, client/server operations, web server operations, test environments, and production environments. Each partition can communicate with the other partitions as though each partition were a separate machine.

    DLPAR can logically attach and detach a managed system's resources to and from an LPAR’s operating system without rebooting. DLPAR requests are built from simple add and remove requests that are directed to logical partitions. The user can run these commands as move requests at the HMC, which manages all DLPAR operations. DLPAR operations are enabled by Power Systems PHYP and AIX, IBM i, and Linux.

    You can use the HMC graphical-user interface or the command-line interface to create, modify, delete, move, or suspend the LPARs. Each LPAR has one or more profiles that includes the settings that are used when the LPAR is turned on. Multiple profiles allow for the saving of multiple configurations for a single LPAR. This flexibility gives you the ability to configure an LPAR to handle different workloads and to save that information to make it easily repeatable and scheduled.

    4.4.11  Create an AIX or Linux logical partition

     

    
      
        	
          Options for creating a Virtual I/O Server: The options and window views for creating a Virtual I/O Server partition are the same as those that we present in this section. Thus, we do not document the steps for the Virtual I/O Server.

        
      

    

    To create an AIX partition, follow these steps:

    1.	Select System Management → Servers.

    2.	Select <Managed Server>.

    3.	From Task, select Configuration → Create Logical Partition → AIX or Linux, as shown in Figure 4-24.
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    Figure 4-24   Create Virtual I/O Server LPAR

    4.	You can set Partition ID and specify Partition name, as shown in Figure 4-25. If you want the partition to be suspended, check the Allow this partition to be suspended box. Then, click Next.
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    Figure 4-25   Create Partition panel

     

    
      
        	
          Virtual I/O clients: VIO clients wait for the Virtual I/O Server to start before continuing to boot. Good practice is to put the VIO clients high in the list (ID > 4).

        
      

    

    5.	Enter Profile name (for example: default) for this partition and click Next. You can then create a partition with either shared or dedicated processors on your server.

    Configuring a shared processor partition

    This section describes how to create a partition with a shared processor. If you want to create a partition with a dedicated processor, refer to “Configuring a dedicated processor partition” on page 146.

    Specify the processing units for the partition and any settings for virtual processors, as shown in Figure 4-26. The sections that immediately follow this figure describe the settings in this figure in detail.
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    Figure 4-26   Processing Settings panel

    Processing Settings area

    In the Processing Settings area, you must specify the minimum number of processors that you want the shared processor partition to acquire, the wanted amount, and the maximum upper limit that is allowed for the partition.

    The values in each field can range anywhere between 0.1 (0.05 on POWER7+ technology-based servers) and the total number of processors in the managed server and can be any increment in between in tenths of a processor.

    Each field defines the following information:

     –	Minimum processing units

    The absolute minimum number of processing units that are required from the shared processing pool for this partition to become active. If the number in this field is not available from the shared processing pool, this partition cannot be activated.

    This value has a direct bearing on DLPAR, because the minimum processing units value represents the smallest value of processors that the partition can have as the result of a DLPAR deallocation. 

     –	Desired processing units

    This number must be greater than or equal to the amount set in Minimum processing units, and represents a number of processors asked for above the minimum amount. If the minimum is set to 2.3 and the wanted is set to 4.1, then the partition can become active with any number of processors between 4.1 and 2.3, whatever number is greater and available from the shared resource pool.

    When a partition is activated, it queries for processing units starting at the wanted value and goes down in 0.1 of a processor until it reaches the minimum value. If the minimum is not met, the partition does not become active.

    Wanted processing units govern only the possible number of processing units that a partition can become active with. If the partition is made uncapped, then the hypervisor can let the partition exceed its wanted value depending on how great the peak need is and what is available from the shared processing pool.

     –	Maximum processing units

    This setting represents the absolute maximum number of processors this partition can own at any specified time, and must be equal to or greater than the Desired processing units.

    This value has a direct bearing on DLPAR, because the maximum processing units value represents the largest value of processors the partition can have as the result of a DLPAR allocation.

    Furthermore, although this value affects DLPAR allocation, it does not affect the processor allocation handled by the hypervisor for idle processor allocation during processing peaks.

     

    
      
        	
          Values: Whether your partition is capped or uncapped, the minimum value for Maximum processing units is equal to the value specified for Desired processing units.

        
      

    

    Uncapped option

    The Uncapped option represents whether you want the HMC to consider the partition capped or uncapped. Whether a partition is capped or uncapped, when it is activated it takes on a processor value equal to a number somewhere between the minimum and wanted processing units, depending on what is available from the shared resource pool. However, if a partition is capped, it can gain processing power only through a DLPAR allocation and otherwise stays at the value given to it at time of activation.

     

    
      
        	
          Capped partition: When your partition is capped and it does not use the entitled processor capacity, the free processor cycles can be used by uncapped partitions if they are in the same processor pool. 

        
      

    

    If the partition is uncapped, it can exceed the value that is set in the Desired number of processing units area (while it is running, these units are referred to as the LPAR entitlement) from the shared processor pool that it needs. This value is not seen from the HMC view of the partition, but you can check the value of processors that are owned by the partition from the operating system level with the appropriate commands.

    The weight field defaults to 128 and can range from 0 to 255. Setting this number below 128 decreases a partition’s priority for processor allocation, and increasing it above 128, up to 256, increases a partition’s priority for processor allocation.

    If all partitions are set to 128 (or another equivalent number), then all partitions have equal access to the shared processor pool. If a partition’s uncapped weight is set to 0, then that partition is considered capped, and it never owns a number of processors greater than that specified in Desired processing units.

    Virtual processors area

    The values that are set in the Virtual processors area of this window govern how many processors to present to the operating system of the partition. You must show a minimum of one virtual processor per actual processor, and you can have as many as 10 (20 in POWER7+ technology-based servers) virtual processors per physical processing unit.

    As a general recommendation, a partition requires at least as many virtual processors as you have actual processors, and configure a partition with no more than twice the number of virtual processors as you have actual processors.

    Each field defines the following information:

     –	Minimum virtual processors

    Your partition must have at least one virtual processor for every part of a physical processor that is assigned to the partition. For example, if you assigned 2.5 processing units to the partition, the minimum number of virtual processors is three, and the maximum is 25 (50 in a POWER7+ technology-based server).

    Furthermore, this value represents the lowest number of virtual processors that can be owned by this partition as the result of a DLPAR operation.

     –	Desired virtual processors

    The desired virtual processors value must be greater than or equal to the value set in Minimum virtual processors. And as a general guideline, about twice the amount that is set in Desired processing units. Performance with virtual processing can vary depending on the application, and you might need to experiment with the wanted virtual processors value before you find the perfect value for this field and your implementation.

     

    
      
        	
          Desired virtual processors value: The desired virtual processors value, along with the resources available in the shared resource pool, is the only value that can set an effective limit on the amount of resources that can be used by an uncapped partition. 

        
      

    

     –	Maximum virtual processors

    You can have only 10 (20 in POWER7+ technology-based server) virtual processors per processing unit. Therefore, you cannot assign a value greater than 10 (20 in POWER7+ technology-based server) times the Maximum processing units value as set in “Processing Settings area” on page 142. It is recommended, though not required, to set this number to twice the value that is entered in Maximum processing units.

     

    
      
        	
          Upper limit of virtual processors: With POWER7 and AIX7, the upper limit of virtual processors is 256. With AIX6, the upper limit is 64 processors.

        
      

    

    Finally, this value represents the maximum number of virtual processors that this partition can have as the result of a DLPAR operation.

    Configuring a dedicated processor partition

    This section describes how to create a partition with a dedicated processor. If you want to create a partition with a shared processor, refer to“Configuring a shared processor partition” on page 142.

    To configure a dedicated processor partition:

    1.	Select Dedicated and then select Next, as shown in Figure 4-27.

    [image: ]

    Figure 4-27   Create dedicated processor partition

    2.	Specify the number of minimum, desired, and maximum processors for the partition, as shown in Figure 4-28, and click Next.
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    Figure 4-28   Processor setting with dedicated processors

    3.	Setting Partition Memory

    Set the partition memory, as shown in Figure 4-29 on page 148.

    The minimum, desired, and maximum settings are similar to their processor counterparts:

     –	Minimum memory 

    Represents the absolute memory that is required to make the partition active. If the amount of memory that is specified under minimum is not available on the managed server, then the partition cannot become active.

     –	Desired memory 

    Specifies the amount of memory beyond the minimum that can be allocated to the partition. If the minimum is set at 256 MB and the desired is set at 4 GB, then the partition in question can become active with anywhere between 256 MB and 4 GB.

     –	Maximum memory 

    Represents the absolute maximum amount of memory for this partition. This value can be a value greater than or equal to the number specified in Desired memory. If this value is set at the same amount as desired, then the partition is considered capped. If this number is equal to the total amount of memory in the server, this partition is considered uncapped.

    After you made your memory selections, select Next.
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    Figure 4-29   Partition memory setting

    4.	Configure Physical I/O 

    On the I/O window, as shown in Figure 4-30 on page 149, you select physical I/O resources for the partition to own. If you want the partition to own virtual resources, refer to item 5., “Configuring virtual resources” on page 149.

    You can define the I/O resources as Required or Desired.

     –	Required 

    Represents the I/O resource that is required to make the partition active. Required I/O resource cannot be dynamically (DLPAR) removed from the partition.

     –	Desired

    If during the partition startup the desired I/O resource is not assigned to any other running partitions, it is assigned to that partition. The desired I/O resources can be dynamically (DLPAR) removed from the partition.

    Figure 4-30 shows the physical I/O setting of the partition.
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    Figure 4-30   Partition physical I/O setting

    5.	Configuring virtual resources

    If you have adapters that are assigned to the Virtual I/O Server (as explained in“Virtual Small Computer System Interface” on page 125), you can create a virtual adapter share for your partition. Take the following steps: 

    a.	Select Actions → Create → Ethernet Adapter to create a virtual Ethernet share. See Figure 4-31.
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    Figure 4-31   Configuring virtual resource

     •	If more than one VSwitch is defined in Hypervisor, select the appropriate Vswitch for this adapter.

     •	If required, add more VLAN (IEEE 802.1q compatible adapter) tags, as shown in Figure 4-32.
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    Figure 4-32   Create virtual Ethernet adapter

    b.	Select Actions → Create → SCSI to create a virtual SCSI share. Alternatively, select Actions → Create → Fibre Channel Adapter to create a virtual Fibre Channel (NPIV) share.

    You can specify your server partition, get system Virtual I/O Server information, and specify a tag for adapter identification, as shown in Figure 4-33. After you enter all of the data, select OK.
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    Figure 4-33   Create virtual SCSI adapter

    You are returned to the virtual adapters window, as shown in Figure 4-33. When you are done creating all the virtual resources, select Next.

    6.	Configure Host Ethernet Adapter

    If your server is POWER6 or POWER7 model 8231-E2B, 8202-E4B, 8205-E6B, 8233-E8B, 9117-MMB, or 9179-MHB, the server has a Host Ethernet Adapter, as shown in Figure 4-34. See 4.4.5, “Host Ethernet Adapter” on page 133 for configuration information.
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    Figure 4-34   Logical Host Ethernet Adapters (LHEAs)

    7.	Optional Setting window

    On the Optional Settings window that is shown in Figure 4-35, you can do the following functions:

     –	Enable connection monitoring.

     –	Start the partition with the managed system automatically.

     –	Enable redundant error path reporting.

    You can also specify one of the various boot modes that are available.

    After you make your selections in this window, click Next to continue.

    [image: ]

    Figure 4-35   Optional settings

    o	Enabling connection monitoring

    Select this option to enable connection monitoring between the HMC and the logical partition that is associated with this partition profile. When connection monitoring is enabled, the Service Focal Point (SFP) application periodically tests the communications channel between this logical partition and the HMC. If the channel does not work, the SFP application generates a serviceable event in the SFP log. This step ensures that the communications channel can carry service requests from the logical partition to the HMC when needed.

    If this option is not selected, the SFP application still collects service request information when there are issues on the managed system. This option controls only whether the SFP application automatically tests the connection and generates a serviceable event if the channel does not work.

    Clear this option if you do not want the SFP application to monitor the communications channel between the HMC and the logical partition that is associated with this partition profile.

    o	Starting with managed system automatically

    This option shows whether this partition profile sets the managed system to activate the logical partition that is associated with this partition profile automatically when you power on the managed system. 

    When you power on a managed system, the managed system is set to activate certain logical partitions automatically. After these logical partitions are activated, you must activate any remaining logical partitions manually. When you activate this partition profile, the partition profile overwrites the current setting for this logical partition with this setting. 

    If this option is selected, the partition profile sets the managed system to activate this logical partition automatically the next time the managed system is powered on. 

    If this option is not selected, the partition profile sets the managed system so that you must activate this logical partition manually the next time the managed system is powered on.

    o	Enabling Redundant error path reporting

    Select this option to enable the reporting of server common hardware errors from this logical partition to the HMC. The service processor is the primary path for reporting server common hardware errors to the HMC. Selecting this option allows you to set up redundant error reporting paths in addition to the error reporting path provided by the service processor. 

    Server common hardware errors include errors in processors, memory, power subsystems, the service processor, the system unit vital product data (VPD), nonvolatile random access memory (NVRAM), I/O unit bus transport (RIO and PCI), clustering hardware, and switch hardware. Server common hardware errors do not include errors in I/O processors (IOPs), I/O adapters (IOAs), or I/O device hardware.

    If this option is selected, this logical partition reports server common hardware errors and partition hardware errors to the HMC. If this option is not selected, this logical partition reports only partition hardware errors to the HMC.

    This option is available only if the server firmware allows for the enabling of redundant error path reporting (the Redundant Error Path Reporting Capable option on the Capabilities tab in Managed System Properties is True).

     –	Boot modes

    Select the default boot mode that is associated with this partition profile. When you activate this partition profile, the system uses this boot mode to start the operating system on the logical partition unless you specify otherwise when activating the partition profile. (The boot mode applies only to AIX, Linux, and Virtual I/O Server logical partitions. This area is unavailable for IBM i logical partitions.) Valid boot modes are as follows:

     •	Normal 

    The logical partition starts as normal. (This is the mode that you use to do most everyday tasks.) 

     •	System Management Services (SMS) 

    The logical partition boots to the System Management Services (SMS) menu. 

     •	Diagnostic with default boot list (DIAG_DEFAULT) 

    The logical partition boots using the default boot list that is stored in the system firmware. This mode is normally used to boot client diagnostics from the CD-ROM drive. Use this boot mode to run stand-alone diagnostics. 

     •	Diagnostic with stored boot list (DIAG_STORED) 

    The logical partition performs a service mode boot using the service mode boot list that is saved in NVRAM. Use this boot mode to run online diagnostics. 

     •	Open Firmware OK prompt (OPEN_FIRMWARE) 

    The logical partition boots to the open firmware prompt. This option is used by service personnel to obtain more debug information. 

    8.	Profile Summary

    When you arrive at the profile summary as shown in Figure 4-36, you can review your partition profile selections. If you see anything that you want to change, select Back to get to the appropriate window and to make changes. If you are satisfied with the data that is represented in the Profile Summary, select Finish to create your partition.
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    Figure 4-36   Profile Summary window

    4.4.12  Create an IBM i logical partition

    To create an IBM i partition, follow these steps:

    1.	Select System Management → Servers.

    2.	Select <Managed Server>.

    3.	From Task, select Configuration → Create Logical Partition → IBM i.

    4.	You can set Partition ID and specify Partition name, as shown in Figure 4-37. If you want the partition to be suspended, check the Allow this partition to be suspended box. 

    The Restricted IO partition check box in the IBM i LPAR creation is to determine if the IBM i LPAR is used as a live partition mobility. If the check box is selected, you can move the IBM i mobile partition. If the check box is cleared, you cannot move the IBM i mobile partition.

    Then, click Next.
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    Figure 4-37   Restricted IO Partition check box Option

    5.	Follow steps from“Configuring a shared processor partition” on page 142 through 6., “Configure Host Ethernet Adapter” on page 153.

    6.	Configure OptiConnect Settings.

    The virtual OptiConnect feature provides high-speed interpartition communication within a managed system. The virtual OptiConnect feature emulates external OptiConnect hardware by providing a virtual bus between logical partitions. The virtual OptiConnect works only between IBM i LPAR, and you must install OptiConnect IBM i (a priced optional feature) on each IBM i logical partition that uses virtual OptiConnect. Ensure that the Use virtual OptiConnect option is selected on the OptiConnect tab.

    Click Next.

    7.	Tagged I/O

    A Tagged resource is an Input/Output Adapter (IOA) that is selected because it controls a device that performs a specific function for a logical partition. The HMC and IBM i operating system use this tagging to locate and use the correct I/O device for each I/O function. 

    Tagged I/O devices for this partition profile are defined as follows in Table 4-4.

    Table 4-4   Devices associates with tagged IOAs

    
      
        	
          No

        
        	
          Device

        
        	
          Description

        
        	
          Required

        
      

      
        	
          1

        
        	
          Load source

        
        	
          Each IBM i logical partition must have one disk unit that is controlled by an IOA designated as the load source. The system uses the load source to start the logical partition. 

        
        	
          Yes

        
      

      
        	
          2

        
        	
          Alternate restart device

        
        	
          This device can be a tape drive or an optical device. The media in the alternate restart device is what the system uses to start from when you perform a D-mode initial program load (IPL). The alternate restart device loads the License Internal Code that is contained on the source disk unit.

        
        	
          Yes

        
      

      
        	
          3

        
        	
          Console

        
        	
          The first workstation that the system activates in the logical partition and the only device it activates on a manual IPL. The logical partition is always available for use.

        
        	
          Yes (HMC is the default)

        
      

      
        	
          4

        
        	
          Alternate console

        
        	
          The alternate console of the first workstation that is stated in Console option.

        
        	
          No

        
      

      
        	
          5

        
        	
          Operation console

        
        	
          The option if the system uses the operation console to be the IBM i LPAR console. Leave it None if its console is controlled by the HMC.

        
        	
          No

        
      

    

    Click Next and click Finish to complete creating an IBM i LPAR.

    4.5  Capacity on Demand

    This chapter describes the various types of Capacity on Demand (CoD), how to acquire enablement and activation codes, and finally how to enter these enablement and activation codes on your HMC to gain the benefits of the various CoD types.

    4.5.1  Advantages of Capacity on Demand

    CoD provides several advantages to IBM clients:

    •Clients can plan for later expansion.

    An IBM client can order a 64 way p770 system now with 16-way active and then can scale their system performance granularity up to a 64-way without human intervention or more hardware installation.

    Similarly, clients can order a p780 or p795 with 4 TB of system memory and 1 TB active, and then can increase their memory capacity without extra hardware installation.

    •Clients can work around budget constraints by taking advantage of CoD.

    A client might want a 32-way p770 now but can afford only an 8-way within the current budget. In this scenario, the client can buy the 32-way with 8-way active. Then, when the budget allows, the client can activate the additional processors without having to order more hardware, schedule a CE, and so forth.

    •Clients can plan for scaled usage or billing of POWER6 and POWER7 technology-based servers.

    Clients can use utility Capacity on Demand or On/Off Capacity on Demand to have resources in reserve and can save money on servers by paying just for what they use.

    •Clients can take advantage of increased reliability, availability, and serviceability (RAS).

    Processor sparing allows for inactive processors to be activated immediately in the event of a processor failure. Processor sparing incurs no activation charge to the client.

    Based on your current workload and foreseeable growth, the following chart (Figure 4-38) can help you to decide what CoD offering best fits your needs.
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    Figure 4-38   IBM Capacity on Demand offering

    4.5.2  Permanent types of Capacity on Demand

    Permanent types of CoD are permanent activations of inactive resources. On large scale Power Systems, resources (processors and sometimes memory) can be delivered inactive. For these inactive resources, permanent activations can be purchased either on initial order or through an upgrade. There are two types of permanent activation for these resources:

    •Capacity Upgrade on Demand (CUoD)

    •Mobile CoD

    Capacity Upgrade on Demand

    With Capacity Upgrade on Demand, bring new capacity online quickly and easily. Processors and memory can be activated dynamically without interrupting system or partition operations. Processors can be activated in increments of one processor. Memory can be activated in increments of 1 GB. As your workload demands require more processing power, you can activate inactive processors or memory by placing an order for an activation feature. Over the Internet, you can retrieve an electronically encrypted activation code that unlocks the wanted amount of capacity. There is no hardware to ship and install, and no additional contract is required.

    Mobile Capacity on Demand

    Mobile CoD is the ability to move, at no charge, resource (processor and memory) activations between systems, and it is handled by the CoD Project Office.

    Guidelines for Mobile Capacity on Demand

    1.	Process the Record Purpose Only (RPO) orders for the donor and target servers and send the completed RPO orders to the Capacity on Demand Project Office at pcod@us.ibm.com.

    Be aware that there might be software changes and hardware service records also requiring updates for processor movement.

    2.	In reply to RPO orders, you must receive a deactivation code for the donor server from the Capacity on Demand Project Office. The deactivation code lowers the number of activated resources to align with the request for price quotation (RPQ) request.

    3.	Enter the deactivation code on the donor server. After you enter this code, send a listing of the updated VPD to the Capacity on Demand Project Office at pcod@us.ibm.com.

    Collect the VPD by using the HMC command-line instruction:

    Processor move: lscod -m <managed system> -t code -r proc -m mobile

    Memory move: lscod -m <managed system> -t code -r mem-m mobile

    4.	With the receipt of the lscod profile, the Capacity on Demand Project Office provides an activation code for the target server.

    Limitations:

    •Movement must be between same machine type and models of servers (for example 770 to 770, but not 770 to 780).

    •Movement must result in valid configuration for both the donor and target servers (the same hardware feature code that is removed must be added).

    •Movement must be with the same country and the same enterprise.

    4.5.3  Temporary types of Capacity on Demand

    On some system types, some resources (processors and memory) can be temporarily activated for brief or extended periods of time. This method allows for greater resource allocation flexibility, and provide more choices to clients in how to pay for resource usage by allowing them to pay for just what they use.

    There are several different types of temporary CoD:

    •Trial CoD

    •Utility CoD 

    •Capacity BackUp (CBU)

    •On/Off CoD

    Trial Capacity on Demand

    Trial Capacity on Demand provides the flexibility to evaluate how more resources affect system workloads. A standard request is easily made for a set number of processor core activations and a set number of memory activations. The standard requests can be made after system installation and again after each purchase of permanent processor activation. POWER5 and POWER6 technology-based servers, except the POWER6 595, can activate up to two processor cores and up to 4 GB of memory. POWER7 technology-based servers and the POWER6 595 can activate up to eight processor cores and up to 64 GB of memory.

    An exception request can be made one time over the life of the server and enables all available processor cores or memory.

    Both standard and exception requests are available at no additional charge.

    Utility Capacity on Demand

    Utility CoD provides automated use of on-demand processors from the shared processor pool for short-term workloads on IBM POWER6 and POWER7 processor-based systems. Utility CoD is for clients with unpredictable, short workload spikes who need an automated and affordable way to help assure that adequate server performance is available as needed. 

    •Usage is measured in processor minute increments.

    •Capacity can be paid for either before or after usage.

    •Resource usage reporting is required.

    •Capacity can be turned on and off by the client.

    •Requires AIX 5.3 and higher, and PowerVM.

    When you add Utility CoD processor cores, they are automatically placed in the default shared processor pool. These processor cores are available to any uncapped partition in any shared processor pool.

    The processor cores become available to the resource manager of the pool. When the system recognizes that the combined processor utilization within the shared pool exceeds 100% of the level of base (purchased or active) processor cores that are assigned across uncapped partitions, a Utility CoD Processor Minute is charged. This level of performance is available for the next minute of use. If more workload requires a higher level of performance, the system automatically allows the additional Utility CoD processor cores to be used. The system automatically and continuously monitors and charges for the performance that is needed above the base (permanent) level.

    When action on your part is required after you implement this CoD offering, the HMC displays messages on the HMC desktop.

    For more information about Utility CoD, see this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/utilitycapacityondemandkick.htm

    Capacity BackUp

    Capacity BackUp (CBU) uses On/Off CoD capabilities to provide an off-site, disaster-recovery server.

    The CBU offering has a minimum set of active processor cores that can be used for any workload and many inactive processor cores that can be activated by using On/Off CoD in the event of a disaster. A specified number of no-charge On/Off CoD processor days is provided with CBU.

    For more information about On/Off CoD, see“On/Off Capacity on Demand” on page 164.

    On/Off Capacity on Demand

    On/Off CoD allows you to temporarily activate and deactivate processor cores and memory units to help meet the demands of business peaks. After you request that a number of processor cores or memory units are to be made temporarily available for a specified number of days, those processor cores and memory units are available immediately. You can start and stop requests for On/Off CoD, and you are billed for usage at the end of each quarter.

    You can change the number of resources and number of days in a running On/Off CoD request. Instead of having to stop the current request and start a new request, or wait until the current request expires, you can change the number of resources and number of days in the current request. For more information about how billing works when changing a current request, see Billing when changing a running On/Off Capacity on Demand request at this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodbillchange.htm

    For more information about how to change a current request, see Changing a running On/Off Capacity on Demand request at this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodchangerequest.htm

    4.5.4  Capacity on Demand website navigation

    The Power Systems Capacity on Demand website is at this link:

    http://www.ibm.com/systems/power/hardware/cod/index.html
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    Figure 4-39   Power Systems Capacity on Demand website

    The Power Systems CoD website offers the following views:

    •Overview: Capacity on Demand overview.

    •Offerings: Description of CUoD, On/Off CoD, Utility CoD, Trial CoD, and Trial Active Memory Expansion.

    •Activations - How to request, enable, activate, and report Permanent CoD, On/Off CoD, Utility CoD, Trial CoD, and Trial Active Memory Expansion. 

    For example, see Chapter 4.5.5, “Entering CoD codes” on page 166.

    •Resources - Additional CoD information for Power Systems and earlier System i and System p models.

    4.5.5  Entering CoD codes

    The following steps describe how to activate CUoD (permanent):

    1.	Order one of more processor cores and memory activation features.

    2.	After the order is fulfilled, get the code from this website:

    http://www-912.ibm.com/pod/pod/

    Enter your system type and serial number, as shown in Figure 4-40 and Figure 4-41 on page 167.
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    Figure 4-40   Capacity on Demand activation code panel

    Figure 4-41 shows the Capacity on Demand activation code output.
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    Figure 4-41   Capacity on Demand activation code output

    3.	Enter the code through the HMC or Advanced System Management Interface (ASMI).

    a.	Through the HMC: 

    i.	Select System Management → Servers → <required managed_server>.

    ii.	In the Tasks pane, select Capacity on Demand (CoD) → Enter CoD Code.

    iii.	Enter the code for each resource, processor core, or memory, as shown in Figure 4-42.
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    Figure 4-42   HMC Capacity on Demand enter code panel

    b.	Through the ASMI:

     

    
      
        	
          Important: Shut down LPARs and the server to enter CoD codes through ASMI.

        
      

    

    i.	From the HMC, select System Management → Servers → <required managed_server>.

    ii.	In the Tasks pane, select Operation → Launch Advanced System Management (ASM).

    iii.	In the Launch ASM Interface panel, select Service Processor IP Address (primary, or secondary if redundant HMC exists).

    iv.	Log in to ASMI and select On Demand Utilities → CoD Activation.

    v.	Enter the code for each resource, processor core, or memory, as shown in Figure 4-43.
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    Figure 4-43   ASMI Capacity on Demand enter code panel

     

    
      
        	
          Accessing the ASMI without an HMC: To learn how to enter codes for a server that is not managed by an HMC, see Accessing the ASMI without an HMC at this website:

          http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hby/connect_asmi.htm

        
      

    

    The Accessing the ASMI without an HMC website shows how to activate Capacity Upgrade on Demand (permanent) resources. 

    The Power Systems Capacity on Demand website provides instruction on how to do the following functions:

    •Enable, use, report, and pay for On/Off Capacity on Demand

    •Enable, use, report, and pay for Utility Capacity on Demand

    •Request Trial Capacity on Demand

    •Request Trial Active Memory Expansion

    See the Power Systems Capacity on Demand website: 

    http://www-03.ibm.com/systems/power/hardware/cod/activations.html

    4.5.6  Stopping Trial CoD

    Trial Capacity on Demand ends when the trial period is over and the resources are reclaimed by the server. Return the resources before the trial period ends.

    You can use the HMC to stop (see“Steps to stop CoD:” on page 170 that follow) a current Capacity on Demand trial for processors or memory units before the trial automatically expires. If you choose to stop the trial before it expires, you cannot restart it and you forfeit any remaining days.

    If your server is powered off or loses power before the resources are removed from the logical partitions, you might need to do recovery actions to successfully power on your server. For more information, see Recovery actions:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/ipha2/tcodend.htm

    Steps to stop CoD:

    1.	Through the HMC, select System Management → Servers → <required managed_server>.

    2.	In the Tasks Pane, select Capacity on Demand (CoD) → Processor → Trial CoD.

    3.	Click Stop (as shown in Figure 4-44) to return resources to the pool.
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    Figure 4-44   Stopping Trial CoD panel
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Operating

    This chapter describes a general overview of the Hardware Management Console (HMC) operation, including resource (server, partition, frame) management, HMC management, remote access logical partitions from HMC, and partition data management.

    5.1  Basic operation

    This section describes how to operate resources such as servers, partitions, and frames, which are managed by the HMC.

    5.1.1  Using the web-based user interface

    This section describes how to use the web-based user interface to do tasks on your managed resources.

    HMC Version 7 is migrated to a new framework, the IBM System z® HMC framework. All existing management functions and commands remain unchanged. However, there are new user interface improvements and changes because of the new framework.

    A major change is the web-based user interface. With this interface, you do not have to install an application to access the HMC remotely, and you can connect to the HMC by using your browser. Firefox and Internet Explorer are supported.

    Starting the HMC

    First, start the HMC by setting both the display and system units to the on position. You then see the initialization window that includes the IBM logo and copyright information.

    After you finish the initialization step, the Welcome window displays, as shown in Figure 5-1. This page includes the link to log on to view the online help, and the summarized HMC status information.

    [image: ]

    Figure 5-1   HMC Welcome window

    To log on to the HMC, click Log on and launch the Hardware Management Console web application from the Welcome window. The Logon window opens, as shown in Figure 5-2.
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    Figure 5-2   HMC Log on window

    The HMC is supplied with a predefined user ID, hscroot, and the default password abc123. When you update your password, you can no longer keep it six characters. The minimum length for a password is now seven characters.

     

    
      
        	
          User ID and password are case-sensitive: Both the user ID and password are case-sensitive and must be entered exactly. 

        
      

    

    Session preservation

    With HMC Version 7, you can remain in the graphical user interface (GUI) session across logins, as shown in Figure 5-3. If you want to preserve your session, choose Disconnect and click OK.
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    Figure 5-3   HMC logoff or disconnect window

    After disconnecting from the session, you can reconnect to the session by selecting the session that you want to connect. As shown in Figure 5-4, session ID 28 has two running jobs. When you reconnect that session, the jobs that you were doing previously are displayed. You also see that there are three disconnected sessions for the user ID hscroot. This is a typical situation when all users log in with the same user ID (for example, hsroot). The disconnect feature provides another reason to use separate user IDs for each user.
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    Figure 5-4   Reconnecting the previous session

    Components of the web-based user interface

    The HMC workplace window consists of several major components, as shown in Figure 5-5.
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    Figure 5-5   HMC workplace window

    Table 5-1 also shows HMC workplace window components.

    Table 5-1   Components of the HMC workplace window

    
      
        	
          No.

        
        	
          Component

        
      

      
        	
          1

        
        	
          Banner

        
      

      
        	
          2

        
        	
          Task bar

        
      

      
        	
          3

        
        	
          Navigation pane

        
      

      
        	
          4

        
        	
          Work pane

        
      

      
        	
          5

        
        	
          Status bar

        
      

    

    Banner

    The banner, across the top of the workplace window, identifies the product and logo. It is optionally displayed and is set by using the Change User Interface Setting task.

    Task bar

    The task bar is located below the banner. It displays the names of any tasks that are running, the user ID you are logged in as, online help information, and the ability to log off or disconnect from the console. The task bar provides the capability of an active task switcher. You can move between tasks that were started and are not yet closed. However, the task switcher does not pause or resume existing tasks. For example, when you run three tasks on the HMC, you can see tasks name in the Task bar and click to switch them, as shown in Figure 5-6.
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    Figure 5-6   Active tasks in the Task bar

    Navigation pane

    The navigation pane, in the left portion of the window, contains the primary navigation links for managing your system resources and the HMC. The following links can be found on the navigation pane:

    •Welcome

    •Systems Management

    •System Plans

    •HMC Management

    •Service Management

    •Updates

    Work pane

    The work pane, in the right portion of the window, displays information that is based on the current selection from the navigation pane. For example, when you select Welcome in the navigation pane, the welcome window content displays in the work pane, as shown in Figure 5-5 on page 178.

    Status bar

    The status bar, in the lower left portion of the window, provides visual indicators of current overall system status. It also includes a status overview icon that can be selected to display more detailed status information in the work pane.

    5.1.2  Systems Management: Servers

    Systems Management displays tasks to manage servers, logical partitions, and frames. Use these tasks to set up, configure, view status, troubleshoot, and apply solutions for servers.

    This section describes the tasks to manage a server.

    Servers

    The servers node represents the servers that are managed by this HMC. To add servers, take the following steps:

     

    
      
        	
          Before you begin: You must assign an IP address or host name to the service processor on the managed system. We explain the task of connecting managed systems in 3.1.2, “HMC Guided Setup wizard” on page 64.

        
      

    

    1.	Select Systems Management → Servers in the navigation pane.

    2.	Click Connections → Add Managed Systems in the work pane.

    3.	Select Add a managed system and enter an IP address or host name, then click OK, as shown in Figure 5-7.
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    Figure 5-7   Add Managed Systems window

    4.	Click Servers to see a listing of individually defined servers in table form in the work pane, as shown in Figure 5-8.

    5.	Select the server that you want to add to the HMC.
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    Figure 5-8   System Management servers window

    By default, the contents of servers displays the following attributes:

    •Name

    Specifies the user-defined name of the managed system.

    •Status

    Displays the status of the managed system (for example, operating, power off, initializing). In addition, displays icons that represent an unacceptable state and active attention LED.

    •Available Processing Units

    Displays the number of processing units that are available for assignment to logical partitions on the managed system. This number is the total number of processing units that are activated on the managed system minus the number of processing units that are assigned to the logical partitions. This number includes the logical partitions that are shut down on the managed system. This number does not include any processing units that are not yet activated with CoD.

    •Available Memory

    Displays the amount of memory that is available for assignment to logical partitions on the managed system. This amount is the total amount of memory that is activated on the managed system minus the amount of memory that is needed by managed system firmware minus the amount of memory that is assigned to the logical partitions. This amount includes the logical partitions that are shut down on the managed system. This number does not include any memory that is not yet activated with CoD. The available memory amount can be shown in MB or GB. Click MB or GB in the Available Memory column title.

    •Reference Code

    Displays the progress system reference code (SRC). By clicking the displayed SRC, you can receive more information.

    The table can also display the following optional attributes:

    •Name

    •Status

    •Available Processing Units

    •Available Memory

    •Reference Code

    •Configurable Processing Units

    •Configurable Memory

    •Serial Number

    •Type-Model

    •CoD Processor Capable

    •CoD Memory Capable

    •Permanent Processors

    •On/Off CoD Processor State

    •Trial CoD Processor State

    •Reserve CoD Processor State

    •Utility CoD Processor State

    •Permanent Memory

    •On/Off CoD Memory State

    •Trial CoD Memory State

    •Current Power Server Mode

    •Desired Power Server Mode

    These attributes display when you select the Column configuration icon on the table toolbar, as shown in Figure 5-9. This function allows you to select extra attributes that you want displayed as columns in the table.
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    Figure 5-9   Column configuration

    You can also use the Views menu from the table toolbar to change the view between default server attributes and the CoD server attributes, as shown in Figure 5-10.
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    Figure 5-10   Views option

    If you select the Manage Views option from the Views menu, this option also allows you to create new custom view, as shown in Figure 5-11.
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    Figure 5-11   Create new custom view

    Properties

    Properties include the tasks to display the selected properties of the managed system, as shown in Figure 5-12.
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    Figure 5-12   Properties tasks of the server

    The following list defines the properties:

    •General

    The General tab displays the system's name, serial number, model and type, state, attention LED state, service processor version, maximum number of partitions, assigned service partition (if designated), and power off policy information.

    •Processors

    The Processor tab displays information about the managed system's processors including installed processing units, unconfigured processing units, available processing units, configurable processing units, minimum number of processing units per virtual processor and maximum number of shared processor pools.

    •Memory

    The Memory tab displays information about the managed system's memory including installed memory, unconfigured memory, available memory, configurable memory, memory region size, current memory available for partition usage, and system firmware current memory. A tab describes the maximum number of memory pools.

    •I/O

    The I/O tab displays the physical I/O resources for the managed system. The assignment of I/O slots and partition and adaptor-type information are displayed, grouped by units. Select the link in the Slot column to display the physical I/O properties of each resource. Select I/O Pools to display all of the I/O pools found in the system and the partitions that are participating in the pools.

    •Migration

    The Migration tab displays partition migration information.

     

    
      
        	
          Migration tab: If your managed system is not partition-migration capable, the Migration tab is not shown.

        
      

    

    •Power-On Parameters

    The Power-On Parameters tab displays the initial program load (IPL) source mode for restarting, and allows you to change the power-on parameters for the next restart by changing the values in the Next fields. These changes are only valid for the next managed system restart.

    •Capabilities

    The Capabilities tab displays the runtime capabilities of this server. Select Help for more information about the capabilities listed.

    •Advanced

    The Advanced tab displays huge page memory capabilities on the managed system, including available huge page memory, configurable huge page memory, current page size, and current maximum huge page memory. To change memory allocation on systems with huge page table support, set the Requested huge page memory (in pages) field to the wanted memory. To change the requested value for huge page memory, the system must be powered off. The Barrier Synchronization Register (BSR) displays array information.

    Operations

    Operations includes the tasks for server operations. These following list provides operations tasks:

    •Power on

    •Power off

    •Power management

    •LED status

    •Schedule operations

    •Launch Advanced System Management (ASM)

    •Utilization data

    •Rebuild

    •Change password

    These tasks are now described.

    Power On task

    Use this task to power on the managed system. You can choose from the following options (see Figure 5-13):
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    Figure 5-13   Power On task

    •Normal

    Turns on the managed system with the current setting for the partition start policy to determine how to power on the managed system. You can change the partition start policy from the Power On Parameters tab of the Properties task for the managed system. The current setting can be one of the following values:

     –	Auto-Start Always

     –	Stop at Partition Standby

     –	Auto-Start for Auto-Recovery

     –	User-Initiated

    •Hardware Discovery

    Turns on the managed system into a special mode, which performs the hardware discovery. After the Hardware Discovery process is complete, the system is in Operating state with any partitions in the power-off state.The Hardware Discovery process records the hardware inventory in a cache on the managed system. The collected information is then available for use when displaying data for I/O devices or when creating a system plan based on the managed system. This option is available only if the system can use the hardware discovery process to capture I/O hardware inventory for the managed system.

    •System Profile

    Turns on the managed system and its logical partitions based on a predefined system profile. When you select this option, you must select the partition profile that you want the HMC to use to activate logical partitions on the managed system.

     

    
      
        	
          System profiles: If the HMC does not have any system profiles, the System Profile option is not shown. System profiles are explained in “Manage System Profile task” on page 197.

        
      

    

    Power Off task

    Use this task to shut down the managed system. Turning off the managed system makes all partitions unavailable until the system is turned on again.

    Before you turn off the managed system, ensure that all logical partitions are shut down and that their states have changed from Running to Not Activated.

    If you do not shut down all logical partitions on the managed system before you turn off the managed system, the managed system shuts down each logical partition before the managed system itself turns off. This process can cause a substantial delay in turning off the managed system, particularly if the logical partitions are not responsive. Further, the logical partitions might shut down abnormally, which can result in data loss and further delays when you activate the logical partitions again.

    You can choose from the following options (see Figure 5-14):
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    Figure 5-14   Power Off task

    •Normal power off

    The system ends all active jobs in a controlled manner. During that time, programs running in those jobs are allowed to do cleanup (end-of-job processing).

    •Fast power off

    The system ends all active jobs immediately. The programs running in those jobs are not allowed to do any cleanup. Some applications, such as web servers that are providing information, might not have a problem with fast power off. Other applications, such as databases with cached information, might lose data if the application cannot do cleanup before the application ends.

    Power Management task

    Use this task to change the power saver mode of the managed system. You can reduce power consumption by enabling the power saver mode on. You can check the current power saver mode and change it, as shown in Figure 5-15.
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    Figure 5-15   Power Management task

     

    
      
        	
          Power saver mode: Enabling the power saver mode on a managed system might affect the accuracy of any performance monitoring tools that are running on the managed system.

        
      

    

    LED Status task

    Use this task to view system attention LED information, light specific LEDs to identify a system component, and test all LEDs on a managed system.

    You can choose from the following options:

    •Deactivated Attention LED 

    Deactivates all system attention LEDs and logical partition LEDs.

    •Identify LED

    Displays the current Identify LED states for all the location codes that are contained in the selected enclosure, as shown in Figure 5-16. From this task, you can select a single location code or multiple location codes to operate against and activate or deactivate the LEDs by selecting the corresponding box.
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    Figure 5-16   Identify LED task

    •Test LED

    Initiates an LED Lamp Test against the selected system. All LEDs activate for several minutes.

    Schedule Operations task

    Use this task to create a schedule for certain operations to be performed on the managed system without operator assistance. Scheduled operations are helpful for situations where automatic, delayed, or repetitious processing of system operations is necessary. A scheduled operation is started at a specified time, without operator assistance to perform the operation. A schedule can be set for one operation or repeated many times. For example, you can schedule power on or off operations for a managed system.

    You can choose following tasks:

    •Activate on a System Profile

    •Backup Profile Data

    •Power Off Managed System

    •Power On Managed System

    •Manage Utility CoD processors

    •Manage Utility CoD processor minute usage limit

    •Modify a Shared Processor Pool

    •Move a partition to a different pool

    •Change the power saver mode on a managed system

    From the Set up a Scheduled Operation window, you can set up the task, as shown in Figure 5-17.
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    Figure 5-17   Set up a Scheduled Operation task: Date and TIme

    Figure 5-18 shows how to set up a scheduled operation to repeat.
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    Figure 5-18   Set up a Scheduled Operation task: Repeat

    You can also display defined tasks in the Customize Scheduled Operations window, as shown in Figure 5-19.
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    Figure 5-19   Customize Scheduled Operations task

    Launch Advanced System Management

    If configured to do so, the HMC connects directly to the Advanced System Management (ASM) interface for a selected system from this task. We explain this task in 6.3, “Advanced System Management Interface” on page 341.

    Utilization data

    Utilization data is records that include information about the memory and processor usage on a managed system at a particular time. You can set the HMC to collect usage data in this task.

    You can choose following tasks:

    •Change Sampling Rate

    •View

    Rebuild task

    Use this task to extract the configuration information from the managed system and to rebuild the information about the HMC. Rebuilding the managed system means that you update, or refresh, the information about the HMC about the managed system. Rebuilding the managed system can be helpful when the state of the managed system is incomplete. The incomplete state means that the HMC lost communication with the managed server and no longer has complete information. Rebuilding the managed system is different from simply refreshing the HMC window. When the managed system is rebuilt, the HMC extracts the information from the managed system.

     

    
      
        	
          Rebuild can take several minutes: You cannot start other tasks while the HMC rebuilds the managed system. This process can take several minutes.

        
      

    

    Change Password task

    Use this task to change the HMC access password on the selected managed system. After the password is changed, you must update the HMC access password for all other HMCs from which you want to access this managed system.

    Configuration task

    Configuration includes the tasks for server configuration. The following list provides configuration tasks:

    •Create logical partition

    •System plans

    •Partition availability priority

    •View workload management groups

    •Manage custom groups

    •Manage partition data

    •Manage system profiles

    •Virtual resources

    This section describes these tasks.

    Create Logical Partition task

    Use this task to create an AIX, Linux, Virtual I/O Server (VIOS), or IBM i logical partition on a managed system. The create LPAR wizard helps you to create a new logical partition and a default profile for the partition. We explain this task in 4.4.10, “Logical partition management” on page 138.

    System Plans task

    System plans records or deploys specifications for logical partitions, partition profiles, or hardware specifications on a chosen system. We explain this task in 2.1, “System planning tools” on page 14.

    Partition Availability Priority task

    Use this task to specify the partition availability priority of each logical partition on a managed system. The managed system uses partition availability priorities in the case of processor failure.

    If a processor fails on a logical partition, and there are no unassigned processors available on the managed system, the logical partition can acquire a replacement processor from logical partitions with a lower partition-availability priority. This allows the logical partition with the higher partition-availability priority to continue running after a processor failure. We explain this task in 4.4.9, “Partition availability priority” on page 136.

    View Workload Management Groups task

    Use this task to display a detailed view of the workload management groups that you specified for a managed system, as shown in Figure 5-20. Each group displays the total number of processors, processing units for partitions using shared mode processing, and the total amount of memory that is allocated to the partitions in the group.

    [image: ]

    Figure 5-20   Partition Workload Groups task

    Manage Custom Groups task

    The custom groups provide a mechanism to group system resources together in a single view. You can also nest groups (a group that is contained within a group) to provide hierarchical or topology views.

    You can create others, delete the ones that were created, add to created groups, create groups by using the pattern match method, or delete from created groups by using this task.

    Do the following steps to create a group:

    1.	Select one or more resources (for example: servers, partitions, or frames) that you want to include in the group.

    2.	Select Configuration → Manage Custom Groups.

    3.	Select Create a new group, specify a group name and description, and then click OK, as shown in Figure 5-21.

    4.	The new user-defined group is displayed in the navigation pane under Custom Groups and includes a selected resource.
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    Figure 5-21   Manage Custom Groups task

    Manage Partition Data task

    Use this task to provide four operations, restore, initialize, backup, and delete to manage profile data. We explain this task in 5.4, “Managing partition data” on page 262.

    Manage System Profile task

    A system profile is an ordered list of partition profiles that is used by the HMC to start the logical partitions on a managed system in a specific configuration.

    When you activate the system profile, the managed system attempts to activate each partition profile in the system profile in the order specified. A system profile helps you activate or change the managed system from one complete set of logical partition configurations to another. They can also be used to validate the resource configuration of multiple partitions to ensure that resource conflicts do not exist between partitions. You can create system profile, as shown in Figure 5-22.
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    Figure 5-22   Manage System Profile task

    Virtual Resources task

    Use this task to manage the following virtual resources:

    •Shared processor pool

    •Shared memory pool

    •Virtual storage

    •Virtual network

    •Reserved storage device pool

    We explain this task in 4.4, “Virtualization using HMC” on page 121.

    Connection task

    Connection tasks allow you to view the HMC connection status to service processors or frames, reset those connections, connect another HMC to the selected managed system, or connect another managed system to the HMC. This list provides connection tasks:

    •Service processor status

    •Reset or remove connections

    •Disconnect another HMC

    •Add managed system

    This section describes these tasks.

    Service Processor Status task

    Use this task to display the HMC connection status to the service processor of a selected managed system, as shown in Figure 5-23. If you selected a frame, service processor status displays the state of the connection from the HMC to side A and side B of the bulk power assembly.
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    Figure 5-23   Service processor status task

    Reset or Remove Connections task

    Use this task to remove or reset a managed system from the contents area of the HMC, as shown in Figure 5-24.

    When you remove the connection with a managed system, the connection is broken between the HMC and the managed system. Remove the connection with the managed system if you no longer want to manage the managed system by using this HMC. Use this window to remove the connection before you physically disconnect the HMC from the managed system (or from the network).

    When you reset the connection with a managed system, the connection is broken and then reconnected. Reset the connection with the managed system if the managed system is in a no connection state and you verified that the network settings are correct on both the HMC and the managed system.
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    Figure 5-24   Reset or remove connections task

    Disconnect Another HMC task

    Use this task to disconnect another HMC from the selected managed system. Also, you can find which HMC locked the selected managed system. This task releases any lock that the other HMC might have on the selected managed system. After the disconnection is complete, the other HMC automatically attempts to reconnect to the managed system.

    When you use an HMC to change a managed system, the HMC locks the managed system so that no other HMC can make conflicting changes at the same time. Normally, the HMC unlocks the managed system after the change is complete. If there is an error, and the managed system remains locked, you must disconnect the HMC from the managed system to reset the lock before other HMCs can change the managed system.

    Add Managed System task

    Use this task to guide you through adding systems in the network to systems managed by this HMC. We explain this task in “Servers” on page 180.

    Hardware Information task

    Hardware information includes tasks to display information about the hardware that is attached to a selected managed system. Hardware information includes the following tasks:

    •Adapter

    •View hardware topology

    This section describes these tasks.

    Adapter task

    Use this task to view information about the Host Ethernet Adapters (HEA, also referred to as Integrated Virtual Ethernet adapters) or host channel adapters (HCA) for a selected managed system.

    •Host Ethernet

    Use this task to display the port configuration and status of the physical Host Ethernet on the managed system, as shown in Figure 5-25.
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    Figure 5-25   Host Ethernet list

    You can change the configuration of any of the ports on a Host Ethernet by selecting the Host Ethernet, selecting the port under Current Status, and clicking Configure. Then, the port configuration displays as shown in Figure 5-26. We explain these tasks in 4.4.5, “Host Ethernet Adapter” on page 133.
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    Figure 5-26   Host Ethernet Physical Port Configuration

    •Host Channel

    Host channel adapters (HCAs) provide a managed system with port connections to other devices. That port can be connected to another HCA, a target device, or a switch that redirects the data coming in on one of its ports out to a device attached to another of its ports. You can show a list of the HCAs for the managed system. You can select an HCA from the list to display the current partition usage for the HCA. From this task you can display the following components:

     –	The physical location of each HCA on the managed system.

     –	The number of Globally Unique Identifiers (GUIDs) that are in use on each HCA.

     –	The number of GUIDs on each HCA that are available to be assigned to logical partitions.

     –	HMC management status. HCAs that are unable to be managed by an HMC are in an error state.

     –	The logical partition usage for a selected HCA.

    View Hardware Topology task

    Use this task to display the current RIO topology of the selected managed system. Current Topology displays the current topology. Any discrepancies between the current topology and the last valid topology are identified as errors. The following information is shown:

    •The starting location of the physical RIO cable and the RIO connection (cable to port).

    •The ending location of the physical RIO cable and the RIO connection (cable to port).

    •Starting node type displays the values of the node. Possible values are Local Bridge, Local NIC, Remote Bridge, and Remote NIC.

    •Link status displays the leading port status.

    •Cable length displays the length of the RIO cables. Errors occur when the actual cable lengths are different from the expected cable lengths.

    •The serial number of the power-controlling managed system.

    •The serial number of the function-controlling managed system.

    Updates task

    Use this task to do a guided update of managed system, power, or I/O Licensed Internal Code. We explain these tasks in 6.2, “Software maintenance” on page 309.

    Serviceability task

    Use this task to view specific events for selected systems. Problem Analysis on the HMC automatically detects error conditions and reports to you any problem that requires service to repair it. These problems are reported to you as serviceable events. We explain this task in 6.1, “Service Management” on page 268.

    Capacity on Demand

    Capacity on demand (CoD) allows you to nondisruptively activate (no boot required) processors and memory. CoD also gives you the option to temporarily activate capacity to meet intermittent performance needs to activate extra capacity on a trial basis, and to access capacity to support operations in times of need. We explain this task in 4.5, “Capacity on Demand” on page 160.

    5.1.3  Systems Management: Partitions task

    Systems Management displays tasks to manage servers, logical partitions, and frames. Use these tasks to set up, configure, view status, troubleshoot, and apply solutions for partitions.

    This section describes the tasks to manage a partition.

    Properties task

    Properties include the tasks to display the properties of the selected partition, as shown in Figure 5-27.
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    Figure 5-27   Partition Properties task

    The partition properties task includes the following tabs:

    •General

    The General tab displays the name of the partition, ID, environment, state, resource configuration, operating system, the current profile that is used when starting the partition, and the system on which the partition is located.

    •Hardware

    The Hardware tab displays the current usage of processors, memory, and I/O on the partition.

    •Virtual Adapters

    The Virtual Adapters tab displays the current configuration of virtual adapters. Virtual adapters allow for the sharing of resources between partitions. From this tab, you can view, create, and edit virtual adapters on the partition.

    •Settings

    The Settings tab displays the boot mode and keylock position of the partition. Also displayed are the current service and support settings for the partition.

    •Other

    The Other tab displays the partition's Workload Management Group (if applicable), and the partition's controlling partitions.

    Change Default Profile task

    Change Default Profile includes the task to change the default profile for the partition. Select a profile from the drop-down list to be the new default profile, as shown in Figure 5-28.
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    Figure 5-28   Change Default Profile task

    Operations task

    Operations include the tasks for partition operations. The following list provides the operations tasks:

    •Activate

    •Restart

    •Shut Down

    •Deactivate Attention LED

    •Schedule Operations

    •Delete

    •Mobility

    •Suspend Operations

    This section describes these tasks.

    Activate task

    Use the Activate task to activate a partition on the managed system in the Not Activated state. Choose from the following options:

    •Profile

    This option is to select a profile to use when activating the partition from the list of profiles displayed. Select from the list of profiles and click OK to activate the partition, as shown in Figure 5-29.
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    Figure 5-29   Activate Logical Partition task

    •Current configuration

    You can use this option to quickly start multiple logical partitions by using the current configuration information for the partitions that is available on the hypervisor.

     

    
      
        	
          Current configuration: The HMC cannot activate a partition by using its current configuration if the partition does not have an active profile that is associated with it, such as a newly created partition.

        
      

    

    Restart task

    Use this task to restart the selected logical partition or partitions, as shown in Figure 5-30.

    For IBM i logical partitions, use this window only if you cannot restart the IBM i logical partition from the command line of the operating system. Using this window to restart an IBM i logical partition results in an abnormal IPL.

    If you choose to restart Virtual I/O Server partitions that are acting as the Paging Service Partition (PSP) for a number of client partitions, a warning displays. This warning indicates to should shut down the client partitions before shutting down the Virtual I/O Server partition.
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    Figure 5-30   Restart Partition task

    Choose from the following options:

     

    
      
        	
          Operating System options: The Operating System option and the Operating System Immediate option are only enabled if Resource Monitoring and Control (RMC) is up and configured.

        
      

    

    •Dump 

    The HMC shuts down the logical partition and initiates a main storage or system memory dump. For AIX and Linux logical partitions, the HMC also notifies the logical partition that it is shut down. For IBM i logical partitions, the processors are stopped immediately. After the shutdown is complete, the logical partition is immediately restarted. (IBM i logical partitions are restarted multiple times so that the logical partition can store the memory dump information.) Use this option if a portion of the operation system appears hung and you want a memory dump of the logical partition for analysis.

    •Operating System

    The HMC shuts down the logical partition normally by issuing a shutdown -r command to the logical partition. During this operation, the logical partition does any necessary shutdown activities. After the shutdown is complete, the logical partition is immediately restarted. This option is only available for AIX logical partitions.

    •Immediate

    The HMC shuts down the logical partition immediately. The HMC ends all active jobs immediately. The programs running in those jobs are not allowed to do any job cleanup. This option might cause undesirable results if data is partially updated. Use this option only after a controlled end was unsuccessfully attempted.

    •Operating System Immediate

    The HMC shuts down the logical partition immediately by issuing a shutdown -Fr command to the logical partition. During this operation, the logical partition bypasses messages to other users and other shutdown activities. After the shutdown is complete, the logical partition is immediately restarted. This option is only available for AIX logical partitions.

    •Dump Retry

    The HMC tries a main storage or system memory dump again on the logical partition. After this step is complete, the logical partition is shut down and restarted. Use this option only if you previously tried the memory dump option without success. This option is only available for IBM i logical partitions.

    Shut Down Partitions task

    Use this task to shut down the selected logical partition or partitions, as shown in Figure 5-31.

    For IBM i logical partitions, use this window only if you cannot shut down the IBM i logical partition from the command line of the operating system. Using this window to shut down an IBM i logical partition results in an abnormal IPL.

    If you choose to shut down Virtual I/O Server partitions that are acting as the Paging Service Partition (PSP) for a number of client partitions, a warning displays. This warning indicates to shut down the client partitions before shutting down the Virtual I/O Server partition.
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    Figure 5-31   Shut Down Partitions task

    Choose from the following options:

    •Delayed

    The HMC shuts down the logical partition by using the delayed power-off sequence. This process allows the logical partition time to end jobs and write data to disks. If the logical partition is unable to shut down within the predetermined amount of time, it ends abnormally and the next restart might be longer than normal.

    •Immediate

    The HMC shuts down the logical partition immediately. The HMC ends all active jobs immediately. The programs running in those jobs are not allowed to do any job cleanup. This option might cause undesirable results if data is partially updated. Use this option only after a controlled shutdown was unsuccessfully attempted.

    •Operating System

    The HMC shuts down the logical partition normally by issuing a shutdown command to the logical partition. During this operation, the logical partition does any necessary shutdown activities. This option is only available for AIX logical partitions.

    •Operating System Immediate

    The HMC shuts down the logical partition immediately by issuing a shutdown -F command to the logical partition. During this operation, the logical partition bypasses messages to other users and other shutdown activities. This option is only available for AIX logical partitions.

    Deactivate Attention LED task

    Use this task to activate or deactivate an attention LED on your partition. All attention LEDs for the partitions on the managed system are listed. Select an LED and choose to activate or deactivate.

    Schedule Operations task

    Use this task to create a schedule for certain operations to be done on the logical partition without operator assistance. Scheduled operations are helpful for situations where automatic, delayed, or repetitious processing of system operations is necessary. A scheduled operation is started at a specified time, without operator assistance to perform the operation. A schedule can be set for one operation or repeated many times. For example, you can schedule an operation to remove resources from a logical partition or move resources from one logical partition to another.

    You can choose the following tasks:

    •Activate an LPAR

    •Dynamic Reconfiguration

    •Operating System Shutdown (on a partition)

    How to create and check tasks is explained in “Schedule Operations task” on page 192.

    Delete task

    Use this task to delete the selected partition, as shown in Figure 5-32.

    The Delete task deletes the selected partition and all of the partition profiles associated with the partition from the managed system. When you delete a partition, all hardware resources currently assigned to that partition become available to other partitions.
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    Figure 5-32   Delete Logical Partition task

    Mobility task

    Use this task to migrate your partition to another server, ensure that the requirements for the migration are met, and recover if the partition is in an invalid state.

    Partition mobility is the ability to migrate a logical partition, including its operating system and applications, from one system to another system. Partition migration can be active or inactive. Active partition migration lets you move a running logical partition from one system to another system without shutting down the partition or applications running on the partition. Inactive partition migration lets you move a powered-off logical partition from one system to another system.

    In this task, you can choose from the following options:

    •Migrate

    •Validate

    •Recover

    For more information about this task, refer to IBM PowerVM Live Partition Mobility, SG24-7460-01.

    Suspend Operations task

    Use this task to suspend a running logical partition or to resume a suspended logical partition. You can also validate that the logical partition meets all requirements for being suspended or for being resumed.

    You can also recover from a failed suspend and resume actions. Recovery cleans up partitions that are in a not valid state as a result of an incomplete suspend or resume.

    In this task, you can choose from the following options:

    •Suspend

    •Resume

    •Recover

    For more information about this task, refer to IBM PowerVM Virtualization Managing and Monitoring, SG24-7590-03.

    Configuration task

    Configuration includes the tasks for partition configuration. These tasks include:

    •Manage profiles

    •Manage custom groups

    •Save current configuration

    This section describes these tasks.

    Manage Profiles task

    Use this task to create, edit, copy, delete, or activate a profile for the selected partition. A partition profile contains the resource configuration for the partition. You can modify the processor, memory, and adapter assignments for a profile by editing the profile.

    The default partition profile for a logical partition is the partition profile that is used to activate the logical partition if no other partition profile is selected. You cannot delete the default partition profile unless you first designate another partition profile as the default partition profile. The default profile is defined in the status column, as shown in Figure 5-33.
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    Figure 5-33   Managed Profiles task

    If you want to know how to create a logical partition and a partition profile, we explain in 4.4.10, “Logical partition management” on page 138.

    Manage Custom Groups task

    Custom groups are composed of logical collections of objects. You can report status on a group basis, which allows you to monitor your system in a way that you prefer. You can also nest groups (a group that is contained within a group) to provide hierarchical or topology views. Use this task to create a custom group with selected partition or add the selected partition to an existing custom group.

    We explain this task in “Manage Custom Groups task” on page 196.

    Save Current Configuration task

    Use this task to save the current configuration of a logical partition, as shown in Figure 5-34. You can choose to create a partition profile or to overwrite an existing partition profile. This procedure is useful if you change the configuration of a logical partition by using dynamic logical partitioning and you do not want to lose the changes when you restart the logical partition. You can do this procedure at any time after you initially activate a logical partition.
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    Figure 5-34   Save Partition Configuration task

    Hardware Information task

    Hardware information includes tasks to display information about the hardware that is attached to a selected managed system. Hardware information includes the following tasks:

    •Adapter

    •Virtual I/O adapter

    This section describes these tasks.

    Adapter task

    Use this task to view information about the Host Ethernet Adapters (HEAs, also referred to as Integrated Virtual Ethernet adapters) or host channel adapters (HCAs) for a selected managed system.

    •Host Channel

    Host Channel Adapters (HCAs) provide a managed system with port connections to other devices. That port can be connected to another HCA, a target device, or a switch that redirects the data coming in on one of its ports out to a device attached to another of its ports. You can show a list of the HCAs for the managed system. You can select an HCA from the list to display the current partition usage for the HCA. From this task you can display the following components:

     –	The physical location of each HCA on the managed system.

     –	The number of GUIDs that are in use on each HCA.

     –	The number of GUIDs on each HCA that are available to be assigned to logical partitions.

     –	HMC management status. HCAs that are unable to be managed by an HMC are in an error state.

     –	The logical partition usage for a selected HCA.

    •Host Ethernet

    Use this task to display the port configuration and status of the physical Host Ethernet on the managed system.

    We explain these tasks in 4.4.5, “Host Ethernet Adapter” on page 133.

    •Switch Network Interface

    Use this task to display a list of the Switch Network Interface (SNI) adapters for the selected managed system. The following is displayed, the SNI adapter handle, the name of the partition to which the adapter is assigned, the physical location of the adapter, and the host name or IP address of the adapter.

    Virtual I/O Adapter task

    Use this task to view the topology of currently configured virtual Small Computer System Interface (SCSI) and virtual Ethernet adapters on a selected partition.

    •SCSI

    Use the SCSI task to view the topology of virtual SCSI adapters on a partition. The following information is displayed:

     –	Adapter name

     –	Backing device

     –	Remote partition

     –	Remote adapter

     –	Remote backing device

    •Ethernet

    Use the Ethernet task to view the current virtual Ethernet configuration for the partition. The following information is displayed:

     –	Adapter name

     –	Virtual LANs

     –	I/O Server

     –	Server virtual adapter

     –	Shared adapter

    Dynamic Logical Partitioning task

    Dynamic logical partitioning includes tasks that allow you to dynamically add or remove processors, memory, and adapters to and from logical partitions.

    This section describes these tasks.

    Processor task

    Use this task to add or remove processor resources from a logical partition or to move processor resources from one logical partition to another. These tasks include:

    •Add or Remove

    Use this task to add processor resources to or remove processor resources from the selected logical partition without restarting the logical partition.

    •Move 

    Use this task to move processor resources from the selected logical partition to another logical partition without restarting either logical partition.

    Memory task

    Use this task to add or remove memory resources from a logical partition or to move memory resources from one logical partition to another. These tasks include:

    •Add or Remove

    Use this task to add memory to or remove memory from the selected logical partition without restarting the logical partition.

    •Move

    Use this task to move memory from the selected logical partition to another logical partition without restarting either logical partition.

    Physical Adapters task

    Use this task to add I/O slots to a logical partition without restarting the partition or to move or remove I/O slots from a logical partition without restarting the partition. These tasks include:

    •Add

    Use this task to add I/O slots to a logical partition without restarting the partition. When you add an I/O slot to a logical partition, the I/O adapter in that I/O slot and the devices that are controlled by the I/O adapter can be used by the logical partition. This function is typically used to share infrequently used devices among logical partitions by moving these devices from one logical partition to another.

    •Move or Remove

    Use this task to remove I/O slots from a logical partition or move I/O slots between logical partitions without restarting the logical partitions. When you remove an I/O slot from a logical partition, the I/O adapter in that I/O slot and the devices that are controlled by the I/O adapter are also removed from the logical partition. If you choose to move the I/O slot to another logical partition, the I/O adapter and the devices that are controlled by the I/O adapter are also moved to the other logical partition. This function is typically used to share infrequently used devices among logical partitions by moving these devices from one logical partition to another.

     

    
      
        	
          Recommendation: It is recommended that you vary off the I/O slot and all I/O adapters and devices that are connected to the I/O slot before you remove the I/O slot from the logical partition.

        
      

    

    Virtual Adapters task

    Use this task to display a list of all of the virtual adapters that currently exist for this logical partition or partition profile. You can also create, change, or remove a virtual adapter on a logical partition or in a partition profile.

    Host Ethernet task

    Use this task to add Logical Host Ethernet Adapter (LHEA) logical ports dynamically to a running logical partition.

    •Add

    Use this task to add LHEA logical ports dynamically to a running logical partition. These logical ports allow the logical partition to access and use the physical port resources on a physical HEA.

    Some operating system or system software versions do not allow for the adding of logical ports dynamically. For more information, consult the documentation for the operating system or system software.

    •Move or Remove

    Use this task to move LHEA logical ports dynamically from the selected logical partition. These logical ports allow the logical partition to access and use the physical port resources on a physical HEA. You can move the logical ports dynamically to another running logical partition, or you can leave the logical ports as unassigned. Some operating system or system software versions do not allow you to move or remove logical ports dynamically. For more information, consult the documentation for the operating system or system software.

    Console Window task

    Console window includes the task to open a terminal window to the operating system that is running on the selected partition.

    Choose from the following options:

    •Open terminal window

    •Close terminal window

    •Open shared 5250 console

    •Open dedicated 5250 console

    Serviceability task

    Use this task to view specific events for selected systems. Problem analysis on the HMC automatically detects error conditions and reports any problem to you that requires service to repair it. These problems are reported to you as serviceable events. We explain this task in 6.1, “Service Management” on page 268.

    5.1.4  Systems Management: Frames task

    Systems Management displays tasks to manage servers, logical partitions, and frames. Use these tasks to set up, configure, view status, troubleshoot, and apply solutions for frames.

    This section describes the tasks to manage a frame.

     

    
      
        	
          Frames option: The Frames option is shown in the navigation pane only when the HMC manages the server that consists of one or more frames such as the IBM Power 795, as shown in Figure 5-35.
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    Figure 5-35   Frames option in the navigation pane

    Properties task

    Properties include the tasks to display the selected properties of a managed frame.

    These properties include:

    •General 

    The General tab displays the frame name and number, state, type, model, and serial number.

    •Managed Systems 

    The Managed Systems tab displays all of the managed systems included in the frame and their cage numbers. A cage is a division of the enclosure that holds the managed systems, the I/O units, and the bulk power assemblies (BPAs). 

    •I/O Units 

    The I/O Units tab displays all of the I/O units that are contained in the frame, their cage numbers, and their assigned managed systems. A cage is a division of the enclosure that holds the managed systems, the I/O units, and the BPAs. Not owned in the System column indicates that the corresponding I/O unit is not assigned to a managed system.

    Update Password task

    Update password includes the task to update HMC access and Advanced System Management Interface (ASMI) passwords on the managed system. The first time that you access a managed system by using an HMC, the system prompts you to enter passwords for each of the following components:

    •Hardware Management Console: HMC access

    •Advanced System Management Interface: General

    •Advanced System Management Interface: Admin

    If you are using an HMC to access the managed system before all required passwords are set, enter the appropriate password for each password that is presented in this task.

    Operations task

    Operations includes the tasks for frame operations. The following list provides the operations tasks:

    •Initialize frames

    •Initialize all frames

    •Rebuild

    •Change password

    •Power on or power off I/O unit

    This section describes these tasks.

    Initialize Frames task

    Use this task to initialize a frame. When you initialize a managed frame, all of the frames that are managed by the HMC are powered on. As each individual frame is powered on, the I/O units that are contained within the frame are powered on as well. When all the I/O units for the frame are powered on, the managed systems that are contained within the frame are powered on. The complete initialization process can take several minutes to complete.

     

    
      
        	
          Power: Managed systems that are already powered on are not affected. They are not powered off and back on again.

        
      

    

    Initialize All Frames task

    Use this task to initialize all your frames. The unowned I/O units are first powered on within each managed frame, then the managed systems are powered on within each managed frame.

     

    
      
        	
          Frames: 

          •This operation task is available when no managed frame is selected and the frames tab on the navigation area is highlighted.

          •Frames are already powered on when they are connected to HMC. Initializing frames does not power on the frames.

        
      

    

    Rebuild task

    Use this task to update information about the frame on the HMC interface. Updating, or rebuilding, the frame acts much like a refresh of the frame information. Rebuilding the frame is useful when the system’s state indicator in the work pane of the HMC is shown as Incomplete. The Incomplete indicator signifies that the HMC cannot gather complete resource information from the managed system within the frame. No other tasks can be performed on the HMC during this process, which can take several minutes.

    Change Password task

    Use this task to change the HMC access password on the selected managed frame. After the password is changed, you must update the HMC access password for all other HMCs from which you want to access this managed frame. 

    Power On or Power Off I/O Unit task

    Use this task to power off an I/O unit. Only units or slots that are in a power domain can be turned off. The corresponding power-on or off buttons are disabled for location codes that are not controllable by the HMC.

    Configuration task

    Configuration includes the task for server configuration. Manage custom groups is part of the Configuration task.

    This task is now described.

    Manage Custom Groups task

    Custom groups are composed of logical collections of objects. You can report status on a group basis, allowing you to monitor your system in a way that you prefer. You can also nest groups (a group that is contained within a group) to provide hierarchical or topology views. Use this task to create a custom group with selected frame or add the selected frame to an existing custom group.

    We explain this task in “Manage Custom Groups task” on page 196.

    Connections task

    Connections tasks allow you to view the HMC connection status to frames or reset those connections. The following components are part of the connections task:

    •Bulk Power Assembly (BPA) status

    •Reset

    These tasks are now described.

    Bulk Power Assembly Status task

    Use this task to view the state of the connection from the HMC to side A and side B of the Bulk Power Assembly (BPA). The HMC operates normally with a connection to either side A or side B. However, for code update operations and some concurrent maintenance operations, the HMC needs connections to both sides.

    Reset task

    Use this task to reset the connection between the HMC and the selected managed frame. When you reset the connection with a managed frame, the connection is broken and then reconnected. Reset the connection with the managed frame if the managed frame is in a No Connection state. Also ensure that you verified that the network settings are correct on both the HMC and the managed frame.

    Hardware Information task

    Hardware information includes the tasks to display information about the hardware that is attached to a selected managed system. View remote input/output (RIO) topology is part of the Hardware Information task. This task is now described.

    View RIO Topology task

    Use this task to display the current RIO topology of the selected managed system. Current Topology displays the current topology. Any discrepancies between the current topology and the last valid topology are identified as errors. The following information is shown:

    •The starting location of the physical RIO cable and the RIO connection (cable to port).

    •The ending location of the physical RIO cable and the RIO connection (cable to port).

    •Starting node type displays the values of the node. Possible values are Local Bridge, Local NIC, Remote Bridge, and Remote NIC.

    •Link status displays the leading port status.

    •Cable length displays the length of the RIO cables. Errors occur when the actual cable lengths are different from the expected cable lengths.

    •The serial number of the power-controlling managed system.

    •The serial number of the function-controlling managed system.

    Serviceability task

    Use this task to view specific events for selected systems. Problem analysis on the HMC automatically detects error conditions and reports any problem to you that requires service to repair it. These problems are reported to you as serviceable events. This task is explained in 6.1, “Service Management” on page 268.

    5.1.5  Using the command-line interface

    The command-line interface (CLI) is an alternative to performing tasks on the HMC graphical user interface. This section provides information about the most common command-line options and usage. You can use the command-line interface in the following situations:

    •Consistent results are required

    If you have to administer several managed systems, you can achieve consistent results by using the command-line interface. The command sequence can be stored in scripts and run remotely.

    •Automated operations are required

    After you develop a consistent way to manage the managed systems, you can automate the operations by starting the scripts from batch-processing applications, such as the cron daemon, from other systems.

    Before using remote command-line interface, you must enable the access to the HMC by using the SSH facility. We explain this task in 5.2.28, “Remote Command Execution task” on page 245.

    You can generally choose from two options to use CLI on the HMC: Restricted Shell Terminal task on the local HMC or Secure Shell (SSH) client.

    We explain the Open Restricted Shell Terminal task in 5.2.4, “Open Restricted Shell Terminal task” on page 233. If you use SSH client to connect the HMC, you must ensure that your script executions between SSH clients and the HMC are secure. For details about each SSH client setting, check documentation about them. For general information to set up the SSH client, see the Systems Hardware information center at this website:

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha1/settingupsecurescriptexecution.htm

    Most common command-line options and usage

    Some of the most commonly used command-line options are now described.

    HMC command information, including examples, is available from the HMC command line by using the man command. You can find a man page for every command. To view the command information, type man and then the command name.

    You can also access a PDF that includes all the man pages at the HMC website:

    http://www14.software.ibm.com/webapp/set2/sas/f/hmcl/resources.html

    Commands to manage HMC itself

    •lshmc

    Definition: List HMC configuration information

    Example:

     –	List the BIOS level of the HMC

    lshmc -b

     –	List the network settings for the HMC

    lshmc -n

     –	List the VPD information for the HMC

    lshmc -v

     –	List the version information for the HMC

    lshmc -V

    •chhmc

    Definition: Change HMC configuration information

    Example:

     –	Change the HMC host name

    chhmc -c network -s modify -h newhostname

     –	Set the IP address and network mask for network interface eth0

    chhmc -c network -s modify -i eth0 -a 10.10.10.1 -nm 255.255.255.0

    •hmcshutdown

    Definition: Shut down the HMC

    Example:

     –	Reboot the HMC after 3 minutes

    hmcshutdown -t 3 -r

     –	Halt the HMC immediately

    hmcshutdown -t now

    Commands to manage system configuration

    •lssyscfg

    Definition: List system resources

    Examples:

     –	List all systems that are managed by this HMC

    lssyscfg -r sys

     –	List all partitions in the managed system, and display only attribute values for each partition, following a header of attribute names

    lssyscfg -r lpar -m system1 -F --header

    •mksyscfg

    Definition: Create system resources

    Example:

     –	Create an AIX or Linux partition

    mksyscfg -r lpar -m system1 -i "name=aix_lpar2,profile_name=prof1,lpar_env=aixlinux,min_mem=256,desired_mem=1024,max_mem=1024,proc_mode=ded,min_procs=1,desired_procs=1,max_procs=2,sharing_mode=share_idle_procs,auto_start=1,boot_mode=norm,lpar_io_pool_ids=3,"io_slots=21010003/3/1,21030003//0""

     –	Create partition profiles by using the configuration data in the file /tmp/profcfg

    mksyscfg -r prof -m system1 -f /tmp/profcfg

     –	Create a partition profile by saving the current configuration of a partition

    mksyscfg -r prof -m system1 -o save -p p1 -n newProfile

    •chsyscfg

    Definition: Change system resources

    Examples:

     –	Change a partition profile’s memory amounts (reduce the profile’s current memory amounts each by 256 MB), and number of wanted processors

    chsyscfg -r prof -m system1 -i “name=profile1,lpar_name=part1,min_mem=256,desired_mem=256,max_mem=256,desired_procs=2”

     –	Change a system profile (add two new partition profiles)

    chsyscfg -r sysprof -m system1 -i "name=sysprof1,"lpar_names+=part3,part4","profile_names+=3_prof1,4_defaultProf""

    •rmsyscfg 

    Definition: Remove a system resource

    Example:

     –	Remove the partition lpar1

    rmsyscfg -r lpar -m system1 -n lpar1

     –	Remove the partition profile test_profile for partition lpar1

    rmsyscfg -r prof -m system1 -n test_profile -p lpar1

    Commands to manage hardware resources

    •lshwres

    Definition: List hardware resources

    Examples:

     –	List all system level memory information

    lshwres -r mem -m system1 --level sys

     –	List all virtual slots for partition lpar1

    lshwres -r virtualio --rsubtype slot -m system1 --level slot --filter “lpar_names=lpar1”

    •chhwres

    Definition: Change hardware resources

    Examples:

     –	Move 0.5 processing units from the partition with ID 1 to the partition with ID 2 (both partitions are using shared processors)

    chhwres -r proc -m system1 -o m --id 1 --tid 2 --procunits .5

     –	Add 128 MB of memory to the partition with ID 1, and time out after 10 minutes

    chhwres -r mem -m system1 -o a --id 1 -q 128 -w 10

     –	Move the partition sharedlpar1 to shared processor pool pool1

    chhwres -r procpool -m system1 -o s -p sharedlpar1 -a "shared_proc_pool_name=pool1"

     –	Add a virtual Ethernet adapter to the partition with ID 3

    chhwres -r virtualio -m system1 -o a --id 3 --rsubtype eth -a "ieee_virtual_eth=1,port_vlan_id=4,"addl_vlan_ids=5,6",is_trunk=1,trunk_priority=1"

    Commands to manage system connection

    •lssysconn 

    Definition: List system connections

    Example: 

     –	Lists connection information for all systems and frames that are managed by this HMC

    lssysconn -r all

    •mksysconn 

    Definition: Create system connection

    Example:

     –	Connect to and add the system with the IP address 9.3.152.145 (the HMC Access password for the system must be entered when prompted)

    mksysconn --ip 9.3.152.145

     –	To enable all systems and frames to be automatically discovered by the HMC when using DHCP

    mksysconn -o auto

    •rmsysconn

    Definition: Remove system connection

    Example:

     –	Disconnect from the managed system sytem1 and remove it from the HMC

    rmsysconn -o remove -m system1

    Commands to manage users on the HMC

    •lshmcusr

    Definition: List HMC user information

    Example:

     –	List all HMC users

    lshmcusr

     –	List only the user names and managed resource roles for all HMC users, and separate the output values with a colon

    lshmcusr -F name:resourcerole

     –	List the HMC users hscroot and user1

    lshmcusr --filter ""names=hscroot,user1""

    •mkhmcusr

    Definition: Create HMC user information

    Example:

     –	Create the user myhmcuser (the user’s password must be entered when prompted)

    mkhmcusr -u myhmcuser -a hmcviewer

    or

    mkhmcusr -i "name=myhmcuser,taskrole=hmcviewer"

    •chhmcusr

    Definition: Change HMC user information

    Example:

     –	Change the password for the user tester (the new password must be entered when prompted)

    chhmcusr -u tester -t passwd

    •rmhmcusr

    Definition: Remove HMC user information

    Example:

     –	Remove the user tester

    rmhmcusr -u tester

    Commands for Capacity on Demand 

    •lscod

    Definition: List CoD information

    Example:

     –	Display CUoD processor capacity information

    lscod -m system1 -t cap -r proc -c cuod

     –	Display CUoD processor activation code generation information

    lscod -m system1 -t code -r proc -c cuod

     –	Display the CoD history log

    lscod -m system1 -t hist

    •chcod

    Definition: Change CoD

    Example:

     –	Enter a CoD code

    chcod -m system1 -o e -k code

     –	Activate 2 GB of On/Off CoD memory for 10 days

    chcod -m system1 -o a -c onoff -r mem -q 2048 -d 10

     –	Deactivate all On/Off CoD processors

    chcod -m system1 -o d -c onoff -r proc

    Commands for virtual terminals

    •mkvterm

    Definition: Open a virtual terminal session

    Example:

     –	Open a virtual terminal session for partition lpar1

    mkvterm -m system1 -p lpar1

    •rmvterm

    Definition: Close a virtual terminal session

    Example:

     –	Close a virtual terminal session for partition lpar1

    rmvterm -m system1 -p lpar1

    5.2  HMC Management task

    This task includes a categorized or alphabetical view of HMC management tasks and their descriptions. These tasks are used for setting up the HMC, maintaining its internal code, and securing the HMC.

    To display the tasks in the work pane:

    1.	Select the HMC Management node in the navigation pane.

    2.	From the work pane, select the task that you want to perform.

    3.	By default, a categorized listing of the tasks displays. The following functions are displayed:

     –	Operations

     –	Administration

    If you want to see that level of the HMC with which you are currently working, point your mouse over HMC Version at the top of the work pane, as shown in Figure 5-36.
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    Figure 5-36   Confirm the HMC version

    5.2.1  Lock HMC Screen task

    Use this task to lock the HMC window. When you choose this task, the HMC window is locked immediately.

    To unlock the window and return to the HMC workplace, press Enter and specify the password for the user ID for which you are logged in.

     

    
      
        	
          Remote HMC access: If you access the HMC remotely, this task is not shown in the work pane.

        
      

    

    5.2.2  View HMC Events task

    Use this task to show the console event logs on the HMC. The HMC keeps a log of significant operations and activities automatically, referred to as console events that occur while the application is running. Thus, system events are individual activities that indicate when processes occur, begin and end, and succeed or fail.

    When an event occurs, the date and time it occurs, and a brief description of the event are recorded in the event log, as shown in Figure 5-37.
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    Figure 5-37   View HMC events task

    5.2.3  Open 5250 Console task

    Use this task to open a 5250 emulator session so you can communicate with an IBM i logical partition.

    To open a 5250 console, open the Open 5250 Console task from the HMC Management work pane. The 5250 Setup window displays. From the 5250 Setup window, you can configure and start your 5250 emulator.

     

    
      
        	
          Remote HMC access: If you access the HMC remotely, this task is not shown in the work pane.

        
      

    

    5.2.4  Open Restricted Shell Terminal task

    Use this task to acquire a command-line session.

    To open a restricted shell terminal, open the Open Restricted Shell Terminal task from the HMC Management work pane. The Restricted Shell window displays. From the Restricted Shell window, you can issue commands remotely through Secure Shell access to the managed system. This process provides consistent results and automates administration of managed systems.

     

    
      
        	
          Remote HMC access: If you access the HMC remotely, this task is not shown in the work pane.

        
      

    

    5.2.5  Shut Down or Restart task

    Use this task to shut down (turn off the console) or to restart the console. To shut down the console, ensure that Shutdown HMC is selected, then click OK to proceed with the shutdown. To restart the console, ensure that Restart HMC is selected, then click OK to proceed with the shutdown. You can choose options, as shown in Figure 5-38.
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    Figure 5-38   Shut down or restart task

    5.2.6  Schedule Operations task

    Use this task to create a schedule for certain operations to be performed on the logical partition without operator assistance. Scheduled operations are helpful for situations where automatic, delayed, or repetitious processing of system operations is necessary. A scheduled operation is started at a specified time, without operator assistance to perform the operation. A schedule can be set for one operation or repeated many times. For example, you can schedule a backup of important HMC information to DVD to occur once, or set up a repeating schedule.

    You can choose the Backup Critical Console Data task.

    We explain how to create and check tasks in “Schedule Operations task” on page 192.

    5.2.7  Format Media task

    Use this task to format a DVD-RAM, diskette, or USB 2.0 Flash Drive Memory Key for data backup. We explain this task in 6.1.1, “Management tasks” on page 270.

     

    
      
        	
          Remote formatting of media: You cannot do this task remotely unless you already placed the media in the system.

        
      

    

    5.2.8  Back up HMC Data task

    Use this task to back up (or archive) the data that is stored on your HMC hard disk that is critical to support HMC operations. Back up the HMC data after changes are made to the HMC or information that is associated with logical partitions. We explain this task in 6.2.1, “HMC Data backup” on page 309.

     

    
      
        	
          Backs up only the critical data: This task backs up only the critical data that is associated with HMC.

        
      

    

    5.2.9  Restore HMC Data task

    Use this task to restore critical backup data for this HMC. You can choose to restore data from a Network File System (NFS) server, a File Transfer Protocol (FTP) server, an SSH File Transfer Protocol (SFTP) server or removable media. We explain this task in 6.2.2, “Restoring HMC Data” on page 314.

    5.2.10  Save Upgrade Data task

    Use this task to use a wizard to save all of the customizable data for the HMC to the hard disk drive or to a DVD before performing an HMC software upgrade. We explain this task in 6.2.3, “HMC software maintenance” on page 315.

    5.2.11  Change Network Settings task

    Use this task to view the current network information for the HMC and to change network settings. We explain this task in 4.1.2, “Configuring the HMC network setting” on page 98.

    5.2.12  Test Network Connectivity task

    Use this task to view network diagnostic information for the console’s TCP/IP connection. This task also allows you to send a ping to a remote host. We explain this task in 4.1.3, “Testing network connectivity” on page 108.

    5.2.13  View Network Topology task

    Use this task to see a tree view of the network nodes that are known to this HMC. Examples of such nodes are managed systems, logical partitions, storage, and other HMCs. When you run this task, you can see the progress window. We explain this task in 4.1.4, “Viewing Network Topology” on page 110.

    5.2.14  Tip of the Day task

    Use this task to view information about using the HMC. When you enable this feature, a different fact or tip is displayed each time you log in, as shown in Figure 5-39 on page 236.

    The Tip of the Day window opens if the Show tips each time you log on option is selected. If you prefer not to have this window display each time you log on, you can clear this option, and then click Close.
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    Figure 5-39   Sample of Tip of the Day window

    5.2.15  View License task

    Use this task to view the Licensed Internal Code (LIC) that you agreed to for this HMC. You can see the window has the link of Third Party License Agreement and Additional License Agreement, as shown in Figure 5-40.
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    Figure 5-40   View license task

    5.2.16  Change Default User Interface Settings task

    Use this task to customize settings that control how the HMC interface is displayed. This task customizes the default applying “all HMC user”. You can display or hide certain user interface components and icons, display or hide specific navigation nodes, and determine whether to save user interface settings changes, as shown in Figure 5-41. You can also restore to factory default settings by clicking Factory Defaults.
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    Figure 5-41   Change Default User Interface Settings task

    5.2.17  Change User Interface Settings task

    Use this task to customize settings that control how the HMC interface is displayed. You can display or hide certain user interface components and icons, display or hide specific navigation nodes, and determine whether to save user interface settings changes, as shown in Figure 5-42. Optionally, you can also open the task by clicking the logged on user name link that is displayed in the task bar below the banner.

     

    
      
        	
          User interface changes: User interface changes apply to the currently logged on user ID only. If you want to change the default applying the entire HMC user, see 5.2.16, “Change Default User Interface Settings task” on page 237.
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    Figure 5-42   Change User Interface Settings task

    5.2.18  Change Date and Time task

    Use this task to change the time and date of the battery-operated HMC clock, as shown in Figure 5-43. You can also add or remove time servers for the Network Time Protocol (NTP) service, as shown in Figure 5-44 on page 240. The time setting adjusts automatically for daylight savings time in the time zone you select.

    You generally use this task in the following situations:

    •The battery is replaced in the HMC.

    •Your system is physically moved to a different time zone.
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    Figure 5-43   Customize Console Date and Time task

    Figure 5-44 shows the NTP Configuration tab where you can add or remove time servers.
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    Figure 5-44   NTP Configuration task

    5.2.19  Launch Guided Setup wizard

    This wizard helps you set up your new system and the HMC. To set up your system and HMC successfully, complete all the tasks in the order that the wizard presents them. After you complete this wizard, you can use the properties for an object to make changes. We explain this task in 3.1.2, “HMC Guided Setup wizard” on page 64.

    5.2.20  Launch Remote Hardware Management Console task

    Use this task to start a session to another HMC. The remote HMC is an HMC that is on a different subnet from the service processor. Therefore, the service processor cannot be automatically discovered with IP multicast. If you want to connect to the remote HMC, you need the TCP/IP address or host name of the remote HMC.

     

    
      
        	
          Remote HMC access: If you access the HMC remotely, this task is not shown in the work pane.

        
      

    

    5.2.21  Change User Password task

    Use this task to change the HMC access password. After the password is changed, it must be changed on all other systems that access this HMC. We explain this task in 4.2.2, “Changing the user password” on page 114.

    5.2.22  Manage User Profiles and Access task

    Use this task to manage system users who log on to the HMC. We explain this task in 4.2.1, “Managing user profiles and access” on page 114.

    5.2.23  Manage Task and Resource Roles task

    Use this task to define and customize managed resource roles and task roles. We explain this task in 4.2.3, “Customizing user task roles and managed resource roles” on page 115.

    5.2.24  Manage Users and Tasks task

    Use this task to display the list of users that are currently logged on and the list of all tasks that run in this system. You can see information about users currently logged in and running tasks, as shown in Figure 5-45.
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    Figure 5-45   User and Tasks task

    You can also do following tasks:

    •Logoff

    You can log the user off the HMC. This task is enabled only when you are assigned a user ID with Access Administrator roles.

    •Disconnect

    You can disconnect the user from the HMC. This task is enabled only when you are assigned a user ID with Access Administrator roles.

    •Switch to

    You can switch to another task that is running in your session. 

    •Terminate

    You can end a task that is running in your session. If you are assigned a user ID with Access Administrator roles, you can also end tasks that are in other sessions.

    5.2.25  Manage Certificates task

    Use this task to manage the certificates that are used on the HMC. It provides the capability of getting information about the certificates that are used on the console. This task allows you to create a certificate for the console, change the property values of the certificate, and work with existing and archived certificates or signing certificates. We explain this task in 4.3, “Certificate Management” on page 118.

    5.2.26  Configure Key Distribution Center task

    Use this task to configure the key distribution center (KDC) servers that are used by this HMC for Kerberos remote authentication. Kerberos is a network authentication protocol that is designed to provide strong authentication for client/server applications by using secret-key cryptography. Optionally, you can import a service-key file into the HMC. The service-key file contains the host principal that identifies the HMC to the KDC server. Service-key files are also known as keytabs.

    From this task you can do the following functions:

    •View KDC server

    •Modify KDC server

    •Add KDC server

    •Remove KDC server

    •Import service key

    •Remove service key

     

    
      
        	
          KDC servers: 

          •You must enable the NTP service on the HMC and set the HMC and the KDC servers to synchronize time with the same NTP server.

          •You must set the user profile of each remote user to use Kerberos remote authentication instead of local authentication. A user that is set to use Kerberos remote authentication always uses Kerberos remote authentication, even when the user logs on to the HMC locally. We explain the managing user profile task in 4.2.1, “Managing user profiles and access” on page 114.

        
      

    

    5.2.27  Configure LDAP task

    Use this task to configure Lightweight Directory Access Protocol (LDAP) servers that are used by this HMC for LDAP authentication. You can use this task to enable LDAP authentication on this HMC to view LDAP servers that are used by this HMC for LDAP remote authentication to add LDAP servers. Or, use this task to remove LDAP servers from this HMC, as shown in Figure 5-46.
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    Figure 5-46   Configure LDAP task

     

    
      
        	
          LDAP remote authentication: You must set the user profile of each remote user to use LDAP remote authentication instead of local authentication. A user that is set to use LDAP remote authentication always uses LDAP remote authentication, even when the user logs on to the HMC locally. We explain the managing user profile task in 4.2.1, “Managing user profiles and access” on page 114.

        
      

    

    5.2.28  Remote Command Execution task

    Use this task to enable remote command execution by using the SSH facility. If you want to enable command-line access to the HMC through SSH, you must check Enable remote command execution using the ssh facility, as shown in Figure 5-47.
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    Figure 5-47   Remote Command Execution task

    5.2.29  Remote Virtual Terminal task

    Use this task to enable remote virtual terminal access for remote clients. A remote virtual terminal connection is a terminal connection to a logical partition from another remote HMC. If you want to enable remote virtual terminal access, you must check Enable remote virtual terminal connections, as shown in Figure 5-48.
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    Figure 5-48   Remote Virtual Terminal task

    5.2.30  Remote Operation task

    Use this task to control whether the HMC can be operated by using a web browser from a remote workstation, as shown in Figure 5-49. By default, remote browser access to the HMC is disabled.
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    Figure 5-49   Remote Operation task

     

    
      
        	
          Remote HMC access: If you access the HMC remotely, you cannot change the status in this task.

        
      

    

    5.2.31  Change Language and Locale task

    Use this task to set the language and location for the HMC. After you select a language, you can select a locale that is associated with that language, as shown in Figure 5-50 on page 247. The language and locale settings determine the language, the character set, and other settings specific to the country or region (such as formats for date, time, numbers, and monetary units).

    Figure 5-50 on page 247 shows the Change Language and Locale task.

     

    
      
        	
          Changes to language and location: Changes that are made in this task affect only the language and locale for the HMC itself. If you access the HMC remotely, the language and locale settings on your browser determine the settings that the browser uses to display the HMC interface.
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    Figure 5-50   Change Language and Locale task

    5.2.32  Create Welcome Text task

    Use this task to customize the welcome message or to display a warning message that opens before users log on to the HMC. You can customize text and classification, which is shown in Figure 5-51.
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    Figure 5-51   Create Welcome Text task

    The text that you enter in the message input area for this task displays in the welcome window after you initially access the console, as shown in Figure 5-52.
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    Figure 5-52   Sample of welcome text

    5.2.33  Manage Data Replication task

    Use this task to enable customized data replication. Customized data replication allows another HMC to obtain customized console data from or send data to this HMC. With the Customizable Data Replication service, you can configure a set of HMCs to replicate any changes automatically to certain types of data so that the configured set of HMCs keep this data synchronized without manual intervention.

     

    
      
        	
          Customizable console data: 

          •Customizable console data is accepted from other HMCs only after specific HMCs and their associated allowable customizable data types are configured.

          •Before you enable this replication service, you might want to save your original data settings in case you have to restore these settings in the future.

        
      

    

    You can configure the following types of data:

    •User profile data

     –	User identifications, methods of authentication, user managed resource roles and task roles, logon session properties, and remote access settings. 

    •Kerberos configuration data

     –	Key Distribution Center (KDC), realm and host name that is used by the HMC for Kerberos authentication.

    •LDAP configuration data

     –	LDAP server name and distinguished name tree that is used by the HMC for LDAP authentication.

    •Password policy configuration data

    •Client information data

     –	Client information for a server or group of servers that includes administrator, system, and account information about the system that is being installed.

    •Group data

     –	All user-defined groups that are defined to the HMC. 

    •Modem configuration data

     –	Dial type (tone or pulse) and other settings such as whether to wait for a dial tone.

    •Outbound connectivity data

     –	Information for dialing out, such as whether to enable the local system as a call home server, or whether to allow dialing to use the local modem, the dial prefix, and phone numbers.

    Figure 5-53 shows the types of customizable console data that can be replicated.
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    Figure 5-53   Manage Data Replication task

    You can enable the Customizable Data Replication service for the following types of operations:

    •Peer-to-Peer replication 

    Provides automatic replication of the selected customized data types between peer HMCs. Changes that are made on any of these consoles are replicated to the other consoles.

    •Master-to-Subordinate replication 

    Provides automatic replication of the selected customized data types from one or more designated master HMCs to one or more designated subordinate HMCs. Changes that are made on a master console are automatically replicated to the subordinate console.

    Configuring Peer-to-Peer replication

    Figure 5-54 illustrates the process to configure Peer-to-Peer replication.
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    Figure 5-54   Peer-to-Peer replication

    To configure Peer-to-Peer replication, follow these steps:

    1.	Open the Manage Data Replication task.

    2.	Select Enable in the Configure Data Replication panel.

    3.	The Configure Customizable Data Replication window opens. 

    4.	Click New under Data Source. The Configure New Replication Source window opens. 

    5.	Select an HMC to be used as a data source from the Discovered Console Information list, and click Add.

    Alternatively, you can enter the TCP/IP address of the HMC that you want to use as a data source in the TCP/IP Address Information field, and then click Find.

    6.	The Customizable Data Replication window opens again.

    7.	Select the types of data that you want to replicate from the Customizable Data Types list, from a peer HMC that is selected currently under Data Source. 

    8.	Click Save to close the Customizable Data Replication window. 

    9.	Repeat steps 1 through 8 on each of the HMCs that you want to act as peers with one another. 

     

    
      
        	
          HMC communication: When communication is established between the HMCs, the requested types of customizable data are replicated automatically from one HMC to the other immediately following the change in the data itself.

        
      

    

    Configuring Master-to-Subordinate replication

    Figure 5-55 illustrates the process to configure Master-to-Subordinate replication.
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    Figure 5-55   Master-to-Subordinate replication

    To configure master-to-subordinate replication involves two steps:

    1.	Setting up a master console.

    2.	Setting up the subordinate console.

    Setting up a master console

    To set up a master console:

    1.	Open the Manage Data Replication task. The Customizable Data Replication window opens.

    2.	Select Enable in the Configure Data Replication panel.

    3.	Click Save to close the Customizable Data Replication window.

     

    
      
        	
          Configuring more master consoles: If you want to configure more master consoles, see “Configuring Peer-to-Peer replication” on page 251.

        
      

    

    Setting up the subordinate console

    To set up the subordinate console:

    1.	Open the Manage Data Replication task.

    2.	Select Enable in the Configure Data Replication panel.

    3.	The Customizable Data Replication window open.

    4.	Click New under Data Source. The Configure New Replication Source window opens.

    5.	Select an HMC to be used as a data source from the Discovered Console Information list, and click Add.

    Alternatively, you can enter the TCP/IP address of the HMC that you want to use as a data source in the TCP/IP Address Information field, and then click Find.

    6.	The Customizable Data Replication window opens again.

    7.	Select the types of data that you want to replicate from the Customizable Data Types list, from a peer HMC selected currently under Data Source.

    8.	Click Save to close the Customizable Data Replication window.

    9.	Repeat steps 1 through 8 on each of the HMCs that you want to act as peers with one another.

     

    
      
        	
          HMC communication: When open communication is established between the HMCs, the requested types of customizable data are replicated automatically from one HMC to the other immediately following the change in the data itself.

        
      

    

    5.2.34  Manage Install Resources task

    Use this task to add or remove operating environment installation resources for your HMC. You can use the HMC to deploy a system plan that contains information for installing one or more operating environments on one or more logical partitions. To install an operating environment as part of deploying a system plan, the HMC must be able to access and to use an installation resource for that operating environment.

    You can create or define an installation resource for the following types of options (See Figure 5-56):

    •Create local installation resource

    You can create and define an installation resource in an HMC local hard disk drive from installation images.

    •Define remote installation resource

    You can define an installation resource from a remote NIM server.
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    Figure 5-56   Manage Install Resources task

    Each installation resource that you define and create for the HMC is available for selection in the Deploy System Plan wizard. We explain System planning tools in2.1, “System planning tools” on page 14.

    5.3  Remotely access the logical partitions from HMC

    The HMC provides virtual terminal emulation for AIX, Linux, and Virtual I/O Server logical partitions and virtual 5250 console emulation for IBM i logical partitions. This section describes how to use the virtual terminal.

    5.3.1  Remote AIX, Linux, and Virtual I/O Server Terminal

    AIX, Linux, and Virtual I/O Server require a console for installation and some operations. The HMC virtual terminal provides virtual terminal console access to every logical partition without a physical device assigned, as shown in Figure 5-57. One virtual terminal is available for each logical partition of the managed system.
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    Figure 5-57   Virtual terminal window

    To open the virtual terminal:

    1.	Select the check box for the logical partition you want to open the terminal window in the Work pane.

    2.	Select Console Window → Open Terminal Window.

    3.	The virtual terminal window opens.

    Logical partitions support only one terminal connection at a time. Therefore, if a partition reserves the terminal connection, the HMC should not attempt to open a terminal connection to the same partition. If the HMC attempts to open a reserved connection, the server firmware returns an error, as shown in Figure 5-58.
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    Figure 5-58   Virtual terminal error

    5.3.2  Remote IBM 5250 terminal

    The IBM i console can be accessed remotely by using an IBM 5250 terminal emulator, from the complete installation of IBM i Navigator V6.1 or later for Windows Operating System. You can start the IBM 5250 emulator by going to Program Files → IBM i System Navigator → Emulator → Start or Configure Session and start a New Session, as shown in Figure 5-59.
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    Figure 5-59   Start a new session from IBM Personal Communications menu

    In the new window that is displayed, fill the HMC IP address, change the port from 23 to 2300, then finally click Properties. See Figure 5-60.
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    Figure 5-60   Configure IBM 5250 session terminal emulator

    Next, the connection window is displayed, and you have to change the User ID signon information option to Use default User ID, prompt as needed, then use name, as shown in Figure 5-61.
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    Figure 5-61   Configure User ID signon information window

    Press OK to complete the user ID signon information, then OK, once again to return to the IBM 5250 emulator and choose connect from the Communication tab. If the connection is good, it brings you to the specify language option menu. Enter 21 for the American English language option. See Figure 5-62.
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    Figure 5-62   Enter option 21 for American English language option

    The next window brings you to the managed system that is managed in the HMC. Choose the correct managed system, then continue, as shown in Figure 5-63.
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    Figure 5-63   Select IBM Power Systems to connect

    The next window gives two types of connection: shared connection and dedicated connection.

    Dedicated connection 	The console is available for only one remote connection and is not shared to any connection, including the local 5250 connection from HMC.

    Shared connection	 The console is available for several remote connections, including the local 5250 console connection from HMC. You must set up the shared key access for the first shared connection. The other connection to follow is to provide the same shared key when you created the first shared connection, and having the same window as the first connection.
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    Figure 5-64   Type of connection to IBM i LPAR

    Either type of the connection that you choose brings you to Dedicated Service Tools window or the IBM 5250 login panel.

    5.4  Managing partition data

    This section describes how to manipulate partition profile data on the HMC. It includes information about the following functions:

    •Restore: Load profile data locally from the HMC or from removable media.

    •Initialize: Initialize all profile images.

     

    
      
        	
          Initialize: Initialize removes all profile data that is saved to the HMC. Do not do this action if you want to preserve any of the profile data that is saved on the HMC.

        
      

    

    •Backup: Save profile data to the HMC.

    •Delete: Remove profile data.

    5.4.1  Restore task

    The restore option allows you to restore profile data from a local backup that is stored on the HMC. To use this option, select Configuration → Manage Partition Data → Restore. Select the backup image that you want to restore, and then select OK, as shown in Figure 5-65. The restore can take approximately a minute and a half or longer to complete.
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    Figure 5-65   Profile Data Restore task

    You have the following options for restore:

    •Full restore from the selected backup file

    The full restore option restores all profile data by using your backup file only. Profile modifications that are done after the selected backup file was created are lost. If you want to preserve any of the existing partition profile data that is on the managed server during the restore process, consider using Backup priority or Managed system priority instead of a Full restore from the selected backup file.

    •Backup priority: merge current profile and backup

    The backup priority option merges the stored backup file with recent profile activity, but the backup information takes precedence. If information conflicts, the stored backup data is restored over the recent profile activity.

    An example of when this option is useful is if you have a partition where you changed the memory, processors, or adapters, but the previous configuration of the partition performed better. By using this option, you can restore the partition to its previous state from a backup. This process holds true for all partitions included in the backup data.

    •Managed system priority: merge current profile and backup

    The managed system priority option merges recent profile activity with the stored backup file, but the recent profile activity takes preference. If information conflicts, the recent profile activity is restored over the stored backup data. This option is useful to restore deleted partitions without affecting the other partitions on the system.

    5.4.2  Initialize task

    The initialize option clears all current profile data on the managed server and effectively removes all partitions from the hypervisor and system image on the HMC. (This option does not remove profile backups. To do that, see 5.4.4, “Delete task” on page 266.)

    To use this option, select Configuration → Manage Partition Data → Initialize. If you are certain that you want to remove all the partitions on the managed server, select Yes, as shown in Figure 5-66.
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    Figure 5-66   Initialize Profile Data task

     

    
      
        	
          Must be in Not Activated state to initialize: You cannot initialize profile data if any partition on the managed system is in the Standby or Operating state. All partitions on the managed system must be in the Not Activated state to initialize profile data.

        
      

    

    Times vary on how long it takes to initialize profile data. To initialize data can take up to two minutes or longer.

    When complete, your managed server is clear of any profile data. From this point, you can create new partitions on the server or restore partition profile data from a previous backup. Read 5.4.1, “Restore task” on page 262 on how to restore profile data.

    5.4.3  Backup task

    The backup option allows for the backup of profile data for all partitions on a managed server to be saved locally on the HMC. To use this option, select Configuration → Manage Partition Data → Backup. Enter a name for the backup, and then select OK to continue, as shown in Figure 5-67.
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    Figure 5-67   Profile Data Backup task

    The backup can take a minute or longer, depending upon how many partitions are on the system.

    When the backup is complete, a message is displayed (Figure 5-68).
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    Figure 5-68   Backup profile data results window

    5.4.4  Delete task

    The delete option allows you to delete a single backup image of the managed server partition profile data. To use this option, select Configuration → Manage Partition Data → Delete. Select the partition profile image that you want to remove from the list and select OK, as shown in Figure 5-69.
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    Figure 5-69   Profile Data Delete task

    A status window opens after you select OK. The HMC returns you to the main partition view when the deletion is complete.
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Service support

    This chapter describes the service support function on the HMC, including service management, HMC software maintenance, and Advanced System Management Interface (ASMI).

    6.1  Service Management

    The Service Management functionality can be found in the left pane of the HMC home page.
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    Figure 6-1   Access Service Management from the HMC main menu

    The main view of the Service Management area is divided into two sections, as shown in Figure 6-2.
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    Figure 6-2   Service Management: main view

    The first Service Management section describes the management tasks that can be performed on the HMC. The following list provides HMC management tasks:

    •Handling service events

    •Managing remote connections

    •Formatting removable media

    •Managing service dumps

    •Transmitting service data

    The second Service Management section covers connectivity with the HMC. The following list provides HMC connectivity tasks:

    •Enabling electronic service agent

    •Handling outbound connectivity

    •Permitting inbound connectivity

    •Specifying client information

    •Registering eService authorized user

    •Setting contact information for serviceable events

    •Managing connection monitoring

    •Handling previous service agent connectivity

    •Guided setup wizard to set up call home for your system

    6.1.1  Management tasks

    The options that can be performed in the top half of the service management area mostly pertain to service events, formatting and using removable media, and sending in service reports to IBM. There are also troubleshooting tools available in this area of the HMC that pertain to troubleshooting not only with managed servers but also with the HMC itself.

    Service events

    There are three options for service events on the HMC:

    •Create event

    •Manage event

    •Load event

    Create event

    Select Create Serviceable Event to manually report a hardware failure on a managed server or on the HMC itself (as shown in Figure 6-3).
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    Figure 6-3   Service Management: creating a serviceable event

    Under Problem Description, provide as much information as possible about the problem that you encountered, including the hardware that is involved and references to any error logs or reports that are associated with the event.

    When completed, select Request Service. If your connectivity to IBM is set up properly as described in“Manage Outbound Connectivity task” on page 290, the error report is sent to IBM.

    Manage events

    Select Manage Serviceable Events to open the window that is shown in Figure 6-4.

    [image: ]

    Figure 6-4   Service Management: manage serviceable events

    Use the pull-down menus to alter the filters to display the current service events that are recorded on the HMC. When your selections are complete, select OK. Then, you have a results window similar to Figure 6-5.
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    Figure 6-5   Service Management: serviceable event overview

    The codes that are contained in the Reference code column are live links. You can select these codes to get further information pertaining to the service event in question. As shown in figure Figure 6-6, by selecting the reference code 11001510, a window is displayed that shows more information about this service event.
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    Figure 6-6   Service Management; event description

    Similarly, as shown in Figure 6-7, you can select a service event, and then click Selected to choose one of the following menu options:

    •View Details: Get reference details about the service event.

    •Repair: Connect to ResourceLink to attempt to fix the problem that is associated with the service event.

    •Call Home: Manually report the service event to IBM.

    •Manage Problem Data: Send specific files that are associated with a service event to IBM or off load data to removable storage.

    •Close Event: Remove the service event from the list.
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    Figure 6-7   Service Management: reporting options

    By having a service event that is selected and clicking View Details, a window opens, as shown in Figure 6-8.
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    Figure 6-8   Service Management: View details about service event

    In this view, you can see the service reference code (SRC) extensions that are associated with the service event that you selected. Also, you can take actions that are associated with the hardware by clicking Selected FRU or Actions.

    You can return to the Serviceable Event Overview panel by closing the window.

    You can select a service event and then select Repair to begin repair actions that are associated with the service event, as shown in Figure 6-9.
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    Figure 6-9   Service Management, repair action on service event

    If you select Perform Procedure, you can get step by step guidance in resolving the service event or you can delay the repair. If you select Delay the repair, you are returned to the Serviceable Event Overview window, as shown in Figure 6-5 on page 272.

    When you select a service event and click Manage Problem Data, the window that is shown in Figure 6-10 opens.
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    Figure 6-10   Service Management: manage problem data

    You can select specific files that are associated with the service event with the following possible actions:

    •Send the file to IBM by clicking Call Home.

    •Save the associated files to removable media by clicking Offload to Media.

    •Examine the contents of the associated file by clicking View.

    Finally, if you select a service event and click Close Events, a window opens as shown in Figure 6-11.
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    Figure 6-11   Service Management: close a service event

    Here, you provide your name and the reason for closing the associated service event.

     

    
      
        	
          Close Events task: After you perform the Close Events task, all other options except Manage Problem Data are disabled for the service event in question on the Serviceable Event Overview window.

        
      

    

    Remote access

    The remote access options of the Service Management area of the HMC allow for these functions:

    •Manage remote connections by manually configuring the serviceable event queue for transmission to IBM.

    •Manage remote support requests by managing the local queue of serviceable events on your HMC.

    Figure 6-12 shows the remote access options of the Service Management area.
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    Figure 6-12   Service management: remote access options

    Manage Remote Connections option

    If the call home server service of the HMC is enabled, use the Manage Remote Connections option to manage the console's remote connections manually. 

    The console manages its remote connections automatically. It puts requests on a queue and processes them in the order in which they are received. However, you can use the Manage Remote Connections option to manage the queue manually. 

    Figure 6-13 shows the Manage Remote Connections window.
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    Figure 6-13   Manage Remote Connections window

    Use the Options menu in this window to do the following functions:

    •Stop transmissions

    •Move priority requests ahead of others

    •Delete requests 

    Manage Remote Support Requests option

    You can use the Manage Remote Support Requests option to view or manage call home requests that are submitted by the HMC that are either being processed or that are waiting to be processed. 

    Figure 6-14 shows the Manage Remote Support Requests window.
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    Figure 6-14   Manage Remote Support Requests window

    Use the Options menu in this window to do the following functions: 

    •View all call home servers 

    •Cancel selected requests 

    •Cancel all active requests 

    •Cancel all waiting requests 

    Managing HMC service data

    The HMC service data area of the HMC allows you to do the following functions:

    •Format media for use with various HMC functions.

    •Manipulate managed server dump information.

    •Schedule transmittal of vital product data (VPD), Capacity on Demand (CoD), and serviceable event information about the HMC.

    Figure 6-15 shows the HMC data options area of the Service Management area.
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    Figure 6-15   Service Management: HMC data options

    Format Media option

    This option is to format your removable media, a DVD-RAM, or a USB flash memory device:

    1.	Select Format Media. The window that is shown in Figure 6-16 opens.
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    Figure 6-16   Service Management: Format Media

     

    
      
        	
          Tip: If the USB option is not displayed in the Format Media window, it might be not formatted correctly or not installed properly.

        
      

    

    2.	Select the media device that you want to format, and select OK.

    3.	Then, either insert or attach the appropriate media device to be formatted.

    Manage Dumps option

    Before you can use the Manage Dumps option, you need create a dump from the server view:

    1.	Select Systems Management → Servers and then select the name of the server. On the lower panel, select Serviceability → Hardware → Manage Dumps (Figure 6-17).
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    Figure 6-17   Service Management: Initiate dump from the server

    2.	In the Manage Dumps window, select Action → Initiate System Dump, as shown in Figure 6-18.
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    Figure 6-18   Service Management: Initiate system dump

     

    
      
        	
          Warning: Do a system dump only for the problem determination procedure, because it forces a shutdown on every logical partition (LPAR) in the selected managed system.

        
      

    

    3.	Specify the system where you want to initiate the dump (Figure 6-19). Verify the selected server, and then select OK.
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    Figure 6-19   Service Management: Initiate system dump for managed system

    4.	If there are no errors that are associated with the system dump, you get a status message as shown in Figure 6-20. Click OK.
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    Figure 6-20   Service Management: System dump complete

    5.	Now that there is a dump available for manipulation in Service Management, select Service Management → Manage Dumps. The system dump displays in the results window, as shown in Figure 6-21 on page 285.

    6.	Select the dump that you want to manipulate. Then, click Selected. From this menu, you can do the following functions:

     –	Copy Dump to Media: Move dump information from the HMC to removable media such as a DVD.

     –	Copy Dump to Remote System: Specify a remote FTP server, ID, and password to which to transmit your system dump.

     –	Call Home Dump: Sends your system dump data to IBM.

     –	Delete Dump: Removes dump data from the HMC.
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    Figure 6-21   Service Management: Dump results

    Transmit Service Information option

    This area of Service Management is used to transfer service event information from the HMC to IBM. As shown in Figure 6-22, there are three tabs that are associated with service data transmission. 
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    Figure 6-22   Service Management: Transmit

    In the Transmit tab, you can do the following functions:

    •Control the frequency of data transmissions to IBM

    •Send service data immediately

    •Separate schedules for service information and performance management data transmission

     

    
      
        	
          Schedules: Schedules of service information and performance management data might be different. You can also send one to IBM without having to send the other.

        
      

    

    When you made your selections for how often the data is to be sent or when you made an immediate transfer, select OK.

    The File Transfer Protocol (FTP) tab allows for control of where to send FTP data when it is sent (Figure 6-23). If the HMC is behind a firewall, the FTP tab allows you to specify the appropriate settings to transmit service data beyond the firewall.
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    Figure 6-23   Service Management: FTP settings

    At the bottom of the FTP tab are the options to test the FTP connection and to reset all of the FTP settings to their original defaults.

     

    
      
        	
          Test your settings: It is highly recommended that you test your FTP and firewall settings after set up to ensure that your data is getting to IBM. Testing is important if your system is enabled for a type of CoD that requires monthly reporting, such as that described in“On/Off Capacity on Demand” on page 164. 

        
      

    

    The Send button transmits related data to IBM (Figure 6-23 on page 288). You can transmit the following information:

    •Hardware Management Console log: The full log of serviceable event data on the HMC.

    •Problem determination data: Information that is specific to serviceable events logged by the HMC.

    •Managed systems VPD data collection: The full system inventory of managed servers that are attached to the HMC.

    6.1.2  Connectivity

    To get to the connectivity options, select Service Management in the HMC workplace window. The following options are available:

    •Enable Electronic Service Agent: The call home function allows the HMC to dial in to the IBM network through a modem or the Internet to report:

     –	Serviceable events

     –	CoD usage (On/Off, Reserve Capacity, and Utility Capacity)

     –	Hardware failures

    •Outbound Connectivity: This window allows for configuration of the HMC modem or for configuration of Ethernet connectivity to the outside Ethernet.

    •Inbound Connectivity: Allow your service provider temporary access to your HMC or partitions of a managed system.

    •Customer Information: Specify administrator, system, and account information.

    •Authorize User: Register a client user ID with the eService website.

    •Serviceable Event Notification: Define information to enable client notification when service events occur.

    •Connection Monitoring: Configure timers to detect outages and monitor connections for selected computers.

    •POWER4 Service Agent: Activate Service Agent Connection Manager for POWER4 systems.

    •Electronic Service Agent Setup wizard: Allows you to set up the electronic service agent through a guided setup wizard.

    Enable Electronic Service Agent option

    To activate regular system status reporting through the call home feature, select Service Management → Enable Electronic Service Agent. Select any systems on which you want to affect the call home feature, and then select either Enable or Disable (Figure 6-24). Click OK to save your selections or click Cancel to negate your selections.
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    Figure 6-24   Service Management: Enable the call home feature

    Along with enabling your HMC or managed servers for the call home feature, configure and test your outbound connectivity to ensure that your reports can get to IBM. Refer to“Manage Outbound Connectivity task” on page 290 for more information.

    Manage Outbound Connectivity task

    You can achieve outbound connectivity either through a modem on the HMC or through Internet connectivity. First, select Service Management → Manage Outbound Connectivity.

    Modem configuration

    To set your modem configuration:

    1.	On the Local Modem tab, select Allow local modem dialing for service, and then select Modem Configuration (Figure 6-25).
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    Figure 6-25   Manage Outbound Connectivity option: Local Modem tab

    2.	Set the modem to tone or pulse dialing and set a dial prefix, if required, as shown in Figure 6-26. Then, select OK.
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    Figure 6-26   Modem configuration

    Internet configuration

    To configure your HMC for Internet configuration:

    1.	Select the Internet tab, as shown in Figure 6-27. 

    2.	Select Allow an existing Internet connection for service. If your HMC is behind a firewall, you must select Use SSL proxy and provide the address and port for your proxy in the address and port fields.

    3.	When complete, you can test the configuration by clicking Test. If the test completes successfully, select OK to save your settings.
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    Figure 6-27   Manage Outbound Connectivity option: Internet access

    Internet VPN tab

    Use the Internet VPN tab, which is shown in Figure 6-28 to allow the HMC to use a virtual private network (VPN) over an existing internet connection for service. This option is highly recommended if it is available within your IT infrastructure. By using a VPN for remote connectivity, you are encrypting the information as it is transmitted from your HMC to IBM. This process helps to ensure that your systems data is kept private and helps keep your HMC secure.
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    Figure 6-28   Manage Outbound Connectivity option: Internet VPN

    Pass-Through Systems tab

    Use the Pass-Through Systems tab to allow other managed servers, systems, and other devices on the same network as the HMC to use it as an access point to the external Internet. This configuration is useful if you set up a VPN connection as described in “Internet VPN tab”. This tab is also useful when you want to allow all devices that receive a DHCP lease from the HMC to use the HMC as a point of access to the Internet.

    It is recommended, though not required, to have separate network adapters on the HMC for a private (the HMC and all managed servers) and open (the HMC, servers, systems, and the external internet) network. By having separate networks for HMC management and Internet connectivity, you are helping secure the data that is transferred between the HMC and managed servers. For information about how to set up open and private networks on the HMC, read 4.1.2, “Configuring the HMC network setting” on page 98.

    Using the Pass-Through Systems option allows for a single network that is both private and open. It is highly recommended that if you allow the HMC as a pass-through point that you also configure a VPN connection on the HMC as shown in “Internet VPN tab”. By having the pass-through point through a VPN, you are encrypting the data and helping to keep it secure.

    To use the HMC as a pass-through point:

    1.	Select Allow pass-through systems for service (Figure 6-29). Until you select this option, you are not able to allow systems for pass-through nor are you able to use the Edit, Remove, and Test options until you add a server.

    2.	To add servers for pass-through service, select Add.
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    Figure 6-29   Manage Outbound Connectivity option: Pass-Through Systems tab

    3.	In the “IP address or host name” field, enter either the IP address or the fully qualified host name for the server that you want to add, and a comment for the server, then select Add. See Figure 6-30.
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    Figure 6-30   Add servers for pass-through access

    4.	If your selection is successful, you receive a results window similar to what is shown in Figure 6-31. The system that you entered is listed in the area labeled Pass-Through Systems.
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    Figure 6-31   Add servers for pass-through access: Results

    5.	Now with a server or servers that are entered for pass-through, you can use the Edit, Remove, and Test options that are available on this window.

    Manage Inbound Connectivity task

    The Manage Inbound Connectivity task allows the HMC to receive a connection from an outside source through the Internet or over a modem. First, select Service Management → Manage Inbound Connectivity. 

    In the Manage Inbound Connectivity window, you use the Remote Service tab to allow an Internet connection through Point-to-Point Protocol (PPP) or VPN (Figure 6-32). Under Connection Type are the access types. You can allow local console and managed server partition access. To save your settings on this tab, select OK.
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    Figure 6-32   Manage Inbound Connectivity window: Remote Service tab

    You use the Call Answer tab to allow a modem that is inside or connected to the HMC to answer incoming calls on the phone line to which it is connected. If you select Allow local modem call answering and then select OK, the HMC answers automatically on the phone line to which it is connected. The HMC then negotiates a connection with the other end if it is a modem. See Figure 6-33.

     

    
      
        	
          Security guideline: As a general security guideline, turn off this option.

          Refrain from activating this setting unless you have approval from your local IT infrastructure’s management and administrators. Many IT departments have rules and restrictions that govern the use of modems over phone lines in their environment. Therefore, allowing the modem on your HMC to answer phone calls might be a security violation in your environment.
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    Figure 6-33   Manage Inbound Connectivity task, Call Answer tab

    Manage Customer Information task

    With the Manage Customer Information task, enter contact information that pertains to the HMC ownership. On the Administrator tab, you can enter a primary and secondary phone number, and the owning email address and fax number (Figure 6-34).
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    Figure 6-34   Manage Customer Information task, Administrator tab

    On the System tab, you can enter the postal address at the HMC location (Figure 6-35). This information can be used to send you fixes and patches through mail and also can provide an address for service technicians for when the HMC must be serviced.
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    Figure 6-35   Manage Customer Information task, System tab

    Finally, on the Account tab, you enter the fields for the account that owns the HMC (Figure 6-36). If you do not know your customer number, enterprise number, and so forth, contact your sales representative who can provide this information to you.

    The information about this window can be useful for IBM representatives to gather inventory and account data that is associated with your HMC and your enterprise.
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    Figure 6-36   Manage Customer Information task, Account Information tab

    Manage eService Registration task

    With the Manage eService Registration task, add the HMC and managed servers to your IBM Electronic Services profile. By enabling eService registration, you can do the following functions:

    •View the latest IBM Electronic Services news 

    •Customize the web page with links that apply to your systems 

    •View reports that are created from the Electronic Service Agent information that your system sent to IBM 

    •Submit a service request for hardware and software 

    •Search for information to solve your system problems 

    •Find services available in your country 

    Before you proceed with registering your HMC, visit the following website: 

    http://www.ibm.com/support/electronic

    If you do not have an IBM ID, you must create one. Register as shown in Figure 6-37, at the following website:

    http://www.ibm.com/registration

     

    
      
        	
          Already have an IBM ID?: If you already have an ID, then skip to “Registering eService from the HMC” on page 302.

        
      

    

    Create an IBM ID, as shown in Figure 6-37. When you complete all the fields on this window, select Continue.

    [image: ]

    Figure 6-37   Electronic services, registration

    Registering eService from the HMC

    When you have an IBM ID, select Service Management → Manage eService Registration. Then, follow these steps:

    1.	Enter the email address that you used to create your IBM ID and then select OK (Figure 6-38).
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    Figure 6-38   Enter email addresses to associate the HMC with eService

    2.	When you register your HMC successfully, revisit the website and log in to access the eService and Sign in (Figure 6-39):

    http://www.ibm.com/support/electronic
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    Figure 6-39   IBM Electronic Support website; Sign in with your IBM ID

    3.	Then, select My Systems, as shown in Figure 6-40, to view the servers that are associated with your IBM ID on the Electronic Services website.
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    Figure 6-40   Electronic services My systems portal

    Manage Serviceable Event Notification task

    This option allows you to set up email addresses to be contacted for hardware notices or all serviceable events.

    To set up email addresses to be contacted for serviceable events, select Service Management → Manage Serviceable Event Notification. On the Email Address tab, click Add to enter an email address (Figure 6-41).
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    Figure 6-41   Manage Serviceable Event Notification task

    You can enter an email address to be contacted and then select to choose to have this email address contacted for either all problem events or just call home hardware events (Figure 6-42). You can enter multiple email addresses one at a time, and select Add. When you add all the email addresses that you want contacted for serviceable events, select Cancel to close this window and to return to the main HMC view.
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    Figure 6-42   Add Email Address panel for notification

    Manage Connection Monitoring task

    Connection monitoring generates serviceable events when communication problems are detected between the HMC and managed systems. If you disable connection monitoring, no serviceable events are generated for networking problems between the selected machine and this HMC. 

    To enable connection monitoring with a managed server, select Service Management → Manage Connection Monitoring. The Manage Connection Monitoring window opens, as shown in Figure 6-43.
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    Figure 6-43   Manage Connection Monitoring task

    Here, you can manipulate the following components:

    •Number of disconnected minutes considered an outage: Set the number of minutes of disconnect that are considered an outage. If connectivity is restored before this threshold is met, the managed server is considered recovered and no serviceable event is reported.

    •Number of connected minutes considered a recovery: Specify the number of minutes of required connectivity that is required to put a managed server in a recovered state. This number is directly associated with the disconnected minutes threshold, in that this value is monitored when the outage threshold is met.

    •Number of minutes between outages considered a new incident: Specify the amount of time that is required between outages that are required to report a new outage report.

    Select the managed server that you want and then select either Enable or Disable to manipulate connection monitoring. To save your settings, select OK.

    Manage POWER4 Service Agent task

    If your IT environment has POWER4 servers that are attached to an HMC, you can use the Manage POWER4 Service Agent option to have your V7 HMC act as a focal point for Service Agent reporting. 

    To use this option, select Service Management → Manage POWER4 Service Agent. Then, in the window that opens, select Enable Service Agent Connection Manager, as shown in Figure 6-44. 

    Next, you can manipulate settings for the following features:

    •Secure Mode: If cleared, data transmission is unencrypted. If selected, then data between the HMC and the POWER4 HMC is encrypted through the HTTPS protocol.

    •URL for configuration download.

    •Password for configuration updates: It is highly recommended that you change the password from its default value for security purposes.

    When you finish with your selections, select OK.
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    Figure 6-44   Manage POWER4 Service Agent task

    6.2  Software maintenance

    There are various options that are available for maintaining both Hardware Management Console (HMC) and managed system firmware levels. We show you, through examples, the main firmware update options.

    We describe the different methods of updating the HMC to a new software level and installing individual fix packs. We also cover the temporary and permanent side of the firmware on a POWER7. Finally, we show the various options available to POWER7 system’s firmware, either through the HMC or through an AIX service partition.

    6.2.1  HMC Data backup

    Before you begin any firmware upgrade, it is important that you maintain a current HMC Data backup or Critical Console Data (CCD) backup. This back up can be useful in recovering the HMC in the event of the loss of a disk drive. 

    When you move to a new version level of HMC or use a Recovery CD to update the HMC, you must create an HMC Data backup immediately following the installation. If you update HMC code between releases by using the Corrective Service files downloadable from the web and then create new HMC Data backups after the update, you can use those HMC Data backups and the last-used recovery CD to rebuild the HMC to the level in use when the disk drive was lost.

    Another example where an HMC Data backup would be useful is when replacing a service processor or BPC on a POWER6 or POWER7 processor-based server. You have to make a fresh HMC Data backup before starting the replacement to preserve the DHCP lease file on the HMC that lists the starting flexible service processor (FSP) and BPC IP addresses. If for some reason things do not work after you replace the FSP or BPC, you can use the backup to restore the original information. If the replacement is successful, a new IP address is assigned to the new component, and the lease file is updated. A new HMC Data backup is created that captures the freshly updated DHCP lease file.

    With the HMC, you can back up the following important data: 

    •User-preference files

    •User information

    •HMC platform-configuration files

    •HMC log files

    •HMC updates through Install Corrective Service

    Use the archived data only with a reinstallation of the HMC from the product CDs.

     

    
      
        	
          Attention: You cannot restore the HMC Data backup on different versions of HMC software.

        
      

    

    Manual backup of HMC Data

    To back up the HMC, you must be a member of one of the following roles:

    •Super administrator

    •Operator

    •Service representative

    You must format the DVD in the DVD-RAM format before you can save data to the DVD. To format a DVD, select HMC Management → Format Media from the HMC workplace window (Figure 6-45).

    To back up HMC Data, click HMC Management → Backup HMC Data.
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    Figure 6-45   Back up HMC Data menu

    Then, select an archive option. You can back up to a local media (DVD or USB flash memory device) on the HMC, back up to a remote system mounted to the HMC file system, or a remote site through FTP. After you select an option, click Next and follow the instructions to back up the data. 

    Scheduled HMC Data backup

    Back up the HMC Data up at least once a week. Also keep two copies of the HMC Data backup: one copy from the upgrade or any changes to the HMC, and one backup HMC Data to store in a safe place. For information about how to make a backup, see 6.2.1, “HMC Data backup” on page 309.

    To schedule a CCD backup, select HMC Management → Schedule Operations from the HMC workplace window. Then, follow these steps:

    1.	In the Customize Scheduled Operations window, select Options → New (Figure 6-46).
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    Figure 6-46   Customize Scheduled Operations window

    2.	In the Add a Scheduled Operation window, select OK.

    3.	On the Date and Time tab, select the date and time, and time window for the first backup, as shown in Figure 6-47. The scheduled operation starts at that time window.
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    Figure 6-47   Set up a Scheduled Operation window

    4.	On the Repeat tab, select the repeat options for the backup (Figure 6-48).
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    Figure 6-48   Scheduled backup HMC Data Repeat Option

    5.	On the Options tab, select the options that are available to back up media (Figure 6-49). The most common option is Local DVD media.
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    Figure 6-49   Scheduled HMC Data backup storage Options tab

    6.	After setting all the options, select Save. Then, select OK.

    7.	After you save the scheduled operations, you can view the operations by selecting HMC management → Schedule Operations. Select the CCD scheduled operation and then select View.

    6.2.2  Restoring HMC Data

    There are different ways of restoring HMC Data, depending on the option that you use to back up the data. These options are now described.

    Restoring data from Removable Media

    Restore HMC Data from the menu that is displayed at the end of the HMC reinstallation. You can choose between two removable media: a DVD backup, or USB flash memory device backup. To restore from DVD, you have to insert the DVD that contains the archived HMC data and select DVD option. To restore from a USB flash memory device, insert the USB flash memory device in one of the HMC USB ports, and select restore from USB flash memory device. On the first start of the newly installed HMC, the data is restored automatically. This option also works after the installation of the HMC is done. Follow these instructions.

    Restoring data from FTP, SFTP, NFS, or removable media

    If the critical console data was archived remotely either on an FTP server or remote file system, follow these steps:

    1.	Manually reconfigure network settings to enable access to the remote server after the HMC is installed. For information about configuring network settings, see 4.1.2, “Configuring the HMC network setting” on page 98.

    2.	In the HMC workplace window, select HMC Management → Restore HMC Data. Then, select the type of restoration and click Next.

    3.	Follow the directions to restore the HMC Data. The data restores automatically from the remote server when the system restarts. See Figure 6-50.
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    Figure 6-50   Restore HMC Data menu from HMC management

    6.2.3  HMC software maintenance

    The HMC is independent from the server. The server and all partitions can remain active while maintenance is done on the HMC, allowing you to easily keep your HMC at the latest maintenance level.

    The HMC software level must be maintained the same as managed system firmware. HMC firmware is packaged as a full recovery CD set or as a corrective service pack or fix image. The HMC recovery CDs are bootable images and can be used to perform a complete recovery of the HMC (scratch installation) or an update to an existing HMC version.

    A corrective fix updates the minor version level of code on the HMC. The HMC update packages are available on CDs or as downloadable, compressed files. The downloadable, compressed files have different naming formats depending on whether they are individual fixes or complete update packages: 

    •MHxxxxx.zip - individual HMC fixes

    Where xxxxx is the HMC fix number

    •HMC_Update_VxRyMz_n.zip - HMC update packages

    Where x is the version number, y is the release number, z is the modification number, and n is the image number (if there are multiple images)

    How to determine the HMC software version

    The level of machine code on the HMC determines the available features, including concurrent server firmware maintenance and enhancements to upgrading to a new release.

    To determine the HMC software version, click Updates in the HMC workplace window. In the work area, view and record the information that displays under the HMC Code Level heading, including the HMC version, release, maintenance level, build level, and base versions. See Figure 6-51.
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    Figure 6-51   Shows the version number of HMC and managed systems

    6.2.4  Which firmware or fix level is correct for your system

    One of the most important tasks is to determine the correct level of firmware or fix level for your system. IBM has an online tool that is called the Fix Level Recommendation Tool (FLRT). The Fix Level Recommendation Tool assists system administrators in formulating a maintenance plan for IBM Power Systems servers. 

    For each hardware model that you select, the tool displays fix level information in a report for the following components:

    •HMC 

    •System Firmware (SF)

    •AIX 5L 

    •Virtual I/O Server (VIOS)

    •High Availability Cluster Multi-Processing (HACMP) 

    •General Parallel File System (IBM GPFS™) 

    •Cluster Systems Management (CSM) 

    •PowerHA IBM SystemMirror®

    •IBM Software Component: Information Management, IBM Lotus®, IBM Rational®, IBM Tivoli® software, and IBM WebSphere®

    To connect to the Fix Level Recommendation Tool, see the following website:

    https://www.ibm.com/support/customercare/flrt/

    Figure 6-52 shows the Fix Level Recommendation Tool website main page.
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    Figure 6-52   Fix Level Recommendation Tool website

    Only the products that you select on the Fix Level Recommendation Tool entry page are listed on the inventory page. The Fix Level Recommendation Tool is most useful for querying the combination of two or more products to ensure that they are at the recommended level and that any interdependencies are met. For example, specific system firmware levels are required for some HMC releases, and Virtual I/O Server virtualizes only a system with AIX 5L Version 5.3 and higher or IBM i V6R1 and higher. 

    The report that the Fix Level Recommendation Tool produces includes two sections:

    •Your selected level

    •The recommended minimum fix level

    Take the following steps to run an FLRT report:

    Selecting products for an FLRT report

    On the Fix Level Recommendation Tool main page, select the products for which you want to check recommended levels and click Submit. The Fix Level Recommendation Tool displays the information that is shown in Figure 6-53.
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    Figure 6-53   Fix Level Recommendation Tool product options window

    FLRT product selection page

    The FLRT landing page initially displays a list of operating systems. Other products become available after an operating system is selected.

    Operating system family

    From this section, select the operating system running on your server, or in one of the LPARs on your server. After you choose an operating system, FLRT displays selections for Platform and Server.

    Platform

    From this section, choose either Power Systems or BladeCenter (POWER based processors). FLRT supports blade servers that are based on POWER technology.

    Server

    Use the drop-down menu in this section to select the machine type and model (MTM) for your server and the clock speed (GHz). If only one clock speed is available for the selected server, FLRT displays that clock speed.

    Enter the current details from your system. To find the current fix level of the HMC and managed system, refer to “How to determine the HMC software version” on page 316. Select Submit. 

    The Fix Level Recommendation Tool displays the report, as shown in Figure 6-54 on page 320.
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    Figure 6-54   Fix Level Recommendation Tool recommendation window

    Report heading

    The heading of the report lists the date and name of the report (if you entered a name). It also lists the server that you selected and the clock speed. The heading also includes a link to a page that shows you the latest firmware for the devices that are supported by your machine. You can download device firmware from that same page.

    Detailed results

    This section displays product compatibility, detailed results, and fix recommendations. FLRT uses several icons to indicate the type of information that is displayed in the report, as shown in Table 6-1. More information is supplied, depending on the type of result indicated.

    Table 6-1   Several icons to indicate the type of information in the FLRT report

    
      
        	
          [image: ]

        
        	
          Ok Green check mark: Displayed when the level that you input is supported for longer than six months and the input level is the currently recommended update or latest level.

        
      

      
        	
          [image: ]

        
        	
          Blue “i” (information) circle: Displayed when the input level is supported for longer than six months but there is also a recommended update available.

        
      

      
        	
          [image: ]

        
        	
          Yellow caution triangle: Displayed when the input level has less than six months that are left for service and there is also a recommended upgrade available. If the input level no longer has updates available, the yellow caution triangle is displayed, if there is an upgrade option.

        
      

      
        	
          [image: ]

        
        	
          Alert Red stop sign: Displayed for incompatibilities. If end of service pack support (EoSPS) is reached and there is no upgrade recommendation, the red stop sign is also displayed.

        
      

    

    Obtaining HMC updates and recovery software

    You can order Recovery CDs or download packages that contain the files that you have to burn your own Recovery CD. The files that you use to create CDs have a .iso file extension. The CDs created from these packages are bootable. You can download updates to the HMC code and emergency fixes, and you can order CDs containing the updates and fixes. The CDs containing updates and fixes are not bootable.

     

    
      
        	
          Important: If you are not sure what code level is correct for your machine, read 6.2.4, “Which firmware or fix level is correct for your system” on page 316.

        
      

    

    Use the following URL to download the latest HMC software:

    http://www.ibm.com/support/fixcentral/options
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    Figure 6-55   Displays the HMC software that is available on the website

    Complete the required fields, as shown in Figure 6-55. After completing the selections, click Continue.

    The Fix Central website shows you available firmware options. Choose HMC Firmware, as shown in Figure 6-56.
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    Figure 6-56   Choose HMC Firmware for select fix type option

    After you press Continue, Fix Central asks about the HMC release level. In this option, choose V7R760.
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    Figure 6-57   HMC firmware release level menu

    Select the version of the software that you want to download. then press Continue (Figure 6-58). The next window opens the license agreement acceptance.
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    Figure 6-58   HMC software and update files available on the IBM website

    Save the file on your computer and burn it on a DVD or order a CD from IBM, as shown in Figure 6-59. 

     

    
      
        	
          IBM ID needed: You need an IBM ID. Select IBM ID and follow the instructions to register. After you register, log in to the website and complete the necessary information.
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    Figure 6-59   Downloading option HMC software and fix images

    Obtaining and applying HMC code from an FTP server

    If your HMC has a VPN connection to the Internet, you might choose to do the HMC update directly from the IBM support FTP server.

     

    
      
        	
          Important: Some of the HMC update packages are large (over 2 GB) and can take time to download.

        
      

    

    To do the HMC update directly from an FTP server, follow these steps:

    1.	First, back up the HMC Data as described in 6.2.1, “HMC Data backup” on page 309.

    2.	Then, in the HMC workplace window, click Updates → Update HMC. The Install Corrective Service window opens (Figure 6-60).

    3.	On the Installation and Configuration Options window (Figure 6-60), fill the required fields.
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    Figure 6-60   Install Corrective Service window

     –	Remote site: ftp.software.ibm.com

     –	Patch file: /software/server/hmc/fixes/

     

    
      
        	
          Name of patch file changes: The name of the patch file changes with each new update. Refer to 6.2.4, “Which firmware or fix level is correct for your system” on page 316.

        
      

    

     –	User ID: anonymous 

     –	Password: Your email address 

    4.	Click Next. You are given a set of available updates.

    5.	Follow the instructions to install the update.

    6.	Shut down and restart the HMC for the update to take effect.

    Applying HMC code from CD or DVD

    To apply HMC code from a CD or DVD, follow these steps:

    1.	You can either order a DVD with HMC updates from IBM, or download .iso or a compressed file from the IBM software support site. For more information, see“Obtaining HMC updates and recovery software” on page 321. 

    2.	Insert the CD or DVD in the HMC.

    3.	In the HMC workplace window, click Updates → Update HMC. The Install Corrective Service window opens (Figure 6-60 on page 327).

    4.	Select Apply corrective service from removable media (CD\DVD or USB flash memory device) and click OK. 

    5.	Follow the instructions to install the update. If you have more than one CD or DVD, then follow the procedure from step 2 for the second CD or DVD.

    6.	Shut down and restart the HMC for the update to take effect.

    7.	To verify that the HMC machine code update installed successfully, see“How to determine the HMC software version” on page 316.

    8.	If the level of code that is displayed is not the level that you installed, do the following steps:

    a.	Try the machine code update again. If you created a CD or DVD for this procedure, use a new media.

    b.	If the problem persists, contact your next level of support.

    Upgrading the HMC machine code 

     

    
      
        	
          Upgrade restrictions: You cannot use this procedure to upgrade from a POWER4 HMC to a POWER5 HMC. You must do a full installation. To upgrade from Version 6 to Version 7, see“Upgrading HMC from Version 6 to Version 7” on page 333.

        
      

    

    To upgrade the HMC machine code, follow these steps:

    1.	Determine the HMC machine code level that is required for your system. See 6.2.4, “Which firmware or fix level is correct for your system” on page 316.

    2.	Obtain the recovery image. See“Obtaining HMC updates and recovery software” on page 321.

    3.	Back up the profile data of the managed system. In the HMC workplace window, select System Management → Servers. Then, select the server and ensure that the state is Operating or Standby.

    Under Tasks, select Configuration → Manage Partition Data → Backup. Enter a backup file name and record this information. Then, click OK.

    Repeat these steps for each managed system.

    4.	Backup critical console data as described in 6.2.1, “HMC Data backup” on page 309.

     

    
      
        	
          Back up the HMC Data: It is absolutely necessary to back up the HMC Data.

        
      

    

    5.	Before you upgrade to a new version of HMC software, as a precautionary measure, record HMC configuration information as follows:

    a.	In the HMC workplace window, select HMC Management. Then, in the tasks list, select Schedule Operations. The Scheduled Operations window displays with a list of all managed systems.

    b.	Select the HMC that you plan to upgrade and click OK. All scheduled operations for the HMC display.

     

    
      
        	
          Tip: If you do not have any scheduled operations, skip to step 6.

        
      

    

    c.	Select Sort → By Object. Select each object and record the following details: 

     •	Object Name

     •	Scheduled date

     •	Operation Time (displayed in 24-hour format)

     •	Repetitive 

    If Yes, select View → Schedule Details. Then, record the interval information and close the scheduled operations window. Repeat for each scheduled operation.

    d.	Close the Customize Scheduled Operations window.

    6.	Record remote command status:

    a.	In the navigation area, select HMC Management. Then, in the tasks list, click Remote Command Execution.

    b.	Record whether the Enable remote command execution using the ssh facility check box is selected.

    c.	Click Cancel.

    Saving upgrade data 

    You can save the current HMC configuration in a designated disk partition on the HMC. Save upgrade data only immediately before upgrading your HMC software to a new release. This action allows you to restore HMC configuration settings after upgrading.

     

    
      
        	
          Only one level of backup data is allowed: Each time that you save upgrade data, the previous level is overwritten. 

        
      

    

    HMC Version 7 also gives an option to save upgrade data on hard disk, DVD, or USB flash memory device. It is strongly suggested to save a copy on a USB flash memory device. See Figure 6-61.
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    Figure 6-61   Save Upgrade Data wizard

    To save upgrade data:

    1.	In the HMC workplace window, select HMC Management. Then, in the tasks list, select Save Upgrade Data. Select Hard drive.

    2.	Repeat the process of number 1, but using USB flash memory device option, then click Next.

    3.	Click Finish.

    4.	Wait for the task to complete. If the Save Upgrade Data task fails, contact your next level of support before proceeding.

     

    
      
        	
          Important: If the save upgrade data task fails, do not continue the upgrade process.

        
      

    

    5.	Click OK. Then, click Close.

    To upgrade the HMC software:

    1.	Restart the system with the Recovery DVD-RAM in the DVD-RAM drive by inserting the HMC Recovery DVD-RAM into the DVD-RAM drive.

    2.	In the navigation area, select HMC Management → Shutdown or Restart. Then, select Restart the HMC and click OK.

    3.	The HMC restarts and boots from the bootable recovery DVD. The window shows the following options:

     –	Install

     –	Upgrade

    Select Upgrade and click Next.

    4.	When the warning displays, choose from the following options:

     –	If you saved upgrade data during the previous task, continue with the next step.

     –	If you did not save upgrade data previously in this procedure, you must save the upgrade data now before you continue.

    5.	Select Upgrade from media and click Next. Confirm the settings and click Finish.

    6.	Follow the prompts as they display.

     

    
      
        	
          If window blank, press Spacebar: If the window goes blank, press the Spacebar to view the information. The first DVD can take approximately 20 minutes to install.

        
      

    

    7.	Select option 1. Install additional software from media and press Enter. Press any key to confirm the installation. The HMC displays status messages as it installs the packages.

    8.	When the second media installation is complete, remove the media from the drive and close the media drawer.

    9.	Select option 2. Finish the installation and press Enter. The HMC completes the booting process.

    10.	At the login prompt, log in using your user ID and password.

    11.	Accept the License Agreement for Machine Code twice. The HMC code installation is complete.

    12.	Verify that the HMC machine code upgrade installed successfully. See“How to determine the HMC software version” on page 316.

    You completed upgrading the HMC machine code procedure.

     

    Upgrading HMC from Version 6 to Version 7

    This section shows you how to upgrade your HMC Version 6 to HMC Version 7 while you maintain your configuration data.

     

    
      
        	
          Important: You must be at a minimum of Version 6 to upgrade to the POWER6 HMC machine code level, which is Version 7 Release 4.

        
      

    

    To upgrade from Version 6 to Version 7, follow these steps:

    1.	Determine the HMC machine code level that is required for your system. See 6.2.4, “Which firmware or fix level is correct for your system” on page 316.

    2.	Obtain the recovery CD or DVD as described in“Obtaining HMC updates and recovery software” on page 321.

    3.	Back up the profile data of the managed system. In the HMC workplace window, select System Management → Servers. Select the server and ensure that the state is Operating or Standby.

    Under Tasks, select Configuration → Manage Partition Data → Backup. Enter a backup file name and record this information. Then, click OK.

    Repeat these steps for each managed system.

    4.	Backup Critical Console Data (CCD), HMC Data in HMC 7 Version, as described in 6.2.1, “HMC Data backup” on page 309.

    It is necessary to back up the CCD.

    5.	Before you upgrade to a new version of HMC software, as a precautionary measure, record HMC configuration information as follows:

    a.	In the Navigation area, select HMC Management. Then, in the tasks list, select Schedule Operations. The Scheduled Operations window displays with a list of all managed systems.

    b.	Select the HMC that you plan to upgrade and click OK. All scheduled operations for the HMC are displayed.

     

    
      
        	
          Tip: If you do not have any scheduled operations, skip to step 6.

        
      

    

    c.	Select Sort → By Object.

    d.	Select each object and record the following details:

     •	Object Name

     •	Scheduled date

     •	Operation Time (displayed in 24-hour format)

     •	Repetitive 

    If Yes, select View → Schedule Details. Then, record the interval information. Close the scheduled operations window. Repeat for each scheduled operation.

    e.	Close the Customize Scheduled Operations window.

    6.	Record remote command status:

    a.	In the navigation area, select HMC Management. Then, in the tasks list click Remote Command Execution.

    b.	Record whether the Enable remote command execution using the ssh facility check box is selected.

    c.	Click Cancel.

    7.	Save the upgrade data as described in “Saving upgrade data” on page 330.

     

    
      
        	
          Important: If this step is not followed properly, you lose all your partition information.

        
      

    

    8.	Upgrade the HMC Software from Version 6 to Version 7.

     

    
      
        	
          Note: You can upgrade only your HMC from Version 6 to Version 7. If you have an HMC Version 6, you need to upgrade it to Version 7 first. You need to have a recovery DVD from step 2 in this procedure.

        
      

    

    a.	Insert the Version 7 recovery DVD in the DVD drive.

    b.	In the navigation area, select HMC Management → Shutdown or Restart. Then, select Restart the HMC and click OK.

    c.	The HMC restarts and boots from the bootable recovery DVD. The window shows the following options:

     •	Install

     •	Upgrade

    d.	Select Upgrade and click Next.

    e.	When the warning displays, choose from the following options:

     •	If you saved upgrade data during the previous task, continue with the next step.

     •	If you did not save upgrade data previously in this procedure, you must save the upgrade data now before you continue. Refer to previous step.

    f.	Select Upgrade from media and click Next. Confirm the settings and click Finish. Follow the prompts as they display.

     

    
      
        	
          If window blank, press Spacebar: If the window goes blank, press the Spacebar to view the information. The first DVD can take approximately 20 minutes to install.

        
      

    

    g.	Select option 1. Install additional software from media and press Enter. Press any key to confirm the installation. The HMC displays status messages as it installs the packages. When the second media installation is complete, remove the media from the drive and close the media drawer.

    h.	Select Option 2. Finish the installation and press Enter. The HMC completes the booting process.

    i.	At the login prompt, log in using your user ID and password.

    j.	Accept the License Agreement for Machine Code twice. The HMC code installation is complete.

    k.	Verify that the HMC machine code upgrade installed successfully. See“How to determine the HMC software version” on page 316.

    6.2.5  Managed system firmware updates

    In this section, we describe different options that are available to install system firmware. The system firmware is also referred to as licensed internal code. It is on the service processor.

     

    
      
        	
          Important: The HMC machine code needs to be equal to or greater than the managed system firmware level. Also, if an HMC manages multiple servers at different firmware release levels, the HMC machine code level must be equal to or higher than the system firmware level on the server that is at the latest release level. 

        
      

    

    Firmware overview

    Depending on your system model and service environment, you can download, install, and manage your server firmware updates by using different methods. The default firmware update policy for a partitioned system is through the HMC. If you do not have HMC attached to your system, refer to your operating system documentation to upload the code by using the operating system.

    System firmware is delivered as a Release Level or a Service Pack. Release Levels support the general availability (GA) of new function or features and new machine types or models. Upgrading to a higher Release Level can be disruptive to client operations. Thus, IBM intends to introduce no more than two new Release Levels per year. These Release Levels are supported by Service Packs. Service Packs are intended to contain only firmware fixes and are not intended to introduce new functionality. A Service Pack is an update to an existing Release Level. 

     

    
      
        	
          Upgrading and updating your firmware: Installing a Release Level is also referred to as upgrading your firmware. Installing a Service Pack is referred to as updating your firmware. 

        
      

    

    The file naming convention for System Firmware is as follows:

    •POWER5 

    01SFxxx_yyy_zzz

    where

     –	xxx is the release level

     –	yyy is the service pack level

     –	zzz is the last disruptive service pack level

    So, for example, System Firmware 01SF240_320, as displayed on the Firmware Download page, is Release Level 240, Service Pack 320. 

    •POWER6

    EMxxx_yyy_zzz 

    where

     –	xxx is the release level

     –	yyy is the service pack level

     –	zzz is the last disruptive service pack level

    So, for example, System Firmware 01EM310_026, as displayed on the Firmware Download page, is Release Level 310, Service Pack 026. 

    •POWER7

    AMxxx_yyy_zzz 

    where

     –	xxx is the release level

     –	yyy is the service pack level

     –	zzz is the last disruptive service pack level

    •So, for example, System Firmware 01QAM730_095, as displayed on the Firmware Download page, is Release Level 730, Service Pack 095.

    The Service Pack maintains two copies of the server firmware. One copy is held in the t-side repository (temporary) and the other copy is held in the p-side repository (permanent):

    •Temporary side: Apply new firmware updates to the t-side first and test before they are permanently applied. When you install server firmware updates on the t-side, the existing contents of the t-side should be permanently installed on the p-side first.

    We recommend that under normal operations the managed system run on the t-side version of the system firmware.

    •Permanent side: The permanent side holds the last firmware release that was running on the temporary side. You know that this firmware was running for a while on the temporary side and is stable. This method is also a good way to hold a backup firmware on the system. If for any reason your temporary firmware gets corrupted, you can start from the permanent side and recover your system.

    Before you update your system firmware, move current firmware that is on the temporary side to the permanent side. 

    We recommend that under normal operations the managed system runs on the t-side version of the system firmware. 

    When you install changes to your firmware, you have three options:

    •Concurrent installation and activate: Fixes can be applied without interrupting running partitions and restarting managed system.

    •Concurrent installation with deferred disruptive activate: Fixes can be applied as delayed and activated the next time that the managed system is restarted.

    •Disruptive installation with activate: Fixes can be applied only by turning off the managed system.

    You want to choose the option that fits the status of the server that you are updating. For example, you do not want to use a disruptive installation option on a production server. However, on a test server, this option might not be an issue.

     

    
      
        	
          Check compatibility: Always check the compatibility between HMC software and managed system firmware at the following URL: http://www.ibm.com/support/fixcentral/firmware/supportedCombinations

        
      

    

    Obtaining system firmware

    This section describes how to view or to download the firmware fix. Download the fix to your computer with an Internet connection and then create a fix CD that you apply on the server. If necessary, contact service and support to order the fix on CD.

    You can download fixes from the following URL:

    http://www.ibm.com/support/fixcentral/options

    Repeat the same process of “Obtaining HMC updates and recovery software” on page 321 until you arrive at the HMC firmware type, choose System firmware (Figure 6-62).
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    Figure 6-62   Firmware and HMC select fix type: System firmware

    Decide what version of the firmware is correct for your system, as described in 6.2.4, “Which firmware or fix level is correct for your system” on page 316. Use the Fix Level Recommendation Tool to decide the level of firmware that you require for your system and check the compatibility website on page 338, then select I know what I want (Figure 6-63). The Fix Central website gives guidance if you are unsure which firmware is recommended.
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    Figure 6-63   Firmware and HMC assistance option

    Select the version of the system firmware that is applicable to your system. Then, accept the user license agreement and click Continue at the bottom of the window to download directly to your workstation or choose FTP (Figure 6-64).

    [image: ]

    Figure 6-64   System firmware download selection

    6.3  Advanced System Management Interface

    In this chapter, we describe how to set up and use the Advanced System Management Interface (ASMI). The ASMI provides a terminal interface through a standard web browser to the service processor that allows you to do general and administrator level service tasks. The ASMI allows you to do service functions and various system management functions. 

    6.3.1  Connecting to ASMI

    There are three different methods to gain access to the ASMI:

    •Access through the HMC

    •Access through a web browser

    •Access through ASCII terminal

    Connection to ASMI by using the HMC

    If you have an HMC attached to your managed system, connecting the ASMI by using the HMC is the simplest way to connect. If this is a new system, see 3.1.3, “Connecting managed systems to the HMC” on page 89 for information about how to connect your managed system to the HMC.

    To connect to ASMI by using the HMC:

    1.	In the HMC workplace window, select System Management → Servers.

    2.	In the contents area, select the server to which you want to connect the ASMI (Figure 6-65).

    3.	From the lower panel of the HMC menu, select Operations → Advanced System Management (ASM).
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    Figure 6-65   Launch ASMI from HMC

    Connecting to ASMI through a web browser

    The web interface to the ASMI is accessible through Microsoft Internet Explorer 7.0, Netscape 9.0.0.4, or Opera 9.24 and Mozilla Firefox 2.0.0.11 running on a PC or notebook that is connected to the service processor. The web interface is available during all phases of system operation, including the initial program load (IPL) and run time. However, some of the menu options in the web interface are unavailable during IPL or run time to prevent usage or ownership conflicts if the system resources are in use during that phase.

    To set up the web browser for direct or remote access to the ASMI, complete the following tasks:

    1.	Connect the power cord from the server to a power source, and wait for the control panel to display 01.

    2.	Select a PC or a notebook that has Microsoft Internet Explorer 7.0, Netscape 9.0.0.4, or Opera 9.24 and Mozilla Firefox 2.0.0.11 to connect to your server. You can use this PC or notebook temporarily or permanently to access ASMI.

    3.	Connect an Ethernet cable from the PC or notebook to the Ethernet port labeled HMC1 on the back of the managed system. If HMC1 is occupied, connect an Ethernet cable from the PC or notebook to the Ethernet port labeled HMC2 on the back of the managed system. You can use cross-over cable or standard Ethernet cable, both are supported.

    4.	Configure the Ethernet interface on the PC or notebook to an IP address and subnet mask within the same subnet as the server so that your PC or notebook can communicate with the server. Use Table 6-2 to help you determine these values.

    Table 6-2   Default IP address for server connectors HMC1 and HMC2

    
      
        	
          POWER7 System

        
        	
          Server 

          connector

        
        	
          Subnet Mask

        
        	
          IP address of service processor

        
        	
          Example of your PC IP address

        
      

      
        	
          Service processor A

        
        	
          HMC1

        
        	
          255.255.255.0

        
        	
          169.254.2.147

        
        	
          169.254.2.140

        
      

      
        	
          HMC2

        
        	
          255.255.255.0

        
        	
          169.254.3.147

        
        	
          169.254.3.140

        
      

      
        	
          Service processor B

          (if Installed

        
        	
          HMC1

        
        	
          255.255.255.0

        
        	
          169.254.2.147

        
        	
          169.254.2.140

        
      

      
        	
          HMC2

        
        	
          255.255.255.0

        
        	
          169.254.3.147

        
        	
          169.254.3.140

        
      

    

    If you are not sure how to configure your PCs IP settings, then consult your network administrator.

    5.	Use Table 6-2 to determine the IP address of the Ethernet port to which your PC or notebook is connected, and enter the IP address in the address field of the web browser of your PC or notebook. 

    For example, if you connected your PC or notebook to HMC1, enter https://169.254.2.147 in the web browser of your PC or notebook.

    Accessing the ASMI by using an ASCII terminal

    The ASCII interface to the ASMI provides a subset of the web interface functions. The ASCII terminal is available only when the system is in the platform standby state. It is not available during the IPL or run time. The ASMI on an ASCII terminal is not available during the other phases of system operation, including the IPL and run time.

    To set up the ASCII terminal for direct or remote access to the ASMI, complete the following tasks:

    1.	Use a null modem cable to connect the ASCII terminal to system connector S1 on the back of the server or to system port S1 on the control panel by using an RJ-45 connector.

     

    
      
        	
          System port connections: Both system port 1 connections are not available simultaneously; when one is connected, the other is deactivated.

        
      

    

    2.	Connect the power cord from the server to a power source.

    3.	Wait for the control panel to display 01.

    4.	Ensure that your ASCII terminal is set to the following general attributes. These attributes are the default settings for the diagnostic programs:

    Line Speed-19200,word length-8,parity- none,stop bit-1

    5.	Press a key on the ASCII terminal to allow the service processor to confirm the presence of the ASCII terminal.

    You get the ASMI login window.

    6.3.2  Log in to ASMI

    To connect successfully to the ASMI, the ASMI requires password authentication.

    •The ASMI provides a Secure Sockets Layer (SSL) web connection to the service processor. To establish an SSL connection, open your browser by using https://[Your flexible processor IP address].

    •The browser-based ASMI is available during all phases of the system operation, including IPL and run time. Some menu options are not available during the system IPL or run time to prevent usage or ownership conflicts if corresponding resources are in use during that phase.

    •The ASMI that is accessed on a terminal is available only if the system is at platform standby.

    After you connect to the ASMI as described in 6.3.1, “Connecting to ASMI” on page 341, the login display opens. Enter one of the default user IDs and passwords, as shown in Table 6-3.

    Table 6-3   Default login user ID and password

    
      
        	
          User ID

        
        	
          Default password

        
        	
          Authority level

        
      

      
        	
          general

        
        	
          general

        
        	
          general user

        
      

      
        	
          admin

        
        	
          admin

        
        	
          administrator

        
      

      
        	
          celogin

        
        	
          contact IBM for password

        
        	
          authorized service provider

        
      

      
        	
          celogin1

        
        	
          not set, default user disabled

        
        	
          authorized service provider

        
      

      
        	
          celogin2

        
        	
          not set, default user disabled

        
        	
          authorized service provider

        
      

      
        	
          dev

        
        	
          contact IBM for password

        
        	
          developer user, service only

        
      

    

     

    
      
        	
          celogin: celogin1 and celogin2 can be enabled on POWER6 System and later.

        
      

    

    When you log in to ASMI, you are asked to change the default password. You are not allowed to proceed unless you change the password.

    ASMI login restrictions

    The following restrictions apply to ASMI users:

    •Only three users can log in at any one time.

    •If you are logged in and inactive for 15 minutes, your session expires and you have to log in again.

    •If you make five invalid login attempts, your user ID is locked out for five minutes.

    The ASMI window that is shown in Figure 6-66 opens after a successful login.
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    Figure 6-66   Advanced System Management main menu

    6.3.3  Power and restart control 

    You can use the power and restart control feature to control the system power manually and automatically. In this section, we also describe different options that are available to turn on the system. See Figure 6-67.

    We describe the following options in detail:

    •Fast and slow boot

    •Temporary and permanent boot side

    •Normal and permanent operating mode

    [image: ]

    Figure 6-67   System power on and off options

    Power On/Off System option

    When you select this option, the right side of the menu gives you the current system power state, current firmware boot side, and system server firmware state. You can select the following boot options:

    •System boot speed: Select the speed for the next boot (Fast or Slow). A fast boot results in some diagnostic tests being skipped, and shorter memory tests being run during the boot. A slow boot goes through all diagnostic tests and memory tests. Normally, you take this option if you are experiencing some system errors or when you made some system changes, for example CPU and memory upgrades.

    •Firmware boot side: Select the side from which the firmware boots: permanent or temporary. When you upgrade your system firmware, typically, firmware updates are tested on the temporary side before they are applied to the permanent side. Therefore, the temporary side should always have the latest firmware. The permanent side has the previous revision.

    •System operating mode: Select the operating mode (Manual or Normal). Manual mode overrides various automatic power-on functions, such as auto-power restart, and enables the power button, which allows you to select power options from the control panel. You can also set this option from the control panel.

    •Boot to system server firmware: Select the state for the server firmware: Standby or Running. When the server is in the server firmware standby state, partitions can be set up and activated. The running option restarts your partitions automatically.

    •System power off policy: Select the system power off policy. The system power off policy is a system parameter that controls the behavior of the system when the last partition (or the only partition in the case of a system that is not managed by an HMC) is powered off. The choices are:

     –	Power off: When the last partition is powered down, the system turns off.

     –	Stay on: When the last system is powered down, the system stays on.

     –	Automatic: Is the default setting. If the system is not partitioned, the system is turned off. If the system is partitioned, it stays on.

    Make your selections and select Save settings and power on.

    Auto Power Restart function

    You can set your system to restart automatically. This function is useful when power is restored after an unexpected power line disturbance causes the system to shut down unexpectedly. Select either Enable or Disable. By default, the auto power restart value is set to Disable. In many cases, you might not want the system to restart automatically, unless you are reasonably certain that the power problem is resolved.

    Immediate Power Off function

    You can power off the system quickly by using the Immediate Power Off function. Typically, this option is used when an emergency power off is needed. The operating system is not notified before the system is powered off.

     

    
      
        	
          Attention: To avoid experiencing data loss and a longer IPL the next time the system or logical partitions are booted, shut down the operating system before doing an immediate power off.

        
      

    

    System Reboot function

    You can reboot the system quickly by using the reboot function. The operating system is not notified before the system is rebooted. 

     

    
      
        	
          Rebooting: Rebooting the system shuts down all partitions immediately. To avoid experiencing data loss and a longer IPL the next time the system or logical partitions are booted, shut down the operating system before doing a reboot. 

        
      

    

    6.3.4  System Service Aids menu

    Figure 6-68 shows the System Service Aids menu. From this menu, you can do the following functions:

    •Display system error, event logs.

    •Initiate a system dump.

    •Initiate a service processor dump.

    •Reset the service processor.

    •Reset your system to the factory-shipped configuration settings.
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    Figure 6-68   System Service Aids menu

    The following features are not available when your system is connected to the HMC. These features are part of the Service Management on the HMC:

    •Serial port snoop

    •Partition dump

    •Serial port setup

    •Modem configuration

    •Call home/call in setup

    •Call home test

    Error/Event Logs option

    From the System Service Aids menu, select Error/Event Logs. You can view error and event logs that are generated by various service processor firmware components. The content of these logs can be useful in solving hardware or server firmware issues. You see a selection panel, as shown in Figure 6-69.
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    Figure 6-69   Error and event logs

    Select the event log that you want to view and scroll to the bottom of the window to select show details. The details provide the description of the system reference code (SRC).

    System Dump procedure

    Use the System Dump procedure only under the direction of your service provider. You can initiate a system dump to capture overall system information, system processor state, hardware scan rings, caches, and other information. This information can be used to resolve a hardware or server firmware issue. A system dump can also be initiated automatically after a system malfunction, such as a check stop or hang.

    Select System Dump to open the window that is shown in Figure 6-70.
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    Figure 6-70   Capturing overall system information with system dump procedure

    From this window, you set the following information:

    •Dump policy: Select the policy to determine when system dump data is collected. If you select Enable, the service processor (SP) collects system dump data only when the SP determines it is necessary, typically only when a specific failure is not identified.

    If you select Disable, the SP never collects any dump data, unless explicitly requested by the user. 

    The default is Enabled.

    •Hardware content: Select the policy to determine how much hardware data is collected for a system dump. If you select Automatic (default), the SP collects the hardware data that it determines is necessary, depending on the particular failure. 

    If you select Maximum, the SP collects the maximum amount of hardware data. If you choose this selection, the collection of hardware data can be quite time consuming, especially for systems with many processors.

    •Server firmware content: Select the policy to determine how much server firmware data is collected for a system dump. If you select Automatic, the SP collects the minimum amount of data necessary to debug server firmware failures. Automatic is the default policy. In some cases, your support engineer might want you to override the default policy.

    If you select Physical I/O, the SP collects the minimum firmware data plus the firmware data that is associated with physical I/O operations.

    If you select Virtual I/O, the SP collects the minimum firmware data plus the firmware data that is associated with I/O operations that do not involve physical I/O devices.

    If you select High performance switch HPS Cluster, the SP collects the minimum firmware data plus the firmware data that is associated with high performance switch operations between this server and other servers in the cluster.

    If you select HCA I/O, the SP collects the minimum firmware data plus the firmware data associated with the host channel adapter I/O operations.

    If you select Maximum, the SP collects the maximum amount of server firmware data.

    Make your selections and click Save settings.

    Service Processor Dump option

    You use the Service Process Dump option to enable or disable the service processor dump function. The default value is Enabled. A service processor dump captures error data after a service processor failure, or upon user request. User request for service processor dump is not available when this policy is set to disabled.

    The save settings and initiate dump button is visible only when an SP dump is allowed (that is, when SP dumps are enabled and the previous SP dump data is retrieved). Press this button to initiate an SP dump.

    Reset Service Processor option

    Typically, rebooting of the SP is done only when instructed by IBM service personnel (Figure 6-71).
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    Figure 6-71   Reset service processor

    This function is not available if your system is turned on. Clicking Continue causes the service processor to reboot. Because the service processor reboots, your ASMI session is dropped, and you have to reconnect your session to continue.

    Factory Configuration option

    Use this procedure only under the direction of your IBM service personnel (Figure 6-72). 

    In critical systems situations, you can restore your system to the factory default settings. Doing so results in the loss of all system settings (such as the HMC access and ASMI passwords, time of day, network configuration, and hardware deconfiguration policies) that you have to set again through the service processor interfaces. Also, you lose the system error logs and partition-related information. 

     

    
      
        	
          Manually record all settings: Before you continue with this operation, ensure that you have manually recorded all settings that have to be preserved. 
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    Figure 6-72   Factory configuration reset

    In this window, you have the following options:

    •Reset all settings: Resets everything. It is a combination of all the others. To complete this operation, the system is powered on and then off, and the service processor is reset.

    •Reset service processor settings: Resets the settings of the service processor that include passwords, network addresses, time of day, hardware configuration policies, and so forth. Any sessions that are currently active in the network interfaces are disconnected, and the service processor is reset.

    •Reset server firmware settings: Resets the firmware settings only. Partition data is lost.

    •Reset Peripheral Component Interconnect (PCI) bus configuration: Resets the PCI bus and the firmware settings. To complete this operation, the system is turned on and then off.

    Make the appropriate selection and then select Continue.

    6.3.5  System Information menu

    The System Information menu gives you the following options (Figure 6-73):

    •Display vital product data.

    •Perform a system power control network (SPCN) power control network trace and display the results.

    •Display the previous boot indicator.

    •Display the progress indicator history.

    •Display the real-time progress Indicator
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    Figure 6-73   System Information menu

    Vital Product Data option

    Select Vital Product Data to view manufacturer’s vital product data (VPD) that is stored from the system boot before the one in progress now (Figure 6-74).
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    Figure 6-74   Display details of VPD

    If you want to view only selected manufacturer’s VPD, such as serial numbers and part numbers, select the feature that you want to view and select Display details.

    To view details of all the features, select Display all details to open the display that is shown in Figure 6-75.
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    Figure 6-75   Displays all VPD detail

    Power control network trace

    You can perform an SPCN trace and display the results. This information is gathered to provide extra debug information when you work with your hardware service provider. 

     

    
      
        	
          Note: Producing a trace can take an extended amount of time that is based on your system type and configuration. This process is a normal delay because of the amount of time the system requires to query the data. 

        
      

    

    Previous boot progress indicator

    You can display the previous boot progress indicator that was displayed in the control panel during the previous failed boot by selecting this option. During a successful boot, the previous progress indicator is cleared. If this option is selected after a successful boot, nothing is displayed.

    The progress indicator information is stored in nonvolatile memory. If the system is powered off using the power-on button on the control panel, this information is retained. If the alternating current (ac) power is disconnected from the system, this information is lost.

    Progress Indicator History option

    With this option, you can review the progress of codes that displays in the control panel during the previous boot. The codes display in reverse chronological order, as shown in Figure 6-76. (The first entry that is seen is the most recent entry.) This information is gathered to provide extra debug information when you work with your hardware service provider.
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    Figure 6-76   Progress Indicator History option

    Select the code that you want to display and select show details.

    You can view the progress and error codes that currently display on the control panel. Viewing progress and error codes is useful when you diagnose boot-related issues. To perform this operation, your authority level must be one of the following possibilities:

    •General

    •Administrator

    •Authorized service provider

    Select this option to open the window that is shown in Figure 6-77. This window shows the real-time progress of the system and displays what you have on the system display.
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    Figure 6-77   Real-time Progress Indicator

    6.3.6  System Configuration menu

    Figure 6-78 shows the expanded System Configuration menu. Using this menu, you can do the following functions:

    •Change the system name.

    •Configure I/O enclosure.

    •Change the time of day.

    •Establish the firmware update policy.

    •Establish the detailed PCI error injection policies.

    •Change the interposer plug count.

    •Enable I/O adapter enlarged capacity.

    •View Hardware Management Console connections.

    •Change floating point unit commutation test values.
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    Figure 6-78   System Configuration menu

    System Name option

    From the System Configuration menu, you can select the system name option to display the current system name and change the system name if you choose to do so. The system name is a value that is used to identify the system or server. The system name might not be blank and might not be longer than 31 characters. To change the system name, enter a new value and click Save settings.
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    Figure 6-79   System Name

    This example shows changes to the system name. The valid characters are [a-Z], [0-9], hyphen (-), underscore (_), and period (.).

    The system is shipped with the default system name initialized to a 31 character value as follows (Server-tttt-mmm-SN0000000). In this default system name:

    •tttt = Machine type 

    •mmm = Model number

    •0000000 = Serial number 

    Configure I/O Enclosures function

    This function normally is used by your hardware service provider. After the server firmware reaches the standby state, you can configure I/O enclosure attributes as follows: 

    •Display the status, location code, rack address, unit address, power control network identifier, and the machine type and model of each enclosure in the system.

    •Change the identification indicator state on each enclosure to on (identify) or off.

    •Update the power control network identifier, enclosure serial number, and the machine type and model of each enclosure.

    •Change the identification indicator state of the SPCN firmware in an enclosure to enable or disable. 

    •Remove rack and unit addresses for all inactive enclosures in the system. 

    When you select this option, the window that is shown in Figure 6-80 opens.
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    Figure 6-80   Configure I/O Enclosures window

    In this window, you have the following options:

    •Identify enclosure: Turns on the indicator on the selected enclosure. LED flashes to identify the enclosure.

    •Turn off indicator: Turns off the indicator on the selected enclosure.

    •Change settings: Changes the settings for the selected enclosure. The next page displays options for changing the configuration ID, machine type-model, and serial number.

     –	Power Control Network Identifier: Enter a hexadecimal number for the power control network identifier.

     

    
      
        	
          System server firmware: The system server firmware must be in standby state or the expansion unit must be turned off when this operation is performed.

        
      

    

     –	Type - Model: Enter the enclosure machine type and model in the form TTTT-MMM:

    TTTT: The four characters of the enclosure machine type. 

    MMM: The three characters of the enclosure model.

    The enclosure machine type cannot be 0000. All alphanumeric characters are valid.

     –	Serial number: Enter seven characters for the enclosure serial number. All alphanumeric characters except o, i, and q are valid. All lowercase letters are converted to uppercase letters.

    •Collect SPCN I/O Trace: Displays SPCN I/O trace for selected enclosure.

     

    
      
        	
          Note: The remaining options described here do not display in Figure 6-79. The options are not displayed because that window capture is a partial window capture of the Configure I/O Enclosure panel.

        
      

    

    •Clear inactive enclosures: Clears the rack and unit addresses of all inactive enclosures.

    •Start SPCN firmware update: Starts pending SPCN firmware downloads if allowed by the SPCN firmware update policy. SPCN firmware downloads cannot all be attempted at the same time. Some downloads can remain in a pending state before starting while others complete. Starting SPCN downloads is done asynchronously.

    •Stop SPCN firmware update: Stops SPCN firmware downloads that are currently in progress. SPCN firmware downloads that are stopped move to a pending state. These SPCN firmware downloads can be restarted from the beginning either automatically by the system or by using Start SPCN Firmware Update, if allowed by the SPCN firmware update policy.

    Stopping the SPCN downloads is done asynchronously and can be monitored showing the power control network firmware update status.

    •SPCN firmware update policy: If Disabled, no SPCN firmware downloads are allowed to start. Changing the SPCN firmware update policy to disabled does not affect SPCN firmware downloads currently in progress.

    If Enabled, SPCN firmware downloads are allowed only over the high-speed link (HSL) interface. Changing the SPCN firmware update policy to enabled does not affect SPCN firmware downloads over the serial interface that are currently in progress.

    Changing the SPCN firmware update policy setting to Enabled from Disabled does not automatically cause SPCN firmware downloads over the HSL interface to begin immediately.

    If Expanded, SPCN firmware downloads are allowed over both the HSL and serial interfaces. Changing to the SPCN firmware update policy to expanded does not cause SPCN firmware downloads to begin immediately.

    Time of Day function

    You can display and change the current date and time of the system. This function is available if your system is turned on or off. When you select this option, the window that is shown in Figure 6-81 opens.
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    Figure 6-81   Time of Day function

    From this window, you have the following options:

    •Date: Enter the current date. Any change to the current date or time is applied to the service processor only, and is independent of any partition. 

    •Time: Enter the current time in Coordinated Universal Time (UTC) format. UTC is the current term for what was commonly referred to as Greenwich mean time (GMT). Zero (0) hours UTC is midnight in Greenwich, England, which lies on the zero longitudinal (or prime) meridian.

    Universal time is based on a 24 hour clock. Local time is expressed as a positive or negative offset from UTC, depending on whether the local time zone is east or west of the prime meridian.

    To convert local time to UTC, use 24 hour notation, then algebraically add the time zone offset to the local time. For instance, a user in the Central Daylight-savings Time zone (CDT) adds 5 hours (UTC offset -5 hours) to the local time to obtain the time in UTC. Example: 07:00 PM CDT equals 00:00 UTC.

    Enter the date and time and select Save settings.

    Firmware Update Policy

    This policy defines whether firmware updates are allowed from an operating system when the system is managed by an HMC. The default setting of this policy is to not allow firmware updates through the operating system. This policy takes effect only when a system is HMC managed. When a system is not HMC-managed, firmware updates can be made only through the operating system, so this policy setting is ignored.

    When this policy is set to allow firmware updates from the operating system, firmware updates from an HMC are not allowed, unless the system is turned off.

    When a system is turned off, firmware updates can be performed from an HMC, regardless of the setting of this policy. However, take care when you update firmware from both an HMC and the operating system.

    When you select this option, the window that is shown in Figure 6-82 opens.
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    Figure 6-82   Firmware Update Policy before POWER7

    Some Power Systems servers require an HMC for firmware updates, as shown in Figure 6-83.
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    Figure 6-83   Firmware Update Policy in certain models of POWER7 Systems

    PCI Error Injection Policy option

    This option controls the PCI error injection policy. If enabled, utilities on the host operating system can inject PCI errors.

    I/O Adapter Enlarged Capacity option

    This option controls the size of PCI memory space that is allocated to each PCI slot. When enabled, selected PCI slots, including those in external I/O subsystems, receive the larger direct memory access (DMA) and memory mapped address space. Some PCI adapters might require this additional DMA or memory space, per the adapter specification. This option increases system main storage allocation to these selected PCI slots.

    Enabling this option might result in some PCI host bridges and slots not being configured because the installed main storage is insufficient to configure all installed PCI slots.

    Hardware Management Consoles

    You can use this option to view the HMC that is connected or was connected to the managed system. See Figure 6-84. From this menu, you can also remove the disconnected HMC from your managed system. Select the HMC serial number and click Remove Connection. 
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    Figure 6-84   Hardware Management Consoles window

    Click Remove Connection.

    Virtual Ethernet Switches option

    To use this option, enter a number between 0 to 16 for virtual Ethernet switches. This value controls the number of virtual Ethernet switches that are allocated by system server firmware. Most users leave this value set to its default of 0. A value of 0 enables the HMC to control the number of virtual Ethernet switches that are allocated by system server firmware.

    For advanced configuration, this number can be set higher to cause the system server firmware to create that many virtual Ethernet switches during platform power-on. It also disables the ability of the HMC to configure the number of virtual Ethernet switches.

    If this process is done, when a virtual Ethernet adapter is created by using the HMC, the adapter is connected to a particular virtual switch depending on the virtual slot number that is chosen during creation.

    The adapter's virtual slot number is divided by the number of virtual Ethernet switches. The remainder of this division operation is used to determine with which switch the adapter is associated.

    Each virtual Ethernet adapter is able to communicate only with other virtual Ethernet adapters on the same virtual switch. For example, if the number of virtual Ethernet switches is set to 3, virtual Ethernet adapters in virtual slot 3, 6, and 9 are assigned to the same switch. A virtual Ethernet adapter in virtual slot 4 is assigned to a different switch, and would not be able to communicate with the adapters in slots 3, 6, and 9.

    Floating Point Unit Computation Test option

    This option allows you to set the floating point unit test policy or to run the test immediately. You can set one of the following functions:

    •Disabled: Test never runs except when choosing to run the test immediately.

    •Staggered: Test is run once on every processor in the platform over a 24 hour period. Staggered is the default setting.

    •Periodic: Test runs at a specified time, sequentially through all processors in the system.

    When choosing to run the test immediately, the current policy setting is overridden but not changed. The test is run sequentially on all the processors in the system. This feature is only available when the system is turned on.

    Hardware Deconfiguration option

    You can set various policies to deconfigure processors and memory in certain situations (Figure 6-85). Deconfiguration means that the resource is taken from a state of being available to the system, to a state of being unavailable to the system.
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    Figure 6-85   Deconfiguration Policies window

    From this window, you have the following options:

    •Deconfigure on predictive failure: Select the policy for deconfigure on predictive failures. This configuration applies to run time or persistent boot time deconfiguration of processing unit resources or functions with predictive failures, such as correctable errors over the threshold.

    If enabled, the particular resource or function that is affected by the failure is deconfigured.

    •Deconfigure on functional failure: Select the policy for deconfigure on functional failures. This configuration applies to run time or persistent boot time deconfiguration of processing unit resources or functions with functional failures, such as check stop errors or uncorrectable errors.

    If enabled, the particular resource or function that is affected by the failure is deconfigured.

    •Deconfigure on system bus failure: Select the policy for deconfigure on system bus failures. Applies to run time or persistent boot time deconfiguration of processing unit resources or functions with system bus failures, such as check stop errors or uncorrectable errors.

    This policy is not applicable for systems with one processing unit node. If enabled, the particular resource or function that is affected by the failure is deconfigured.

    This configuration applies to resource types such as processor, L2 cache, L3 cache, and memory.

    Processor deconfiguration 

    In the event of a single processor failure, it might be possible to continue operating, with degraded performance, on fewer processors. You can use the panel that is shown in Figure 6-86 on page 367 to start the process of removing processors that might have failed or are beginning to generate errors. You can also see processors that might have become deconfigured because of some error condition that the system was able to detect and isolate. 

    All processor failures that stop the system, even if intermittent, are reported to the authorized service provider as a diagnostic dial-out for a service repair action. To prevent the recurrence of intermittent problems and improve the availability of the system until a scheduled maintenance window can be found, processors with a failure history are marked deconfigured to prevent them from being configured on subsequent boots. Processors marked as deconfigured remain offline and are omitted from the system configuration. 

    A processor is marked deconfigured under the following circumstances:

    •If a processor fails built-in self-test or power-on self-test testing during boot (as determined by the service processor).

    •If a processor causes a machine check or check stop during run time, and the failure can be isolated specifically to that processor (as determined by the processor runtime diagnostics in the service processor firmware).

    •If a processor reaches a threshold of recovered failures that results in a predictive call to the service provider (as determined by the processor runtime diagnostics in the service processor firmware). 

    The deconfiguration policy also provides the user with the option to manually deconfigure a processor or re-enable a previous manually deconfigured processor. 

    To begin the process, use a panel similar to the one shown in Figure 6-86. Select the processing unit with which you want to work (one or more processing units can be shown) and click Continue. 
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    Figure 6-86   Processor Deconfiguration window

    Select the setting to configure or deconfigure for the processors and select Save settings.
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    Figure 6-87   Processor Deconfiguration window

    Memory deconfiguration

    Most System POWER6 systems have several gigabytes (GB) of memory. Each memory bank contains two dual inline memory modules (DIMMs). If the firmware detects a failure, or predictive failure of a DIMM, it deconfigures the DIMM with the failure, and the other one. All memory failures that stop the system, even if intermittent, are reported to the authorized service provider as a diagnostic dial-out for a service repair action. 

    To prevent the recurrence of intermittent problems and improve the availability of the system until a scheduled maintenance window can be found, memory banks with a failure history are marked deconfigured. This status prevents them from being configured on subsequent boots. Memory banks marked as deconfigured remain offline and are omitted from the system configuration. 

    A memory bank is marked deconfigured under the following circumstances:

    •If a memory bank fails built-in self-test or power-on self-test testing during boot (as determined by the service processor).

    •If a memory bank causes a machine check or check stop during run time, and the failure can be isolated specifically to that memory bank (as determined by the processor runtime diagnostics in the service processor firmware).

    •If a memory bank reaches a threshold of recovered failures that results in a predictive call to the service provider (as determined by the processor runtime diagnostics in the service processor firmware). 

    The deconfiguration policy also provides the user with the option to manually deconfigure a memory bank or re-enable a previous manually deconfigured memory bank. 

    If you select Memory Deconfiguration from the Hardware Configuration menu, you see a panel similar to the one shown in Figure 6-88 on page 369. This window allows you to view the total memory that is installed on your system. From this panel, you can select the processing unit (one or more processing units can be shown). The reason that you see processing unit is because the memory is installed on the processor board. Click Continue to advance to the next panel. See Figure 6-88, which shows the Memory Deconfiguration window.
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    Figure 6-88   Memory Deconfiguration window

    A new panel similar to the one shown in Figure 6-89 displays. You can then see any memory banks that might have become deconfigured because of some error condition that the system was able to detect and isolate. You can select either configured or deconfigured for each memory bank and select Save settings.
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    Figure 6-89   Memory deconfiguration memory bank selection

    Program Vital Product Data

    The ASMI allows you to program the system (VPD such as system brand, system identifiers, and system enclosure type (Figure 6-90). To access any of the VPD-related panels, your authority level must be administrator or authorized service provider.

     

    
      
        	
          Starting the system: You cannot boot the system until valid values are entered for the system brand, system identifiers, and system enclosure type.
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    Figure 6-90   Program Vital Product Data panel

    System Brand

    Enter a two-character brand type. The first character must be one of the following characters:

    D	IBM Storage

    I	IBM System i

    N	OEM IBM System i only

    O	OEM IBM System p only

    P	IBM System p 

    The second character is reserved. A value of zero means that there is no specific information that is associated with it. This entry is write-once only, except in the case where it is all blanks, or when changing from a System p system to an IBM Storage system. Any other changes are disallowed. A valid value is required for the machine to boot. Additionally, for IBM Storage, each of the systems that constitutes the storage facility must have the first character set to D for storage to be accessible online.

    System Keywords display

    You can set the system-unique ID, serial number, machine type, and machine model (Figure 6-91). If you do not know the system-unique ID, contact your next level of support.
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    Figure 6-91   System Keyword display example

    Machine type-model

    Enter a machine type and model in the form TTTT-MMM, where TTTT is the 4-character machine type and MMM is the 3-character model. A valid value is required for the machine to boot. Additionally, for storage to be accessible online, this value must match exactly both systems that constitute the storage facility. This entry is write-once only.

    System serial number

    Enter a system serial number in the form XXYYYYY, where XX is the code for the plant of manufacture and YYYYY is the unit sequence number. Valid characters are 0 - 9 and A - Z. A valid value is required for the machine to boot. This entry is write-once only.

    System unique ID

    Enter a system-unique serial number as 12 hexadecimal digits. The value should be unique to a specific system anywhere in the world. A valid value is required for the machine to boot.

    Worldwide port name

    Enter a 16-digit hexadecimal number for the worldwide node name. This value is an IEEE-assigned 64-bit identifier for the storage facility. A valid value is required for the machine to boot. This entry is write-once only.

    System enclosure

    When setting the system enclosure type, ensure that the enclosure serial number field matches the original value, which can be found on a label affixed to the unit. Updating the enclosure serial field keeps the configuration and error information synchronized. This information is used by the system when you create the location codes. This task must be done by using the ASMI, not with the control panel. However, if you do not have access to the ASMI, the system still operates without updating this information. See Figure 6-92.

    [image: ]

    Figure 6-92   System Enclosures display example

    Feature code and sequence number

    Enter a feature code and sequence number in the form FFFF-SSS, where FFFF is the 4-character feature and SSS is the 3-character sequence number. The Feature Code/Sequence Number is used to uniquely identify the type of the enclosure that is attached to the system. A valid value is required for the machine to boot. When this value is changed, the service processor reboots so that the location codes can be updated accordingly.

    Enclosure serial number

    Enter an enclosure serial number in the form XXYYYYY, where XX is the code for the plant of manufacture and YYYYY is the unit sequence number. Valid characters are 0 - 9 and A - Z. This serial number must be different from the serial number on the machine. A valid value is required for the machine to boot. When this value is changed, the service processor reboots so that the location codes can be updated accordingly.

    Service Indicators

    From this menu, you can turn off the system attention indicator, enable enclosure indicators, change indicators by location code, and perform an LED test on the control panel.

    The service indicators alert you that the system requires attention or service. It also provides a method for identifying a field-replaceable unit (FRU) or a specific enclosure within the system. A hierarchical relationship exists between FRU indicators and enclosure indicators. If any FRU indicator is in an identify state, then the corresponding enclosure indicator changes to an identify state automatically. You cannot turn off the enclosure indicator until all FRU indicators within that enclosure are in an off state.
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    Figure 6-93   Service Indicators menu

    System attention indicator

    Click this button to turn off the system attention indicator. If the indicator is off, you cannot use this option to turn the system attention indicator on again. See Figure 6-94.
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    Figure 6-94   System Attention Indicator when indicator is on

    Figure 6-95 shows the System Attention Indicator when the indicator is off.
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    Figure 6-95   System Attention Indicator when indicator is off

    Enclosure indicators

    You can turn on or off the identify indicators in each enclosure. An enclosure is a group of indicators. For example, a processing unit enclosure represents all of the indicators within the processing unit and an I/O enclosure represents all of the indicators within that I/O enclosure. Enclosures are listed by their location code. See Figure 6-96. Select the check box and select Continue.
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    Figure 6-96   Enclosure Indicators window

    Select to turn off or identify as appropriate and select Save settings. Alternatively, select Turn off all indicators to reset the LEDs. See Figure 6-97.
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    Figure 6-97   Enclosure Identify window

    Indicators by location code

    You can specify the location code of any indicator to view or modify its current state. If you provide the wrong location code, the advanced system manager attempts to go to the next higher level of the location code. The next level is the base-level location code for that FRU. For example, a user types the location code for the FRU on the second I/O slot of the third enclosure in the system. If the location code for the second I/O slot is incorrect (the FRU does not exist at this location), an attempt to set the indicator for the third enclosure is initiated. This process continues until an FRU is located or no other level is available.

    Lamp test

    You can perform an LED test on the control panel to determine if one of the LEDs is not functioning properly. Select Lamp Test. Click Continue to do the lamp test. The test changes all indicators to the identify state for a short time (approximately 4 minutes).

    6.3.7  Network Services menu

    Use this menu option to configure the number and type of network interfaces according to the needs of your system (Figure 6-98). You can configure network interfaces on the system. The number and type of interfaces vary according to the specific needs of your system.
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    Figure 6-98   Network Services menu

    Network configuration

    This operation can be performed when the system is turned on and off. Because network configuration changes occur immediately, existing network sessions, such as HMC connections, are stopped. If a firmware update is in progress, do not do this operation. The new settings must be used to re-establish any network connections. 

    More errors can also be logged if the system is turned on. See Figure 6-99.
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    Figure 6-99   HMC Ethernet port configuration

    From this window, you have the following options:

    •Configure this interface: Configures this interface. If not selected, then the corresponding fields are ignored.

    •Type of IP address: Select the IP address type for this interface. If dynamic is selected, then network configuration data is obtained from the DHCP server. Typically, your HMC is your DHCP server that is connected to FSP Ethernet port1.

    •Host name: Enter a new value for the host name.

    The following characters are valid: hyphen (-) and period (.), uppercase and lowercase alphabetics (A to Z and a to z), and numeric (0 - 9).

    The first character must be alphabetic or numeric and the last character must not be a hyphen or a period. However, if the host name contains a period, then the preceding characters must have an alphabetic character. This input is required for the static type of IP address.

    •Domain name: Enter a new value for the domain name. All alphanumeric characters and the symbols hyphen (-), underscore (_), and period (.) are valid.

    •IP address: Enter a new value for the IP address. This input is required for the static IP address type.

    •Subnet mask: Enter a new value for the subnet mask. This input is required for the static IP address type.

    •Default gateway: Enter a new value for the default gateway.

    •IP address of first DNS server: Enter a new value for the first DNS server.

    •IP address of second DNS server: Enter a new value for the second DNS server.

    •IP address of third DNS server: Enter a new value for the third DNS server.

    •Reset Network Configuration: Resets the Network Configuration settings to their default factory settings.

    •Network Configuration: Select service processor to be configured. The default is the current service processor

    Selecting Save Settings causes the network configuration changes to be made and the service processor to be rebooted. As the service processor reboots, your ASMI session drops and you have to reconnect your session to continue. When you reconnect, you are then using the new settings.

    Network Access window

    When you configure network access, you specify which IP addresses can access the service processor. You can specify a list of allowed IP addresses and a list of denied IP addresses. See Figure 6-100.

     

    
      
        	
          Allowed and denied lists: The allowed list takes priority over the denied list, and an empty denied list is ignored. ALL is not allowed in the denied list if the allowed list is empty
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    Figure 6-100   Network Access window

    In this window, you have the following options:

    •Allowed IP addresses: Enter up to 16 complete or partial IP addresses. A complete IP address contains all four octets.

    A partial IP address has only 1, 2, or 3 octets, and must end in a period. If a login is received from an IP address, which matches a complete or partial IP address in the allowed list, access to the service processor is granted.

    To allow access to the service processor from any IP address, enter ALL in the allowed list. An empty allowed list is ignored and access is granted from any IP address.

    •Denied IP addresses: Enter up to 16 complete or partial IP addresses to be denied. Access to the service processor is not allowed if a login is received from an IP address that is listed in this list.

    To deny access from any IP address, enter ALL in the list. If an incorrect IP address is entered in the allowed list and the denied list contains ALL, access to the service processor can be permanently denied. In this case, reset the network parameters by using the network reset parameters switch on the service processor card. An empty denied list is ignored and the allowed list takes priority over the denied list. For these reasons, ALL is not allowed in the denied list if the allowed list is empty.

    6.3.8  Performance setup

    You might enhance the managed system performance by manually or automatically changing the logical memory block size. The system kernel uses the memory block size to read and write files. By default, the logical memory block size is set to Automatic. This setting allows the system to set the logical block memory size that is based on the physical memory available. You can also manually change the logical memory block size. See Figure 6-101.
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    Figure 6-101   Performance setup

    To select a reasonable logical block size for your system, consider both the performance that is wanted and the physical memory size. Use the following guidelines when you select logical block sizes:

    •On systems with a small amount of memory installed (2 GB or less), a large logical memory block size results in the firmware consuming an excessive amount of memory. Firmware must consume at least one logical memory block. Generally, select the logical memory block size to be no greater than 1/8th the size of the physical memory of the system.

    •On systems with a large amount of memory that is installed, small logical memory block sizes result in many logical memory blocks. Because each logical memory block must be managed during boot, many logical memory blocks can cause boot performance problems. Generally, limit the number of logical memory blocks to 8 K or less.

     

    
      
        	
          Attention: The logical memory block size can be changed at run time, but the change does not take effect until the system is restarted 

        
      

    

    Select Logical Memory Block Size. Select the logical memory block size and click Save settings.

    System Memory Page setup

    Improve your system performance by setting up the system with larger memory pages. Performance improvements vary depending on the applications running on your system. Only change this setting if advised by service and support.

    To change the system memory page setup, select System Memory Page Setup. In the right pane, select the settings that you want, and then click Save settings.

    6.3.9  On demand utilities

    Activate inactive processors or inactive system memory without restarting your server or interrupting your business. CoD allows you to permanently activate inactive processors or inactive system memory without requiring you to restart your server or interrupt your business. You can also view information about your CoD resources. Important: Use this information if a hardware failure causes the system to lose its CoD or function on demand purchased capabilities, and if there never was an HMC managing the system. If an HMC is managing the system, use the HMC to do the following tasks instead of the ASMI.

     

    
      
        	
          Important: To decide whether you need CoD, refer to 4.5, “Capacity on Demand” on page 160.

        
      

    

    CoD order information

    After you determine that you want to permanently activate some or all of your inactive processors or memory, you must order one or more processor or memory activation features. You then enter the resulting processor or memory-activation key that is provided by your hardware provider to activate your inactive processors or memory.

    To order processor or memory activation features select On Demand Utilities → Select CoD Order Information. The server firmware displays the information that is necessary to order a Capacity on Demand activation feature. Record the information that is displayed, and click Continue. See Figure 6-102.
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    Figure 6-102   CoD Order Information example

    CoD activation

    To activate this feature, click Demand Utilities → CoD Activation. Enter the activation key into the field and click Continue to do the specified operation. See Figure 6-103.
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    Figure 6-103   CoD Activation window

    CoD recovery

    This process is to resume the booting process of the server firmware after the CoD activation keys are entered. Resuming the server firmware causes the CoD key to become recognized and the hardware to become activated. This option allows the server to complete the startup process that is delayed up to one hour to place the server into the On Demand Recovery state that was needed to enter the CoD activation keys.

    Select On Demand Utilities → CoD Recovery. Enter the activation key into the field and click Continue to do the specified operation (Figure 6-103).

    CoD command

    Select On Demand Utilities → CoD Recovery. Enter the command into the field and click Continue.

    Viewing information about CoD resources

    When CoD is activated on your system, you can view information about the CoD processors, the memory that is allocated as CoD memory, and Virtualization Engine technology resources.

    Select On demand Utilities. Then, select one of the following options for the type of information that you want to view:

    •CoD Processor Information to view information about the CoD processors. 

    •CoD Memory Information to view information about available CoD memory.

    •CoD Vet Information to view information about available Virtualization Engine technologies.

    •CoD Capability Settings to view information about the CoD capabilities that are enabled.

    6.3.10  Login Profile

    How to change passwords, view login audits, change the default language, and update the installed languages are now described.

    Change password

    You can change the general user, administrator, and HMC access passwords. If you are a general user, you can change only your own password. If you are an administrator, you can change your password and the passwords for general user accounts. If you are an authorized service provider, you can change your password, the passwords for general and administrator user accounts, and the HMC access password.

    Passwords can be any combination of up to 64 alphanumeric characters. The default password for the general user ID is general, and the default password for the administrator ID is admin. After your initial login to the ASMI and after the reset toggle jumpers are moved, the general user and administrator passwords must be changed. The HMC access password is usually set from the HMC during initial login. If you change this password by using the ASMI, the change takes effect immediately.

     

    
      
        	
          Security measure: As a security measure, you are required to enter the current user’s password into the current password for the current user field. This password is not the password for the user ID you want to change. 

        
      

    

    To change the password, select Login Profile → Change password. In the window that opens, enter the appropriate information and click Continue.

    Retrieve login audits

    You can view the login history for the ASMI to see the last 20 successful logins and the last 20 logins that failed. To view login audit, select Login Profile → Retrieve Login Audits.

    Change default language

    You can select the language that is displayed on the ASMI welcome window before login and during your ASMI session if you do not choose an alternative language at the time of login. You must provide all requested input in English-language characters regardless of the language that is selected to view the interface.

    To change the default language, select Login Profile → Change Default Language. Select the language and click Save Settings.

    Update Installed Languages menu

    A maximum of five languages can be supported on the service processor at any specified time. By default, English is always installed. Languages installation changes take effect when the firmware is updated. See Figure 6-104.
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    Figure 6-104   Update Installed Languages menu

    To select which language to install at the next firmware update, select Login Profile → update installed language → select five languages → Save Settings.

    User Access Policy menu

    This menu enables the admin user to grant or deny the access to service and development personnel by enabling or disabling dev, celogin, celogin1, and celogin2. Enabling access policy for celogin1 and celogin2 requires new passwords to be set even if they were set before.

    To enable user access, select Login Profile → user access policy. Then, select the user ID and policy setting and click Continue. Enter the admin password and new password for the user. 

    You have the following password options:

    •Current password for user ID: As a security measure, the current password must be supplied.

    •New password for user: Enter the new password for the user whose password you want to change.

    •New password again: Enter the new password for the user again for verification.
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Introduction to IBM Systems Director

    IBM Systems Director is an integrated, easy-to-use suite of tools that provide customers with flexible Systems Management capabilities to help realize maximum systems availability and lower IT costs.

    This appendix provides an overview of the IBM Systems Director for managing IBM Power Systems servers. It helps you to understand the specifics of IBM Systems Director on the Power platform and to decide if IBM Systems Director is the best way to manage your environment.

    Overview of IBM Systems Director

    IBM Systems Director is an integrated suite of tools that provides you with a system management solution for heterogeneous environments, including the IBM Power Systems environment. IBM Systems Director works with the Hardware Management Console (HMC) to provide a comprehensive system management solution. With IBM Systems Director, IT administrators can view and track the hardware configuration of remote systems in detail and monitor the usage and performance of critical components, such as processors, disks, and memory.

    IBM Systems Director is provided at no additional charge for use on IBM systems.

    Extensions to IBM Systems Director are available for customers who want more capabilities from a consistent, single point of management. IBM Systems Director also complements and integrates with other popular Systems Management products by using its upward integration modules.

    For more information about IBM Systems Director, see the following resources:

    •IBM Systems Director:

    http://www.ibm.com/systems/software/director

    •IBM Systems Software Information Center:

    http://publib.boulder.ibm.com/infocenter/eserver/v1r2/index.jsp?

    •IBM Director on System p5, REDP-4219

    •Implementing IBM Systems Director 6.1, SG24-7694

    There is a long list of features that are associated with IBM Systems Director. The following list provides the key features:

    •Unifies the management of IBM systems, delivering a consistent appearance for common management tasks

    •Integrates IBM best-of-breed virtualization capabilities to provide new and radically improved ways to simplify the management of physical and virtual platform resources

    •Provides multi-system support for Power Systems, IBM System x®, IBM BladeCenter, IBM System z, and IBM Storage Systems

    •Provides an extensible and modular foundation to advance the core Systems Management capabilities with more plug-ins

    •Enables seamless integration of IBM systems with the total infrastructure

    •Facilitates reduced training cost by using a consistent and unified platform management foundation and interface

    •Manages non-IBM x86-based systems through a dedicated agent

    IBM Systems Director is the next generation platform management solution of IBM Director that can improve the total cost of ownership by decreasing management costs and improving the usage of existing IT resources within a data center by eliminating the need to maintain multiple tools.

    IBM Systems Director is designed to manage complex environments that contain many servers. Figure A-1 shows a sample environment that can be managed by using IBM Systems Director.
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    Figure A-1   IBM Systems Director environment

    IBM Systems Director components

    The hardware in a Systems Director environment can be divided into the following categories:

    •Management servers: One or more servers on which IBM Systems Director Server is installed

    •Managed systems: Servers, workstations, desktop computers, and notebook computers that are managed by Systems Director

    •SNMP devices: Network devices, printers, or computers that have SNMP agents that are installed or embedded

    IBM Systems Director software has three main components:

    •Platform Agent

    •Common Agent

    •IBM System Director Server

    Each managed endpoint in a Systems Director environment might have one or more of these components that are installed, each of which is described in the following sections. 

    Systems Director can manage some endpoints on which none of the previously mentioned components are installed. Such a managed system is now referred to as an agentless-managed system. This is equivalent to the Level-0 managed object terminology of a Director 5 environment. 

    These endpoints must at a minimum support either Secure Shell (SSH), distributed component object model (DCOM), or Simple Network Management Protocol (SNMP) in order for the Systems Director server to discover them. The function available to agentless-managed systems is limited to the following tasks, and varies based on operating system and hardware:

    •Discover systems

    •Collect limited operating-system inventory data

    •Remotely deploy and install Platform Agent

    •Remotely deploy and install Common Agent

    •Perform limited remote access

    •Perform limited restart capabilities

    Platform Agent

    Platform Agent is installed on managed systems where the smallest agent footprint is critical and management requirements are fairly simple. This agent communicates directly with both the operating system and the hardware (that is, the service processor) to surface problems via Director Native Events, CIM indications, and SNMP traps to the management server. Platform Agent also is responsible for communicating with other Systems Management environments, which is referred to as upward integration. Platform Agent is equivalent to the Level-1 Agent or IBM Director Core Services component of a Director 5 environment.

    Platform Agent provides a base set of management functionality that is used to communicate with and administer a managed endpoint. Systems that have Platform Agent (but not Common Agent) installed on them are referred to as Platform Agent managed systems.

    The function available for Platform Agent managed systems is limited to the following tasks, and varies based on operating system and hardware:

    •Discover systems

    •Collect limited platform inventory data

    •Monitor health and status

    •Manage alerts

    •Remotely deploy and install Common Agent

    •Perform limited remote access

    •Perform limited restart capabilities

    Common Agent

    Common Agent is the full-function management agent that is designed to provide comprehensive Systems Management capabilities. Once Common Agent is installed on an endpoint, more agent-side plug-ins can be installed to add advanced management functionality to the endpoint. For example, once Common Agent is installed on a VMware VirtualCenter Server, the IBM Systems Director Virtualization Manager plug-in can be pushed to that system to support advanced Virtualization Manager functionality that is particular to VirtualCenter. Common Agent is equivalent to the Level-2 Agent or IBM Director Agent component of a Director 5 environment.

    Common Agent is installed on a managed endpoint to provide enhanced functionality for IBM Systems Director to communicate with and administer the system. Common Agent communicates with the management server through a single port (9510). This process is an improvement over the number of ports that are required for server-agent communication in Director 5, although more ports are required for certain types of functions. For example, remote command-line access to a Linux-managed system uses port 22, which is standard for the SSH protocol that is used for this operation.

    Systems (IBM and non-IBM servers, desktop computers, workstations, and mobile computers, as well as virtual systems) that have Common Agent installed on them are referred to as Common Agent managed systems. The function available for Common Agent managed systems varies based on operating system and hardware, and includes the following tasks:

    •Discover systems

    •Collect comprehensive platform and operating system inventory data

    •Monitor health and status

    •Manage alerts

    •Remotely deploy and install Common Agent

    •Perform remote access, including transferring files

    •Perform power management function

    •Has more event support

    •Monitor processes and resources

    •Set critical thresholds that send notifications when triggered

    •Manage operating system resources and processes

    IBM Systems Director Server

    IBM Systems Director Server is installed on the system that is to become the management server. Ideally, this system is a single system in the environment, but this is not always possible. In the case where multiple management servers are required, you must decide whether to install an Agent Manager on each Systems Director Server or to share a single Agent Manager between multiple management servers. The Agent Manager is new to IBM Systems Director 6.1 and is responsible for credentials and authentication between the IBM Systems Director Server and the Common Agent.

    IBM Systems Director Server is the main component of IBM Systems Director and is completely rewritten for the Version 6.1 release. Systems Director Server contains the management data, the server engine, and the application logic. It provides basic functions such as discovery of the managed endpoints, persistent storage of inventory data, SQL database support, presence checking, security and authentication, web service, and administrative tasks. In the basic installation, Systems Director Server stores management information in an embedded Apache Derby database. You can access information that is stored in this integrated, centralized, relational database even when the managed endpoints are not available. For large-scale Systems Director solutions, you can use a stand-alone database application, such as IBM DB2® Universal Database™, Oracle, or Microsoft SQL Server.
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Managing POWER processor-based blades

    With the introduction of HMC V7R760, the HMC can now manage IBM POWER6 and POWER7 processor-based blades.

    This appendix describes steps that are needed to perform to Power Systems blades through BladeCenter Advanced Management Module (AMM) in order to be managed by an HMC.

    Managing a POWER processor-based blade with the HMC

    Managing a POWER processor-based blade with the HMC appliance is accomplished the same way as managing any other system. The POWER7 and POWER6 blades are discovered and managed directly through the flexible service processor (FSP) IP address. 

    Follow these configuration steps:

    1.	The POWER processor-based blade firmware must be 

     –	for POWER7 - 01AA730_094 or later.

     –	for POWER6 - 01EA350_132 or later

    Firmware can be obtained from the IBM Fix Central website:

    http://www.ibm.com/support/fixcentral/

    Instruction for updating blade firmware can be found at:

     –	for POWER7 -

    https://publib.boulder.ibm.com/infocenter/bladectr/documentation/index.jsp?topic=/com.ibm.bladecenter.ps700.doc/ps700_t_update_firmware.html

     –	for POWER6 -

    https://publib.boulder.ibm.com/infocenter/bladectr/documentation/index.jsp?topic=/com.ibm.bladecenter.js23.doc/dw1im_t_update_firmware.html

    2.	The IBM BladeCenter AMM firmware must be at the latest level.

    a.	To download the latest AMM firmware, see this website:

    http://www.ibm.com/support/fixcentral/systemx/selectFixes?product=ibm/systemx/8852&&platform=NONE&function=all

    Then, select Management Module, and then select and download the firmware.

    b.	Extract the ibm_fw_amm_<nnnnn>_anyos_noarch.zip file, and follow installation instructions in the readme.txt file. 

    3.	There is no requirement for Virtual I/O Server level. However, the latest general available (GA) level is recommended. 

    Virtual I/O Server upgrades and fixes can be obtained from this website:

    http://www14.software.ibm.com/webapp/set2/sas/f/vios/home.html

    4.	Connect the HMC open network to the BladeCenter Ethernet switch in Bay 1, as shown in Figure B-1.
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    Figure B-1   HMC networks diagram

    5.	By default, the FSP is not accessible in the network. AMM must be used to enable the FSP in the network. From the BladeCenter management web graphical user interface (GUI), go to the Blade Tasks → Configuration → Management Network tab, as shown in Figure B-2.
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    Figure B-2   Blade configuration management network

    6.	Click the required Power Systems blade name in the Interface management list. In our example, edblade in Bay# 2, as shown in Figure B-2.

    7.	In the General Settings section for the eth0 interface, change the Enable/Disable NIC attribute to Enabled and press Save.

    In the IPv4 section for eth0 interface, change the DHCP attribute to Disabled. Use Static IP configuration and enter the open network IP Address, Subnet mask, and Gateway address for the eth0 (FSP) interface. Press Save. 

    See Figure B-3.
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    Figure B-3   Setting FSP IP address for Power Systems blade

     

    
      
        	
          Implementing IPv6? If you are implementing IPv6 in your environment, complete step 7 with IPv6 section. 

        
      

    

    8.	If HMC vterm is used for partition ID 1, then Serial Over LAN (SOL) must be disabled in AMM.

    a.	Go to Blade Tasks → Configuration → Serial Over Lan

    b.	Select the require blade (ebdlade in our example). In Available actions select Disable Serial Over Lan and press Perform action. The green SOL status changes to gray.

    9.	Using the web browser login to ASMI with the IP address provided in step 7., on page 397, accept the certificates.

    In the first login, you are asked to provide the password for ASMI. After that login to ASMI, you get a window like what is shown in Figure B-4.
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    Figure B-4   Power Systems blade ASMI login

    10.	Log in to HMC and go to Systems Management → Server. In the Task: Servers pane, select Connections → Add Management System. In Add Managed System, enter the IP address that is provided in step 7 on page 397, and password that is provided in step 9., on page 398.

    11.	Continue as though it was a new Power Systems server added to the HMC. 

    Figure B-5 shows a Power Systems blade that is managed by the HMC.
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    Figure B-5   Hardware Management Console
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IBM product engineering debug data collection

    The appendix describes the process of Hardware Management Console (HMC) IBM product engineering (PE) debug data collection. This data collection might be required to support a problem determination in an IBM Power Systems environment.

    Preparing to collect the pedbg

    In preparation to collect the data, we have to ensure two things: there are special users (hscpe) to collect the data, and the transfer method to offload debug data.

    The user ID hscpe with task role hmcpe is required to exist in the HMC to run the collection.

    To verify the existence of the hscpe user by opening the HMC terminal, there are two ways to open the terminal. The first way is to log in to the HMC management graphical user interface (GUI) by using an HMC restricted terminal in HMC management GUI. The second way is to use enabled remote command execution and do a remote access from your Secure Shell (SSH) enabled workstation.

    1.	Log in to the terminal by using an hscroot user or user with hmcsuperadmin roles.

    2.	Do a command 

    lshmcuser --filter “names=hscpe”

    Press Enter. If the hscpe does not exist, it shows. See Figure C-1.
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    Figure C-1   List HMC user command shows no hscpe user

    If the result has a hscpe user, skip to running the collection.
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    Figure C-2   List HMC user command show hscpe user

    3.	To create a hscpe user, do the following command:

    mkhmcusr -u hscpe -a hmcpe -d IBM Service

    4.	Prepare a removable media that you want to use to offload the logs. See “Format Media option” on page 281.

    Run pedbg collection command

    Sign on to the HMC with an hscpe user profile.

    5.	Run the PE debug collection in quiet mode by doing the following command:

    pedbg -c -q 3

    or

    pedbg -c -q 3 9 

    Prompt to copy files to media.

     

    
      
        	
          Tips: The valid options for collecting HMC data in quiet mode are as follows:

          1 = Network information only

          2 = Network information + base logs

          3 = Network information + base logs + extended logs

          4 = Network information + base logs + extended logs + archives

          5 = Collect only those files in the /home/hscpe/ibmsupt directory

          9 = Run prompt to copy files to media

        
      

    

    Or, run pedbg normally, which creates a file on the HMC and automatically prompts the user to move the file to a removable media or to leave it on the HMC. Do the following functions:

     –	Run command:

    pedbg -c

    Press Enter to proceed.

     –	Respond Yes to all questions up to the prompt to collect archives. When prompted to collect archives (“Would you like to collect archived log data?”), respond No unless the archives are specifically requested by the support representative.

    Offload pedbg collection

    When prompted with “Would you like to move zip file to a DVD or other device?”, select one of the following questions. Select Yes to move the data to DVD-RAM, USB media device, or to a remote secure copy server (scp Server) with scp command. 

    Verify the DVD-RAM or USB media device is correctly formatted for service data and inserted before replying Yes. It might take the HMC several seconds to recognize the USB devices. Then, enter the name of the device name when prompted. The device name is the mount point for the target device, for example DVD would be /media/cdrom and USB devices would be /media/sdb1.

    For the network option, you are prompted for user name, IP address for the SCP enabled server, and the working directory. You might also be prompted to accept the RSA key fingerprint of the SCP server. Choose Yes to accept the key, then wait for the offload to start.

    Select No if any other method is used to copy the data from the HMC. The HMC keeps the collection on the hard disk drive.

    Figure C-3 shows the process of offloading logs to a USB media device.
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    Figure C-3   Sample of the process of offloading logs to a USB media device

    Figure C-4 shows the process of offloading logs to a network scp server.
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    Figure C-4   Sample of process offloading logs to a network scp server
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Live Partition Mobility support log collection

    This appendix describes information to gather for problems that involve IBM i Live Partition Mobility (LPM) errors. This process ensures that the log files do not wrap or get overwritten. Having this log beforehand when calling IBM Support helps clients get a faster response in problem determination.

    Background information

    You must provide background information of the current LPM configuration or any changes that were made before the problem occurs.

    •Did this work in the past?

    If so, what changed if known? In other words, was the HMC, server firmware, Virtual I/O Server (VIOS), Virtual I/O Server adapter microcode, IBM i, IBM AIX, or SAN updated since the last failure?

    •The name of the server and partition that failed.

    •The approximate date and time (both the HMC and partition times) of the failure.

    •Virtual I/O Server LPAR level, partition name, and ID, both source and target.

    •HMC level and fixes that run the LPM.

    •How the LPM was initiated, graphical user interface (GUI) or command-line interface (CLI)?

    HMC log collection

    For configuration with more than one HMC, you must repeat the steps on both the source HMC and target HMC:

    •pedbg HMC log. Details in Appendix C, “IBM product engineering debug data collection” on page 401.

    •Rename the logs with problem management record (PMR) number PMRno.ZZZ.000.HMClogs*.zip if the LPM moves across the HMC. See Example 6-1.

    Example 6-1   HMC pedbg logs for LPM for more than one HMC
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    PMRno.ZZZ.000.HMClogs*.source.zip

    PMRno.ZZZ.000.HMClogs*.target.zip
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    Operating system log collection

    There are certain level requirements for LPM activity: 

    •IBM i

    Verify that at minimum IBM i 7.1 technology refresh is installed. Issue the WRKPTFGRP command. 

    Do a DSPPTF OUTPUT(*PRINT) and WRKPTFGRP OUTPUT(*PRINT). Get the spooled file to your local workstation

    •AIX

    a.	AIX LPAR level, partition name, and ID. 

    b.	Collect the snap for AIX LPAR and make a copy to your workstation. See Example 6-2.

    Example 6-2   Provide AIX client SNAP report
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    # snap -r

    # snap -ac

    # move /tmp/ibmsupt/snap.pax.Z to /tmp/ibmsupt/PMRno.ZZZ.000.client.src_msp.target_msp.snap.pax.Z
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          Take a snap dump: You should have one client LPAR snap. For more clients failing, you need an operating system log for every client LPAR.

        
      

    

    Virtual I/O Server Mover Server Partition snaps

    Collect snaps data from each Virtual I/O Server Mover Server Partition (MSP). This process includes one or two (if redundant, Virtual I/O Server is configured) source partitions and one or two (if redundant, Virtual I/O Server is configured) target partitions.

    1.	snap

    To collect the snap data on the Virtual I/O Server partition, take the following steps:

    a.	Log on to the Virtual I/O Server.

    b.	Run the snap command and press Enter. Wait until the command completes the process.

    c.	The snap file is in /home/padmin and is named snap.pax.Z.

    d.	Rename the file to include the PMR number and indicate if it is the storage or target. See Example 6-3.

    Example 6-3   If you have redundant VIO (four VIO) 
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    mv /home/padminsnap.pax.Z PMRno.ZZZ.000.vio1.source.snap.pax.Z

     

    If you have redundant HMC, your files will be:

    PMRno.ZZZ.000.vio1.source.snap.pax.Z

    PMRno.ZZZ.000.vio2.source.snap.pax.Z

    PMRno.ZZZ.000.vio1.target.snap.pax.Z

    PMRno.ZZZ.000.vio2.target.snap.pax.Z
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    2.	ctsnap

    This log is needed if there is an RMC-related issue.

    a.	Enter the commands that are shown in Example 6-4.

    Example 6-4   Collecting ctsnap
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    $ oem_setup_env

    # ctsnap -x runrpttr
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    This command produces a report log file in /tmp/ctsupt/ctsnap*.tar.gz.

    b.	Rename the file to include the PMR number and indicate if it is the storage or target. See Example 6-5.

    Example 6-5   Rename the file to include PMR number
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    # mv /tmp/ctsupt/ctsnapx.tar.gz /tmp/PRMNo.ZZZ.000.source.ctsnap.pax.Z

     

    If you have redundant HMC, your files will be:

    PMRno.ZZZ.000.vio1.source.ctsnap.pax.Z

    PMRno.ZZZ.000.vio2.source.ctsnap.pax.Z

    PMRno.ZZZ.000.vio1.target.ctsnap.pax.Z

    PMRno.ZZZ.000.vio2.target.ctsnap.pax.Z
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    Hypervisor HMC resource dump

    The hypervisor HMC resource dump is to be collected only if requested by an IBM service representative. If you have dual HMCs to manage the system, you need only one resource dump. Do not run it again from the redundant HMC. Instructions for collecting hypervisor HMC dump is on “Manage Dumps option” on page 282. Or, you can do it by using the HMC restricted terminal. See Example 6-6.

    Example 6-6   Collect hypervisor resource dump through a terminal

    [image: ]

    To find your managed system do:

    # lssyscfg -r sys -F name

    Then initiate the system dump

    # startdump -t resource -m {managed system} -r “system”

     

    File will be created in /dump directory.

    # ls -l /dump

    will show the file. Do not offload the dump unless there is a file named .IN_PROGRESS extension removed by the HMC, this file indicate that the system dumps still in progress offloading from managed system FSP to HMC.

    [image: ]

    After the process in Example 6-6 is completed, you can offload the dump by using the manage dump GUI in HMC.

    Sending logs to IBM

    There are several ways to send the logs to IBM. There is also an option to send the log individually by using HMC outbound connectivity. However, we describe the transfer by creating a single file:

    •FTP to IBM

    •IBM Enhanced Customer Data Repository (ECuRep) website

    A single file is preferred. If the file is too large, a couple of files can be transferred. Move all above pax.Z compressed and log files in to a single directory, then archive this directory. See Example D-1.

    Example D-1   Example to archive log files in AIX
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    $ mkdir -p /tmp/pmrnumber/pmdata

    move or ftp or scp data to sample directory above

    $ cd /tmp/pmrnumber

    $ pax -xpax -vw pmdata | gzip -c > data_collected.pax.gz
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    FTP to IBM

    After a single file is created, rename the file to include the PMR number as follows:

    For example, if your PMR is 12345,999,000

    •12345 is the PMR number

    •999 is the branch number

    •000 is the country code

    Do the following command:

    $ mv data_collected.pax.gz 12345.999.000_data_collected.pax.gz

    Then, transfer the files to IBM through FTP:

    $ ftp testcase.software.ibm.com

    login: anonymous

    passwd: (your email address in format your_email_id@your_email_domain)

    ftp> cd /toibm/aix (for IBM AIX) or ftp> cd /toibm/os400 (for IBM i)

    ftp> bin

    ftp> put <filename>

    ftp> quit

    IBM ECuRep

    IBM Enhanced Customer Repository (IBM ECuRep) is another way to transfer logs to IBM. IBM ECuRep is a secure and fully supported data repository with problem determination tools and functions. It updates PMRs and maintains full data lifecycle management. IBM ECuRep needs an IBM ID and qualified PMR/Incident Number to send the data.

    For more information, see the IBM ECuRep website:

    http://www.ibm.com/de/support/ecurep/index.html

  
    Related publications

    The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide additional information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only. 

    •A Practical Guide for Resource Monitoring and Control (RMC), SG24-6615

    •IBM PowerVM Virtualization Introduction and Configuration, SG24-7940

    •Implementing IBM Systems Director 6.1, SG24-7694

    •Hardware Management Console V7 Handbook, SG24-7491

    •IBM PowerVM Live Partition Mobility, SG24-7460

    •IBM PowerVM Virtualization Managing and Monitoring, SG24-7590

    •Converting Hardware Management Console (HMC) 7042-CR6 or 7042-CR7 Models to RAID1, REDP-4909

    You can search for, view, download or order these documents and other Redbooks, Redpapers, Web Docs, draft and additional materials, at the following website: 

    ibm.com/redbooks

    Other publications

    This publication is also relevant as a further information source:

    •Operations Guide for the Hardware Management Console and Managed Systems, SA76-0085

    Online resources

    These websites are also relevant as further information sources:

    •IBM Power Systems Hardware Information Center

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp

    •HMC POWER Code Matrix

    http://www-304.ibm.com/webapp/set2/sas/f/power5cm/home.html

    •IBM United States Hardware Announcement 112-175, dated October 3, 2012

    https://www.ibm.com/common/ssi/cgi-bin/ssialias?htmlfid=897/ENUS112-175&infotype=AN&subtype=CA

    •VIOS sizing rule of thumb link to the Nigel Griffiths AIXpert Blog

    https://www.ibm.com/developerworks/mydeveloperworks/blogs/aixpert/entry/rule_of_thumb_sizing_the_virtual_i_o_server78?lang_en

    •VIOS Performance Advisor

    https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/Power%20Systems/page/VIOS%20Advisor

    •IBM AIX information center for virtual device management

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hcg/mkvdev.htm

    •Utility Capacity on Demand

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/utilitycapacityondemandkick.htm

    •On/Off Capacity on Demand

     –	http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodbillchange.htm

     –	http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7ha2/onoffcodchangerequest.htm

    •Power Systems Capacity on Demand 

    http://www.ibm.com/systems/power/hardware/cod/index.html

    •IBM System Capacity on Demand Information

    http://www-912.ibm.com/pod/pod/

    •Accessing the ASMI without HMC

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hby/connect_asmi.htm

    •Capacity on Demand Activation

    http://www-03.ibm.com/systems/power/hardware/cod/activations.html 

    •Capacity on Demand Recovery

    http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/ipha2/tcodend.htm

    •HMC PDF information resources

    http://www14.software.ibm.com/webapp/set2/sas/f/hmcl/resources.html

    •IBM Electronic Support Agent website

    http://www.ibm.com/support/electronic

    •IBM ID registration

    http://www.ibm.com/registration

    •Fix Level Recommendation Tool website

    https://www-304.ibm.com/support/customercare/flrt/

    •IBM Fix Central website

    http://www-933.ibm.com/support/fixcentral/options

    •Compatibility HMC Software and managed system website

    http://www.ibm.com/support/fixcentral/firmware/supportedCombinations

    •IBM Systems Director

    http://www-03.ibm.com/systems/software/director

    •IBM Systems Software Information Center

    http://publib.boulder.ibm.com/infocenter/eserver/v1r2/index.jsp?

    •POWER6 BladeCenter update instruction

    https://publib.boulder.ibm.com/infocenter/bladectr/documentation/index.jsp?topic=/com.ibm.bladecenter.js23.doc/dw1im_t_update_firmware.html

    •IBM AMM BladeCenter AMM firmware download

    http://www.ibm.com/support/fixcentral/systemx/selectFixes?product=ibm/systemx/8852&&platform=NONE&function=all

    •VIOS upgrades and fixes

    http://www14.software.ibm.com/webapp/set2/sas/f/vios/home.html

    •IBM Enhanced Customer Data Repository

    http://www-05.ibm.com/de/support/ecurep/index.html

    •Must Gather LPM IBM i

    http://www-912.ibm.com/s_dir/slkbase.NSF/DocNumber/633439208

    •Must Gather LPM AIX

    ftp://ftp.software.ibm.com/systems/virtualization/vio/ztools/lpm-data-collection/lpm_diagnostic_data_requirements.doc

    •PE Debug Collection knowledge database

    http://www-912.ibm.com/s_dir/slkbase.NSF/DocNumber/451766819

    Help from IBM

    IBM Support and downloads

    ibm.com/support

    IBM Global Services

    ibm.com/services
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    IBM Power Systems HMC

    Implementation and Usage Guide

     

    Practical guide to using the IBM HMC in virtualized Power Systems servers

Documents the RAID 1 feature on IBM HMC CR6 and CR7

Updated to include HMC V7R760 and IBM POWER7 

    The IBM Hardware Management Console (HMC) provides systems administrators a tool for planning, deploying, and managing IBM Power Systems servers. This IBM Redbooks publication is designed for system administrators to use as a desk-side reference when managing partition-capable IBM Power Systems servers by using the HMC.

    The major functions that the HMC provides are Power Systems server hardware management and virtualization (partition) management. 

    The following topics are described:

    •Plan to implement the HMC

    •Configure the HMC

    •Operate the HMC

    •Manage software levels on the HMC

    •Use service functions on the HMC

    •Update firmware of managed systems

    •Use System Planning Tool deployments

    In addition, there is an explanation on how to use the new HMC graphical user interface and the new HMC commands that are available with HMC Version 7, Release 7, modification 60.
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Capacity on Demand

Activation code

To search for an activation code for a specific system, enter the information
below and click Submit.

[system Type: 9117 _serial Number: 10-B8FCa

[Posted Date (MM/DD
o pcoenioncoi e
[MOD | SDCADBE0EC3420DFS68000000032004372 | ___ 10/26/201%
[MOD | 1236260767D0052E56500000003200428E | 07/25/2012
[POD | DBDB196E631ECPAS67200000008004165 | 06/26/2005
[MOD | S9D02E356355875156500000006400417F | 06/26/2005

Activation type definitions

POD:  CUoD Processor Activation Code

MOD: CUoD Memory Activation Code

‘TCOD: On/Off CoD Enablement Code

TMOD:On/Off Cob Memory Enablement Code.
Virtualization Technology Code

(Power\M, Enterprise Enablement, WWN, Active Memory Expansion)
STDP: Standard Trial CoD Processor Activation Code
STDM: Standard Trial CoD Memory Activation Code
‘Standard Trial Active Memory Expansion Code
: Exception Trial CoD Processor Activation Code
Exception Trial CoD Memory Activation Code.

: Utility CoD Enablement Code.

Utility CoD Termination Code

Utility CoD Reporting Code.

Utility CoD PrePaid Code
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Capacity on Demand

Activation code

To search for an activation code for a specific system, enter the information
below and click Submit.

System Type: 9117

Serial Number: 10 - BBFC4

© sumit
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OPS/images/ch5-17_set_up_a_scheduled_operation_task_-_date_and_tIme.gif
Set up a Scheduled Operati

Date and Time | Repeat

The scheduled operations will be created for the selected objects listed

below:

8233-E88-5N10DDS1P

Select the date and time, and select 3 time window.

The scheduled operation will start at the specified date and time unless

an existing condition prevents its execution, a resource constraint, for.

example. In this case, an attsmpt will be made to start the scheduled

operation within the fime window starting at the specified date and time.
Time Window

Date *[11/3/12

Tt ©n  Om  Om

+ [10s30 a0 mines  mintes  minites
Ow  Om  Om

mintes  mintes  minues

Save || Cancel || Help
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LED, Select Location - 8233-EBB-SN10DD51P.
The current Identify LED states for all the location codes contained in the selected enclosure are
displayed below. Select a single location cade or multiple location codes to operate against and
activats or deactivate the LED(s) by selecting the corresponding button,

Selected System: 8233-E6B* 10DDS1P
Selected Endlosure: System Unit, Model ESB, 78A0-001/DNWKCXW
| 2] [4) (&) | [sslect Ation — ¥

Select ~ Location ~ Description ~ Identify LED State ~
[ U78AD.001DNWKCXW-AL Air Moving Device oft A
[T U78A0.001.DNWKCXW-52 Air Moving Device off
[T U78A0.001.DNWKCXW-A3 Air Moving Device off
[T U7840.001 DNWKCXW-84 Air Moving Device off
[ U78AD.001DNWKCKW-DL Operator Panel no LED present
[T U7840.001 DNWKCXW-D1T1 USB Port no LED present
[T U7840.001.DNWKCXW-EL Power Supply off
[ U78AD.001.DNWKCXW-ELTL unknown no LED present
[T U7840.001.DNWKCXW-E2 Power Supply off
[ U78AD.001.DNWKCXW-E2TL unknown no LED present
[ U78AD.001.DNWKCKW-P1 System Backplane off
[ U78AD.001.DNWKCXW-P1-C1 PCI Adapter Card off
[ U78AD.001.DNWKCXW-P1-C10  RAID Enablement Card  no LED present
[ U78AD.001DNWKCXW-P1-C11  RAID Enablement Card  no LED present
[ U78AD.0D1DNWKCXW-P1-Cl2  TPMD Card off
[ U78A0.001 DNWKCXW-P1-C13  System Processor Assembly Off
[ U78AD.001.DNWKCXW-P1-C13-C1  Voltage Regulator off
[ U78AD.001.DNWKCXW-P1-C13-C10 Voltage Regulator off
[T U7840.001.DNWKCXW-P1-C13-C2  Memory DIMM off
[T U7840.001.DNWKCXW-P1-C13-C3  Memary DIMM off

activate LED || Deactivate LED || Refresh || Cancel || Help
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N10DD51P

23:

Set up a Scheduled Operation
Date and Time | Repeat
The scheduled operations will be created for the selected objects listed

below
5233-E6B-5N10DDS1P

single or Repeated

©set up a single scheduled operation

O sset up a repeated scheduled operation

Days of the Week Options
Monday Eriday mterval L 1t0 26 weeks
Tuesday Saturday H1to 100
Wednesday | Sunday Repetitions |1
Thursday Repeat indefinitely

Ssave || Cancel || Help
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Launch Guided Setup Wizard - Configure HMC Network Settings

Select one LAN adapter to configure on your HMC.

If you have more than one LAN adapter listed, you can configure remaining adapters
when you are finished configuring the one you selected

Note: After you complete the wizard, you can configure remaining adapters or change already
configured adapters. Do this by customizing network settings from HMC Configuration

LANAdapter |
@ eth0 (192.168.128.1) 00:11:25:06:40:46 Ethernet
O |eth1 (9.8.5.250) 00:0D:60:08:88:56 | Ethernet

Help Back Next Finish || Cancel
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Create Lpar Wizard : 8233-E8B-SN10DD51P
Profile Summary

This is a summary of the partition and profile. Click
Finish to creats the partition and profile. To change
any of your choices, dlick Back. You can ses the details
of the physical 1/0 devices you chose by dicking
Details.

You can modify the profile or partition by using the
partition properties or profile properties after you
complete this wizard.

Partition ID: 7
- profile Summary Partition name: LPAR1
Partition environment:  AIX or Linux
Profile name: default
Desired memory: 400 GB 000 e
Desired processing 1.00
urnits:
Physical 1/O devices: 4 Details
Boot made NORMAL

Ethernet
scsl
serial
Fibre Channel

virtual 1fO adapters

< Back

Finish | | Cancel
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Create Lpar Wizard : 8233-EBB-SN10DD51P.

Optional Settings

Select optional settings for this partition profile
using the fields below

[ Enable connection monitaring
[ automatically start with managed system

[ Enable redundant error path reperting

Boot modes
©nNormal

O system Management Services (SMS)

O Diagnastic with default baot list
(DIAG_DEFAULT)

O Diagnastic with stored boot list
(DIAG_STORED)

O 0Open Firmware OK prompt
(OPEN_FIRMWWARE)

<pack et el
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Create Lpar Wizard : 8233-EBB-SN10DD51P.

Logical Host Ethernet Adapters (LHEA)

< pack | | hext > Cancel

To configure a Logical Host Ethernet Adapter (LHEA) for this partition profile, select an HEA physical port in the table below
and then click Configure to enter the appropriate information. Select Reset to unda this.

yanrs

Select ~|Physical Port Location Codes ~|Phy:

o|o|ojo

- Select Action -

U78A0.001.DNWKCXW-P1 - C6T1 0
U78A0.001.DNWKCXW-P1 - C6T2 1
U78A0.001.DNWKCXW-P1 - C6T3 0
U78A0.001.DNWKCXW-P1 - C6T4 1

rfiqure

al Port ID_~|Port Group | Logical Port IDs_~ | Allowed VLAN IDs_~

1

1
2
2
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led Setup Wizard - Ghange HWG Date and

Help

You can change the date, time and time zone of the HMC.
Changing these settings does not affect the systems and
Iogical partitions the HMC manages. The time setting will

automatically be adjusted for daylight savings time in the
time zone you select.

Note: Changes to the time zone do not take effect until
the wizard has been completed.

o 10/30/12 =
Time: 33604 P )
Time 20N2: - [america/ew_York
Back | [ Next Cancel
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Greate Virtual SCSI Adapter-
Virtual SCSI adapter
Adapter

8233-E8B-SN10DD51P

+

Client ]

This adapter is requi

Type of adapter

red for partition activation,
Server partition

vins1(1) || System v10s 1ofo.
2
ok | Cancel | tieln

Server adapter D
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Create N10DD51P

ual Ethernet Adapter - 8233-E8)
General | Advanced

Virtual ethemet adapter
Adapter D +

Vswitch ETHERNETO(Default)

Port Virtual Ethernet (VLAN ID): View Virtual Netwark

1

This adapter is required for virtual server activation.
IEEE Setings
Select this option to allow additional virtual LAN 1D for the adapter,

IEEE 502,10 compatible adapter
Maximum number of VLANS: 20
Add VLAN ID: add

Additional VLAN IDs Remave

Shared Ethernet Settings
Select Ethernet bridging to link (bridge) the virtual Ethemnst to  physical netwark

[ use this adapter for Ethernet bridging

oK | [ Cancel || elp
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Greate Lpar Wizard : 8233-EBB-SN10DD51P.

Virtual Adapters

Actions .
Create virtual Adapter Ethernet Adapter
Edit Fibre Channel Adapter.
Properties SCSI Adapter.

Serial Adapter.

een Iogical partitions. The current

Delete
Advanced

- Select Action ——

Select ~|Type ~|Adapter ID_~|Server/Client Partition ~ Partner Adapter ~ Required ~

[ Server Serial 0 Any Partition Any Partition Slot Yes
[ Server Serial 1 Any Partition Any Partition Slot__ Yes

Total: 2 Filtered: 2 Selected: 0

< pack | | hext > Cancel

javascriptimenultemLaunchaction();
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Create Lpar Wizard : 8233-EBB-SN10DD51P.

1/0

physical 1/0

Detailed below are the physical 1/O resources for the managed system. Select which adapters from the list you
would like included in the profile and then add the adapters to the profile as Desired or Required. Click on an
adapter to view more detailed adapter information

Add 55 required || Add as desired || Remove

@ f | [ select Adion — v

Select ~|Location Code | Description ~ladded ~[Bus ~
U78A0.001.DNWKCKW- RAID Controller Required 512
U78A0.001.DNWKCKW. Universal Serial Bus UHC Spec s13
U78A0.001. DNWKCXW-P1-C4  PCI-to-PCI bridge Desired 514
U78A0.001.DNWKCXW-P1-CS 2 Gigabit Fibre Channel PCI-X Adapter 515
U78A0.001.DNWKCXW-P1-C1 | Ethernet cantroller 516
U78A0.001.DNWKCXW-P1-C2 | Ethernet cantroller Required 517
U78A0.001.DNWKCXW-P1-C10 | Empty slat s18

U78A0.001 DNWKCXW-P1-C3 _ 4 Gigabit PCI Express Dual Port Fibre Channel Adapter Required 519
Total: 8 Filtered: 8

< pack | | hext > Cancel
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Memory Settings

Physical Memory
Installed Memary 32768
Current memory available for Partition usage (MB) 31744
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Create Lpar Wizard : 8233-E8B-SN10DD51P

Create Partition

Partition Pr

This wizard helps you create a new
logical partition and a default profile far
it. You can use the partition properties or
profile properties to make changes after
you complete this wizard

To create a partition, complete the
following information:

System name | 8233-E8B-SN10DDS1P
PartitiontD: B |

Partition name

[ allow this partition to be suspended.

[ Restricted 10 partition
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Power Systems Capacity on Demand

Capacity on Demand solutions for Power Systems,
System i and System p.

's > Hardware >

Power Systems Capacity on Demand
Imagine you launch a dynamite new Web application for a peak season, andits getting more
rafic than you expected. Or say your business takes off and you need growth quickly but can't
affordto take the system down for an upgrade.

With Capacity on Demand from IBM Power Systems, it's easy to activate dormant processor
‘and memory resources within your system, withouttaking your system or application down.
Whether your need is temporary or permanent; the solution is fast, its easy and it available
today.

Financing your Capacity on Demand solutions.
1BM Global Financing can help match your payments with your usage, with competitive
financing for fixed and variable costs related to IBM Capacity on Demand offerings. By financing
your Capacity on Demand costs and associated charges together with your base lease, spikes
in demand need not become spikes in your budget
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+ Permanent
~ For customers who foresee growth
and want hardware resources

installed for easy activation over
time

« Temporary
~ For customers with predictable
bursts in uiization (for example,
end of the month or year) who want
to pay for additional capacity on a
daily basis

- Utility
~ For customers who experience
unpredictable short bursts in
utiization and who want to pay for
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View Console Events

views Helpv

% [#] ) [ | [ selectActon

Date ~ Time ~ Console Event ~
10/29/2012 14:02:16.030 User hscroot has logged off from session id G for the reason: The user logged off.
[EVENT 1831]; A TIMER TASK HAS BEEN SCHEDULED ON A NAMED TIMER
Named Timer Thread: PM-TaskPortal Timer
Timer Task 1D: 380638896
Date:
Delay (s): 0
Period ()
10/23/2012 13:56:16.910 User hscroot of session 9 is using user interface “Tree Style"
10/29/2012 13:59:16.870 User hscroot has logged on from the console to session id 9. The user's maximum role is "hmesuperadmin’”
[EVENT 1831]; A TIMER TASK HAS BEEN SCHEDULED ON A NAMED TIMER
Named Timer Thread: PM-TaskPortal Timer
Timer Task 1D: 971520488
Date:
Delay (s): 0
Period ()
10/23/2012 12:34:44.200 User hscroot of session 8 is using user interface “Tree Style"
User hscroot has Igged on from lacation 172.16.254.6 to session id 8, The user's maximum role is
10/25/2012 12:34:44.150 ot DC000 Tas)
10/29/2012 11:36:17.050 User hscroot has logged off from session id 2 for the reason: The user logged off.
[EVENT 1831]; A TIMER TASK HAS BEEN SCHEDULED ON A NAMED TIMER
Named Timer Thread: PM-TaskPortal Timer
i Tadl 1h- 1014466844

| Total: 549 Filtered: 549

10/25/2012 14:01:40.180

10/29/2012 13:21:33.270
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HIC Management ¢ HyiC Versiar|
Operations.
Vigw HC Everts

Shut Down or Restart
Schecile Operations

Format Media

Version: 7
Release: 7560

Service Pack:0

Build Level: 201210051

Base Version: V7R7 5.0

Model Type: 7042CRS

Serial Humber: 107625C

BIOS: DEE1S7ALSA.15

Additional Info

MHO1325: Recuiree ix for HMC V7R7.6.0 (10-05-2012)

Back up HMC Data
Restore HIC Data
Save Upgyace Data

Change Netwark Settings

* Back up VC formafian 1o DVD, 10 a remate system, or o 3 remete sfe
* Restore crifcal HNC cata from a remote source
- Save uporace datatothe HMC hard crive or DVD

« View currert network information and change seftings
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Save Part

n Configuration: Ip1

If configuration changes have been made to a running partition, you
may elect to save the partition's current configuration to a newly
created profile or overwrite an existing profile. Saving to a new profile
will not averwrite settings in the current profile.

Current profile :  default

Save Profile Options

® overwrite existing profile: |default
ONew profile

oK | [ Cancel | Heln






OPS/images/ch5-33_managed_profiles_task.gif
Managed Prof
Actions»

s - Ip1

A partition profile contains the resource configuration for the
partition. You can modify the processor, memory, and adapter
assignments for a profile by editing the profile.

Select| Profile | Status

| | [ Select Action — ] |

[ default Default Profile, Last Activated
O ot
C o2

Clase | [ el
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Delete Logical Partition - Ip1

You are abouit to delete the partitions listed below and their related
profiles.

Do you want to continue?

Partitions to be deleted:

[ pelete associated virtual disks

oK | [ Cancel | Heln
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Shut Down Pai
. Choase one of the shutdown options below to power off the selected logical partitions,

Attention! Do NOT use the Immediate shutdown option when replacing any battery on the system
or Iogical partition.

For 18M i logical partitions, use this window only if you cannot shut down the [8M i logical partition
from the command line of the operating system. Using this window to shut down an 18M i logical
partition will result in an abnormal IPL.

Shutdown Options

©pelayed
Shut down the logical partition by starting the delayed power-off sequence

O tmmediate
Shut down the Iogical partition s quickly 25 possible, without notifying the logical partitions

This option might cause undesirable results if data has been partially updated.

Operating System
Issue the operating system command to shut down the lagical partition normally.

Operating System Immediate

Issue the operating system command to shut down the logical partition as quickly as possible
bypassing messages to other users.

Selected partitions for shutdawn

oK | [ Cancel | Heln
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Restart Partition - Ip1

Choase one of the aptions below to restart the selected logical partitions.

‘Fur 18M i logical partitions, use this window only if you cannot restart the 18M i logical partition
from the command line of the operating system. Using this window to restart an [8M i Iogical

partition will result in an abnormal IPL.

Restart Options
@ pump
Initiate a main storage or system memory dump on the logical partition and restart:
the Iogical partition when complete
Operating System
Issue the operating system command ta shut down and restart the logical partition normally.

O Immediate
Restart the Iogical partition as quickly s possible, without notifying the logical partition
This option might cause undesirable results f data has been partially updated.

Operating System Immediate
Issue the operating system command to shut down and restart the logical partition as quickly
as possible bypassing messages to ather users

Dump Retry
Retry a main storage or system memory dump for the Iogical partition and restart
the Iogical partitions when complete

Selected partitions for restart

oK | [ Cancel | Heln
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B Manage serviceable Events - Serviceable Event Details

Selected FRUw  Actions»
The upper table shows detailed information about the selected serviceable event. The lower table shows the FRUS associated with this
event. Select a FRU and use the "Selected FRU" pulldown ta display more information
Serviceable event detailed attributes
Field Name | value |
Problem number 6 Al
Reference code 11001510
System reference cade 11001510
SRC Extension 2 003c0001
SRC Extension 3 00001500 ml
SRC Extension ¢ 00000000
SRC Extension 5 00000000
SRC Extension & 00000000
SRC Extension 7 00000000
SRC Extension 8 00000000 g
FRUs associated with this serviceable event:

Select Part number Class |FRU description |Location code Previously replaced Replaced timestamp
C  PwRSPLY  Symbolic procedure System Urit, Model EBB_U78A0.001.DNWKCXW No
Cancel | [ Help
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The Licensed Internal Code ("LIC") is
subject to the IBM Agreement for Licensed
Internal Code. LIC does not include
programs and code provided under separate
license agreements, including but not
limited to open source license agreernents

For notices and licenses follow the links
below. Click OK to continue.

o Third Party License Agreement
* Additional License Agreement

oK
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Tip of the Day

Welcome to the Hardware Management Console

You can see other users who are logged onto the
console, from where, and for how long from the Manage
Users and Tasks task

[ Show tips each time you logon.

Previous tip | [ Nexttip || Close
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Shutdown or Restart

Shutting down the HMC ends all tasks running on the cansole. If ather
users are working on the console, or if jobs are running in the
background, data might be lost.

Shutdown or Restart

O shutdown HMC
©Restart HMC

0K | Cancel || Help
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Use the fields below to specify the configuration for the selectsd physical port,

Spesd

Duplex:

Auto

Auto

Maximum receiving packet size:

Pending Port Group

5

Multi-Core Sealing value;

1500 non-jumba frame

7

O Flow control enabled

oK

Cancel

Help

Promiscuous LPAR;

vios1

5
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Host Ethernet Adapters : 823

5

N10DD51P
Select a physical port in the table below to display the port's current partition usage.

Current Status

Select| Physical Port Location Codes | Port 1D | Port Type | Port Group 1D | Port Group MCS Value | Connection State |Speed |Duplex | Transmit Flow Control|Receive Flow Control | Maximum
©  U78AD.001DNWKCXW-P1 -C6T1 O 16 1 4 up 16Gbps full  disabled disabled 1500
C U78AD.001DNWKCXW-P1 - C6T2 1 16 1 4 down Auto full  disabled disabled 1500
€ U78AD.001DNWKCXW-P1 - C6T3 O 16 2 4 down Auto full  disabled disabled 1500
CU78AD.001 DNWKCXW-P1 - C6T4 1 16 2 4 down Auto full disabled disabled 1500

Logical Partition Usage
Logical Partition | Logical Port ID | Logical Port DRC Name | Logical Port burned-in MAC / user-defined MAC |Capability | Allowed MAC Addresses |Allowed VLAN IDs | Promiscuous LPAR |

oK | [ Cancel | Heln
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OPS/images/Figure2-6_Export.gif
Export System Plan - max_sysplan.sysplan

You can export a system plan file fram your HMC to the follawing
destinations.

System plan file name +|max_sysplan sysplan
Select the destination of the system plan file
© Export to this computer from the HMC

OExport to
media

Sub-directory on media:

OExport to a
remote FTP site
Remate site hostname: +

User ID +
Password; +
Remate directory:

Export || Cancel | [ Help
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Reset Or Remove Connect

n - 823:

5

N10DD51P

You are about to reset or remove the following managed system from the
Hardware Management Console

8233-E88-SN10DDS1P

Select an option below and dick OK to reset or remove the managed
system or dlick Cancel.

Reset O Remove Options

©Reset Connection
ORemove Connection

oK | [ Cancel | Heln
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OPS/images/Figure2-7_Creat.gif
Greate System Plan - max_sysplan.sysplan
Select the managed system, and specify 3 name and description for the
system plan

Ransoedleveton 8233-E8B-SN10DDS1P

System plan name: Oct25 sysplan]

Plan description: [System plan created
(from 8233-E8B-
SN10DD51P

Retrieve inactive and unallocated hardware resources
Nate: Using this option can add several minutes to the system plan
creation process.

[ view system plan after creation

Create | [ Cancel | [ Heln
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Service Processor Status: 8233-E8B-SN10DD51P
Service Processor Status:

i Service Connection  Connection
[POREES ‘anlm" Codc) processor role state error code ‘
192.168.240.8 U78A0.001 DNWKCXW-P1 Primary Connected
Gancel | _telp
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Import System Plan - max_sysplan.sysplan
You can import a system plan file o your HMC from the following sources.
Select the source of the system plan file

O Import from this computer to the HMC

® Import
from media
System plan file name: + newConfig.sysplan
Sub-directory on media: [media/sysdata
O Import
from a remate
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Systems section and follow the links appropriate to your System type, machine type and
model to access your Service Guide, The Service Guide contains the procedure for
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O Delay the repair





OPS/images/HMC-0015_-_Manage_Problem_Data.gif
Manage Serviceable Events - Manage Problem Data

Select one or more prablem data files from the list and select an action to

perform on the selected files,

Click View to view the contents of a single selected file. View is not enabled
when multiple files are selected or when viewing a selected file type that is

not supported

Select

File iqyymrge.log in 6.2ip
File igyvpd.dat in 6.2ip

File actzuict.dat in 6.2ip

File igyvpde.dat in 6.2ip

File problems xml in 6.2ip

File refcade.dat in 6.2ip

File inyylog.log in additionals .zip

File hme.eed in 6.2ip

File PMap.eed in 6.2ip

File sys.eed in 6.2ip

File 8233-E88_10DD51P.VPD. 4l in 6.2ip

1 ]

Call Home

Cancel || Help






OPS/images/HMC-0016_-_Close_event.gif
Manage Serviceable Events - Enter Serviceable Eves
Comments

Add comments for the serviceable event or events you are closing.
Your name:  [[Put your name herel

[issue resalved, I'm closing this event

Close Events || Cancel || Help






OPS/images/HMC-0018_-_Manage_remote_connect.gif
Manage Remote Connestions * View, prioritze, hold, or cancel Electronic Service Agent call-home activiy
Manage Remote Support Requests  + View or cancel Electronic Senvice Agent call-home requests submitted by this HMC





OPS/images/HMC-0020_-_Manage_remote_connect2.gif
Q@ Manage Remote Connections

Optionsv  Helpv

Queue status Active
Transmitting Requests

Select |System | Priority |Date |Time | Description

Waiting Requests

Select |System |Priority |Date |Time | Description






OPS/images/HMC-0021_-_Remote_support_request.gif
[} Manage Remote Support Facility Requests

Optionsv  Helpv

The Electronic Service Agent call-home requests submitted by this console
are shown below.

Active Requests

Select |Status | Call-Home Server |Date |Time |Description | |

Waiting Requests
Select Date |






OPS/images/ch5-07_add_managed_system_window.gif
Add Managed Systems

Use this panel to add systems in the network to the systems managed by
this HMC

If you know the name or IP address of the system you want to add, enter
its specific name or 1P address and dlick Ok

If you want to find the IP addresses of systems in the network, you can
specify 3 range of IP addresses and dlick Ok to view the list of IP addresses
with their system names that were discovered in the network. You can then
select one or more systems from the list to add to the managed systems of
this HMC. The discovery process will take a long time.

©4dd a managed system

1P Address/Host name: +.

Password;

OFind managed systems
Enter a range of [P addresses to search for managed systems
Beginning 1P Address: |

Ending IP Address: +

oK | [ Cancel | Heln






OPS/images/HMC-0022_-_HMC_Data_option.gif
Format Media * Format a DVD, diskette, or USB flash mermory device.
Manage Dumps + Copy, delete, or transmit dumps over Electronic Service Agent to your servics provider
Transmit Senvice Information -+ Schedule ransmissions or offoad senvice information for your senice provider





OPS/images/HMC-0023_-_Format_Media.gif
Select Media Device
Select one of the media devices listed below and click "OK" to continue the task, otherwise click 'Cancel’

If you add or remove devices, click "Refresh” to update the device list.

This task supports the following devices
Diskette, DVD-RAM, USB Flash Memory Drive

Select |
C DVD-RAM Drive (Na media found)
€ US Flash Memory Drive (Media label is UNTITLED)

150 [ Refresh | [ cancel






OPS/images/7491ch06.14.1.020.jpg
Selacted _Action _ Statusw.

Initiate Resource Dump.
Manage Dum{  Initiate Service Processor Dump ¥
em Dump

Initiate Power St

System Dump Parameters...

Reporting Hc|

Click on  dur ted menu
options in the.

Click the Action menu to initate a new dump.

12 9] ||| [ select action -—- ¥]

Select ~ Dump Type ~ Identifier ~ Date ~

Filename:

size:

Machine Type-Model/Seria:
Service Processor Seral Number:
Problem Number:

Problem Called Home:

System Reference Code:

Refresh | [ Cancel | Help_






OPS/images/HMC-0029_-_initiate_system_dumps_server.gif
Manage Dumps, Initiate Dump - 8233-E8B-SN10|
Initiate System Dump

51P

Initiating  system dump will sbnormally terminate all active partitions
of the managed system,

Click OK to initiate the dump. If a dump is already in progress, the
initiate dump request will be rejected.

Managed target systems:

5233-E88/10DD51P

ok | [ cancel | [ Heln






OPS/images/ch5-51_create_welcome_text_task.gif
Create Welcome Text

To display a custom welcorme message or wamning to &
user before logon, enter the text below. Since you are
accessing the console remotely, you can also copy and
paste the text from another prograrm, to save typing. You
are limited to 8,192 characters of input.

Automatically reflow text (use 3 blank line for a new paragraph).

[sample message

Clear

Remaining characters available for welcome text: 8178

Classification
sample
(optional)

oK | Reset |[ Cancel | Heln






OPS/images/HMC-0001_-_Partition_Properties.gif
Partitio vios1
General | Hardware | virtual Adapters | Ssttings Other

Processors

Memory | 1/0

Processing Units

Minimum:  0.10  Sharing mode: Uncapped
Assigned: 0.50  Weight 240

Maximum: 0.50  Shared processor pool: DefaultPool (0)

virtual Processors

Minimum: 1.0
Assigned: 5.0
Maximum: 5.0

Processor Gompatibility Mode
Cormpatibility mode: POWER?

ok | [_cancel || Heln






OPS/images/ch5-50_change_langurage_and_local_task.gif
71, Change Language and Locale

Select the language and locale to use on the HMC

Language

English

Locale

en_US_American English(150-8855-1)

0K | Cancel || Heln






OPS/images/HMC_CR6.gif





OPS/images/ch5-49_remote_operation_task.gif
Remote Operation

Remote Operation [~

oK | [Ganeel ] [Felp






OPS/images/7491ch01.09.1.2.jpg





OPS/images/ch5-48_remote_virtual_terminal_task.gif
Enable Remote

By default, virtual terminal connections by remate
clients are disabled for this Hardware Management.
Cansale. You may enable these services by selecting
the check box below.

Enable remate virtual terminal connections,

0K | Cancel || Help






OPS/images/7491ch01.09.1.1.jpg





OPS/images/HMC-0060_-_email_notification.gif
Add Email Address

Email address: +[sys_admin@mail.com

Notification options:

® call home problem events only
O all problem events

Add || Cancel || Heln






OPS/images/HMC-0052_-_conn_monitoring.gif
n Monitol

23 Manage Connect

Connection Mo

oring Timer Settings

Nurnber of disconnected minutes considered an outage 15

Nurnber of connected minutes considered a recovery 2

Aoanan

Nurnber of minutes between outages considered a new incident [20

Select one or mare machines. Then click Enable or Disable to enable or disable
customer natification of connection monitoring errors from this HMC to the
selected machines. Enabling this capability allows connection monitoring errors
to be passed to Service Agent for notification. However, you must stil configure
Service Agent to handle those notifications

Select Machine Name |State  Machine Type-Model/SN |

[T 8233-E8B-SN10DDS1P Enabled 8233-EBB/10DDS1P

Enable | [ Disable

ok | [_cancel | [ Heln






OPS/images/HMC-0054_-_POWER4.gif
[ Electronic Service Agent Connection Manager

The Electronic Service Agent Connection Manager service provides a
communications path by which 18M POWER4 Electronic Service Agent clients
and HMCs can call home their Performance and Vital Product Data, report
problems or download updates using the cannectivity features of this HMC

Enable Electronic Service Agent Connection Manager
Port: +[1108

Use Secure Made (HTTPS)

O change URL for Configuration Download

URL: Ihttps://www~306.lom. com: 443/5upport/electranic/itssdr/]
O change Password for Configuration Update
Password .

ok_|[ cancel || Heln






OPS/images/HMC-0055_-_backup_hmc_data.gif
You selected to back up critical data for the Hardware Management Console
(HMC). Select an archive option and click Next

Critical data archive options
© Back up to media on local system
O Back up to mounted remote system
© send back up critical data to remote site

Next | [ Cancel | [ Help






OPS/images/HMC-0056_-_schedule_ops.gif
Customize Scheduled Operations

Optionsv  Vieww  Sortv  Helpv

All scheduled operations are currently displayed.
Remai
Repetitions

select Date Time

Target Operation






OPS/images/HMC-0057_-_Date_and_time_scde.gif
Set up a Scheduled Operation - hmc7

Date and Time | Repeat | Options

The scheduled operations will be created for the selected objects listed
below

hinc7.

Select the date and time, and select a time window.

The scheduled operation will start at the specified date and time unless an
existing condition prevents its execution, a resource constraint, for example.
In this case, an attempt will be made to start the scheduled operation within
the time window starting at the specified date and time.

oo Time Window
ate * o/26/12
o s ®10 O20 Oao
ime +5:22 PM minutes minutes minutes
Oao Oso Oso
minutes minutes minutes
Save || Cancel | [ Help






OPS/images/HMC-0058_-_repeat_scd.gif
Set up a Scheduled Operation - hmc7

Date and Time Options

The scheduled operations will be created for the selected objects listed
below
hme7
single or Repeated
O set up a single scheduled operation
© set up a repeated scheduled operation

Days of the Week Options

O monday O Eriday Interval  [1 21 to 26 weeks
O Tuesday O saturday 1 to 100

O wednesday O sunday
Thursday

Repetitions [1

Repeat indefinitely

save || cancel || Heln






OPS/images/HMC-0059_-_storage_option.gif
Set up a Scheduled Operation - hmc7

Date and Time

Repeat

Options

Backup critical data to

® Local pvD
O sk flash memary device

O Remote mounted file system
O Remote ETP server

save || cancel || Heln






OPS/images/HMC-0061-_Restore_HMC_option.gif
You selected to restare backup critical data for this Hardware Management
Console (HMC) from a remote source. Select the archive repository and click
Next,

Remote repository options

® Restore from remote NFS server

O Restore from remote FTP server

O Restore from remote SFTP server
O Restore from removable media

Next | [ Cancel | [ Help






OPS/images/7491ch06.14.1.053.jpg





OPS/images/HMC_web_FLRT_Main.gif
FLRT

Fix Level Recommendation Tool

‘The Fix Level Recommendation Tool (FLRT) provides cross-product compatibilty information and
fix recommendations for IBM products. Use FLRT to plan upgrades of key components o to verify
the current health of a system. Enter your current levels of firmware and software to receive a
recommendation. When planning upgrades, enter the levels of firmware or software you want to
use, 50 you can verify levels and compativlity across products before you upgrade. Clear all

© Power systems Other Load saved inventory

© Power PureSystems Blades

o Server MTM Select e
System firmware

Hardware Management Console

Products supported by this service include software products that run on AIX, IBM i, Linux on
Power, select Linux distributions, Windows, z/0S, and select UNIX distributions.

FLRT suggestion box
Survey to improve FLRT

We would appreciate your
suggestions to improve the FLRT
tool. Please follow the link below
to answer a few questions and
alsotell us what you'd lie to see
‘added to or changed in the FLRT
ool

> Take the survey

FLRT resources

Help for using FLRT





OPS/images/4_ChNetDiagRoute.gif
Network Diagnostic Information

Ping | Interfaces  Ethernet Settings | Address | Routes | ARP | Sockets TCP | [P Tables  UDP

Kernel IP routing table

Destination  Gateway Genmask Flags NS5 Window irce Iface
172.16.20.0  0.0.0.0 255.255.252.0 U 0o 0 ethl
192.168.128.0  0.0.0.0 255.255.128.0 U 0o 0 etho
10.253.0.0 0.0.0.0 255.255.0.0 U 0o 0510

169.254.0.0  0.0.0.0 255.255.0.0 U 0o 0 etho
127.0.0.0 0.0.0.0 255.0.0.0 u 0o 0l

0.0.0.0 172.16.20.1  0.0.0.0 s 0o 0 ethl

Kernel IPv routing table

Destination Hext Hop Flags Metric Ref  Use Iface
U oasE o 0 etho
U2 o 0 ethl

U o 456 11

eae: 8EE: fe66:30b8/128 U o o 1o

eae: 8EE: fe66: 3uba/128 U o o 110
££02::1/128 £r02 w0 1 0 etho
U o2 a 0 etho
U 2 o 0 ethl

Help






OPS/images/4_ChNetDiagPing.gif
Network Diagnostic Information

172.16.20.1 ping statistics -

5 packets transmitted, 5 received, 0% packet loss, time 3396ms
Itt min/avg/max/adev = 0.091/0.106/0.125/0.014 us

Ethernet P
Ping [ Interfsces  ERSMEL | address | Routes | ARP | Sockets | TCP | Ihy., | UDP
[TCP/IP Address or Name to Ping

+[172.16.20.1

PING 172.16.20.1 (172.16.20.1) 100(128) bytes of data.

108 bytes from 172.16.20.1: icup_seqsL ttl=64 time=0.125 us

108 bytes from 172.16.20.1: icup_seq=2 ttl=64 time=0.109 us

108 bytes from 172.16.20.1: icup_seq=3 ttl=64 time=0.104 us

108 bytes from 172.16.20.1: icup_seq=4 ttl=64 time=0.091 us

108 bytes from 172.16.20.1: icup_seqs5 ttl=64 time=0.103 us

Ping

Cancel || Help






OPS/images/4_ChNetFirewall.gif
LAN Adapter Details

Basic Settings | IPv6 Settings

Firewall Settings

LAN interface address: 6C:AE:8B:66:3D:B8 Ethernet
available Applications

Allow Incoming

Select | Application Name [Ports I
©  Secure Shell 22itep
©  Secure Remote Web Access. 443:tcp 9960:tcp
O Secure ASM Access 443:tep
©  Open Pegasus 5989:tep
O Ruc 657:udp 657 top

Allowed Hosts

Allow Incoming by Ip Address

[Allow remate Secure
shell access:

Remave

Select Application Name [Ports |Allowed Hosts |
G Secure ASM Access 9443:tep 0.000/0.0.0.0
C Secure ASM Access 9443:tcp 1
©  open Pegasus 5989:tep 0.000/0.0.0.0
©  open pegasus 5989:tep f
C  RMc 657:udlp topi657 0.000/0.0.0.0
C  RMc 657:udlp topi657 i
C Fcs 9920:tep udp:9900  0.0.0.0/0.0.0.0
C Fcs 9920itep udp:9900 11/

C  Edipse 4412:tep 0.000/0.0.0.0
C  Edipse 4412:tep I

0K |[ Cancel || Help






OPS/images/4_ChNetDNS.gif
e Network Settings

Identification | LAN Adapters

Name Services

Routing

DNS Configuration

Use DHCP DNS Settings

DNS enabled
DNS Server Search Order

add
720000 B Remave
Domain Suffix Search Order
add
~ Remave

oK | [ Cancel || elp






OPS/images/ch5-67_backup_profile_data.gif
Profile Data Backup: 8233-E8B-SN10DD51P

Enter a name for the new backup file below.

Backup file name:  +|test_1031

0K | Cancel || Heln






OPS/images/4_ChNetSetLAN.gif
e Network Settings

Identification | LAN Adapters | Name Services | Routing

LAN Adapters

Ethernet eth1 6C:AE:8B:66:3D:BA
Ethernet eth2 6C:AE:8B:68:0F:20
Ethernet eth3 6C:AE:8B:68:0F: 22

Details

(172.16.20.106) |

oK | [ Cancel || elp






OPS/images/ch5-66_initialize_profile_data.gif
ze Partition Data: 8233-E8B-SN10DD51P

You are about to initialize the partition data for the
managed systsm. Initializing the partition data will
delste all of the currently defined system profiles,
partitions, and partition profiles.

Are you sure you want to continue?

Yes | No






OPS/images/4_ChNetLANdetail.gif
" LAN Adapter Det,

Basic Settings | IPv6 Settings | Firewall Settings

lLocal Area Network Information

Lo interface address: 5C:AE:GR:66:3D:88 ethd
©private Oopen Media speed (ethernet)

+[Autodetection

Partition Communication: Enabled

IDHCP Server
nable DHCP serverfddress Range
152.168.126.2 - 192.168.255.25] 7|

TPv4 Address

No [Pv4 address
Obtain an [P address automatically (DHCP)

* Specify an Ip address
TCP/IP interface address: 192.168.128.1

TCP/IP interface network mask: [255.255.128.0

0K |[ Cancel || elp






OPS/images/ch5-65_restore_profile_data.gif
Profi

Data Restors

8233-E8B-SN10DD51P

Select a profile backup file from which to restore the managed
system's profile data. Then select a restore option.

Select|File Name |Backup Time I
© |backupFile  October 31, 2012 11:01:13 AM EDT
@ |test 1031  October 31, 2012 11:19:41 AM EDT
2

original_1025_ October 25, 2012 11:47:45 AM EDT

Restore Options

@Full restore from the selected backup file
OBackup priority - merge current profile and backup

O Managed system priority - merge current profile and
backup

0K | Cancel || Heln






OPS/images/7491ch04.12.1.02.jpg





OPS/images/ch5-64_Select_IBM_system.gif
Fle Edt View Communicaton Actions Window Help

B By (% @[] w6 (% = @ @
HMC Remote 5250 Console Partition Selection
HMC: hmc1b201 System: RCHLPSQ

Type option, press Enter
1=Connect dedicated
2=Connect shared

3=Show Details

Reference Use

Option Partition Partition State Code Count Console Status
& 1: s01 Running 00000000 © Unknown
= $02 Running 00000000 © Unknown
= $03 Running 00000000 0 Unknown
F3=Exit F5-Refresh F12=Cancel
Ml ¢ 11/005

@' |Connected to remote server/host 9.17.240.21 using port 2300 7





OPS/images/4_ChNetSetting.gif
=+ Gustomize Network Settings

Identification | LAN Adspters | Name Services  Routing

Use the fllawing information to identify your cansole on the
netwark, Specify host name, domain name, and 3 shart description
of this computer.

Cansale name: localhost.

Donainhane Iocaldomain
Console description;

oK | [ Cancel || elp






OPS/images/ch5-63_Select_IBM_i_LPAR_to_Connect.gif
Session C - [24 x 80]
Fle Edit View Communication Actions Window Help
B DD AR Blm w6 b 22 ol el

HMC Remote 5250 Console System Selection
HMC: hmc1b201

Select one of the following and press Enter

Option System Name Type Model serial State
1 RCHLPSQ 9406 570 180D 19E Operating
System:
F3=Exit F5=Refresh F12=Cancel
i & 21/012]

& |Connected to remote server/host 9.17.240.21 using port 2300 Y





OPS/images/HMC-0044_-_Result_add_passtrough.gif
Local Madem  Internet | Internet VPN | Pas:

hrough Systems

Allow pass-through systems for service
[Pass-Through Systems (In order of use)

Select 1P Address o Host Name | Camment| Up
O 1000.10 Host-4
¢ 1.0.0.20 Host-B
Add... | _Edit... | _Remove | _Test.

ok | [_cancel || Heln






OPS/images/HMC-0045_-_Remote_service.gif
1 Manage Inbound Connectivity
Remote Service  Call Answer

Specify the connection type and system access in order to prepare an
attended remote service session

Connection Type

O ppp address:
@yen
Oenterprise B28 VPN

Access

O allow access to the Iocal console
O allow access to managed system partitions

Managed system 8233 £86/100051P

Partitions:
Number Name |
a
0 POWER Hypervisor
1 vins1
El Ip1
4 Ip2 b
H o3 9

ok | [_cancel || Heln






OPS/images/HMC-0046_-_call_answer.gif
1 Manage Inbound Connectivity

Remote Service | Call Answer

O allow local madem call answering

ok | [_cancel || Help






OPS/images/HMC-0047_-_cust_info.gif
Manage Customer Information

Administrator | System | Account

Contact Information
Campany name:
Administratar name;

Email address

PR

Phone number;

Alternate phone nurmber.

Fax number;

Alternate fax number

ing Address
Street address: |

Street address 2.

City or locality: |

Country or region:
¥ O MBSO [ oeiact ones o

State or province:

Postal code: .

ok | [_cancel || Help






OPS/images/HMC-0048_-_system_location.gif
.A—E Manage Customer Information

Administratar Account

|System Location

Use the adrministrator information
Phone number: 4

Street address: |

Street address 2:
City or locality: ]

Count
ountry or reglon: < Select one> ]

State or province: | <]

Postal code: .

ok | [_cancel || Heln






OPS/images/HMC-0049_-_account_info.gif
.A—E Manage Customer Information

Administrator System | Account

Iaccount Information
Customer number:

Enterprise number:

Sales branch office;

Service branch office:

Area:

ok | [_cancel || Heln






OPS/images/HMC_web_02.gif
[change ]

Home  Solutions Services - Products +  Support & downloads = My IBM + ‘Welcome [ BM Sign in] [ Register |

Dz My IBM registration

My IBM registration Step 10f2
Holp and FAQ
Help desk Asterisks (%) indicate fields required to complete this transaction.

Preferred language for profiing: English
1BM has sold its PC business to Lenovo Group LId. To faciltate your abilty to browse for
information on PC products and services, your ID and password willprovide you access to both

the 1BM and Lenovo web sites. IBM is not responsible for the privacy practices o the content of
the Lenovo web site. Learn more about IBM & Lenovo,

Remember, you can't change your [BM ID once you've signed up.
To leam what is acceptable as a password, see quidelines for [BM IDs and passwords.

Why o [ have to provide an email address as my 1BM ID?

* Password:
(Miimum 8 characters)

* Verify password:

Please enter a security question that only you can answer. Then, enter the answer o the.
question. Occasionally, you may be asked to answer this question to confirm your identit. Enter
‘2 question that s simple to answer and is easy to remember.

* Security question:

* Answer to security
question:





OPS/images/HMC_email_address_Reg.gif
1BM provides personalized Web functions that use information collected by BM
Electronic Service Agent. To use these functions, such as to download fixes
directly to your HMC or servre firmware, you must have an e-mail address
registered on the IBM Registration website at
https://www.ibm.com/account/profile. If you already have an e-mail address at
that site, enter it below. Else, create an account profile first.

Now, enter the e-mail address below to associate this system with the IBM
Website.

Web authorization

e-mail ID 1 My

‘e-mail ID 2 (optional)

You may use the following website to view any or all systems that you have
registered to IBM with the account profile above:
http://www.ibm.com/support/electronic.

[oK] [ ancel | [Help






OPS/images/HMC_web.gif
Solutions

‘Support home

< Goto quick start

Finda product @

Quick find:

View content for
product(s)

None selected

‘Share this product list

> Go'to IBM Support mobile

Downloads

Products  Support & download

Troubleshoot  Plan & install

Support home

Your customized support
experience

“To modify the contents of tis page, choose your products
anda page.

Featured links

> Introducing the IBM Support Portal

> Support registrations

Notifications
Subscribe: Get personalized updates for
product support. More.

Service requests & PMRs  Documentation

My IBM

f =
- 4

Product news

News: Read the latest news on
your product(s)

» IBM acquired and sold products

Communities

Signin
To access your authorized

content
your page

>
Al support & downloads |

Translate this page
Customize this page

‘Support resources
Contact support

Buy support and
services

Other IBM pages

Site availability @






OPS/images/HMC_web_my_systems.gif
Supporthome  Downloads  Troubleshoot  Plan & install  Service requests & PMRs  Documentation  Communities

€ Go to quick start

Support home

@ rroaponc @ >
All support & downloads
Quick find:
®
? My inventory Translate this page
tontfo My bookmarks
View content for B
reaieta) Customize this page
None selectod
My support programs Contact support
() share this product st My inventory Buy supportand
Welcome services
. > Mysystoms Other [BM pages  +
AOIEL e ) > IBM Electronic Service Agent
5 Services administration Sito avallability @ F
Site nows. *





OPS/images/HMC-0050_-_email_notification.gif
45 customer Notification

A

Email |_SNMP Trap Configuration

Add the email addresses that will be notified when prablem events occur on
your system.

[ enable email notification for problem events
SMTP server:

Port;

[
"

Email addresses to be notified
Select Email Address Errors to be Noti

]

ok | [_cancel || Heln






OPS/images/7491ch04.12.1.01.jpg





OPS/images/ch5-69_delete_profile_data.gif
Profile Data Delet
SN10DD51P

233-E8B:

Select one or more profile data backup files, then
click "OK" to delete them.

Select|File Name |Backup Time I
¥ test 1031 2012-10-31 11:53:53.0
[ original_1025 2012-10-25 11:47:45.0

0K | Cancel || Heln






OPS/images/ch5-68_backup_profile_data_results.gif
Profile Data - 8233-E8B-SN10DDS51P

Profile data of managed system 8233-E88-GN10DDS1P has been backed up
to file test_1031

oK






OPS/images/7491ch02.10.1.24.jpg
Drawer #1

e 1,

imary

ENet %‘7 =
Hav0

_— Q Drawer #2

Hab T o1, [

|t






OPS/images/7491ch02.10.1.25.jpg
Redundant
HMC

I DHCP.
W Server






OPS/images/Figure2-20.gif
ummary

You are now ready to deploy the system plan. Click Deploy to deploy the system
plan in the order shown below.

System plan:  RCHAS61.sysplan
Managed system: RCHAS61-SN1OF2S7A
Deployment Step Order

Deployment Step
Backup existing partition configuration data

Partition vex
Partition LinuxVI0

Partition Profile LinuxVi0

Partition Profile IPT2

Note

Please DO NOT perform any other actions on this managed system while
deployment is running.

<Back Cancel | e |






OPS/images/Figure_2-21_Deploy_Finish.gif
Deployment status: Deployment complete

Note
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan:  RCHAS61.sysplan
Managed system: RCHAS61-SN1OF2S7A

Deploy progress
Status |Step IJ

Successful Partition Profile IPT2
Successful Partition Profile vx Virtual SCSI Adapters
Successful Partition Profile vex Virtual Ethernet Adapters
Successful Partition Profile vex Virtual Serial Adapters
Successful Partition Profile LinuxVIO Virtual SCSI Adapters
Successful Partition Profile LinuxVIO Virtual Ethernet Adapters
Successful Partition Profile LinuxVIO Virtual Serial Adapters
Successful Partition Profile IPT2 Virtual SCSI Adapters
Successful Partition Profile IPT2 Virtual Ethernet Adapters
Successful Partition Profile IPT2 Virtual Serial Adapters

Hessages

[ Deployment complete ]
|* Virtual serial adapter not deployed. Virtual serial
|adapter already deployed for slot 0 on profile IPT2 of
[partition 4 on managed system RCHASS1-SN10F257A.

[* Virtual Ethernet adapter deployed for slot 2 on
[profile IPTZ of partition 4 on managed system
[RCHASS1-SN10F2574.

[* Virtual SCSI adapter deployed for slot 3 on profile.
[IPT2 of partition 4 on managed system RCHASS1-
lsn10F2574. v]

%m






OPS/images/Figure_2-18.gif
Use this page to specify which partton plan actions to deploy on the managed system. Only the
chocked plan actions willbe deployed. Select a row in the Partiton Plan Actions tabl to view.

more detals about the partiton plan action.

Parion lan Actions
Select|Dependency Hierarchy|Plan Action | Deploy/Status
© Parttion M50.15/05 Partly deployed
e a2 partion vex
[To haa Partition LinuxVI0
S Partiion T2

=]

Partiton Depleyment Sep Order

This table displays the partton deployment steps that il be peformed based on the items

checked in the Partition Plan Actions table.

Deployment Step.

Partition vex
Partition LinuI0.

Pertiton IPT2

Partiton Profl ITS0_{5/05 Virtual SCS1 Adspters
Partiton Profls ITS0_15/05 Virtusl Ethernet Adspters
Partition Profle ITS0_{5/05 Virtul Seral Adapters
Partiton Prof vex.

Partiton Profe LinuV0

Partition Prof IPT2

Partition Profle vex Virtual SCS| Adapters

< sack | [t | I  Concel i)






OPS/images/Figure2-19.gif
Partition Depig

loy System Plan Wi

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions wil b deployed. Select a row in the Partition Plan Actions table to view.
more detalls about the parttion plan action.

Parttion Plan Actions

Hierarchy|Plan _ |peploy/stat ]
Partiton TS05/05 (7] Partaly deployed
Partiton vex

Partiton L0 [
Partiton IPT2

Partiton Deployment tep Order
T table diplays the partton depleyment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

Deployment Step

Partiton vex

Partiton LinuxV10

Partition PT2

Partition Profile 750_i5/05 Virtual SCS Adapters.

Pariton Profie 750.15/05 VirtualEthernet Adspters

Partition Profile T50_15/05 Virtua! Seril Adepters.

Partition Proie vex

Partition Prfile Linui0.

Partiion Profil IPT2

Partition Profile vex Virtual 5CS1 Adepters

e vest> et






OPS/images/HMC-0063_-_Install_fixes.gif
Install HMC Corrective Service Wizard

Installation and Configuration Options

Remote server was selected as the source where the HMC
] corrective service packages can be located.

Choose the remate server type.
@Fte
OnFs

Type the information required to access the remate FTP server.
Click Next to continue.

Remote Server: +[ftp.software ibm.com
User ID: +[anonymous
Password, .

Remote directory: |/software/server/hmc/fixes/

* indicates a required parameter

Help






OPS/images/HMC-0065_-_save_upgrade.gif
Save Upgrade Data Wizard

—> Save Uparade Data
ad

Save Upgrade Data

Select the media on which you want to save upgrade data.
If you choose to save to DVD-RAM, insert the media in the
DYD-RAM drive, then select ‘Next!

Media

UsB flash memary device

Hard drive
DVD-RAM

Cancel Help






OPS/images/System_Firmware_release_selection.gif
Firmware and HMC

Select fix type

Current selections
> Your Machine Type-Model is 8233-E88

Available options
Al firmware components. Obtain system fimware, device firmware, SDMC, and HMC
updates. The power subsystem firmware willbe included if applicable.

! System fimware. Obtain system firmware only. The power subsystem firmware will be:
ncluded f applicable.

Device firmware. Obtain device firmware only. Available for adapters hard disks and media
devices.

'SDMC Code. Obtain SDMC Update Images, Service packs, and Interim fixes.

HMC Firmware. Obtain HMC Recovery images, service packs, and specifc fixes.

Continue Back





OPS/images/Firmware_assistance_option.gif
Firmware and HMC

Select assistance option

Current selections
> Your Machine Type-Model is 8233-E68.

> "System Firmware only" has been selected

Available options

® I know what | want. | am looking for a specific fimware level.

I'need guidance. | am not sure what level of firmware is recommended.

Continue Back





OPS/images/Figure_2-26_CheckAll.gif
Select Drives

fipply Changes
Select Media Tupe <HDD>
Select Interface Type  <Both>
CHOUSE UNCONFIGURED DRIUES:

Drive Port 4 - 7:01:00: [ 1
SATA, 46468, Unconfigured

Good

Drive Port 4 - 7:01:01: [ 1
SATA, 46468, Unconf igured

Good

Uncheck A1l
fipply Changes

Selects all drives.

Ti=Hove Highlight <Enter>=Select Entry

<ESC>=Exit Setup






OPS/images/Figure_2-27_Save_Conf_.gif
Create Configuration

Subnits the changes

Select RAID Level <RAIDL> nade to the entire

Secure Uirtual Drive 1 forn and creates a

Select Drives From <Unconfigured virtual drive with the
Capacity> specified parameters.

Select Drives
CONFIGURE UIRTUAL DRIVE PARAMETERS:
Uirtual Drive Name

Uirtual Drive Size 14641
Uirtual Drive Size Unit  <GB>
Strip Size <128 KB
Read Policy <Adapt ive>
Urite Policy <WUBack>
1/0 Policy <Direct>

Ti=Hove Highlight <Enter>=Select Entry <ESC><Exit Setup






OPS/images/7491ch02.10.1.26.jpg
LA - Data Center
SysiomA-LA

HUC 1-LA

sl Encrypiad
Networkch ") HC1 and HiIG2
‘Switchory ) mustba onseparate
Hu ) suboots fusing
oHeP

NYC - Data Center

HuC 1-NYC

Sysam8 -NYC.






OPS/images/Figure2-25_Select_RAID_Level.gif
Create Configuration

Save Configuration Selects the desired
Select RAID Level CRAIDO> RAID level. RAID
Secure Uirtual Drive oy levels that can be
Select Drives From <Unconfigured configured are 0, 1,
Capacity> 5, 6 (if supported) ,
Select Drives 10, 50, and 60 (if
CONFIGURE UIRTUAL DRIVE PARAHETERS| RAIDO supported) .
Uirtual Drive Nane u
Uirtual Drive Size Unit  <GB> RAID 0 -~ uses drive
Strip Size <128 XB> striping to provide
Read Policy <Adapt ive> high data throughput,
Urite Policy WUBack> especially for large
1/0 Policy <Direct> files in an
ficcess Policy <Read/Urite>

ti=Hove Highlight <Enter>=Complete Entry  Esc-Exit






OPS/images/Firmware_System_Download.gif
Firmware and HMC

Package download

Obtain package
® Download using Download Director = What i this?
(requires Java installation)

Download using Bulk FTP

Download ISO image to bur to media

¥ Include informational iles, and files required by the HMC, SDMC and Systems Director for
installation

Continue Back
Package list
POWER? System Firmware AL730_099 01AL730_099_035 34963657 bytes.

Total 34963657 bytes.





OPS/images/7491ch06.14.1.071.jpg
toms Managemart > Servers

@ e o
e

© Ot P @ e | veme
| ~[Frcting s~ [layise, = [ncacom |
ooy | . nars
o1 P 1 swocna |
@ oo @ serscenmny






OPS/images/HMC-0067_-_ASMI_Main_Menu.gif
i W
Advanced

User ID: admin 5233-E8B-SN10DD51P AL730_095
Expand all menus Welcoms

Power/Restart Control

Syt Semics At Machine type-model: 8233-E58

Sy Iformaton Serial number: 10DD51P

Systern Configuration Date: 2012-10-30

Network Services s e e

Performanes Setup Senice Processor: Primary (Location: U78A0.001 DNWKCXW-P1)

On Demand Utilties
Concurrent Maintenance
Login Profile User D Location

ladmin |192.168.128.1
ladmin [192.168.128.1

Current users

User Status

User ID | Status
dev |[Disabled
celogin [Enabled
(celogint [Enabled |
(celogin2|Disabled -






OPS/images/HMC-0068_-_ASMI_Power_on_off.gif
User ID: admin

Expand all menus
B Collapse all menus

B Power/Restart Control
Power On/Off Systerm
Auto Power Restart
Immediate Power Off
System Reboot
Wake On LAN

System Service Aids

System Information

System Configuration

Network Services

Performance Setup

On Demand Utilties

Concurrent Maintenance

Login Profile

8233-E8B-SN10DD51P

ALT30_095

Power On/Off System

Current system power state: On

Currert firmware boot side: Temporary
Current system server firmware state: Running

System diagnostic level for the next boot: Normal

Firmware boot side for the next boot: | Temporary ¥| @

System operating mode: [Manual

@

Server firmware start policy: |Running (Auto-Start Always)

System power off policy: [ Stay on

@

Default Partition Environment: | AXX | @

Save settings | @
Save seftings and power off | @





OPS/images/HMC-0098_-_ASMI_Service_aids.gif
B System Service Aids
Error/Event Logs
Serial Port Snoop
System Dump
Service Processor Dump
Partition Dump
Serial Port Setup
Modern Configration
Call-Home/Call-In Setup
Call-Horme Test
Reset Senvice Processor
Factory Configuration
Deconfiguration Records
Resource Dump
USB-Enabled Service Functions





OPS/images/HMC-0069_-_event_logs.gif
Error/Event Logs

Serviceable/Customer attention events

; - Failing :
! |LogID  [Time cabsystem [Severity SRC
System
053038310 20121028 hyoenisor Predictive Error 57005191
21:20:54
Firmware
System
0|s3031c 20121028 fyoenisor Predictive Error B7005191
21:20:50
Firmware
System
053038317 20121028 hyyoenisor Predictive Error 57005191
21:20:35
Firmware
System
053038318 |20121028  lhyyoenisor Predictive Error 57005191
21:20:31
Firmware






OPS/images/HMC-0070_-_ASMI_system_dump.gif
System Dump

Durnp policy: Enabled

Hardware content: | Autornatic v

@

Server firmware content: | Autoratic

Save settings
Save seftings and initiate dump






OPS/images/Figure2-11_Viewing_a_system.gif
Hardware Management Console

System Plan: Feb30 sysplan

5 B rebz0.5ysplan
E
2 <pseers
& B ronasso-snzorzsen
2 o iions
Bl rcnsso_isios
Bl vosren_sx
Bl sne
= Hardvare
& usoss.o01.0172
& u7a7a.001.00

History

&) RCHAS60H: View System Plan - Microsoft Internet Explorer

Description

Application Version

Hme

System: RCHASG0-SN10F26EA

Fri May 04 03:3;

System configuration on Feb 30.

Description s40e-520"10F28EA
Mamory 32768 18

Active Processors: 2.0

Auto Start ne

Partition: RCHAS60_i5/0S

Quantity

Mamory Region Size

Tota! Procassors:

1
4

D 1
Availabiliy Priorty: 127

Partition Profile: RCHAS60_i5/0S

Typer 03400

24576 1B
29696 1B
29696 1B






OPS/images/Figure2-12_PlanViewerDos.gif
&]rchasé 1h: View System Plan - Microsoft Internet Explorer

Hardware Management Consol

System Plan: RCHAS61 sysplan

P1-T5
P1Te—

Back
(rotate counterclockwise for standalone)

Drives.
Backplane Device Feature Device Description Device Serial # | Disk Controller | Order Status | Used by Partition / Profile
P2 o1 4328 35.16GE 15k REM Disk Unit puTI0 [ ITs0_i5/0s / ITS0_i5/05
P2 oz 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
P2 o3 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
P2 4 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
e3 o1 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
e3 oz 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
e3 o3 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
e3 4 4328 35.16GE 15k REM Disk Unit puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
b4 o1 5754, 6340 50GE 1/4 inch Cartridge Tape puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
2 oz 1994, 2640 | IDE DVDROM puTI0 18M 1Ts0_i5/0s / 1TS0_i5/05
o4 o3

ElExpand / Collapse System Image

P






OPS/images/Figure2-9_Lan_detail.gif
" LAN Adapter Det,

Basic Settings | IPv6 Settings | Firewall Settings

lLocal Area Network Information

Lo interface address: 5C:AE:GR:66:3D:88 ethd
©private Oopen Media speed (ethernet)

+[Autodetection

Partition Communication: Enabled

IDHCP Server
nable DHCP serverfddress Range
152.168.126.2 - 192.168.255.25] 7|

TPv4 Address

No [Pv4 address
Obtain an [P address automatically (DHCP)

* Specify an Ip address
TCP/IP interface address: 192.168.128.1

TCP/IP interface network mask: [255.255.128.0

0K |[ Cancel || elp






OPS/images/7491ax01.15.1.3.jpg
Managoment server

1814 ystams Drctor Sorver.
1541 Systoms Dircior Sover
1841 Systoms Dirocior web senve.
 Commandine nidace

Commensiint
wrres [ = Vo Proece]|
P — s sl [EER S —
Bt g o Sy Bev 00
installed e
R —

* Platom agens rsiled i

‘Common managed systoms:
* Cormen sgens nsiled i
o cevicdsener






OPS/images/Figure2-10_Lan-RMC.gif
Basic Settings

LAN Adapter Det:

IPv6 Settings

Firewall Settings

LAN interface address: 6C:AE:BB:66:3D:B8 Ethernet
[available Applications

Allow Incoming

Select Application Name Ports [ Allow Incoming by IP Address
I ] 22T [Allaw remote Secure
€ Secure Remote Web Actess  443:tcp 9980:tcp lshell access
C Secure ASM Access 9443:tep |
©  open Pegasus 5989:tep
C RMc 657:udp 657 itcp v

allowed Hosts TR

Select  Application Name [Ports |Allowed Hosts |
C  Secure ASM Actess 9443:tep 0000/0.000 (A
' Secure ASM Access 0443:tep ./

' Open Pegasus 5989:tcp 0.0.0.0/0.0.0.0

©  open Pegasus 5989:tep 7 ]
G RMc 657:udlp topi657 0.0.0.0/0.0.00

C  RMc 657:udlp topi657 ]

C Fcs 9920:tcp Udp:9900  0.0.0.0/0.0.0.0

C Fcs 9920;tcp udp:9900 i1/

C  Edipse 4412:tep 0.0.0.0/0.0.00

C  Edipse 4412:tep i v

oK | [_Cancel | _Help






OPS/images/7491ax01.15.1.1.jpg





OPS/images/Figure2-8_Lan.gif
Gustomize Network Settings

Identification | LAN Adapters | Name Services | Routing

LAN Adapters

s YRR ]
Ethernet eth2 6C:AE:88:68:0F:20 (0.0.0.0)
Ethernet eth3 6C:AE:88:68:0F:22 (0.0.0.0)

Details

oK | [ Cancel || elp






OPS/images/7491ax01.15.1.2.jpg





OPS/images/HMC_web_FLRT_Prod_Opt.gif
@®Power systems. Ootner OLoad saved inventory

@ Power (OPureSystems. (O Blades

o/ Server MTM 8233-E8B (Power 750 Express) e
@ System firmware AL730_095 +| @

@ Hardware Management Console V7R7505P1 =] @

LPAR_01
Parttion name: | LPAR_01
Partition type: | A | Remove partion
Product search: Clearfiter Show selected
» Disk systems
~ Virtualization software

@ PowerVM Virtual /0 Server 3313 -0

~ Operating systems
®AX

» Cluster software

» Information management

» Lotus.

6100-07-05 =| @

» Rational
» Tivoli software
» WebSphere

+ Expandall = Collapse all + Add partition

Name of report (optional): Save inventory Submit





OPS/images/HMC_web_FLRT_Recommendation.gif
FLRT >

Fix Level Recommendation Tool

‘The following consolidated information is for guidance purposes only. This information was
obtained from generally available product support documentation. These combinations of product
levels are supported by IBM.

Dater 20121029

Model: 1M Power 750 Express (8233-£68)
Click here for the fatest device frmware forthis model,

+ Expandall  — Collapse all

System results -io
Input level Recommended ~ Recommended
update upgrade
V' system fmware ALT30 035 None None.
Reloase date 20120823
EoSPS 20130531
V' HMC Software VIR750SP1 MHO1325 None.
Reloase date 20120817 20120907
EoSPS 20120531
LPAR_01 - AIX -io
Input level Recommended ~ Recommended
update upgrade
v vios 2213 2214 None.
Reloase date 2111214 20120523
EoSPS NotAnnounced  Not Announced
v oAx 6100.07- 6100.07.05 None.
Reloase date 20120718 20120718
EoSPS 20121017 2014.1047

‘The recommendations database was last updated on 2012.10.26.

Save inventory





OPS/images/Figure2-17.gif
Hardware and Partition Validation are complete for system plan RCHAS61.sysplan”
and managed system RCHASS1-SN1OF257A'

Vatigation progress
Validation Type|Status |
Hardware validation Successful ‘

Partition validation _ Successful

Validation fessages
[Gathering information
[Hardware validation messages:
[system plan system unit 9406_520-0, type 520, serial |=
Inumber * matched and validated with system unit

[serial number DQF2574 found on the managed system.
INo deployment validation errors found when

|comparing the hardware as specified by the system

lplan RCHASS1.sysplan, plan name RCHAS61-

[SN10F2574, against the managed system RCHAS61- (]

< W 1[3]

>

<Back






OPS/images/confirm.gif





OPS/images/Blue_Information.gif





OPS/images/Figure2-15_deploy2.gif
welcome - Deploy System Plan Wizard - Newsysplan.sysplan

Welcome to the Deplay System Plan wizard. This wizard will help in
deploying an existing system plan file on a managed system.

Select the system plan file to deploy and the targst managed system.

SEEm +[Newsysplansyspian ||

MR +[sza3-e8-sn0ooste |

T Garcan] (e






OPS/images/Yellow_Warning.gif





OPS/images/Figure2-16_validation_of_deploy.gif
Validation - Deploy System Plan Wizard - Newsysplan.sysplan
The wizard is now validating whether system plan ‘Newsysplan sysplan’,
can be deployed on managed system '8233-E88-5N10DD51P'

validation Progress

Validation Type _|Status

Hardware validation In Progress
Partition validation

validation Messages

[Gathering information

Help






OPS/images/Figure2-13_Remove.gif
Remove System Plan - ma

Syspla

ysplan

Canfirm permanent remaval of the specified system plan from this HMC

max_sysplan sysplan

Remove System Plan

Cancel

Help






OPS/images/Figure2-14_deploy.gif
rdware Management Console

@

2

(23]

5 Welcome

1 systems Management
B [ servers

@ e233-e38-sm10081P
5 Custom Groups

[ system pians.
B mc Management I

5 Service Management

& updates

System Plans

2 2] (o) (&) (2] ()] G Fiter

ek~ | Name ~ |pescription ~ | source

[ 2 me_sysplan sysplan  System plan created from 8233-E5€ HMC VIR7 0.

¥ | ) tewsysrian syspient [e233 |18 ystem Pl
MePage SEE: | Totak 2 Fiterect 2 Selectect 0
o o2 Ftees 2 Selct
< m ]
flasks: Newsysplan.sysplan ==
Viow Systen o Export System Pl
Creo Systen Flan Inport Syt e

Deploy System Plan Remove System Plan






OPS/images/Red_Caution.gif





OPS/7491cover.jpg
IBM Power Systems HMC
Implementation and
Usage Guide

Practical guide to using the IBM HMC in
virtualized Power Systems servers

Documents the RAID 1 feature
on IBM HMC CR6 and CR7

Updated to include HMC
V7R760 and IBM POWER7

Attha Surya Dharma
Mark Hais

Minsung Kang

Yuta Wakayama

ibm.com/redbooks REdbOOks





OPS/images/7491ch06.14.1.061.jpg
Fix Central

Fix Ceniralprovides xes and updates for your syster's sotware, hardware, and operating
systom.

For addtionalinformation, ick n the folowing ink.
8 Goting started wkn Fx Contral

‘Select product _ Find product

‘Select the product below.

When using the keyboard fo navigate e page, use the Alt and down arrow keys 0 navigate e
selecton lss.

Product Group.
Systems 2| <— 1.Select IBM System
Select from Systems
Power ~@— 2.SelectPower  System Server
Product
Femwsre, SMCand e x| ~ab— 3. Select Firmware HMC
‘Machine type-model
Seiecrone x| ~&— 4.Select your machine  type-model

Continue






OPS/images/Firmware_and_HMC.gif
Firmware and HMC

Select fix type

Current selections
> Your Machine Type-Model is 8233-E88.

Available options
Al firmware components. Obtain system firmware, device firmware, SDMC, and HMC
updates. The power subsystem firmware willbe included if applicable.

System firmware. Obtain system firmware only. The power subsystem firmware will be
included f applicable.

Device firmware. Obtain device firmware only. Available for adapters hard disks and media
devices.

'SDMC Code. Obtain SDMC Update Images, Service packs, and Interim fixes.

& HMC Firmware. Obtain HMC Recovery images, service packs, and specifc fixes.

Continue Back





OPS/images/HMC_Firmware_release_selection.gif
Firmware and HMC

Select HMC release level

Current selections
> Your Machine Type-Model is 8233-E88.

> "HMC Firmware only" has been selected

HMC firmware release levels

‘The HMC firmware level must be compatible with ll the systems it s managing. Click here to view
the HMC to system firmware supported combinations table.

o

VIR760

Continue Back





OPS/images/7491ch06.14.1.064.jpg
Firmware and HMC

Salect HMC fixes

Current selections.
> Your Machine Type-Mode s 8233-£688
> ™HMC Firmwaro only” has been slected

> You have requested Release Lovel VTR7 6.0

HMC Package Selection

‘Seloct the HMC Recovery Firmare, Service Pack, and Specfic Fixes 0 nclude n your package
ik here for the HMC / System Firmware supporied combinatons table.

Select HMC Recovery V7R7.6.0M0

¥ HMC Recovery Released 18 0ct 2012
VTR7.6,0M0 Recovery
image

¥ HMC Recovery Released 18 0ct 2012
VTR7.6,0M0 Release
Update Package

HMC spocific fixes

9] Mandatry e for MG Relased 18 0ct 2012
ViR

Continue Back

MHO1328 = Descripton
MHo1327  Descripton
MHo1328  Descripton






OPS/images/Order_Fix_HMC.gif
Firmware and HMC

Package download

Obtain package

 Download using Download Director
(requires Java installation)

= Whatis this?

Download using Bulk FTP
Download ISO image to burn to media

Order fixes on media

V! Include informational fles, and files required by the HMC, SDMC and Systems Director for
installation

Continue Back
Package list
HMC Recovery V7R7.6.0M0 MH01326 3003469824 bytes
HMC V7RT.6.0M0 MH01327 2455799808 bytes
Mandatory efix for HMC V7R760 MH01328 1091108864 bytes

Total 6550378496 bytes





OPS/images/Figure3-14.gif
Launch Guided Setup Wizard - Configure HMC Firewall for eth1 (9.3.5.230) 00:0D:60:0B:38:56

Select the applications you want to allow through the firewall, You can allow ary 1P
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HMC firewall settings create a securty barrler that allows or denies access to specific
network applications on the HMC. These control settings can be specified individually for
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+ Yes, I'd lke to configure HMC firewall settings for this adapter.
No.
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You can have IP addresses assigned to the HMC automatically or you can specify the IP
addresses to use

Do you want to obtain an IP address automatically?

= Yes, obtain an IP address automatically
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TCP/P interface network mask: (255 255 254 0

Back Next Finish || Cancel
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Do you want to configure another LAN adapter?

* Yes, | want to configure another LAN adapter or change an already configured adapter.
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DHCP provides an autorated method for dynamic client configuration. You can specify

this HMC as a DHCP server. If this is the first or only HMC on this private network, select
to enable the HMC as a DHCP server so that the managed systems on this network wil

be autornatically configured and discovered by the HMC.

Do you want to specify this HMC as a DHCP server?

* Yes, enable the HMC as a DHCP server,
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10.255.255.2 - 10.255.255.254
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Do you want to set Up a private or open network?
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A network restricted to HMCs and the systems they manage.
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Authentication passed for the managed system below.
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Entering your 1BM ID enables you to access the inventory
information collected and transmitted to 181 by Electronic
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collected by Electronic Service Agent for the systems
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Secondary 18M ID (aptional)
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the IBM Electranic Services Web site (http:/fwww ibm.com
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as perform other inventory specific actions. The My Search
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mare relevant, thus helping you salve problems faster.
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— SnS SERans or corparate intranet, or whether you can have an dedicated analag phane line. If you
> HMC Connectivity will uSe an internet connectivity option, you may need to review the prerequisites with

nt your network security team

Intern Click "Help' for an explanation of the prerequisites for each connectivity method.

Madem
Local Modem To enable connectivity from this HMC you must select one of the following options:

Secure Sockets Layer (S5L) through the Internet
Allows you to set up a direct SSL connection from this HMC to your service
provider or to set up an indirect SSL connection through an installation provided
HTTPS proxy. SSL internet connections are recommended for most installations
SSL connectivity provides secure, high-speed, reliable connectivity that satisfies
most corporate security requirements.

Dial-up from the local HHC

Allows you to configure the use of the local modem to connect from the local
HMC to your servics provider.

virtual Private Network (VPN) through the Internet

Allows you to canfigure the use of a VPN over an existing Internet connection to
connect from the Iocal HMC to your service provider.

Connecting thraugh other systems or partitions

Allows you to canfigure the HMC to transmit service requests using madem o
PN connections belanging to 18M i partitions. Note that the Call-Home Servers
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Help
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You may now set up [BM Electronic Service Agent on your HMC to
automatically and securely transmit serviceable events and associated
information to your service and support personnel. This function is commonly
referred to as "Call-home”

Enabling Electranic Service Agent increases system availability by monitoring
your system 24 hours a day, reducing personnel time required to report
problems, and problem resolution. Electronic Service Agent is available
free-of-charge to IBM Systsms customers with IBM Warranty and
Maintenance Agresments.

Click the Help button for mors information.
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