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About this document

This publication is intended to facilitate the deployment of the hybrid cloud business continuity 
solution with Red Hat OpenShift Container Platform and IBM® block CSI (Container Storage 
Interface) driver plug-in for IBM Spectrum® Virtualize on Public Cloud AWS (Amazon Web 
Services). This solution is designed to protect the data by using IBM Storage-based Global 
Mirror replication.

For demonstration purposes, MySQL containerized database is installed on the on-premises 
IBM FlashSystem® that is connected to the Red Hat OpenShift Container Platform (OCP) 
cluster in the vSphere environment through the IBM block CSI driver. The volume (LUN) on 
IBM FlashSystem storage system is replicated by using global mirror on IBM Spectrum 
Virtualize for Public Cloud on AWS. Red Hat OpenShift cluster (OCP cluster) and the IBM 
block CSI driver plug-in are installed on AWS by using Installer-Provisioned Infrastructure 
(IPI) methodology.

The information in this document is distributed on an as-is basis without any warranty that is 
either expressed or implied. Support assistance for the use of this material is limited to 
situations where IBM Spectrum Virtualize for Public Cloud is supported and entitled, and 
where the issues are specific to this Blueprint implementation.

Executive summary

In today’s environment, many organizations use some form of cloud services, whether 
private, public, or hybrid multicloud. Storage infrastructure is a part of these services and 
deployments.

For the Red Hat OpenShift environment that is deployed on AWS Cloud, the quick start 
includes AWS CloudFormation templates that build the AWS infrastructure by using AWS 
best practices, and then passes that environment to Ansible playbooks to build the OpenShift 
environment. The AWS CloudFormation templates use AWS Lambda to generate a dynamic 
SSH key pair that is loaded into an Auto Scaling group. The Ansible inventory file is auto 
generated. The combination of AWS CloudFormation and Ansible enables you to deploy and 
tear down your OpenShift environment by using CloudFormation stacks.

IBM released its open source CSI driver, which allows dynamic provisioning storage for 
containers on Kubernetes and Red Hat OpenShift container platform on AWS. IBM Spectrum 
Storage™ family and IBM Spectrum Virtualize for Public Cloud (SVPC AWS) supports clients 
in their IT architectural transformation and migration towards the cloud service model. This 
transformation enables hybrid cloud strategies while maintaining the benefits and advanced 
functions of sophisticated storage systems.
© Copyright IBM Corp. 2020. 1
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With IBM Spectrum Virtualize and Spectrum Virtualize For Public Cloud on AWS, 
organizations can have multicloud environments with data replication between the following 
components:

• On-premises or private cloud to public cloud (AWS Cloud)

• Two public clouds (AWS Cloud) 

IBM Spectrum Virtualize for Public Cloud enables data on heterogeneous storage systems 
to be replicated or migrated between on-premises and IBM Cloud® or AWS.

IBM Spectrum Virtualize and IBM Spectrum Virtualize for Public Cloud together support 
mirroring between on-premises and cloud data centers or between cloud data centers. 

These functions can be used to:

◦ Migrate data between on-premises and public cloud data centers or between public 
cloud data centers. Data management is consistent between on-premises storage and 
the public cloud.

◦ Implement disaster recovery strategies between on-premises and public cloud data 
centers.

◦ Enable cloud-based DevOps with easy replication of data from on-premises sources.

Support for the Blueprint and its configurations

Support for the underlying components that make up this solution are provided by way of the 
standard procedures and processes that are available for each of those components, as 
governed by the support entitlement that is available for those components. 

For more information about these components, see “Prerequisites” on page 3.

Requesting assistance

All components of the solutions are part of this unified support structure. Support assistance 
of the solution that is described in this Blueprint is available by requesting assistance for any 
of the components in the solution and is the preferred method.

Scope of this document

This Blueprint provides a solutions architecture and related configuration tasks. The solution 
relies on the following software components and related documents: 

• Red Hat OpenShift (OCP) 4.x 

• IBM Spectrum Virtualize for Public Cloud on AWS (for more information, see IBM 
Spectrum Virtualize for Public Cloud on AWS Implementation Guide, REDP-5534

• Red Hat OpenShift on AWS

• Spectrum Virtualize Family of Products - Global Mirror

• MySQL deployment in container

• Detailed technical configuration steps for building an end-to-end solution

• VPN connectivity, on-premises to public cloud (for more information, see Solutions for 
Hybrid Cloud Networking Configuration Version 1 Release1, REDP-5542
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This Blueprint does not include the following information:

• Provide scalability and performance analysis from a user perspective
• Replace any official manuals and documents that are issued by IBM

Prerequisites

This technical report assumes that the person who is implementing this solution has the basic 
knowledge of or access to the following information:

• IBM Spectrum Virtualize for Public Cloud on AWS installation and configuration

• AWS Cloud login and required user rights and billing approval.

• Red Hat OCP: Red Hat OpenShift container platform 4.x

• Red Hat login credentials to download binaries and tools

• Storage Replication (IBM Global Mirror)

• VPC and VPN connectivity between On-premises Cloud to AWS public cloud

• CSI driver plug-ins

• Containerized MySQL database

• iSCSI basics and connectivity

• Required user names and passwords for AWS, SVPC, OCP and others accounts for 
installation

• VPN connectivity from On-premises network to AWS public cloud network
3
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Demonstration introduction and architecture

The architecture that is used for this demonstration is shown in Figure 1.

Figure 1   Hybrid multicloud architecture

Figure 2 shows the VPN connections between the On-premises and Public Cloud. For more 
information, see IBM Solutions for Hybrid Cloud Networking Configuration Version 1 
Release1, REDP-5542.

Figure 2   Hybrid cloud network connectivity
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Demonstration purpose

The purpose of this document is to showcase the hybrid multicloud scenario for data 
replication between on-premises to public cloud (AWS).

This document is intended to facilitate the deployment of the hybrid multicloud business 
continuity solution with Red Hat OpenShift Container Platform and IBM block CSI driver 
plug-in for IBM Spectrum Virtualize on Public Cloud AWS. This solution is designed to protect 
the data by using the IBM Spectrum Virtualize Global Mirror function. 

For demonstration purposes, MySQL containerized database is installed on the on-premises 
IBM FlashSystem® Storage that is connected to the OCP cluster (Red Hat OpenShift 
Container Platform cluster in the vSphere environment) by using the IBM block CSI driver. 
The volume (LUN) on IBM FlashSystem Storage is replicated by way of global mirror on IBM 
Spectrum® Virtualize for Public Cloud on AWS. Red Hat OpenShift cluster (OCP cluster) 
along with IBM block CSI driver plug-in, is installed on AWS by using IPI methodology of Red 
Hat OpenShift.

About OpenShift

Red Hat OpenShift Container Platform provides developers and IT organizations with a hybrid 
cloud application platform for deploying new and existing applications on secure, scalable 
resources with minimal configuration and management overhead. OpenShift Container 
Platform supports many programming languages and frameworks, such as Java, JavaScript, 
Python, Ruby, and PHP.

Built on Red Hat Enterprise Linux and Kubernetes, OpenShift Container Platform provides a 
more secure and scalable multi-tenant operating system for today’s enterprise-class 
applications, while delivering integrated application run times and libraries. OpenShift 
Container Platform enables organizations to meet security, privacy, compliance, and 
governance requirements.

For more information, see this web page.

About OpenShift on AWS
The Quick Start includes AWS CloudFormation templates that build the AWS infrastructure 
that use AWS best practices, and then pass that environment to Ansible playbooks to build 
out the OpenShift environment. The AWS CloudFormation templates use AWS Lambda to 
generate a dynamic SSH key pair that is loaded into an Auto Scaling group. The Ansible 
inventory file is auto-generated. The combination of AWS CloudFormation and Ansible 
enables you to deploy and tear down your OpenShift environment by using CloudFormation 
stacks.

About IBM CSI and SVPC on AWS
IBM released its open-source CSI driver, which allows dynamic provisioning storage for 
containers on Kubernetes and Red Hat OpenShift container platform by using IBM Storage 
systems.

IBM Spectrum Storage™ family, IBM Spectrum Virtualize for Public Cloud (SVPC) and AWS 
supports clients in their IT architectural transformation and migration towards the cloud 
service model. This configuration enables hybrid cloud strategies or, for a cloud-native 
workload, provides the benefits of familiar and sophisticated storage functions on public cloud 
data centers which enhances the existing cloud offering.
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For more information about SVPC on public cloud, see IBM Spectrum Virtualize for Public 
Cloud on AWS Implementation Guide, REDP-5534.

Demonstration 1: On-premises systems

Complete the following steps:

1. Red Hat OpenShift Installation and configuration (OCP4.x).

For demonstration purposes, we installed the Red Hat OpenShift Platform on the VMware 
vSphere environment for the on-premises deployment. 

For more information about installation instructions and the prerequisites for installing 
OCP on vSphere, see IBM Storage for Red Hat OpenShift Blueprint Version 1 Release 5, 
REDP-5565.

2. Install IBM CSI Driver plug-in.

For more information about installing IBM CSI driver on OCP, see this web page.

3. Log in to the node (gw-10), which is the node that was used to install the OCP cluster. 

4. Issue the following commands to install the IBM CSI driver and check the status.

Figure 3   Download the required files

Figure 4   Download the required files and install the driver 
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Figure 5   Pods status

This procedure is a command-line procedure that is used to install the IBM CSI driver. You 
also can install the CSI driver from the Operator hub by logging in to the OCP cluster by using 
GUI. Installing driver from the Operator hub is the recommended procedure to install the IBM 
CSI driver.

Complete the following steps to configure iSCSI storage on the worker nodes (in our example, 
it is FlashSystem storage):

1. Log in to the node (gw-10) and SSH to worker node. The gw-10 node is the node that was 
used to install the cluster. 

2. Log in with the core user: 

[root@gw-10]# ssh core@sha-w1)

3. For more information about configuring iSCSI storage, see IBM Knowledge Center.

4. Create the /etc/multipath.conf file on the worker node.

A sample multipath.conf file is shown in Example 1.

Example 1   Sample /etc/multipath.conf file

defaults {
    path_checker tur
    path_selector "round-robin 0"
    rr_weight uniform
    prio const
    rr_min_io_rq 1
    polling_interval 30
    path_grouping_policy multibus
    find_multipaths yes
    no_path_retry fail
    user_friendly_names yes
    failback immediate
    checker_timeout 10
    fast_io_fail_tmo off
}
devices {
    device {
        path_checker tur
        product "FlashSystem"
        vendor "IBM"
        rr_weight uniform
        rr_min_io_rq 4
7
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        path_grouping_policy multibus
        path_selector "round-robin 0"
        no_path_retry fail
        failback immediate
    }
    device {
        path_checker tur
        product "FlashSystem-9840"
        vendor "IBM"
        fast_io_fail_tmo off
        rr_weight uniform
        rr_min_io_rq 1000
        path_grouping_policy multibus
        path_selector "round-robin 0"
        no_path_retry fail
        failback immediate
    }
    device {
        vendor "IBM"
        product "2145"
        path_checker tur
        features "1 queue_if_no_path"
        path_grouping_policy group_by_prio
        path_selector "service-time 0" # Used by Red Hat 7.x
        prio alua
        rr_min_io_rq 1
        no_path_retry "5"
        dev_loss_tmo 120
        failback immediate
   }

5. Run the commands that are shown in Figure 6 on the worker node and follow the similar 
steps on all the worker nodes.

Figure 6   Configure multipath on the worker nodes

6. Identify the IQN number for each worker node and create a host mapping in the 
FlashSystem storage for all the worker nodes.
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7. Log in to the worker node and cat this file to get IQN:

[sha-w1]# cat /etc/iscsi/initiatorname.iscsi
[sha-w1[# iscsiadm -m discoverydb -t st -p <storage ctrl IP>:3260 --discover 
[sha-w1]# iscsiadm -m node  -p  <storage ctrl IP>:3260 –login

8. Configure Storage host mapping with the iSCSI IQN for each worker node (see Figure 7).

Figure 7   Sample output 

Demonstration 2: AWS Cloud

For more information, see the custom installation method at this web page. 

Complete the following steps to install and configure Red Hat OpenShift, OCP4.3 on AWS by 
using the IPI method:

1. Create a RHEL 7.x Linux node with public IP from AWS Marketplace from the AWS 
console and wget the required files for installation. Ensure that you create this Linux node 
in the existing VPC network (see Figure 8 on page 10).

Note: With OCP version 4.3, installation of OpenShift can be done on existing VPC on 
AWS, ensure to complete the VPC prerequisites for installation.
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Figure 8   Download required files for installation

For more information about the installation program, see this web page.

Figure 9   Configure SSH

For more information about configuring ssh-keygen, see this web page.

Figure 10   Configure ssh-agent

For more information about the configuring agent, see this web page.
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Figure 11   Configure SSH

2. Create the installation configuration file and customize the file for installation. When 
customized, the cluster is created on VPC of AWS. A sample install-config.yaml file is 
shown in Example 2 on page 11.

Figure 12   Custom create install-config.yaml

3. This yaml file is a sample install-config.yaml file. Change the file per your environment 
and ensure that pull secret and ssh-key are added correctly in the install-config.yaml 
file.

4. Use m4.xlarge configuration for worker and master nodes. This sample can be used as 
the machine type per your requirement.

5. Ensure the correct subnet ID of the VPC for public and private network in your 
install-config.yaml file (see Example 2). For more information, see this web page.

Example 2   Sample install-config.yaml file for the custom installation

apiVersion: v1
baseDomain: ocp42svpc.com
controlPlane:
  hyperthreading: Enabled
  name: master
  platform:
    aws:
      zones:
     - eu-central-1a
      rootVolume:
        iops: 2000
        size: 500
        type: io1
      type: m4.xlarge
  replicas: 3
compute:
 hyperthreading: Enabled
  name: worker
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  platform:
    aws:
      rootVolume:
        iops: 2000
        size: 500
        type: io1
      type: m4.large
      zones:
     - eu-central-1a
  replicas: 3
metadata:
  name: ocp43cluster
networking:
  machineCIDR: 172.16.0.0/16
platform:
  aws:
    region: eu-central-1
    subnets:
   - subnet-0aa84476708f32710
   - subnet-0f173ab757c352b11
pullSecret: 
sshKey: |

6. With the modified install-config.yaml file, create the cluster (see Figure 13). This 
cluster is created in your existing VPC. For more information about VPC requirements, see 
this web page. 

Figure 13   Creation of OCP cluster on AWS

7. Check the status of the nodes and cluster by using the login and password information 
that is shown in Figure 13:

Export KUBECONFIG=/home/ec2-user/ocp43/config/ 
auth/kubeconfig
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Figure 13 shows the output of the openshift-install create cluster command. 
Successful completion of this command provides the login, password, and export variable 
information. Use this information to check the status of installation.

Figure 14   Export kubeconfig

8. Check the status of nodes and cluster (see Figure 15 and Figure 16).

Figure 15   Nodes status 

Figure 16   Nodes status 
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Installing IBM CSI driver on the OCP cluster that is installed on AWS

Complete the following steps:

1. Log in to the cluster GUI with the link and the user name and password that is provided in 
the output of the openshift-install create cluster command.

2. Follow the driver installation instructions that are available at this web page.

3. Select Operators from the left side of the window. A list of operators is shown on the right 
side (see Figure 17). 

Figure 17   GUI log in operators option

4. Select the IBM Block Storage CSI Driver. Follow the procedure to create the operator 
and check the status of the Operator pod (see Figure 18).

Figure 18   Status of CSI Operator pod 

5. Click the installed operators in the left window. You see the IBM block storage CSI driver 
operator (see Figure 19). Click the operator and then, Create instance. 

Figure 19   Creating an instance 
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The instance is created (see Figure 20).

Figure 20   Creating instance option 

6. Check the status of the pods:

#  kubectl get all -n kube-system -l csi

You can see the similar output for the pods (see Figure 21).

Figure 21   Pod status 
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Configuring iSCSI on SVPC Storage in AWS

Complete the following steps:

1. Log in to the node [root@ip-172.16.2.185]# and SSH to the worker node. The 
[root@ip-172.16.2.185]# is the node that was used for cluster installation. 

2. Log in to the worker node with the core user:

[root@ip-172.16.2.185]# ssh core@ ip-172-16-1-94.eu-central-1.compute.internal

3. Configure iSCSI storage by using the process that is described at this web page.

Or

Log in to the worker node and create the /etc/multipath.conf file. A sample 
multipath.conf file is shown in Example 3.

Example 3   Sample multipath.conf file

defaults {
    path_checker tur
    path_selector "round-robin 0"
    rr_weight uniform
    prio const
    rr_min_io_rq 1
    polling_interval 30
    path_grouping_policy multibus
    find_multipaths yes
    no_path_retry fail
    user_friendly_names yes
    failback immediate
    checker_timeout 10
    fast_io_fail_tmo off
}
devices {
    device {
        path_checker tur
        product "FlashSystem"
        vendor "IBM"
        rr_weight uniform
        rr_min_io_rq 4
        path_grouping_policy multibus
        path_selector "round-robin 0"
        no_path_retry fail
        failback immediate
    }
    device {
        path_checker tur
        product "FlashSystem-9840"
        vendor "IBM"
        fast_io_fail_tmo off
        rr_weight uniform
        rr_min_io_rq 1000
        path_grouping_policy multibus
        path_selector "round-robin 0"
        no_path_retry fail
        failback immediate
    }
16 Hybrid Multicloud Business Continuity for OpenShift Workloads
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    device {
        vendor "IBM"
        product "2145"
        path_checker tur
        features "1 queue_if_no_path"
        path_grouping_policy group_by_prio
        path_selector "service-time 0" # Used by Red Hat 7.x
        prio alua
        rr_min_io_rq 1
        no_path_retry "5"
        dev_loss_tmo 120
        failback immediate
   }
}

4. Identify the IQN number for each worker node and create a host mapping in the SVPC 
storage on all the worker nodes.

5. Log in to the worker node and cat the following file to get IQN (see Figure 22):

[root@ip-172-16-1-204]#  cat /etc/iscsi/initiatorname.iscsi

Figure 22   Check iSCSI initiator 

6. Create host-mapping in the SVPC storage and check the status (see Figure 23 and 
Figure 24).

Figure 23   Configure host mapping
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Figure 24   Add host 

7. Check the IP address of the storage iSCSI network (see Figure 25).

Figure 25   IP address for iSCI storage network

8. Run the following commands on each worker nodes (see Figure 26).

[root@ip-172-16-1-204]# modprobe dm-multipath
[root@ip-172-16-1-204]# systemctl enable multipathd
[root@ip-172-16-1-204]# systemctl start multipathd
[root@ip-172-16-1-204]# systemctl status multipathd
[root@ip-172-16-1-204]# multipath -ll
[root@ip-172-16-1-204]# iscsiadm -m discoverydb -t st -p <SVPC storage ctrl 
IP>:3260 –discover
[root@ip-172-16-1-204]#iscsiadm -m node  -p  <SVPC storage ctrl IP>:3260 –login

Figure 26   Configuring iSCI

9. Check the status of host in the storage (see Figure 27 on page 19).
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Figure 27   Host status 

Post iSCSI configuration, the IBM CSI Block Storage driver is ready to use. 

Demonstration 3: VPN connectivity and SVPC on AWS

The required components are now installed on AWS Public cloud and On-Premises Systems.

This demonstration describes the VPN connection between On-premises Systems and AWS 
Public Cloud. For more information, see Figure 1 on page 4 and Figure 2 on page 4.

VPN connectivity from on-premises network to AWS Cloud network

More information about VPN connectivity between on-premises-private cloud to public cloud 
on AWS, see IBM Solutions for Hybrid Cloud Networking Configuration Version 1 Release1, 
REDP-5542.

Configuring IBM Spectrum Virtualize on Public Cloud running on AWS 

For more information about SVPC on public cloud, see IBM Spectrum Virtualize for Public 
Cloud on AWS Implementation Guide, REDP-5534. 

Demonstration 4: Hybrid multicloud business continuity

The required components are now installed and configured.

This demonstration is the final part of the demonstration of the Hybrid cloud business 
continuity use case.

Installing MySQL on the OCP Clusters on-premises

We use MySQL as a sample database to be deployed on the OpenShift Clusters. MySQL is 
deployed on the On-premises OpenShift cluster and Public cloud (AWS) OpenShift cluster by 
using the sample yaml file.

Post deployment of MySQL on the On-premise OpenShift cluster uses the sample yaml files. 
MySQL database uses On-premises IBM FlashSystem Storage to create the persistent 
volume. This Persistent Volume is replicated to the volume on SVPC (AWS Cloud).
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Follow this section for more information about how to deploy the sample My SQL database 
and replicate the data between On-Premises and AWS Cloud.

Figure 28 - Figure 33 on page 22 display the MySQL deployment steps and configuration 
files. 

Figure 28   List of yaml files 

Figure 29   Storage secret creation 

Figure 30   Storage class creation 
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Figure 31   Storage PVC creation

Figure 32   Deployment of MySQL
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Figure 33   Deployment of mysql

MySQL deployment is completed, check the status of the pods and the deployment.

Figure 34 on page 23 - Figure 39 on page 25 display the configuration files and steps to 
create a sample MySQL database and data in the database for On-premises Systems.
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The On-premises MySQL database is installed on the Storage volumes that are created on 
the On-Premises IBM FlashSystem storage. This storage volume is replicated to SVPC 
Volume on AWS Cloud by using the IBM spectrum Virtualize family global mirror function. 

Follow the steps to complete the replication and deployment of MySQL on AWS Cloud and 
On-premises OpenShift Cluster.

Figure 34   Status of PVC and volume ID

Figure 35   Name of PVC and ID
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Figure 36   Status of mysql and pod login

Figure 37   MySQL database list 
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Figure 38   mysql database creation and data insertion 

Figure 39   Data in mysql database 

MySQL is successfully deployed and the ocp_svpc database is created with the table name 
ocp_svpc_table. This table includes five rows that were inserted. 

When we complete the Global mirror business continuity case, these five rows and the same 
database are available in public cloud MySQL.

Complete the following steps to configure storage-based replications (IBM Global mirror):

1. Log in to the on-premises FlashSystem storage and create a partnership with the Public 
cloud SVPC storage.

2. Create an IP-based partnership with the public cloud AWS SVPC (see Figure 40 on 
page 26).
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Figure 40   Creating the storage partnership

The details of the partnership are shown in Figure 41.

Figure 41   Partnership details 
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The partnership is created, as shown in Figure 42.

Figure 42   Partnership is created

The status of the created partnership is displayed, as shown in Figure 43.

Figure 43   Status of creating partnership 

3. Log in to the AWS Cloud, SVPC storage and create the partnership.
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4. Modify the IPv4 remote copy to enabled (see Figure 44).

Figure 44   Modifying the parameter

5. Select the IP option for the Fibre Channel (see Figure 45).

Figure 45   Selecting IP option 
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The progress of the synchronization process is displayed (see Figure 46).

Figure 46   Synchronization progress 

6. Check the state of partnership; it should be fully configured (see Figure 47). 

Figure 47   Partnership status 
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Creating an equivalent storage capacity LUN on Public cloud AWS SVPC

Complete the following steps:

1. Log in to the Public cloud AWS SVPC storage and create a LUN for replication (see 
Figure 48).

Figure 48   Replicated volume name of SVPC on AWS

2. Identify the storage LUN where MySQL is installed on the on-premises FlashSystem 
Storage and replicate the storage LUN from on-premises FlashSystem storage (volume 
pvc-5ee3953c-7fb2-11ea-94a5-005056bd4c27) to public cloud AWS SVPC LUN 
(DR-mySQL-AWS is the name of the LUN).

Figure 49   Volume ID for MySQL PVC 
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Figure 50   MySQL volume name on the on-premises FlashSystem storage 

3. Check the status and progress of the LUN copy.

4. Break the global mirror session and open the LUN in read/write mode. 

Complete the following steps to use the replicated MySQL storage LUN and check the status 
MySQL database and tables. The replicated LUN should include the data (that is, five rows): 

1. Log in to the installer node (172.16.2.185) of the OCP that is installed on AWS and run the 
commands that are shown in Figure 51 - Figure 61 on page 35. The yaml file for deploying 
MySQL is shown in Figure 51.

Figure 51   The yaml file for deploying MySQL 
31



The replicated PVC volume on SVPC is shown in Figure 52.

Figure 52   Replicated PVC volume on SVPC

2. Modify the Volume_name and volumeHandle as needed. Post storage volume replication is 
completed on the SVPC storage volume (LUN). Identify the volume name and volume 
handle for the LUN that you created (see Figure 48 on page 30). Modify the sample yaml 
file:

gmcv-01-reclaim-storage-cloned-volume.yaml

Figure 53   PVC creation 
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The MySQL deployment with the replicated volume is shown in Figure 54.

Figure 54   MySQL deployment with the replicated volume

The status of the pod creation process is shown in Figure 55.

Figure 55   Status of pod creation 
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The successful creation of the MySQL pod and that it is in a running state is shown in 
Figure 56.

Figure 56   Successful creation of MySQL pod 

3. Now that the execution of the yaml files is complete, check the status of MySQL and the 
data on the replicated LUN. Figure 57 - Figure 61 on page 35 show the steps to check the 
status of MySQL and the data availability on the replicated LUN.

Figure 57   MySQL pod login 

Figure 58   MySQL database 

Figure 59   MySQL database 
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Figure 60   MySQL table space 

Figure 61   Availability of replicated volume 

As described in “Demonstration 4: Hybrid multicloud business continuity” on page 19, the 
team replicated the data from On-premise IBM FlashSystem storage to SVPC storage that is 
hosted in AWS Cloud. A sample MySQL deployment was done on OpenShift cluster by using 
IBM Block Storage CSI driver to cater for database storage needs. For the replication, the test 
team used Global Mirror functionality that is provided by IBM FlashSystems. 

The steps in this demonstration show how the on-premise data can be made available to 
remote sites and public clouds by using the components that are described in this Blueprint. 

For more information about steps that can be taken to ensure database data consistency, see 
the specific product documentation.

Summary

This Blueprint shows the data availability and Disaster Recovery (DR) demonstrations for the 
hybrid multicloud environment that is created in an on-premises OCP 4.x environment. This 
environment includes an IBM Block Storage CSI driver that communicates with the 
on-premises FlashSystem storage. 

The DR site is considered on AWS and installed with OCP 4.x environment. The IBM Block 
Storage CSI driver communicates with IBM Spectrum Virtualize for Public loud on AWS.
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With IBM Spectrum Virtualize for Public Cloud, customers can optimize their heterogeneous 
storage infrastructure and plan for hybrid-cloud DR between on-premises and Amazon Elastic 
Block Storage for the containerized environments.

IBM Storage Global mirror feature is used to replicate the data between on-premises 
FlashSystem storage and IBM Spectrum Virtualize for Public Cloud on AWS.
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