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Introduction

The Payment Card Industry Data Security Standard (PCI-DSS) is the global information security standard for organizations that process, store, or transmit data with any of the major credit card brands. More and more organizations are looking for compliance with this standard.

This IBM® Redpaper™ publication describes how the features and functions of IBM Spectrum™ Virtualize help organizations towards compliance of their IT infrastructure on relevant areas of the PCI-DSS standard.

IBM Spectrum Virtualize™ is the software common to all IBM Storwize® products, such as IBM SAN Volume Controller (SVC), IBM Storwize V5000 family, IBM Storwize V7000, IBM FlashSystem® V9000, and IBM Spectrum Virtualize as Software. Therefore, all recommendations in this paper equally apply to these storage products.

This paper includes the following sections:

- What is the PCI-DSS certification?
- Build and maintain a secure network
- Protect cardholder data
- Maintain a vulnerability management program
- Implement strong access control measures
- Regularly monitor and test networks
- Maintain an information security policy
- Conclusion
What is the PCI-DSS certification?

Since 2004, the PCI-DSS standard applies to any financial services company, bank, or merchant that stores, processes, or even transmits payment card data over a network. This paper only considers requirements from Requirements and Security Procedures, Version 3.2 published on April 2016 by the PCI-DSS Council.

To obtain this certification, an audit is performed by a qualified security assessor who has been issued a certificate from the PCI-DSS Council.

This audit examines all security measures that have been put in place in a company to provide a minimum security level for sensitive data.

Then, on an annual basis, a self-assessment is performed to maintain PCI-DSS compliance.

**Note:** It is important to notice that no certification is issued by the PCI-DSS Council regarding any hardware or software solution. Their audit is much wider than reviewing the technical solutions in place because it also deals with, for example, physical access to rooms where these technical solutions are installed and the company’s own security guidelines.

The PCI-DSS audit focuses on several high-level areas that will be further developed in each relevant section (see Table 1).

Table 1  PCI-DSS standard and high-level overview

<table>
<thead>
<tr>
<th>PCI-DSS Standard</th>
<th>Overview</th>
</tr>
</thead>
</table>
| Build and maintain a secure network                   | ▶ Install and maintain a firewall configuration to protect cardholder data  
▶ Do not use vendor-supplied defaults for system passwords and other security parameters |
| Protect cardholder data                               | ▶ Protect stored cardholder data  
▶ Encrypt transmission of cardholder data across open, public networks |
| Maintain a vulnerability management program           | ▶ Protect all systems against malware and regularly update anti-virus software or programs  
▶ Develop and maintain secure systems and applications |
| Implement strong access control measures              | ▶ Restrict access to cardholder data by business need to know  
▶ Identify and authenticate access to system components  
▶ Restrict physical access to cardholder data |
| Regularly monitor and test networks                   | ▶ Track and monitor all access to network resources and cardholder data  
▶ Regularly test security systems and processes |
| Maintain an Information Security Policy               | ▶ Maintain a policy that addresses information security for all personnel |

More information about PCI-DSS can be found at the PCI Security website.
Build and maintain a secure network

This section describes the aspects that need to be taken into account with regards to firewall configuration over the network and authentication aspects on the system.

Install and maintain a firewall configuration to protect cardholder data

This section describes how the firewall must be configured to ensure the protection of data.

Control plane and data plane

Because IBM Spectrum Virtualize is a block storage solution, the control plane is independent from the data plane. Only a host that is connected to this solution has access to the data on the virtual volume it is mapped to. As a consequence, IBM Spectrum Virtualize administrators are unable to directly access stored data that gives IBM Spectrum Virtualize a clear isolation, or separation, between the control plane and the data plane.

However, because mapping a volume to another host can be achieved easily from the command-line interface (CLI) or graphical user interface (GUI), so another host could access the data. Therefore, set up role-based access credentials to reduce any hacking risk. This process is covered in “Identify and authenticate access to system components” on page 13.

Using an Ethernet firewall

In a case where you want to set up a firewall on the Ethernet network to improve security, you can restrict access to Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) ports to restrict access to the IBM Spectrum Virtualize environment.

Table 2 lists all of the ports used by IBM Spectrum Virtualize. Optional means that, depending on the environment settings, these ports might or might not be blocked.

<table>
<thead>
<tr>
<th>Service</th>
<th>Traffic direction</th>
<th>Protocol</th>
<th>Port</th>
<th>Service type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email (SMTP) notification and inventory reports</td>
<td>Outbound TCP</td>
<td>25</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>SNMP event notification</td>
<td>Outbound UDP</td>
<td>162</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>Syslog event notification</td>
<td>Outbound UDP</td>
<td>514</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>IPv4 DHCP (Node service address)</td>
<td>Outbound UDP</td>
<td>68</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>IPv6 DHCP (Node service address)</td>
<td>Outbound UDP</td>
<td>547</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>Network time server (NTP)</td>
<td>Outbound UDP</td>
<td>123</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>SSH for CLI access</td>
<td>Inbound TCP</td>
<td>22</td>
<td>Mandatory</td>
<td></td>
</tr>
<tr>
<td>HTTP to HTTPS redirect for GUI access</td>
<td>Inbound TCP</td>
<td>80</td>
<td>Optional</td>
<td></td>
</tr>
<tr>
<td>HTTPS redirect for GUI access</td>
<td>Inbound TCP</td>
<td>443</td>
<td>Mandatory</td>
<td></td>
</tr>
<tr>
<td>HTTP to HTTPS redirect for GUI access</td>
<td>Inbound TCP</td>
<td>8080</td>
<td>Optional</td>
<td></td>
</tr>
</tbody>
</table>
Enabling Secure Sockets Layer

The Secure Sockets Layer (SSL) protocol aims to establish an encrypted session between a web server and a browser, so that any transmitted data (user credentials, for example) cannot be intercepted and decoded easily.

SSL is used in many places within IBM Spectrum Virtualize environment for these purposes:

- Opening a secure GUI session
- Connect to the SMTP server for call home
- Secure communication for external key management server for encryption
- Secure authentication to the LDAP server

By default, IBM Spectrum Virtualize uses a self-signed certificate to secure the browser connection. However, because it is self-signed, it might generate warnings on browsers and might not comply with the company security guidelines.

In cases where security guidelines require an SSL certificate signed by a certificate authority, a request can be made through the IBM Spectrum Virtualize GUI by clicking **Settings → Security → Secure communications.**
Change vendor-supplied defaults for system passwords and other security parameters

This section describes basic operations to secure passwords and connection to the administration interface (GUI and CLI) of the system.

Changing the superuser default password

In an IBM Spectrum Virtualize system, the superuser account is a local account. Even if the system's authentication is based on an external directory, such as LDAP for instance, this specific account will sign in with credentials stored locally on the system.

By default, the credentials are superuser/passw0rd (username/password). This password must be changed to comply with the PCI-DSS requirements. This change is particularly important because this default user is member of the SecurityAdmin group, which is the most privileged group role in the system.

Note: The superuser account cannot be removed from the environment. There is also no specific password policy in place, so ensure that only people with a specific business need can use this credential.

Changing the superuser's password can be done by issuing the chuser CLI command or by using the graphical user interface. The password can have up to 64 ASCII characters and must not start or end with a blank.

Configuring remote authentication

Adding remote authentication to the system allows you to define security enforcement policies in regards of the PCI-DSS directives and manage user accounts in a centralized directory of the company, such as:

- Password expiration every \textit{nn} days
- Password length
- User revocation

IBM Spectrum Virtualize supports external authentication services based on these services:

- IBM Security Directory Server
- Microsoft Active Directory
- OpenLDAP

Note: A system can be connected to several directory servers, but they should all be of the same type.

In addition, Transport Layer Security (TLS) can be selected during setup to secure authentication exchanges between the system and the directory server.

Details on how to configure remote authentication can be found in Implementing the IBM System Storage SAN Volume Controller with IBM Spectrum Virtualize V7.8, SG24-7933.
Protect cardholder data

This section describes how to restrict access to cardholder data and how to protect that data when it is transmitted over a network.

Protect stored cardholder data

There are many ways to protect data in an IBM Spectrum Virtualize environment. However, this paper focuses on the different ways to protect access to the data itself rather than describing ways to back up that data on another system or replicate it on a disaster recovery site.

iSCSI hosts

IBM Spectrum Virtualize supports the Challenge Handshake Authentication Protocol (CHAP). This protocol aims for iSCSI initiators authentication before they can log in and access IBM Spectrum Virtualize resources (LUNs).

Basically, this authentication protocol is about sharing a secret between both storage system and servers. For example, if a host does not have the same secret as the one registered on the storage system, then login is denied.

Two different types of this protocol that are supported by IBM Spectrum Virtualize:

- One-way CHAP authentication where the target (IBM Spectrum Virtualize) authenticates the initiator (the server).
- Mutual CHAP authentication where both the initiator and the target authenticate each other.

The CHAP protocol can be set up on either on an IBM Spectrum Virtualize system basis or a per host basis.

On an IBM Spectrum Virtualize system basis, a CHAP secret is set up on the system side. That CHAP secret is then shared among all hosts that are connected through iSCSI. So, technically, if the storage administrator wants to remove access to a specific server, then they will also have to remove the CHAP secret on this server so that it cannot log in anymore.

On a per-host basis, this configuration means that each server that is connected to the storage system has its own CHAP secret that will be also registered into the host definition on the IBM Spectrum Virtualize system. In this case, if the storage administrator wants to remove a host access to the system, they must simply remove the host definition from the IBM Spectrum Virtualize system.

Thus, for the highest security level, enable mutual CHAP authentication on a per-host basis because it makes access management more efficient.

Note: CHAP authentication can also be used when configuring an IP partnership on a remote IBM Spectrum Virtualize system for replication purposes. It can also be used for storage virtualization through iSCSI since IBM Spectrum Virtualize 7.1.

Fibre Channel hosts

As a general statement, Fibre Channel (FC) hosts are not connected to Ethernet networks to access IBM Spectrum Virtualize resources. Rather, they are connected to SAN switches (except for iSCSI traffic, see “iSCSI hosts” on page 6).
There are only a few solutions to enhance FC traffic security from the host to the storage system:

- Data encryption done at the application layer or at the multipathing driver level might affect performance because extra memory and processor resources are needed to encrypt data.
- Data encryption done through a specific host bus adapter on servers that have specific hardware where the encryption algorithm runs.

Because of data-at-rest encryption, these two methods are being deployed less (see “Encryption” on page 7).

As a consequence, strictly applying SAN switches vendors best practices, such as one target and one initiator per zone, as well as correct zoning provides the environment security and best performance for traffic from the host to the storage system.

Encryption

Encryption is probably the most important security measure to implement to protect cardholder data.

IBM Spectrum Virtualize provides a licensed data-at-rest encryption capability. That capability means that data is encrypted in-flight as it is written on the disks by the IBM Spectrum Virtualize controllers, and not by the disks themselves.

**Note:** Encryption is not available for IBM Storwize V5010 models.

Data encryption uses the Advanced Encryption Standard (AES) algorithm that uses a 256-bit symmetric encryption key in XTS mode, as defined in the Institute of Electrical and Electronics Engineers (IEEE) 1619-2007 standard as XTS-AES-256.

The data encryption key is itself protected by a 256-bit AES key wrap when stored in non-volatile form.

**Note:** Only data at rest is encrypted. Replication and host-to-storage communication is not encrypted. For more information, see “Fibre Channel switch encryption” on page 9.

Key management is done either by supplying USB keys or a key management server, such as IBM Secure Key Lifecycle Manager, which supports the Key Management Interoperability Protocol (KMIP).
Encryption is implemented in two different ways depending on the configured environment and the IBM Spectrum Virtualize installation. It can be done either by the hardware itself (for internal disks), or by the software (for virtualized storage arrays). See Figure 1. In either case, the algorithms are the same. The encryption method cannot be selected manually.

For further in-depth information, see *Implementing the IBM Storwize V7000 and IBM Spectrum Virtualize V7.8*, SG24-7938, which provides a step-by-step guide to enable encryption on those systems.

Since V7.8, IBM Spectrum Virtualize also provides the ability through Transparent Cloud Tiering (TCT) to copy volume data to a public or private cloud storage provider. TCT is a licensed function and therefore will need encryption licenses to maintain PCI-DSS compliance.

**Note:** Encryption on cloud accounts is optional. You can choose to have an unencrypted cloud account with unencrypted cloud data if you want. Cloud accounts are unencrypted by default unless encryption is enabled, in which case they are encrypted by default. Encryption also requires a license.
The encryption mechanisms and algorithms are the same as the ones used for standard encryption, hence the need for encryption licenses.

Encrypt transmission of cardholder data across open, public networks

This section describes ways to encrypt data transmission over an FC network.

Fibre Channel switch encryption

PCI-DSS actively seeks to ensure that data is secure as it flows across the IT infrastructure, and this includes secure data transmission across the SAN.

As seen in “Fibre Channel hosts” on page 6, SAN encryption from hosts to storage systems is not easy to enable due to the constraints that it imposes on the physical environment. Therefore, this section focuses on switch-to-switch communication within fabrics, such as that for replication.

To enable Fibre Channel switch encryption, this feature needs to be available on the hardware along with proper licensing if required.

In large environments where the SAN architecture is based on a core/edge architecture, the first step to ensure security is to set up inter-switch link (ISL) FC encryption between the core switches and the edge switches as shown in Figure 2.

![Figure 2: Fibre Channel ISL encryption in a core/edge SAN architecture](image)

Moreover, security is even more important when using replication or an IBM Spectrum Virtualize stretched cluster implementation because these practices might require the use of third-party public networks.

In both architectures, the data traffic can flow using two different technologies:

- Fibre Channel over IP (FCIP): FC frames are encapsulated on TCP/IP frames.
- Dark fiber and dedicated fiber: FC frames generally travel through wavelength-division multiplexing equipment at each end and benefit from an optical network between each site.

*Note:* Because FCIP uses both Fibre Channel and TCP/IP protocols, LAN/WAN security measures must also be deployed on IP links that flow data between each site. This topic is beyond the intended scope of this paper because it varies depending on the equipment vendor and telecom facilities.
Figure 3 shows a typical implementation of encryption between two sites that are connected through an IP WAN.

FCIP architectures are generally qualified as low-cost ones because an IP link between two sites is a lot cheaper than dark fiber. Moreover this technology provides an efficient way to keep costs lower by using compression on FCIP routers. Hopefully, enabling encryption will not have any effect on compression because vendors generally run a compression algorithm on FC frames and then use classical IP encryption techniques such as IPSec.

So, even if this kind of architecture requires a lot of configuration and knowledge, if we consider new network technologies such as 10 Gbps Ethernet and beyond, this kind of architecture will be more and more popular.

Using dark fiber is undoubtedly the best way to secure data transmission over a network because it will not mix heterogeneous technologies, such as those used for FCIP. Actually, the less complex is your architecture, the fewer security breaches it will generally have.

In such cases, no TCP/IP knowledge is involved. Wavelength-division multiplexing equipment, known as xWDM, are only responsible for multiplexing different wavelength on the same dark fiber by using colored optical transceiver modules (SFP). Therefore, independent virtual circuits extend the local SAN over a long distance.

Figure 4 shows a typical xWDM architecture using dark fiber to link both sites. Note that for illustration clarity, we have only represented one dark fiber. However, this architecture should be doubled for resiliency purposes.

Maintain a vulnerability management program

Meeting the vulnerability management program requirement can be achieved using best practices such as keeping the IBM Spectrum Virtualize up to date, but also through other security techniques and demonstrating that a secure methodology is applied during product development.
Protecting all systems against malware and regularly updating anti-virus software or programs

Use the techniques in this section to protect your systems.

**Secure boot and read-only file system**
To prevent IBM Spectrum Virtualize from booting on a potentially hacked code version, most of the file systems are checksummed. The checksums are checked at boot time. If they do not match, the system will not boot to prevent running potentially insecure code.

Moreover, to prevent any attacker from injecting malicious code lines within the system through any security breach, IBM Spectrum Virtualize code runs from a read only file system.

The combination of these two techniques prevents IBM Spectrum Virtualize from being infected by malware or viruses.

**Update the system for latest fixes on security issues**
Recent, well-documented attacks that have had huge repercussions for IT environments all over the world show us how security breaches can suspend production and business.

Updating IBM Spectrum Virtualize regularly is a common sense approach to ensuring security because new code releases not only bring new functionality, but also fix issues. Among these issues, there are likely to be security updates and fixes that will make the system even more reliable and secure.

New code releases and the release notes that detail the issues that are fixed are available from the [IBM Support website](https://www.ibm.com/support) (Fix Central).

**Subscribe to IBM My notifications**
IBM My Notifications is a powerful alerting center that you can subscribe to. It sends pro-active notifications of new and important technical support content about the products you have purchased, and relevant products that you add a subscription for.

Security issues, critical fix packs, operational warnings, good practices, and troubleshooting tips are some of the document types you can enable for these notifications.

Subscribing to IBM My notifications requires getting an IBM ID and then accessing the IBM Support site.
After you have logged in, click the profile icon in the top right of the page and select **My notifications** as shown in Figure 5.

![Figure 5](image)

*Figure 5  Access My notifications from the profile icon*

In the **Product lookup** field, search for the product that you want to add to My notifications (Figure 6 is an example for IBM Spectrum Virtualize software) and then click **Subscribe**.

![Figure 6](image)

*Figure 6  Subscribe to My notifications for IBM Spectrum Virtualize Software*

After you are subscribed, the product is displayed in the list of IBM My notifications, and the ID used to configure IBM My notifications will receive all relevant alert emails.

### Develop and maintain secure systems and applications

This section describes how to develop and maintain secure systems and applications.

**IBM Secure engineering practices**

The IBM Secure Engineering Framework reflects the best practices from across the company and directs our development teams to direct proper attention to security during the development lifecycle. These practices are intended to help enhance product security, protect IBM intellectual property, and support the terms of warranty of IBM products.

Secure Engineering is an important element of the overall IBM security strategy. It is reflected in our internal initiatives that work to address the dynamic nature of security in our development process. It is also reflected in our drive to meet the demand for high quality, high assurance business solutions, services, and Information Technologies for our customers and for our own operation.

### Implement strong access control measures

This PCI-DSS requirement dictates how people within the company access cardholder data.

### Restrict access to cardholder data based on business need to know

The company security policy should include a process to enable categorization of any individuals in terms of the privileges that they should be granted according to their job role, and then ensuring that only the privileges that are applicable are granted to them.

### Identify and authenticate access to system components

IBM Spectrum Virtualize provides role-based access to the system for management purposes.

The *superuser* account is a member of the highest privileged group (*SecurityAdmin* in Table 3) and cannot be removed from the system. Therefore, change the default password immediately and restrict access to this credential to specific people as described in “Changing the superuser default password” on page 5.

By default, each role is associated to a user group. More user groups can be created and associated with one or more roles. However, any new role can be added in the system.

**Table 3  Roles and default user groups**

<table>
<thead>
<tr>
<th>Default user group</th>
<th>Role</th>
<th>Comment on the role</th>
</tr>
</thead>
<tbody>
<tr>
<td>SecurityAdmin</td>
<td>Security Administrator</td>
<td>Users can manage all functions of the system, including managing users, user groups, and user authentication. Security-administrator-role users can run any system commands from the CLI. However, they cannot run the <code>sainfo</code> and <code>satask</code> commands from the CLI. Only the superuser ID can run <code>sainfo</code> and <code>satask</code> commands.</td>
</tr>
<tr>
<td>Administrator</td>
<td>Administrator</td>
<td>Users can manage all functions of the system except those functions that manage users, user groups, and authentication. Administrator-role users can run the system commands that the security-administrator-role users can run from the CLI except for commands that deal with users, user groups, and authentication.</td>
</tr>
</tbody>
</table>
Restrict physical access to cardholder data

This PCI-DSS requirement is linked directly to the company’s global security policies in terms of access to areas where cardholder data is stored.

Thus, physical access to data stored on the IBM Spectrum Virtualize environment cannot be restricted by IBM Spectrum Virtualize itself.

It is beyond the intended scope of this paper to describe all the techniques to restrict physical access. However, techniques such as access restriction to the physical rooms where the solution is installed, and installing the solution in a locked rack is a good place to start.

Hardware disposal, replacement, and secure erase

There are several places where data can be stored for I/O processing such as ROM, EPROM, RAM, DRAM, and NVRAM.

IBM has put in place specific processes and techniques to ensure that any user data kept or stored anywhere in the system is deleted to ensure that it cannot be accessed or otherwise compromised.
Your IBM representative should be contacted so that a “Statement of Volatility (SOV) and clearing procedures” document can be issued for the appropriate levels of hardware and software in the environment. This document provides all the necessary steps to securely erase all data from a system, and avoid any data being able to leave the secure data center by accident or design.

For replacement purposes, for example for a single disk (which is typically the most frequent case), data on this disk would not be readable if encryption has been enabled on the system. Encrypted data is written to the disk and the encryption key is not stored on the disk itself, so any disk replacement in a secured environment where encryption has been turned on is secure. Therefore, enable encryption to protect your data (see “Encryption” on page 7).

Regularly monitor and test networks

This section details how to monitor the IBM Spectrum Virtualize system to prevent, detect, or minimize the impact of data compromise and the techniques put in place to analyze vulnerabilities in the system.

Track and monitor all access to network resources and cardholder data

This section covers tracking and monitoring access to your resources and data.

Audit log

IBM Spectrum Virtualize logs any action commands that are run through the GUI or CLI session. It is a particularly useful tool to monitor past configuration events such as volume creation and deletion.

The audit log tracks the following information about a command:

- The user who issued the action command
- Name of the command
- Time stamp when the command was issued
- IP address from where the command was issued
- Command parameters

It is important to note that the audit log will not log a failed command, the result object ID of node type (for the addnode command), and views. Moreover, some specific commands will not be tracked:

- dumpconfig
- cpdumps
- cleandumps
- finderr
- dumperrlog
- dumpintervallog
- svservicetask dumperrlog
- svservicetask finderr

**Note:** The audit log is included in the svc_snap support data to help during problem determination. Under no circumstances will any cardholder data on the system be included in the snap package.
**svcinfo catauditlog** is a CLI command that provides the list of all the tracked action commands from the audit log. Through an external scheduled script, the audit log can be imported to a database if the company centralizes all audit logs from all equipment.

**Regularly test security systems and processes**

You should regularly test your security systems and processes. Running regular penetration tests is a requirement of the PCI-DSS certification process. However, it is also a good way to improve security within the environment as hacking techniques evolve and to guard against complacency.

There has always been some confusion between penetration tests and vulnerability tests. Typically a vulnerability test runs in a few seconds or minutes with automated tools. On the other hand, a penetration test first lists all vulnerabilities, and then identifies ways to exploit them. This difference makes a penetration test more complex and time consuming. This kind of test must be run at least yearly.

As covered in *Security in Development: The IBM Secure Engineering Framework*, REDP-4641, testing applications for security defects is an integral part of the software testing process.

Typically, IBM runs a first penetration test approximately three months before each major release’s general availability (GA) and then a second follow-up before GA to ensure that any vulnerabilities found are fixed before the new version is released.

Obviously, because these tests cannot guarantee that the system will not be exposed to new hacking techniques in the future, customers can run their own penetration test on the IBM Spectrum Virtualize environment.

**Note:** For security reasons, the *root* password will *never* be communicated by IBM.

**Maintain an information security policy**

It is important that all individuals involved in handling cardholder data should be aware of the PCI-DSS requirements. Regular training should be provided and carried out to both new and existing employees.

**Maintain a policy that addresses information security for all personnel**

Any individual within a company should be aware of security risks. Risks are not linked only to hardware or software resources, but can be linked to people too.

Thus, for example, nobody must share their own credentials used to access a system as there might be malicious intent behind any such request. It could provide the attacker with privileged access that they would not have had with their own credentials.

Therefore, security is a matter of common sense for the overall company and information and education on this should be organized by the Chief Security Officer to raise awareness of this. It should ensure that people can stay up-to-date with potential and common security breaches, as well as defining their corporate responsibilities to security.
Conclusion

This document describes the techniques that IBM Spectrum Virtualize and Storwize have put in place during product development, and also techniques that any organization should put in place to secure their environment. Some of these techniques are not directly linked to IBM products. As a consequence, the list of recommendations in this paper is not as exhaustive as it could be concerning the entire environment. Remember that PCI-DSS applies to the environment and not a product. This document should be considered a basic security guide to satisfy specific PCI-DSS requirements as they relate to Spectrum Virtualize and Storwize.

Also, though this paper only deals with PCI-DSS standards, all the security facts and recommendations detailed might also apply to other regulatory standards.
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