VMware Multipathing with the SAN Volume Controller and the Causes of SCSI-2 Reservation Conflicts

Introduction

In order to provide a reliable connection between VMware ESX hosts and their disk storage, multiple paths through the SAN are required. This is accomplished by using multiple host bus adapters (HBAs) on the host, multiple ports on the disk subsystem, and redundant routing through the switched SAN fabric. ESX provides multipathing support to understand and exploit the resulting multiple paths between host and storage.

To maintain integrity during updates by way of multiple paths, locking mechanisms are required to control access. When performing metadata updates (such as creating a new virtual machine), VMware ESX will utilize SCSI-2 reserve/release commands for LUN-level locking. This has the potential to reduce I/O performance if reservation conflicts occur.

This IBM® Redpapers™ publication will explain the variations in multipathing support for different types of storage controller, and explain where reservation based locking is used.

Storage controller types

Storage subsystems normally have dual controllers to provide redundancy against controller failure. These controllers can either be active/active or active/passive.

Active/Active
With this type of subsystem, all LUNs are accessible by either controller simultaneously with equal performance.
Active/Passive
With active/passive, LUNs are only accessible through one (active) controller, with the other (passive) controller taking over if the active controller fails.

To avoid wasting the capabilities of the passive controller, some disk subsystems split the LUNs so that controller A is active for half the LUNs, while controller B is active for the remaining LUNs. The two controllers then act as passive backups for the opposing set of LUNs.

SAN Volume Controller
While the SAN Volume Controller (SVC) assigns VDisks to a preferred node within an I/O group, there is only a small performance penalty in accessing the VDisk by way of the non-preferred node. As such, the SVC can be viewed as an active/active disk subsystem.

Tip: As of Version 4.3.1.5, there is no performance penalty in accessing the VDisk by way of either node.

Multipathing and failover
Multipathing and failover are two related concepts, which together provide improved availability through a fault tolerant I/O design.
Purpose of multipathing

VMware supports multipathing in order to maintain the connection between the host and its storage in the event of a failure of an HBA, SAN switch, SAN cable or storage port. This requires at least two instances of each of these components, as shown in Figure 1.

Without multipathing support, this configuration would cause a disk LUN to appear to the host as four different LUNs, and there would be no data integrity.

Failover

The term failover refers to a redundant component taking over when the active component fails. An example of HBA failover would be HBA 2 in Figure 1 taking over I/O from HBA 1 if it failed.

Pauses during failover

Depending on the type of failover, and the configuration of the hardware involved, failover processing can cause a significant delay in I/O processing while the SAN fabric stabilizes or the disk subsystem recovers. VM operating systems should be configured to handle a delay of up to 60 seconds, which in the case of Windows® may require adjusting the SCSI TimeOutValue, as described in the section “Setting Operating System Timeout” of Chapter 6 of the Fibre Channel SAN Configuration Guide, found at:

Policies

VMware ESX prior to vSphere 4 supported two multipathing policies, namely *Most Recently Used (MRU)* and *Fixed*. vSphere 4 added support for the *Round-Robin Load Balancing* option.

The ESX server selects the appropriate policy based on the make and model of disk subsystem detected. If the detected disk is not recognized, it is treated as active/active. Refer to the *Storage/SAN* tab on the following Web page for support information:

http://www.vmware.com/resources/compatibility/search.php

**Note:** All VMware native multipathing policies only use one path at a time between the host and a given LUN.

**MRU policy**

ESX selects the path most recently used and only switches to another path if the active path fails. It then continues using the new active path until it fails or an administrator takes action to cause ESX to switch back to the original path.

This policy is required for active/passive storage subsystems.

Prior to vSphere 4, ESX defaulted to the MRU policy for SVC. As of vSphere 4, ESX will default to the Fixed policy.

**Tip:** If you wish, you can override the pathing policy at the individual LUN level in ESX to use Fixed pathing to the preferred node for the VDisk.

**Potential performance impact**

It is quite possible when using MRU pathing that all I/O will default to the same host HBA and the same disk subsystem target port for all LUNs in the subsystem (normally this is the first discovered HBA and target). This is obviously not optimal for performance.

It is possible to change the designated preferred path for each LUN to distribute I/O load across HBAs and target disk ports. To learn how to view the current path status for a LUN, and change it (if necessary), refer to the section “Multipathing” in Chapter 6 of the *Fibre Channel SAN Configuration Guide*, found at:


**Important:** With ESX V3.5, there must be no I/O going to the selected storage volume when this operation is done or it will not work.

**Fixed policy**

ESX uses the designated preferred path unless it fails, at which time it will switch to an alternate path. If the preferred path recovers, ESX will switch back to it.

This policy is recommended for active/active storage subsystems, and as of vSphere 4 it is the default for SVC. For any versions prior to vSphere 4, use the default option as well.

**Note:** We do not recommend using the Fixed policy for active/passive storage.
Potential performance impact
It is also quite possible when using Fixed pathing that all I/O will default to the same host HBA and the same disk subsystem target port for all LUNs in the subsystem. Again, this is obviously not optimal for performance.

As with the MRU policy described in “MRU policy” on page 4, it is possible to change the designated preferred path for each LUN to distribute I/O load across HBAs and target disk ports using the same solution.

Managing paths in this way is not ideal for a large number of LUNs and paths, as it requires a great deal of manual work.

Round robin policy
ESX will automatically rotate path allocation to individual LUNs across all available paths in order to spread I/O load across all paths with the goal of optimizing performance. If the host in Figure 1 on page 3 had eight LUNs, the paths would be allocated in a similar way to that shown in Table 1.

Table 1  Round robin path allocation example

<table>
<thead>
<tr>
<th>HBA</th>
<th>Storage port</th>
<th>LUNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1 and 5</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2 and 6</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3 and 7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4 and 8</td>
</tr>
</tbody>
</table>

If a path fails, ESX will switch to another working path. There is no need for fail back with this policy.

It is also possible to configure ESX to switch paths after a certain amount of I/O has happened. See the following VMware technical note for full details of this task:

http://www.vmware.com/resources/techresources/1016

Consideration: Round robin is not supported prior to vSphere 4 for production use.

Potential performance gain
Round robin pathing should greatly alleviate the potential performance issues with the other two pathing policies, as it should cause all HBAs and target ports to be used for disk access. It also has the benefit that it simply has to be enabled for each LUN, without the need to manually choose the initial paths.

For details about how to select this policy for a LUN, refer to the sections “Path Scanning and Claiming” and “Path Management and Manual, or Static, Load Balancing” in Chapter 6 of the Fibre Channel SAN Configuration Guide, found at:


Although this algorithm will distribute I/O for multiple LUNs across all available paths, it does not perform true load balancing (where I/Os to the same LUN would be routed down the best performing path available each time).
vSphere 4 and the Pluggable Storage Architecture
vSphere 4 introduces a new layer in the VMkernel called the Pluggable Storage Architecture (PSA), which is responsible for managing storage paths. It also provides an open framework supporting multipathing plug-ins to provide enhanced multipathing. The default plug-in is VMware’s Native Multipathing Plugin (NMP), which assigns the appropriate path algorithm for all storage in the VMware Hardware Compatibility List (HCL). Use the Web page shown in “Policies” on page 4 to determine the default policy for different storage subsystems.

The details of handling path failover for a storage array are controlled by the Storage Array Type Plugin (SATP), while the choice of which available path to use for I/O is handled by the Path Selection Plugin (PSP).

The SATP includes the following features:
- Array specific actions for failover
- Path health monitoring
- Reporting path state changes to the NMP

The following PSPs are available by default:
- MRU
- Fixed
- Round robin

In addition, storage vendors can supply their own SATP and PSP modules, which can enhance the multipathing support for their disk arrays. One enhancement could be the implementation of true load balancing at the individual LUN level.

Metadata updates

Since VMFS is a shared file system, it is necessary to use locks to serialize disk updates. For normal I/O, this is handled at the file level, and therefore we avoid conflicts at the LUN level. Metadata updates require the use of a SCSI-2 reserve command to temporarily lock the entire LUN. The reserve is only held long enough to obtain a metadata lock, and is then released.

The following is a list of common metadata actions:
- Creating a VMFS datastore
- Expanding a VMFS datastore onto additional extents
- Powering on or off a virtual machine
- Acquiring a lock on a file
- Creating or deleting a file
- Creating a template
- Deploying a virtual machine from a template
- Creating a new virtual machine
- Migrating a virtual machine with VMotion
- Taking Snapshots
- Growing a file, for example, a Snapshot™ file or a thin provisioned virtual disk

Note: The impact of such metadata operations applies to all disk subsystems, not just the SVC.
SCSI-2 reservations

A SCSI-2 reserve can only be held by one host on a single path\(^1\), which prevents other paths from the same or another host from accessing the reserved LUN. This guarantees the holder of the reserve exclusive access to the LUN to perform updates with data integrity.

Reserve retries

If a host attempts to access a reserved LUN, it reports a SCSI reservation conflict. It is normal to see these conflicts, but if the reservation lasts too long, then I/O will start failing. As such, reserves should be held for as short a time as possible, and then released to reduce their impact on other host I/O.

When a host experiences a reservation conflict, it will retry the I/O up to 80 times, with a randomized interval between each retry. If the number of retries is exhausted, the I/O will fail. For each retry, the VMkernel log shows the following message, detailing the number of retries remaining:

\[\text{Sync CR at } <\text{number}>\]

Recent ESX releases have introduced new algorithms to reduce the number of locking activities, and therefore reduce the occurrence of SCSI reserve conflicts. However, these improvements can be offset by using larger LUNs containing more VMs, as more VMs are likely to result in more metadata operations being performed against the LUN.

**Note:** We recommend that operations such as those listed above be performed at less busy times, and that only one such operation be performed at a time.

Recommendations for avoiding reservation conflicts

If conflicts are causing poor performance, then the following actions should be considered:

- Serialize metadata operations so that they are not attempted concurrently.
- Perform metadata operations outside of peak hours.
- Try performing metadata operations from a different ESX host.
- If possible, reduce the number of snapshots, as these generate a great deal of SCSI-2 reserves.

If none of these actions help, or are not possible, then change your LUN configuration to allocate more LUNs of a smaller size in order to reduce the number of VMs per LUN, and thus the potential for conflict. Spreading the workload over more LUNs may also improve performance by increasing the number of I/O queues used.

Summary

While VMFS will scale well to many VMs on a single VDisk for normal I/O, metadata actions that cause SCSI-2 reserves against the VDisk have the potential to cause significant performance problems if they occur frequently enough. Whenever possible, these operations should be scheduled so that they occur outside peak hours and do not conflict with each other.

\(^1\) A path is the connection between a single initiator (host HBA port) and a single target (storage subsystem port).
A policy for sizing LUNs used as VMFS extents should ideally be based on the peak I/O rate and the expected rate of metadata operations, rather than simply on the size of the VMs and their data. This should help avoid overloading the LUNs with small but very active VMs.

If it is not possible to predict the workload in advance, then, for medium and large clusters, start with LUNs of about 500 GB, monitor the performance, and adjust as required.

Finally, try to limit metadata changes to off-peak times.

Related material

The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this paper. Note that some of the documents referenced here may be available in softcopy only.

- IBM SVC and Brocade Disaster Recovery Solutions for VMware, REDP-4626
- VMware Proof of Practice and Performance Guidelines on the SVC, REDP-4601
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