IBM SAN Volume Controller and Brocade Disaster Recovery Solutions for VMware

Introduction

In this IBM® Redpapers™ publication, we describe various scenarios for the recovery of virtual machines should a disaster befall your data center. The solutions described rely on the integration of the IBM System Storage™ SAN Volume Controller (SVC) with VMware vCenter Site Recovery Manager (SRM) and the appropriate Brocade SAN switch and routing technology.

The type of solution used depends on the level of protection required and the time available to perform recovery, so the appropriate scenario should be chosen according to your needs. The first of these requirements is known as the Recovery Point Objective (RPO), while the latter is known as the Recovery Time Objective (RTO).

For background information about Business Continuity and Disaster Recovery, refer to Using the SVC for Business Continuity, SG24-7371.

For details about SVC advanced copy services, refer to SAN Volume Controller V4.3.0 Advanced Copy Services, SG24-7574.

Requirement

Given the growing dependency on server virtualization solutions, companies need to ensure that their business continuity solution fully supports their virtualized infrastructure. Due to the dynamic nature of most virtualized server environments, any recovery solution needs to be automated and integrated with the production environment to ensure it remains valid.
Common scenarios

We present the three most commonly used replication scenarios:

- Replication between two storage subsystems at the same location
- Replication between two storage subsystems at different locations within a metropolitan area
- Replication between two storage subsystems at different locations outside of the metropolitan area

Single site

Replication of data within a single site is typically used to protect against the failure of a single disk subsystem by mirroring the data to another disk subsystem at the same location. This can be achieved with a single SVC cluster by defining a different MDisk Group on each disk subsystem and using VDisk Mirroring to maintain a synchronous copy of the VDisk on both disk subsystems.

VDisk Mirroring is a no cost feature of the SVC, and is also transparent to the host. If one of the two MDisk Groups goes offline due to a major failure of the relevant disk subsystem, the host will continue without any impact. Once the failed subsystem has been repaired, the mirrors must be re-synchronized. For more information about VDisk Mirroring, refer to Chapter 7, “VDisk Mirroring”, in SAN Volume Controller V4.3.0 Advanced Copy Services, SG24-7574.
Figure 1 shows a simplified view of the components needed to provide single site disk subsystem redundancy.

![Diagram of single site redundancy using VDisk Mirroring](image)

This solution only protects against the loss of one of the storage subsystems.

**Dual site: metropolitan area**

If a greater level of protection is required, such as against fire or flooding of the primary site, then it becomes necessary to locate the secondary storage at another location. If this is within the same metropolitan area, then it is possible to use the SVC *Metro Mirror* feature to maintain a synchronous copy of the data. This enables mirroring of VDisks between SVC clusters in the local and remote sites.

**Note:** VMware refers to the primary site as the *protected site*, and the secondary site as the *recovery site*.

Since Metro Mirror is a synchronous process, so updates are committed to both the primary (local) and secondary (remote) VDisks before host I/O completes. This increases response time slightly, depending on the distance and type of extension technology used.
To use Metro Mirror, it is necessary to purchase a *Metro and Global Mirror* feature license of sufficient capacity to cover the VDisks you will be mirroring. It is also necessary to have additional server and SAN resources at the remote site, as it should be assumed that all resources, including the storage, may be lost at the primary site. For more information about Metro Mirror, refer to *SAN Volume Controller V4.3.0 Advanced Copy Services*, SG24-7574.

**ISL connectivity**

If dark fiber is available, long wave SFPs can be used to provide ISLs between the local and remote SAN switches, as shown in Figure 2, up to a distance of 20 miles.

---

**Figure 2  Dual site using long wave ISLs for Metro Mirror**
Router connectivity
If dark fiber is not available, then SAN router technology is required to join the fabric over an IP network, as shown in Figure 3. This could either be a routing blade in the IBM System Storage SAN768B director, or a separate device, such as the IBM System Storage SAN04B-R router.

The round-trip latency between sites cannot exceed 80 ms with SAN routers, which should easily be achieved within a metropolitan area.

Details about the IBM System Storage SAN b-type switches and routers can be found in the following IBM Redbooks® publications:

- *Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches*, SG24-6116
- *IBM System Storage/Brocade Multiprotocol Routing: An Introduction and Implementation*, SG24-7544
Dual site: extended distance

If an even greater level of protection is required, such as against an earthquake or tsunami hitting the area of the primary site, then it becomes necessary to locate the secondary storage at a much greater distance. This can be achieved by using the SVC Global Mirror feature to maintain an asynchronous copy of the data. This again enables mirroring of VDisks between SVC clusters in the local and remote sites, as shown in Figure 4.

Since Global Mirror is an asynchronous process, the host I/O completes after the primary (local) VDisk has been updated. The update is then queued to the remote SVC cluster to update the secondary VDisk. This prevents the host from seeing any additional response time due to delays on the remote link, but means that the remote copy is always slightly out of date. To maintain integrity, the SVC ensures that all remote updates are sent in the order they are received from the host.

To use Global Mirror, it is necessary to purchase a Metro and Global Mirror feature license of sufficient capacity to cover the VDisks you will be mirroring. Again, it is also necessary to have additional server and SAN resources at the remote site. For more information about Global Mirror, refer to SAN Volume Controller V4.3.0 Advanced Copy Services, SG24-7574.

Again, the connection can either be a routing blade in the IBM System Storage SAN768B director, or a separate device, such as the IBM System Storage SAN04B-R router.
The round-trip latency between sites cannot exceed 80 ms, which should enable distances of up to 4000 km (2485 miles).

**Solution**

VMware offers *Site Recovery Manager* (SRM) as an optional element of VMware Infrastructure (VI) to enable automated disaster recovery. As part of the installation of SRM, the SVC *Storage Resource Adapter* (SRA) needs to be installed. This plug-in is used to enable the management of advanced copy services on the SVC, such as Metro Mirror and Global Mirror, and is based on the Storage Networking Industry Association (SNIA) SMI-S interface in the SVC.

Figure 5 shows a high level overview of the relationships between vCenter, SRM, SRA, the ESX hosts and VMs, and the storage at the local and remote sites.

More details about SRM can be found at the following Web site:

http://www.vmware.com/products/srm/overview.html
Obtaining the SVC SRA installer

Perform these steps to obtain the SVC SRA installation file:

1. Go to the IBM Systems support Web site, found at:
   http://www.ibm.com/systems/support/
2. Click the System Storage link on the left.
3. Select Storage software from the Product family drop-down menu.
4. Select SAN Volume Controller (2145) from the Product drop-down menu.
5. Click the Go button.
6. Click the All SAN Volume Controller documents link.
7. Enter “vmware site recovery manager” in the Additional search terms field and press Enter.
8. Look for a document called Support for VMware Site Recovery Manager in the results list.
9. Read through the page until you come to the download link for VMware SVC SRA.
10. Install the SRA on the vCenter Server before installing SRM. This installation must be done at both locations.

Site Recovery Manager

The benefit of adding the SRA to SRM is that it enables VMware to manage the SVC remote copy functions as well as the ESX hosts and guest VMs. It aids in the following tasks:

- Setting up the recovery infrastructure
- Creation of recovery plans
- Testing recovery plans
- Automating failover

The following steps must be completed to set up SRM:

1. Install SRM.
2. Configure the array managers in SRM (VDisk replication should be set up before installing SRM).
3. Define inventory mappings.
4. Create protection groups.
5. Create recovery plans.
6. Configure VM properties.
7. Configure security and monitoring alerts.

Full details about all of these steps can be found in the Administration Guide for Site Recovery Manager 1.0, found at:
http://www.vmware.com/support/pubs/srm_pubs.html
Summary

The combination of VMware Site Recovery Manager and the Storage Resource Adapter for SVC enables the automated failover of VMs from one location to another location connected by Metro Mirror or Global Mirror technology. This ensures that in the event of a disaster befalling your primary location, VMware vCenter is able to restart all of the required VMs at the secondary location with a minimum of delay and manual intervention, and achieve the shortest recovery time.

The ability of the SVC to mirror VDisks between MDisk Groups provides a very low cost option for mirroring within a single site between two storage subsystems. For metropolitan area distances, the use of Metro Mirror over dark fiber provides a synchronous mirror capability without the need to use TCP/IP over a wide area network (WAN). For much greater distances, Global Mirror provides asynchronous mirroring over TCP/IP using SAN router technology, such as the IBM System Storage SAN04B-R.

The latter two options require the use of SRA with vCenter SRM to automate the necessary SVC management during VM failover.

Related material

The publications listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this paper. Note that some of the documents referenced here may be available in softcopy only.

► VMware Multi-pathing with the SVC, and the Causes of SCSI-2 Reservation Conflicts, REDP-4627
► VMware Proof of Practice and Performance Guidelines on the SVC, REDP-4601
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