# IBM System x3950 M2 and x3850 M2
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Summary of changes

This edition of this paper reflects the changes that are summarized here. Revision bars throughout the paper indicate where the changes have been made.

New information

- The new IBM® System x3950 M2, page 3
- Table comparing the x3950 M2 with the x3950, page 5
- Support for 2-node configurations, with plans to support 3-node and 4-node complexes, page 7
- New ScaleXpander Option Kit to upgrade an x3850 M2 to an x3950 M2, page 6
- Models of the x3950 M2, page 12
- Processor options for the x3950 M2 models, page 17
- New 8 GB memory DIMMs to allow up to 256 GB of RAM per chassis, page 21
- The stripe size of the LSI 1078 Integrated RAID controller is 64 KB and cannot be changed, page 29
- Added the FRU number for the battery backup unit for the ServeRAID™ MR10M, page 31
- Added links to the ServeRAID MR10 documentation, page 31

Changed information

- More information about the ServeRAID MR10k controller, page 29
- Corrected the FRU for the replacement battery backup unit for the ServeRAID MR10k controller, page 29
- Arrays created by the LSI 1078 Integrated RAID controller can be migrated for use with the ServeRAID MR10k, page 29
Overview

This paper introduces the new IBM System x3950 M2 and the previously announced System x3850 M2, and provides you with detailed technical information about their major subsystems.

Delivering an industry-leading, 64-bit framework for high-performance scalable computing, the IBM System x3850 M2 and x3950 M2 are built on the power of the latest eX4 Architecture, which is the fourth generation of the IBM Enterprise X-Architecture® technology. eX4 Architecture drives the x3850 M2 and x3950 M2 to deliver the performance, availability, expandability, and manageability required for the next generation of industry-standard servers.

Both the x3850 M2 and x3950 M2 combine unmatched four-socket 64-bit performance, the latest Intel® Xeon dual-core or quad-core processors, more flexible XpandOnDemand modular scalability, and enhanced mission-critical availability to deliver an optimized (enterprise or on-demand) solution for scale-up virtualization, database, mid-tier application services or terminal services.

With its extensive chipset development experience, industry-leading performance, and availability breakthroughs, IBM is uniquely positioned to propose a robust and powerful server, offering innovation that delivers real business and IT results.

The x3850 M2 is a standalone server with four processor sockets up to 32 DIMM sockets. The x3950 M2 also has four processor sockets and up to 32 DIMM sockets, but the x3950 M2 can also be connected to other x3950 M2 systems to form a single-image multinode complex.

With the addition of the ScaleXpander Option Kit, the x3850 M2 can be upgraded to the x3950 M2 and can be connected to up to three other x3950 M2 to form a four-node complex with 16 processor sockets. Installing the ScaleXpander Option Kit to an x3850 M2 makes it effectively an x3950 M2.

Note: In this paper, when we refer to an x3950 M2, we mean either an x3950 M2 or an x3850 M2 that has the ScaleXpander Option Kit installed.

The following configurations are possible:

- One server: A single x3850 M2 or x3950 M2 server with two or four processors and up to 256 GB RAM installed
- Two servers: A two-node complex comprised of two x3950 M2 servers, with four or eight processors and up to 512 GB RAM installed
Three servers: A three-node complex comprised of three x3950 M2 servers, with six or 12 processors and up to 768 GB RAM installed

Four servers: A four-node complex comprised of four x3950 M2 servers, with eight or 16 processors and up to 1 TB RAM installed

**Note:** Support for three-node and four-node configurations is planned for 2Q08.

The following are the key features of the x3850 M2 and x3950 M2:

- Four-way\(^1\)-capable server.
- eX4 Architecture featuring the XA-64e fourth-generation chipset.
- Two standard Intel Xeon\(^®\) MP dual-core or quad-core processors, upgradable to four-way. These processors support 64-bit addressing with the Intel 64 Technology architecture.
- Support for Intel Virtualization Technology (VT).
- Support for an internal removable flash drive installed in a dedicated USB connector on the system board.
- 4 GB or 8 GB memory standard expandable to 256 GB (using 8 GB DIMMs), using high-performance PC2-5300 ECC DDR2 DIMMs.
- Active Memory\(^TM\) with Memory ProteXion, memory mirroring, memory hot-swap and hot-add, and ChipKill.
- Seven half-length 64-bit PCI Express x8 slots, two of which are hot-swap.
- Integrated LSI 1078 serial-attached SCSI (SAS) controller.
- Supports the RAID-0 and the RAID-1 standards. To enable additional RAID features and a 256 MB battery-backed cache, an optional ServeRAID-MR10k RAID controller is available.
- Four internal hot-swap drive bays for up to 584 GB of internal storage (using 146 GB disks).
- Integrated Dual-port Broadcom 5709C PCI Express Gigabit Ethernet controller.
- Onboard Baseboard Management Controller and Remote Supervisor Adapter II adapter are both standard.
- Three-year warranty onsite, nine hours per day, five days per week, with a next business day response.

The x3850 M2 and x3950 M2 are optimized for ERP, high-end database, and server consolidation applications.

**Comparing the x3850 M2 with the x3850**

Table 1 on page 5 shows the major differences between the x3850 and the x3850 M2.

---

\(^1\) 4-way means 4 processor sockets. In this document, we use way to indicate a processor socket regardless of whether it is a dual-core processor or a quad-core processor.
Table 1  Major differences between x3850 and x3850 M2

<table>
<thead>
<tr>
<th>Feature</th>
<th>System x3850 server</th>
<th>System x3850 M2 server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processors</td>
<td>Dual-core Intel Xeon 7100 series</td>
<td>Dual-core Intel Xeon E7210 and quad-core Intel Xeon E7300 series processors</td>
</tr>
<tr>
<td>Frontside bus</td>
<td>Two 667 MHz (two processors on each bus)</td>
<td>Four 1066 MHz (one processor on each bus)</td>
</tr>
<tr>
<td>Memory controller</td>
<td>Hurricane 3.0</td>
<td>Hurricane 4.0</td>
</tr>
<tr>
<td>Memory</td>
<td>Maximum of 4 memory cards, each with 4 DDR2 DIMM slots running at 333 MHz supporting a total of 16 DDR2 DIMMs</td>
<td>Maximum of 4 memory card, each with 8 DDR2 DIMM slots running at 533 MHz supporting a total of 32 DDR2 DIMMs</td>
</tr>
<tr>
<td>Scalability</td>
<td>Not supported</td>
<td>Upgradeable to support multinode scaling with the ScaleXpander Option Kit, 44E4249</td>
</tr>
<tr>
<td>Disk subsystem</td>
<td>Adaptec AIC9410 SAS</td>
<td>LSI 1078 SAS</td>
</tr>
<tr>
<td>External disk port</td>
<td>No</td>
<td>Yes (SAS x4)</td>
</tr>
<tr>
<td>RAID support</td>
<td>Standard not supported only via optional ServeRAID-8i</td>
<td>Standard RAID-0 and RAID-1; additional RAID features via optional ServeRAID-MR10k</td>
</tr>
<tr>
<td>PCI-X slots</td>
<td>Two or six, depending on model</td>
<td>None</td>
</tr>
<tr>
<td>PCI Express slots</td>
<td>Some models have four PCI Express x8 full-length slots</td>
<td>Seven PCI Express x8 half-length slots</td>
</tr>
<tr>
<td>Active PCI slots</td>
<td>Six</td>
<td>Two</td>
</tr>
<tr>
<td>Video controller</td>
<td>ATI™ Radeon™ 7000M 16 MB onboard</td>
<td>ATI ES1000™ 16MB memory on RSA II</td>
</tr>
<tr>
<td>USB ports</td>
<td>Three (front: one, rear: two)</td>
<td>Six (front: two, rear: three, internal: one)</td>
</tr>
<tr>
<td>Keyboard and mouse connectors</td>
<td>PS/2</td>
<td>USB</td>
</tr>
<tr>
<td>Service processor</td>
<td>RSA II SlimLine adapter (optional on some models)</td>
<td>RSA II PCI-X adapter</td>
</tr>
<tr>
<td>Mechanical</td>
<td>3U height</td>
<td>4U height</td>
</tr>
<tr>
<td>Trusted Platform Module</td>
<td>Not implemented</td>
<td>Trusted Platform Module (TPM) with TCG V1.2 compliance</td>
</tr>
<tr>
<td>Power supplies</td>
<td>One or two 1300 W power supplies, depending on model</td>
<td>Two 1440 W power supplies</td>
</tr>
</tbody>
</table>
Unlike the x3850, the x3850 M2 can be converted to an x3950 M2 through the use of the ScaleXpander Option Kit, part number 44E4249. After this kit is installed the x3850 M2 functionally becomes an x3950 M2, and is therefore able to form part of a multi-way configuration.

The IBM XpandOnDemand Scalability Kit contains the following items:

- Scalability cable 3.08m

### IBM ScaleXpander Option Kit

<table>
<thead>
<tr>
<th>Feature</th>
<th>x3950 server</th>
<th>x3950 M2 server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processors</td>
<td>Dual-core Intel Xeon 7100 series</td>
<td>Dual-core Intel Xeon E7210 and quad-core Intel Xeon E7300 series processors</td>
</tr>
<tr>
<td>Frontside bus</td>
<td>Two 667 MHz (two processors on each bus)</td>
<td>Four 1066 MHz (one processor on each bus)</td>
</tr>
<tr>
<td>Memory controller</td>
<td>Hurricane 3.0</td>
<td>Hurricane 4.0</td>
</tr>
<tr>
<td>Maximum SMP</td>
<td>32 sockets using eight chassis.</td>
<td>16 sockets using four chassis.</td>
</tr>
<tr>
<td></td>
<td>With dual-core processors, maximum of 64 cores.</td>
<td>With quad-core processors, maximum of 64 cores.</td>
</tr>
<tr>
<td>Memory</td>
<td>16 DDR2 DIMM sockets per node.</td>
<td>32 DDR2 DIMM sockets per node.</td>
</tr>
<tr>
<td></td>
<td>Maximum of 4 memory cards, each with 4 DDR2 DIMM slots running at 333 MHz. 64 GB maximum per node. 512 GB maximum with 8 nodes.</td>
<td>Maximum of 4 memory card, each with 8 DDR2 DIMM slots running at 533 MHz. 256 GB maximum per node. 1 TB maximum with 4 nodes.</td>
</tr>
<tr>
<td>Internal disks</td>
<td>Six hot-swap bays</td>
<td>Four hot-swap bays</td>
</tr>
<tr>
<td>Disk subsystem</td>
<td>Adaptec AIC9410, no external port</td>
<td>LSI 1078, external SAS 4x port</td>
</tr>
<tr>
<td>RAID support</td>
<td>Standard not supported only via optional ServeRAID-8i</td>
<td>Standard RAID-0 and RAID-1, additional RAID features via optional ServeRAID-MR10k</td>
</tr>
<tr>
<td>PCI-X slots per node</td>
<td>Two or six, depending on model</td>
<td>None</td>
</tr>
<tr>
<td>PCI Express slots per node</td>
<td>Some models have four PCI Express x8 full-length slots</td>
<td>Seven PCI Express x8 half-length slots</td>
</tr>
<tr>
<td>Active PCI slots</td>
<td>Six</td>
<td>Two</td>
</tr>
<tr>
<td>Ethernet controller</td>
<td>Broadcom 5704 dual Gigabit Ethernet</td>
<td>Broadcom 5709C dual Gigabit Ethernet</td>
</tr>
<tr>
<td>Video controller</td>
<td>ATI Radeon 7000M 16 MB onboard</td>
<td>ATI ES1000 16MB memory on RSA II</td>
</tr>
<tr>
<td>Keyboard and mouse</td>
<td>PS/2</td>
<td>USB</td>
</tr>
<tr>
<td>connectors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service processor</td>
<td>RSA II SlimLine standard</td>
<td>RSA II standard</td>
</tr>
<tr>
<td>Trusted Platform Module</td>
<td>Not implemented</td>
<td>Trusted Platform Module (TPM) with TCG V1.2 compliance.</td>
</tr>
<tr>
<td>Power supply</td>
<td>Two 1300W supplies</td>
<td>Two 1440W supplies</td>
</tr>
<tr>
<td>Mechanical</td>
<td>3U height</td>
<td>4U height</td>
</tr>
</tbody>
</table>

IBM ScaleXpander Option Kit
Larger cable management arm (replaces the existing arm to allow the easy installation of the scalability cables)

ScaleXpander chip (transforms the x3850 M2 into an x3950 M2)

x3950 M2 bezel (replaces the existing bezel, and shows that the x3850 M2 has the kit installed and is now functionally equal to an x3950 M2)

**Important:** The IBM ScaleXpander Option Kit is only required for an x3850 M2 that you want to convert to an x3950 M2 and enable it to scale.

The x3950 M2 ships with the necessary components (including a scalability cable) to be able to form an N-way configuration, and therefore does *not* require this option.

The ScaleXpander chip goes in a dedicated socket towards the front of the system board as shown in Figure 2.

![ScaleXpander chip](image)

*Figure 2  The ScaleXpander chip installed in the x3850 M2 enables the server to scale*

**Multinode configurations**

The x3950 M2 is the base building block, or *node*, for a scalable system. At their most basic, these nodes are comprised of four-way SMP-capable systems with processors, memory, and I/O devices. The x3950 M2 is the building block that allows supported 8-way, 12-way and 16-way configurations by adding additional x3950 M2s as required.

Unlike with the System x3950 and xSeries® 460, there is no special modular expansion enclosure for the x3950 M2. The multinode configuration is simply formed by using another x3950 M2 or an x3850 M2 that has the ScaleXpander Option Kit installed as described in “IBM ScaleXpander Option Kit” on page 6.

**Note:** When we refer to an x3950 M2, we mean either an x3950 M2 or an x3850 M2 that has the ScaleXpander Option Kit installed.
The x3950 M2 can form a multinode configuration by adding one or more x3950 M2 servers. The following configurations are possible, as shown in Figure 3:

- A two-node complex comprised of two x3950 M2 servers, with four or eight processors and up to 512 GB RAM installed
- A three-node complex comprised of three x3950 M2 servers, with six or 12 processors and up to 768 GB RAM installed
- A four-node complex comprised of four x3950 M2 servers, with eight or 16 processors and up to 1 TB RAM installed

**Note:** Support for three-node and four-node configurations is planned for 2Q08.

---

The following configuration rules apply:

- **Combinations of x3950 M2s**
  
  It is only supported to have multi-node complexes that are made up of x3950 M2 servers. Other nodes like the older x460, MXE-460, x3950 (machine type 8872 and 8878) and x3950 E (machine type 8874 and 8879) are not supported.

- **Processors**
  
  Each x3950 M2 server must have either two or four processors installed, and all processors in the complex must be the same speed and cache size.

- **Memory**
  
  For performance reasons, you should have the same amount of memory in each node. However, a minimum of 4 GB of RAM is required in each node because otherwise, the node will not be able to join the multinode configuration.

- **Firmware**
  
  All system firmware, including the system BIOS, diagnostics, BMC firmware, and RSA II firmware, must be at the same level across all systems.
Updating the system BIOS in every node in a scalable system can be performed from the primary node. The server diagnostics, as well as the RSA II and BMC firmware, must be individually updated on each node, but this can be performed remotely, as described:

- The RSA II firmware can be updated using the RSA II Web interface or IBM Director.
- The server diagnostics and BMC firmware can be updated with an RSA II remote console session using the remote diskette function.

- Disk drives installed in any of the x3950 M2 are seen by the operating system as normal disk drives.

- You can only have a maximum of two optional ServeRAID-MR10k adapters in the multinode configuration. The drives in the other nodes will need to remain connected using the built-in SAS controller.

- All PCI Express slots and onboard Gigabit Ethernet ports in the x3950 M2 are visible to the operating system, as well.

A fully configured, four-node, scalable system with quad-core processors would have 64 cores, 1024 GB of memory (using 8 GB DIMMs), 28 PCI Express adapters, 2.3 TB of raw disk space and eight Gigabit Ethernet connections.

**Note:** The US law restricting the export of high capacity servers was relaxed in 2002. Therefore, this restriction no longer affects the x3850 M2 and x3950 M2.

**Scalable systems setup**

Certain tasks must be performed before a multinode configuration can be operated successfully:

- All system firmware, including the system BIOS, diagnostics, BMC firmware and RSA II firmware, must be at the same level across all systems.

- Memory settings for HPMA, HAM, FAMM in BIOS must be standardized across all systems in the multinode configuration while the nodes are still logically separate (that is, pre-merge). Refer to Table 11 on page 28 for details about this topic.

- You will need separate KVM connections to each node. Alternatively, you can configure them using an RSA II remote console session.

- Post-merge settings that can be applied to the primary node are:
  - Advanced Setup - PCI settings
  - Passwords
  - Boot order

**Scalability ports and cables**

Nodes in an x3950 M2 multi-node complex are connected together by a number of scalability cables. These cables are attached to three SMP Expansion Ports (commonly referred to as scalability ports) on the rear of each system, as shown in Figure 6 on page 11.

The scalability ports interface directly to the eX4 Architecture chipset and allow high speed communication between processors located in different chassis. The ports act like hardware extensions to the processor local buses. They direct read and write cycles to the appropriate memory or I/O resources, as well as maintain cache coherency between the processors. These scalability ports are connected together with scalability cables to enable configuration of multinode scalable systems up to 16-way.
Currently, only one-node and two-node configurations are supported, although plans are in place to support three-node and four-node configurations in 2Q08.

The scalability cabling needed to form a two-node complex is shown in Figure 4.

![Two-node configuration](image)

Two 3.08m cables are required, as shown in Figure 4. The cables are supplied as follows:

- One cable is part of the ScaleXpander Option Kit, part number 44E4249, as described in “IBM ScaleXpander Option Kit” on page 6, for use with x3850 M2 servers.
- One cable is included with x3950 M2 servers (not with x3850 M2).

**Note:** Connectivity for three-node and four-node configurations is not supported until 2Q08. When this support is announced, this document will be updated with cabling information.

The following key points relate to scalability cabling:

- The x3950 M2 comes with a new cable management arm that makes installation and management of the cables easier. The ScaleXpander Option Kit for the x3850 M2 ships with this new arm to replace its standard cable management arm.
- The scalability ports cannot be used as high speed interconnects for clustering purposes. Use the integrated Gigabit Ethernet controller instead.
- The connections do offer redundancy. If a connection is lost (for example, if a cable is unplugged), there will be an indication on the light path diagnostic panel showing a link failure, and the server will disable the failing port and switch traffic to the remaining path. There will be a slight performance degradation in this mode. After the cable is reattached, the server will re-enable the path and clear the error from the light path diagnostic panel.
- In multinode configurations, the inbound communication between each node now is handled by the scalability cables, and not by the RSA II Ethernet ports (as it was with the x3950).

**Partitioning**

*Partitioning* is the concept of logically splitting up a multinode complex into separate systems. You can then install an operating system on a partition and have it run independently from all other partitions.

The advantage of partitioning is that you can create and delete partitions without having to recable the complex. The only requirement is that partitions be formed on node boundaries.

The interface where you set up and maintain partitions is an extension of the Remote Supervisor Adapter II Web interface. It is used to create, delete, control, and view scalable partitions.
Front and rear layouts

Figure 5 shows the major components at the front of the x3850 M2 and x3950 M2.

![Front panel of the x3850 M2 and x3950 M2](image)

Figure 5  Front panel of the x3850 M2 and x3950 M2

Figure 6 shows the major components at the rear of the server.

![Rear panel of the x3850 M2 and x3950 M2](image)

Figure 6  Rear panel of the x3850 M2 and x3950 M2
Current models

Table 3 shows the x3850 M2 models that were announced in October 2007.

Table 3  The x3850 M2 models announced in October 2007

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard CPUs</th>
<th>L2 cache</th>
<th>Standard memory</th>
<th>Memory cards</th>
</tr>
</thead>
<tbody>
<tr>
<td>7141-1RU</td>
<td>2x 2.40 GHz Xeon E7210 Dual core</td>
<td>4 MB</td>
<td>4x1 GB</td>
<td>2</td>
</tr>
<tr>
<td>7141-2RU</td>
<td>2x 2.13 GHz Xeon E7320 Quad core</td>
<td>4 MB</td>
<td>4x1 GB</td>
<td>2</td>
</tr>
<tr>
<td>7141-3RU</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>6 MB</td>
<td>8x1 GB</td>
<td>4</td>
</tr>
<tr>
<td>7141-4RU</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x1 GB</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4 shows the models of the x3950 M2 that were announced in January 2008.

Table 4  x3950 M2 models announced as of January 2008

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard CPUs</th>
<th>L2 cache</th>
<th>Standard memory</th>
<th>Memory cards</th>
</tr>
</thead>
<tbody>
<tr>
<td>7141-1SU</td>
<td>2x 1.6 GHz Xeon E7310 Dual core</td>
<td>4 MB</td>
<td>4x 1 GB</td>
<td>2</td>
</tr>
<tr>
<td>7141-3SU</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>3 MB</td>
<td>8x 1 GB</td>
<td>4</td>
</tr>
<tr>
<td>7141-4SU</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x 1 GB</td>
<td>4</td>
</tr>
</tbody>
</table>

Note: The U in the model numbers is for countries in North America and South America. For EMEA, substitute G (for example, 1RG). For Asia-Pacific countries, the letter varies from country to country. Consult the announcement letter or xSeries Configuration and Option Guide.

The amount of memory installed does not have to match the other nodes in a multinode complex; however, for performance reasons, having the same amount of memory is recommended.

Windows Datacenter models

IBM now offers two methods to run Microsoft® Windows Server® 2003 R2, Datacenter Edition on the x3950 M2, either the 32-bit version or the 64-bit version. Windows 2000 Datacenter Server is not supported.

IBD Datacenter Unlimited Virtualization High Availability Program Offering

This comprehensive offering is designed to provide a fully configured, certified solution for customers that want to maintain a tightly controlled environment for maximum availability.

Unlimited virtualization means customers can run an unlimited number of virtualized instances of Windows Server without purchasing additional licenses. This applies to Windows Server 2003 R2 (or previous editions) Standard, Enterprise, and Datacenter editions as virtual instance.

The Unlimited Virtualization High Availability Program delivers a complete system configuration that has been both IBM Server Proven and Microsoft Cluster Certified to ensure that every major hardware and software component has been tested together to provide maximum availability within the customer’s environment. To maintain this high availability, the solution must continue to be comprised of components that are both IBM
Server Proven and Microsoft Cluster Certified. This offering leverages the industry solution integration skills of IBM and Microsoft and is the ideal solution for a customer that wants a best practices type of solution environment and does not have the IT staffing to perform the work.

Table 5 lists the x3950 M2 models available for this offering. For a configuration you will order one or more x3950 M2 to form the required number of processors. All x3950 M2 Datacenter models come with a 4-socket license of Windows Server 2003 R2, Datacenter Edition. Licenses are combined when combining x3950 M2s to form a multinode configuration.

Table 5  Certified models for the IBM Datacenter Unlimited Virtualization High Availability Program

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard processors</th>
<th>L2/L3 cache (total per CPU)</th>
<th>Standard memory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With 32-bit Windows Server 2003, Datacenter Edition (4-socket license for each system)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7141-3AY</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>6 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>7141-4AY</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>With 64-bit Windows Server 2003, Datacenter Edition (4-socket license for each system)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7141-3BY</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>6 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>7141-4BY</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x 1 GB</td>
</tr>
</tbody>
</table>

IBM Datacenter Unlimited Virtualization Offering

Customers that already have a well-managed IT infrastructure and just want a Microsoft Windows operating system that scales greater than eight sockets can choose this new offering. With it, a customer has more freedom to leverage its existing IT infrastructure.

Unlimited virtualization means customers can run an unlimited number of virtualized instances of Windows Server without purchasing additional licenses. This applies to Windows Server 2003 R2 (or previous editions) Standard, Enterprise, and Datacenter editions as virtual instance.

The IBM Datacenter Unlimited Virtualization Offering delivers a server comprised of components that have been IBM Server Proven, but unlike High Availability Program solutions, there is no requirement for Microsoft Cluster Certification.

This offering gives the customer more freedom in choosing I/O and other system components. The Unlimited Virtualization Offering provides a scalable Windows solution and gives the customer greater ability to implement a solution that leverages its own IT staff, processes, and procedures.

Table 6 on page 14 lists the x3950 M2 models available for this offering. The model number also specifies which Datacenter operating system license is included with the hardware. All x3950 M2 Datacenter models come with a 4-socket license of Windows Server 2003 R2, Datacenter Edition. Licenses are combined when combining x3950 M2s to form a multinode configuration.
IBM XA-64e fourth-generation chipset

The x3850 M2 and x3950 M2 uses the fourth generation of the IBM XA-64e chipset. The architecture consists of the following components:

- One to four Xeon dual-core or quad-core processors
- Hurricane 4 Memory and I/O Controller (MIOC)
- Eight high speed memory buffers
- Two PCI Express bridges
- One South bridge

Figure 7 on page 15 shows the block diagram of the x3850 M2 and x3950 M2.

Table 6 Certified models for the IBM Datacenter Unlimited Virtualization Offering

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard processors</th>
<th>L2/L3 cache (total per CPU)</th>
<th>Standard memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>With 32-bit Windows Server 2003, Datacenter Edition (4-socket license for each system)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7141-3DY</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>6 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>7141-4DY</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>With 64-bit Windows Server 2003, Datacenter Edition (4-socket license for each system)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7141-3EY</td>
<td>2x 2.40 GHz Xeon E7330 Quad core</td>
<td>6 MB</td>
<td>8x 1 GB</td>
</tr>
<tr>
<td>7141-4EY</td>
<td>2x 2.93 GHz Xeon X7350 Quad core</td>
<td>8 MB</td>
<td>8x 1 GB</td>
</tr>
</tbody>
</table>

Note: The unit GB refers to gigabytes. The unit Gb refers to gigabits.
Each memory port out of the memory controller has a peak read throughput of 4.26 GBps and a peak write throughput of 2.13 GBps. DIMMs are installed in matched pairs, two-way interleaving, to ensure the memory port is fully utilized. Peak throughput for each PC2-5300 DDR2 DIMM is 4.26 GBps.

Because there are eight memory ports, spreading installed DIMMs across all four memory ports can improve performance. The eight independent memory ports provide simultaneous access to memory. With four memory cards installed, and eight DIMMs in each card, peak read memory bandwidth is 34.1 GBps and peak write bandwidth is 17.1 GBps.

The memory controller routes all traffic from the eight memory ports, four microprocessor ports, and the three PCI bridge ports. The memory controller also has embedded DRAM which, in the x3850 M2 and x3950 M2, holds a snoop filter lookup table. This filter ensures that snoop requests for cache lines go to the appropriate microprocessor bus and not all four of them, thereby improving performance.

As shown in Figure 7, PCI bridge 1 supplies four of the seven PCI Express x8 slots on four independent PCI Express buses. PCI bridge 2 supplies the other three PCI Express x8 slots plus the onboard SAS devices, including the optional ServeRAID-MR10k. A separate South bridge supplies all the other onboard PCI devices, such as the USB ports, onboard Ethernet and the standard RSA II.

Figure 7  x3850 M2 and x3950 M2 system block diagram
Processors

The x3850 M2 and x3950 M2 models use either the Intel Xeon Processor E7210 dual-core or the Intel Xeon Processor E7300 series dual or quad-core Tigerton processors. Refer to “Current models” on page 12 for more detail.

All models of the x3850 M2 and x3950 M2 have two processors installed. Two or four processors are supported. Installed processors must be identical in model, speed, and cache size. Having three processors in one system is not supported.

As described in “Multinode configurations” on page 7, you can connect multiple x3950 M2s to form larger configurations. The x3950 M2s must have either two or four identical processors installed.

The processors are accessible from the top of the server after opening the media hood. The media hood is hinged at the middle of the system and contains the SAS drives, optical media, USB ports and light path diagnostic panel. Figure 8 shows the media hood half-way open.

Note: Power off the server before raising the media hood.

Figure 8  The x3850 M2 and x3950 M2 with the media hood partly open

The processors and the order of installation are shown in Figure 9 on page 17.
The VRMs for processors 1 and 2 come standard with the server; the VRMs for processors 3 and 4 come with the processor options.

The x3850 M2 and x3950 M2 use different processors, depending on the model. The part numbers listed in Table 7, Table 8, and Table 9 on page 18 include the VRM and heat sink.

Table 7 lists the processors used in the x3850 M2 models announced in October 2007.

Table 7  Processors used in x3850 M2 models announced October 2007

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard CPU (dual-core or quad-core)</th>
<th>CPU power consumption</th>
<th>Part number for CPU option</th>
</tr>
</thead>
<tbody>
<tr>
<td>7141-1RU</td>
<td>2 x 2.40 GHz Xeon E7210 Dual core</td>
<td>80 W</td>
<td>44E4244</td>
</tr>
<tr>
<td>7141-2RU</td>
<td>2 x 2.13 GHz Xeon E7320 Quad core</td>
<td>80 W</td>
<td>44E4241</td>
</tr>
<tr>
<td>7141-3RU</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4242</td>
</tr>
<tr>
<td>7141-4RU</td>
<td>2 x 2.93 GHz Xeon X7350 Quad core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
</tbody>
</table>

Table 8 lists the processors used in the x3950 M2 models announced in January 2008.

Table 8  Processors used in x3950 M2 models announced January 2008

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard CPU (dual-core or quad-core)</th>
<th>CPU power consumption</th>
<th>Part number for CPU option</th>
</tr>
</thead>
<tbody>
<tr>
<td>7141-1SU</td>
<td>2 x 1.6 GHz Xeon E7310 Dual core</td>
<td>80 W</td>
<td>44W2784</td>
</tr>
<tr>
<td>7141-3SU</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4242</td>
</tr>
<tr>
<td>7141-4SU</td>
<td>2 x 2.93 GHz Xeon X7350 Quad core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
</tbody>
</table>
Table 9 lists the processors used in the x3950 M2 Datacenter models announced in January 2008.

**Table 9  Processor used in the x3950 M2 Datacenter models announced January 2008**

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard CPU (dual-core or quad-core)</th>
<th>CPU power consumption</th>
<th>Part number for CPU option</th>
</tr>
</thead>
<tbody>
<tr>
<td>7141-3AY</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4242</td>
</tr>
<tr>
<td>7141-4AY</td>
<td>2x 2.93 GHz Xeon X7350 Quad Core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
<tr>
<td>7141-3BY</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4242</td>
</tr>
<tr>
<td>7141-4BY</td>
<td>2 x 2.93 GHz Xeon X7350 Quad core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
<tr>
<td>7141-3DY</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4242</td>
</tr>
<tr>
<td>7141-4DY</td>
<td>2 x 2.93 GHz Xeon X7350 Quad core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
<tr>
<td>7141-3EY</td>
<td>2 x 2.40 GHz Xeon E7330 Quad core</td>
<td>80 W</td>
<td>44E4243</td>
</tr>
<tr>
<td>7141-4EY</td>
<td>2 x 2.93 GHz Xeon X7350 Quad core</td>
<td>130 W</td>
<td>44E4243</td>
</tr>
</tbody>
</table>

All processors used in an x3850 M2 or x3950 M2 must be of the same type, speed, and L2/L3 cache size. When adding an x3950 M2, all nodes must have either two or four microprocessors installed.

Xeon E7210 and E7300 Tigerton processors have two levels of cache on the processor die:

- Each pair of cores in the processor has either 2 MB, 3 MB, or 4 MB of shared L2 cache, for a total of 4 MB, 6 MB, or 8 MB of L2 cache. The L2 cache implements the Advanced Transfer Cache technology.
- The L1 execution trace cache in each core is used to store micro-operations, decoded executable machine instructions. It serves those to the processor at rated speed. This additional level of cache saves decode time on cache hits.

The Tigerton processors do not have L3 cache.
Figure 10 compares the layout of the Tigerton dual-core and quad-core processors.

Key features of the processors used in the x3850 M2 and x3950 M2 include:

- **Models with dual-core or quad-core processors**
  
  The Tigerton dual-core processors are a concept similar to a two-way SMP system except that the two processors, or cores, are integrated into one silicon die. This brings the benefits of two-way SMP with less power consumption and faster data throughput between the two cores. To keep power consumption down, the resulting core frequency is lower, but the additional processing capacity means an overall gain in performance.

  The Tigerton quad-core processors add two more cores onto the same die. Hyper-Threading Technology is not supported.

  Each core has separate L1 instruction and data caches, as well as separate execution units (integer, floating point, and so on), registers, issue ports, and pipelines for each core. A multi-core processor achieves more parallelism than Hyper-Threading Technology, because these resources are not shared between the two cores.

  With double and quadruple the number of cores for the same number of sockets, it is even more important that the memory subsystem is able to meet the demand for data throughput. The 34.1 GBps peak throughput of the x3850 M2 and x3950 M2 eX4 Architecture with four memory cards is well-suited to dual-core and quad-core processors.

- **1066 MHz front-side bus**
  
  The Tigerton Xeon MP uses two 266 MHz clocks, out of phase with each other by 90°, and using both edges of each clock to transmit data. This is shown in Figure 11.
A quad-pumped 266 MHz bus therefore results in a 1066 MHz front-side bus. The bus is eight bytes wide, which means it has an effective burst throughput of 8.53 GBps. This can have a substantial impact, especially on TCP/IP-based LAN traffic.

- **Intel 64 Technology (formerly known as EM64T)**

  First introduced in the Xeon DP Nocona processor, Intel 64 Technology is a 64-bit extension to the industry standard IA32 32-bit architecture. Intel 64 Technology adds:
  
  - A set of new 64-bit general purpose registers (GPR)
  - 64-bit instruction pointers
  - The ability to process data in 64-bit chunks

  Even though the names of these extensions suggest that the improvements are simply in memory addressability, Intel 64 Technology is, in fact, a fully functional 64-bit processor.

  The Tigerton processors limit memory addressability to 40 bits of addressing.

  There are three distinct operation modes available in Intel 64 Technology:

  - **32-bit legacy mode**

    The first and, in the near future, probably most widely used mode will be the 32-bit legacy mode. In this mode, processors with Intel 64 Technology will act just like any other IA32-compatible processor. You can install your 32-bit operating system on such a system and run 32-bit applications, but you will not be able to make use of the new features such as the flat memory addressing above 4 GB or the additional General Purpose Registers (GPRs). 32-bit applications will run just as fast as they would on any current 32-bit processor.

    Most of the time, IA32 applications will run even faster because there are numerous other improvements that boost performance regardless of the maximum address size.

  - **Compatibility mode**

    The second mode supported by Intel 64 Technology is the compatibility mode, which is an intermediate mode of the full 64-bit mode described in the following list item. To run in compatibility mode, you will need to install a 64-bit operating system and 64-bit drivers. If a 64-bit OS and drivers are installed, the processor will be enabled to support both 32-bit applications and 64-bit applications.

    The compatibility mode gives you the ability to run a 64-bit operating system, while still being able to run unmodified 32-bit applications. Each 32-bit application will still be limited to a maximum of 4 GB of physical memory. However, the 4 GB limit is now imposed on a per-process level, not on a system-wide level. This means that every 32-bit process on this system gets its very own 4 GB of physical memory space, provided sufficient physical memory is installed. This is already a huge improvement compared to IA32, where the operating system kernel and the application had to share 4 GB of physical memory.

    Additionally, the compatibility mode does not support the virtual 8086 mode, so real-mode legacy applications are not supported. 16-bit protected mode applications, however, are supported.

  - **Full 64-bit mode**

    The final mode is the full 64-bit mode. Intel refers to it as the IA-32e mode. (For AMD™, it is the long mode). This mode is applied when a 64-bit OS and 64-bit application are used.

    In the full 64-bit operating mode, an application can have a virtual address space of up to 40 bits, equating to one terabyte (TB) of addressable memory. The amount of physical memory will be determined by how many DIMM slots the server has and the maximum DIMM capacity supported and available at the time.
Applications that run in full 64-bit mode will have access to the full physical memory range, depending on the operating system, and will also have access to the new GPRs as well as to the expanded GPRs. However, it is important to understand that this mode of operation requires not only a 64-bit operating system (and, of course, 64-bit drivers) but also a 64-bit application that has been recompiled to take full advantage of the various enhancements of the 64-bit addressing architecture.

For more information about the features of the Xeon quad-core processor, see:

For more information about Intel 64, see:
http://www.intel.com/technology/architecture-silicon/intel64/index.htm

Xcel4v Dynamic Server Cache

The Xcel4v Dynamic Server Cache is a technology developed as part of the IBM XA-64e fourth-generation chipset. It is used in two ways:

► As a single 4-way server, the Xcel4v and its embedded DRAM (eDRAM) is used as a snoop filter to reduce traffic on the front-side bus. It stores a directory of all processor cache lines to minimize snoop traffic on the four front-side buses and minimize cache misses.

► When the x3950 M2 is configured as a multinode server, this technology dynamically allocates 256 MB of main memory in each node for use as an L4 cache directory and scalability directory. In an 8-way configuration, this means there will be 512 MB of Xcel4v cache.

Used in conjunction with the Xcel4v Dynamic Server Cache is an embedded DRAM (eDRAM), which in single-node configurations contains the snoop filter lookup tables. However, in a multinode configuration, this eDRAM contains the L4 cache directory and the scalability directory.

Note: The amount of memory that BIOS reports is minus the portion used for Xcel4v cache.

System memory

The x3850 M2 and x3950 M2 models have either 4 GB or 8 GB of RAM standard, implemented as four or eight 1 GB DIMMs. Memory is PC2-5300 ECC DDR2.

Memory is implemented in the x3850 M2 and x3950 M2 using memory cards. The server supports up to four memory cards. Each card has eight DIMM sockets, giving a total of up to 32 DIMM sockets. Some models have two memory cards and some have all four cards standard. Table 3 on page 12 provides more detail about this topic.

Using 8 GB DIMMs in every socket, the server can hold 256 GB of RAM. With four nodes, the combined complex can hold up to 1 TB of RAM.

With a multinode configuration, the memory in all nodes is combined to form a single, coherent physical address space. The resulting system has the property such that for any given region of physical memory, some processors are closer to it than other processors.
Conversely, for any processor, some memory is considered *local* and other memory is *remote*. The system’s partition descriptor table is used to ensure that memory is used in the most optimal way.

The memory is two-way interleaved, meaning that memory DIMMs are installed in pairs. As shown in Figure 7 on page 15, there are eight ports from the Hurricane 4 memory controller to memory, with each supporting up to 4.26 GBps read data transfers and 2.13 GBps write data transfers.

The DIMMs operate at 533 MHz, to be in sync with the front-side bus. However, the DIMMs are 677 MHz PC2-5300 spec parts because these have better timing parameters than the 533 MHz equivalent. The memory throughput is 4.26 GBps, or 533 MHz x 8 bytes per memory port, for a total of 34.1 GBps with four memory cards.

**Supported DIMM options are:**

- 2 GB (part number 41Y2762) containing two 1 GB DIMMs
- 4 GB (part number 41Y2771) containing two 2 GB DIMMs
- 8 GB (part number 41Y2788) containing two 4 GB DIMMs
- 16 GB (part number 43V7356) containing two 8 GB DIMMs

The x3850 M2 and x3950 M2 models have two or four memory cards installed, depending on the model (see “Current models” on page 12). Each memory card holds up to eight DIMMs. Additional memory cards are part number 44E4252.

If you replace the standard pair of DIMMs and install 32x 8 GB DIMMs and four memory cards, both the x3850 M2 and x3950 M2 can be expanded to 256 GB.

Each x3850 M2 and x3950 M2 must have at least 2 DIMMs and one memory card installed. By adding a single, fully populated x3950 M2 with 8 GB DIMMs, you can expand up to 512 GB and so on up to a maximum of 1024 GB in a four-node configuration.

**Note:** At the time of writing only Windows 2003 Enterprise and Datacenter 64-bit editions, RHES 5 64-bit, and SLES10 64-bit support this amount of memory.

Each node needs a minimum of 4 GB of memory installed to be able to merge into a single image. For performance reasons, all nodes should have the same amount of memory installed.

As explained in “XceL4v Dynamic Server Cache” on page 21, in a multinode scalable system the XceL4v Dynamic Server Cache dynamically allocates 256 MB of main memory in each node for use as L4 cache, therefore giving a reduction in overall memory that is available to the operating system of 256 MB per node.

Thus, in a four-node configuration there will be a 1 GB reduction of main system memory. This reduction in memory is reflected at power-on self-test (POST) with the insertion of a new line of text, telling the user the amount of available system memory after the L4 scalability cache for each node has been subtracted.

To replace or add any DIMMs, you need to remove one or more of the installed memory cards. Refer to “Memory mirroring” on page 25 and “Hot-add memory” on page 27 for an explanation of how this can even be done while the system and the operating system are up and running.

**Tip:** You do not need to lift the media hood to add or replace memory.
Note the following key configuration rules:

- Because the x3850 M2 and x3950 M2 use two-way interleaving memory, DIMMs must be installed in matched pairs.

- Memory cards have part number 44E4252. Two or four are standard in the x3850 M2 and x3950 M2 (depending on the model; see “Current models” on page 12 or Table 3 on page 12 for more information), and up to a maximum of four can be installed. Each memory card has eight DIMM sockets.

- There are two ways to fill the DIMMs sockets, depending on whether cost or performance is the more important consideration:
  - Cost-effective configuration
    To minimize cost, you can install the memory DIMMs by filling each memory card before adding DIMMs to the next memory card.
  - Performance-optimized configuration
    As described in “IBM XA-64e fourth-generation chipset” on page 14, there are eight independent memory ports. Therefore, to optimize performance, you need to install four memory cards and then spread the DIMMs, still installed in matched pairs, across all four memory cards before filling each card with two more DIMMs.

A more detailed description and the exact sequence for installation is provided in System x3850 M2 Installation Guide.

- If you want to install the full 256 GB, you will need to remove the existing DIMMs and fully populate the x3850 M2 and x3950 M2 with four memory cards, each with eight 8 GB DIMMs.
There are a number of advanced features implemented in the x3850 M2 and x3950 M2 memory subsystem, collectively known as *Active Memory*:

- **Memory ProteXion**
  The Memory ProteXion feature (also known as *redundant bit steering*) provides the equivalent of a hot-spare drive in a RAID array. It is based in the memory controller, and it enables the server to sense when a chip on a DIMM has failed and to route the data around the failed chip.

  Normally, 128 bits out of every 144 are used for data and the remaining 16 bits are used for ECC functions. However, the x3850 M2 and x3950 M2 needs only 12 bits to perform the same ECC functions, thus leaving four bits free. In the event that a chip failure on the DIMM is detected by memory scrubbing, the memory controller can reroute data around that failed chip through these spare bits.

  It can do this automatically without issuing a Predictive Failure Analysis® (PFA) or light path diagnostics alert to the administrator, although an event is logged to the service processor log. After the second DIMM failure, PFA and light path diagnostics alerts would occur on that DIMM as normal.

- **Memory scrubbing**
  *Memory scrubbing* is an automatic daily test of all system memory, which detects and reports memory errors that might be developing before they cause a server outage.

  Memory scrubbing and Memory ProteXion work in conjunction with each other and do not require memory mirroring to be enabled in order to work properly.

  When a bit error is detected, memory scrubbing determines if the error is recoverable or not.

  - If the error is recoverable, Memory ProteXion is enabled and the data that was stored in the damaged locations is rewritten to a new location. The error is then reported so that preventative maintenance can be performed. As long as there are enough good locations to allow the proper operation of the server, no further action is taken other than recording the error in the error logs.

  - If the error is not recoverable, then memory scrubbing sends an error message to the light path diagnostics, which then turns on the proper lights and LEDs to guide you to the damaged DIMM. If memory mirroring is enabled, then the mirrored copy of the data from the damaged DIMM is used until the system is powered down and the DIMM is replaced.

Because x3850 M2 and x3950 M2 are now capable of supporting large amounts of memory, IBM has added the **Initialization Scrub Control** setting to the BIOS, to let customers choose when this scrubbing is done and therefore potentially speed up the boot process. Refer to Table 10 on page 26 for further detail about these settings.

- **Memory mirroring**
  *Memory mirroring* is roughly equivalent to RAID-1 in disk arrays, in that usable memory is halved and a second copy of data is written to the other half. If 8 GB is installed, then the operating system sees 4 GB after memory mirroring is enabled. It is disabled in the BIOS by default. Because all mirroring activities are handled by the hardware, memory mirroring is operating system-independent.

  When memory mirroring is enabled, certain restrictions exist with respect to placement and size of memory DIMMs and the placement and removal of memory cards. Refer to *System x3950M2 and x3850 M2 Installation Guide* for details.
Chipkill™ memory

Chipkill is integrated into the XA-64e chipset, so it does not require special Chipkill DIMMs and is transparent to the operating system. When combining Chipkill with Memory ProteXion and Active Memory, the x3850 M2 and x3950 M2 provide very high reliability in the memory subsystem.

When a memory chip failure occurs, Memory ProteXion transparently handles the rerouting of data around the failed component as previously described. However, if a further failure occurs, the Chipkill component in the memory controller reroutes data. The memory controller provides memory protection similar in concept to disk array striping with parity, writing the memory bits across multiple memory chips on the DIMM. The controller is able to reconstruct the missing bit from the failed chip and continue working as usual. One of these additional failures can be handled for each memory port, for a total of eight Chipkill recoveries.

Hot-add and hot-swap memory

The x3850 M2 and x3950 M2 support the replacing of failed DIMMs while the server is still running. This hot-swap support works in conjunction with memory mirroring. The server also supports adding additional memory while the server is running. Adding memory requires operating system support.

Note: These two features are mutually exclusive, as explained here:

- Hot-add requires that memory mirroring be disabled.
- Hot-swap requires that memory mirroring be enabled.

In addition, to maintain the highest levels of system availability, if a memory error is detected during POST or memory configuration, the server can automatically disable the failing memory bank and continue operating with reduced memory capacity. You can manually re-enable the memory bank after the problem is corrected by using the Setup menu in the BIOS.

Memory mirroring, Chipkill, and Memory ProteXion provide multiple levels of redundancy to the memory subsystem. Combining Chipkill with Memory ProteXion allows up to two memory chip failures for each memory port on the x3850 M2 and x3950 M2, for a total of eight failures sustained.

1. The first failure detected by the Chipkill algorithm on each port does not generate a light path diagnostics error because Memory ProteXion recovers from the problem automatically.
2. Each memory port could then sustain a second chip failure without shutting down.
3. Provided that memory mirroring is enabled, the third chip failure on that port would send the alert and take the DIMM offline, but keep the system running out of the redundant memory bank.

Memory mirroring

Memory mirroring is available on the x3850 M2 and x3950 M2 for increased fault tolerance. Memory mirroring is operating system-independent, because all mirroring activities are handled by the hardware.

The x3850 M2 and x3950 M2 have four separate memory power buses that each power one of the four memory cards. Figure 13 on page 26 shows the location of the memory cards (which are numbered 1 to 4, from left to right) and the DIMM sockets and LEDs on the memory cards.

Note:

These two features are mutually exclusive, as explained here:

- Hot-add requires that memory mirroring be disabled.
- Hot-swap requires that memory mirroring be enabled.
Mirroring takes place across two memory cards. The memory DIMMs in card 1 are mirrored to the memory DIMMs in card 2. The memory DIMMs in card 3 are mirrored to the memory DIMMs in card 4. Therefore, with memory mirroring enabled in the BIOS, you can hot-swap any memory card as long as the hot-swap enabled LED is lit. Refer to x3850 M2 and x3950 M2 User's Guide for complete instructions about how to hot-swap a memory card.

After memory mirroring is enabled, the data that is written to memory will be stored in two locations. For read operations, data is read from the DIMMs with the least amount of reported memory errors through memory scrubbing.

Table 10 shows the possible BIOS settings for the initialization scrub control. The setting is accessed by going to Advanced Setup → Memory Settings → Initialization Scrub Control.

Table 10 Initialization Scrub Control

<table>
<thead>
<tr>
<th>Setting</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scrub on Every Boot</td>
<td>Performs full memory test on every boot</td>
</tr>
<tr>
<td>Scrub only after AC Cycle</td>
<td>Performs scrub only after AC has been removed or applied</td>
</tr>
<tr>
<td>Disabled</td>
<td>Relies on standard memory test and run time scrub engine to ensure memory is “good”</td>
</tr>
</tbody>
</table>
If memory mirroring is enabled, then the mirrored copy of the data from the damaged DIMM is used until the DIMM replaced. After the damaged DIMM is replaced, memory mirroring will copy the mirrored data back onto the new DIMM.

Key configuration rules of memory mirroring are as follows:
- Memory mirroring must be enabled in the BIOS (it is disabled by default).
- Both memory cards must have the same total amount of memory, and must have identical DIMMs. In other words, DIMMs must be installed in matched quads to support memory mirroring. Partial mirroring is not supported. Refer to x3850 M2 Installation Guide for information about the exact installation order required.

Hot-swap memory
The x3850 M2 and x3950 M2 support hot-swap memory. If a DIMM fails, it can be replaced with a new DIMM without powering down the server. This advanced feature allows for maximum system availability. Hot-swap memory requires that memory mirroring be enabled.

To easily identify whether hot-swap is enabled and the status of power to the memory card, each memory card has a green memory hot-swap enabled LED, and a green memory card power LED on the top panel of the memory card, as shown in Figure 13 on page 26. The memory card has eject levers with sensors, so that the system can recognize when a memory card is being removed and power down that card's slot accordingly.

The overall process to hot-swap a failed DIMM is as follows:
1. Verify that memory mirroring and hot-swap are enabled by checking the memory hot-swap enabled LED on the memory cards.
2. When a DIMM fails, you will be alerted with the memory LED on the light path diagnostics panel and by other means with the service processor, if this has been configured.
3. Locate the memory card with the failed DIMM by identifying the memory card that has the memory error LED lit.
4. Remove the memory card containing the failed DIMM.
5. Press the button on the memory card to identify which DIMM has failed. The LED next to the failed DIMMs lights up.
6. Replace the failed DIMM and reinsert the memory card.

For a more detailed description of how to hot-swap memory correctly and which sequence to follow, refer to x3850 M2 and x3950 M2 User's Guide.

Hot-add memory
The hot-add memory feature enables you to add DIMMs without turning off the server. This section presents the requirements for enabling the hot-add memory feature on the server.
The requirements are as follows:

- Operating system support: Adding usable system memory to a running operating system requires operating system support. This is done with an ACPI sequence. Currently, the only operating system that has this capability and is supported on the x3850 M2 and x3950 M2 is Windows Server 2003, Enterprise Edition or Datacenter Edition.

- Memory hot-add must be specifically enabled in the BIOS setup. When this is done, the system allocates blank windows of memory space for future memory additions. By enabling hot-add, memory mirroring will automatically be disabled.

- Memory cards 2 and 4 must not be installed yet because these are the only ones that can be hot-added.

- If only one memory card, memory card 1, is installed prior to the hot-add operation, then only one additional memory card may be added in slot 2.

- If two memory cards are installed in slots 1 and 3, then two additional memory cards can be added in slots 2 and 4.

- The DIMMs must be add in matched pairs, that is, two at a time, and they must also match the equivalent pair of DIMMs on the matching memory card on the other power bus.

- A minimum of 4 GB of memory must be installed in the server for hot-add memory to be available. Additionally, for 32-bit operating systems, the Physical Address Extension (PAE) mode has to be enabled to take advantage of the additional memory.

For information about how to perform a hot-add operation, and more information about the restrictions, refer to x3850 M2 and x3950 M2 User’s Guide.

**Note:** As previously mentioned, hot-add and hot-swap are mutually exclusive. You can only enable one of these features.

**Note:** Observe the following concepts when hot-adding memory.

- If you plan to enable hot-add memory and you have a x3850 M2 and x3950 M2 system that comes standard with two memory cards, you need to move memory card 2 to slot 3 to be able to hot-add memory cards in slots 2 and 4.

- After you have added a memory card with two DIMMs, you cannot add more memory to that same memory card without powering off the server.

- Enabling hot-add reserves a portion of the memory map for the memory that can be hot-added in the future. If you do not plan to use hot-add, we recommend that you do not enable this feature in BIOS.

### Memory configuration in BIOS

Configure the memory subsystem in the server’s BIOS Setup menu by clicking **Advanced Settings -> Memory Settings -> Memory Array Setting**. The choices are listed in Table 11.

#### Table 11  Memory configuration modes in BIOS

<table>
<thead>
<tr>
<th>Mode</th>
<th>Memory ProteXion</th>
<th>Memory-mirroring</th>
<th>Hot-swap memory</th>
<th>Hot-add memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPMA (high performance memory array)</td>
<td>Yes</td>
<td>Disabled</td>
<td>Disabled</td>
<td>Disabled</td>
</tr>
<tr>
<td>FAMM (full array memory mirroring)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Disabled</td>
</tr>
<tr>
<td>HAM (hot-add memory)</td>
<td>Yes</td>
<td>Disabled</td>
<td>Disabled</td>
<td>Yes</td>
</tr>
</tbody>
</table>
The memory configuration mode you select depends on what memory features you want to use:

- **Select HPMA** if you are **not** using mirroring, hot-swap, or hot-add. This is now the default or standard setting.
- **Select FAMM** to enable memory mirroring and hot-swap.
- **Select HAM** to enable hot-add in the future.

**Important:** The memory settings described must be standardized across a multi-node configuration before merging the scalable partition. This requires a KVM connection to each standalone node before the scalable partition is created.

Unlike with the x3850, the x3850 M2 and x3950 M2 now support Memory ProteXion with the HPMA setting, providing maximum performance while still providing the reliability of Redundant Bit Steering (RBS).

### SAS disk subsystem

The x3850 M2 and x3950 M2 have a disk subsystem that is comprised of an LSI Logic 1078 Serial Attached SCSI (SAS) controller and four internal 2.5” SAS hot-swap drive bays. The x3850 M2 and x3950 M2 support internal RAID-0 and RAID-1. The optional ServeRAID-MR10k, part number 43W4280, provides additional RAID levels and a 256 MB battery-backed cache.

SAS is the logical evolution of SCSI. SAS uses much smaller interconnects than SCSI, while offering SCSI compatibility, reliability, performance and manageability. In addition, SAS offers longer cabling distances, smaller form factors and greater addressability.

The x3850 M2 and x3950 M2 have an external SAS x4 port which is used in conjunction with the optional ServeRAID-MR10k. This external port supports SAS non-RAID disk enclosures such as the EXP3000. This port has an SFF-8088 connector.

The chassis has four internal 2.5-inch hot-swap SAS disk drive bays. By using four 146 GB drives, up to 584 GB of disk can be installed internally. Table 12 shows the supported disks.

**Table 12  Supported internal disk options for the x3850 M2 and x3950 M2**

<table>
<thead>
<tr>
<th>Part number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>40K1052</td>
<td>2.5” SAS 73GB 10K SAS</td>
</tr>
<tr>
<td>43X0824</td>
<td>2.5” SAS 146GB 10K SAS</td>
</tr>
<tr>
<td>43X0837</td>
<td>2.5” SAS 73GB 15K SAS</td>
</tr>
</tbody>
</table>

**ServeRAID MR10k**

To enable additional RAID features and a 256 MB battery-backed cache, the ServeRAID-MR10k SAS RAID controller (part number 43W4280) is also available and is installed in a dedicated slot, as shown in Figure 14 on page 30.
The use of ServeRAID-MR10k SAS RAID controller enables the following RAID levels:

- RAID-0
- RAID-1
- RAID-5
- RAID-6
- RAID-10
- RAID-50
- RAID-60

**Note:** RAID-50 and RAID-60 are only supported externally because they require a minimum of six or eight drives, respectively.

The ServeRAID-MR10k supports stripe sizes from 16 KB to 1024 KB. The default stripe size is 256 KB.

The ServeRAID-MR10k attaches by a short cable to an external intelligent transportable battery backup unit (iTBBU) which has the following characteristics:

- Intelligent: The iTBBU has built-in functionality to charge the battery pack automatically and to communicate battery status information such as voltage, temperature, and current to the server.
- Transportable: The iTBBU can be used to move a RAID DIMM's cached data to a replacement DIMM if that data has not been written to a disk. This could be necessary if, for example, the DIMM fails after an unexpected power failure. After you install the iTBBU on the new RAID DIMM, it flushes the unwritten data preserved in the cache to the disk through the new DIMM.

The battery is designed to up to 72 hours cache protection, depending on operating environment. IBM recommends that the battery be replaced annually. The FRU part number for the replacement battery is 43W4283.

Observe the following when using RAID or installing the ServeRAID MR10k:

- No rewiring of the existing internal cabling is required when the ServeRAID-MR10k is installed in an x3850 M2 or x3950 M2.
A RAID array created with the SAS LSI 1078 can be migrated for use with the ServeRAID-MR10k, but the reverse is not possible.

This means that if you create RAID-0 and RAID-1 arrays using the onboard LSI 1078 Integrated RAID controller and later install a ServeRAID-MR10k, you will be given the option to convert those arrays to the format used by the MR10k. However, if you wish to later remove the MR10k, you must first save all your data because the data in those arrays will be inaccessible by the LSI 1078 Integrated RAID controller.

For more detailed information, refer to Chapter 3 of ServeRAID-MR10k User's Guide, available on the ServeRAID MR10 Support CD which can be downloaded in ISO format from:

http://www.ibm.com/support/docview.wss?uid=psg1MIGR-5073160

**Important:** Prior to inserting the ServeRAID MR10k and converting your arrays, you must install the ServeRAID MR10 driver. Failure to do so prior to the conversion will render all data on those drives permanently inaccessible.

The onboard LSI 1078 and the ServeRAID-MR10k are not supported with the ServeRAID manager. Use the MegaRAID Storage Manager (MSM) instead.

One or more arrays can be formed using both the four internal disks and disks in an external disk enclosure such as the EXP3000 attached to the external SAS port.

### ServeRAID-MR10M

The x3850 M2 and x3950 M2 also support the ServeRAID-MR10M, part number 43W4339, which has the following features:

- PCI Express x8 adapter card
- Supports SAS and SATA 2
- Two external x4 ports using SFF-8088 connectors (no internal SAS connectors)
- 256 MB onboard cache using DDR2 memory
- Onboard battery backup unit (power for up to 72 hours; replace annually using FRU 43W4342)
- RAID levels 0, 1, 10, 5, 50, 6, 60
- Supports the EXP3000 enclosure with cascading of enclosures of up to 9 per port
- Up to seven can be installed in the x3850 M2 and x3950 M2. More than three, however, will require custom testing using the IBM SPORE process.

Refer to ServerProven® at the following Web site for the latest list of supported adapters and hot-swap SAS drives:


For a comparison of features of members of the ServeRAID family, see:

http://www.redbooks.ibm.com/abstracts/tips0054.html

The following publications are available for further reference:

- ServeRAID MR10k Quick Installation Guide
- ServeRAID MR10k User's Guide
- ServeRAID MR Software User's Guide
- ServeRAID-MR Device Driver Installation
PCI subsystem

As shown in Figure 7 on page 15, there are five half-length, full-height PCI Express x8 slots and two half-length, full-height Active PCI Express x8 internal to the x3850 M2 and x3950 M2. All are vacant in the standard models. All seven slots have the following characteristics:

- Separate bus from the other slots and devices
- PCI Express x8
- 40 Gbps full duplex
- 64-bit, each supporting 32-bit adapters as well

Slots 6 and 7 also support Active PCI hot-swap adapters.

**Note:** You require Microsoft Windows Server 2003 to be able to use Active PCI on the x3850 M2 and x3950 M2. Support in Linux® distributions is planned for 2008.

The optional ServeRAID-MR10k adapter does not use a PCI slot because it has a dedicated slot on the motherboard. See Figure 15 on page 33.

The PCI subsystem also supplies these I/O devices:

- LSI 1078 Serial-attached SCSI (SAS) controller.
- Broadcom dual port 5709C 10/100/1000 Ethernet.
- Six USB ports, two on the front panel, three on the rear, one onboard.
- Remote Supervisor Adapter II adapter in a dedicated socket on the I/O board. This adapter also provides the ATI ES1000 16MB video controller.
- EIDE interface for the DVD-ROM drive.
- Serial port.
- Trusted Platform Module (TPM).
As shown in Figure 15, there are seven PCI Express x8 slots. Slots 6 and 7 support hot-plug PCI Express adapters.

Note the following configuration information:

- Full-length cards are not supported. Half-length cards are supported, however.
- Video adapters are not supported.
- The PCI Express slots support x4 or x8 PCI Express adapters only.
- It is recommended that for performance reasons, you do not install more than two high speed (that is, 8 Gbps or faster) PCI Express cards per PCI bridge (bridge 1 is slots 1, 2, 3 and 4; bridge 2 is slots 5, 6, and 7) with a maximum of four per system. Examples of adapter cards that have bandwidth maximums of 8 Gbps or more include 10 Gbps Ethernet card and dual-port 4 Gbps Fibre Channel cards.
The system scans PCI Express slots to assign system resources. The system attempts to start the first device found, with the search order as follows:

- DVD-ROM.
- Optional USB diskette drive.
- Integrated SAS devices.
- Internal PCI slots (in the order 1, 2, 3, 4, 5, 6, 7).
- Integrated dual Gigabit Ethernet controller.
- For multinode complexes, the ordering continues as 8,9,10,11,12,13, 14 and so forth.

During boot, you may get POST error 1801 if there are more than three different types of SAS controllers installed, due to limited PCI ROM address space. 1801 errors are caused by an over-subscription of the 128 KB PCI ROM resource space.

Consider the following when reviewing possible sources of 1801 errors:

- The onboard SAS controller counts as one, except if a ServeRAID MR10k is installed.
- The ServeRAID MR10k and ServeRAID MR10M are considered the same for this purpose and therefore, only count as one.

**Broadcom dual Gigabit Ethernet controller**

The x3850 M2 and x3950 M2 offer a dual Gigabit Ethernet controller integrated standard in the system. The x3850 M2 and x3950 M2 include one dual-port Broadcom BCM5709C 10/100/1000 BASE-T MAC (Media Access Controller) on the PCI Express x4 bus. The BCM5709C has the following features:

- Supports full and half-duplex performance at all speeds (10/100/1000 Mbps, auto-negotiated)
- Provides two IEEE 802.3 Ethernet MAC addresses
- Includes integrated on-chip memory for buffering data transmissions to ensure the highest network performance
- Includes dual onboard DMA engines to maximize bus throughput and minimize CPU overhead
- Supports IPMI for system management

The Broadcom controller also includes software support for failover, layer-3 load balancing, and comprehensive diagnostics.

Category 5 or better Ethernet cabling is required with RJ-45 connectors. If you plan to implement a Gigabit Ethernet connection, ensure that your network infrastructure is capable of the necessary throughput to match the server’s I/O capacity.

**Redundancy**

The x3850 M2 and x3950 M2 have the following redundancy features to maintain high availability:

- There are six hot-swap, multi-speed fans. These fans provide cooling redundancy and enable individual fan replacement without powering down the server.
  
  Each of the three groups of two fans is redundant. In the event of a fan failure, the other fans will speed up to continue to provide adequate cooling until the fan can be
hot-swapped by the IT administrator. In general, failed fans should be replaced within 48 hours following failure.

- The two Gigabit Ethernet ports can be configured as a team to form a redundant pair.
- The memory subsystem has a number of redundancy features, including memory mirroring and Memory ProteXion, as described in “System memory” on page 21.
- Support is available for RAID disk arrays, both with the onboard LSI 1078 for RAID-0 and RAID-1. The optional ServeRAID-MR10k provides additional RAID features and a 256 MB battery-backed cache. Thex3850 M2 and x3950 M2 have four internal, hot-swap disk drive bays.
- The two, standard 1440 W hot-swap power supplies are redundant in all configurations at 220 V. Note that at 110 V, the second power supply is not redundant.

The layout of the x3850 M2 and x3950 M2, showing the location of the memory cards, power supplies, and fans, is displayed in Figure 16.

![Figure 16 Redundancy features of the x3850 M2 and x3950 M2](image)

**Light path diagnostics**

To limit the customer’s need to slide the server out of the rack to diagnose problems, a light path diagnostics panel is located at the front of the x3850 M2 and x3950 M2. This panel slides out from the front of the server so the customer can view all light path diagnostics-monitored server subsystems. In the event that maintenance is required, the customer can slide the server out of the rack and, using the LEDs, find the failed or failing component.

Light path diagnostics can monitor and report on the health of microprocessors, main memory, hard disk drives, PCI adapters, fans, power supplies, VRMs, and the internal system temperature. Figure 17 on page 36 shows the light path diagnostic panel.
Figure 17 Light path diagnostic panel

Baseboard Management service processor

The Baseboard Management Controller (BMC) is a small, independent micro-controller used to perform low-level system monitoring and control functions, as well as remote IPMI interface functions. It uses multiple I2C bus connections to communicate out-of-band with other onboard devices.

The BMC provides environmental monitoring for the server. If environmental conditions exceed thresholds or if system components fail, the BMC lights the light path diagnostic LEDs to help you diagnose the problem and also records the error in the BMC system event log.

BMC functions are as follows:

- **Initial system check at A/C on**
  The BMC monitors critical I2C devices in standby power mode to determine if the system configuration is safe for power-on.

- **BMC Event log maintenance**
  The BMC maintains and updates an IPMI-specified event log in non-volatile storage. Critical system information is recorded and made available for external viewing.

- **System power state tracking**
  The BMC monitors the system power state and logs transitions into the system event log.

- **System initialization**
  The BMC has I2C access to certain system components that might require initialization before power-up.

- **System software state tracking**
The BMC monitors the system and reports when the BIOS and POST phases are complete and the operating system has booted.

- System event monitoring
  During runtime, the BMC continually monitors critical system items such as fans, power supplies, temperatures and voltages. The system status is logged and reported to the service processor, if present.

- System fan speed control
  The BMC monitors system temperatures and adjusts fan speed accordingly.

The BMC also provides the following remote server management capabilities through the OSA SMBridge management utility program:
- Command-line interface (IPMI Shell)
- Serial over LAN (SOL)

For more information about how to enable and configure these management utilities, refer to x3850 M2 and x3950 M2 User’s Guide.

Remote Supervisor Adapter II

The x3850 M2 and x3950 M2 have the Remote Supervisor Adapter II service processor as a standard component. This adapter, shown in Figure 18, is installed in a dedicated PCI-X slot, and provides similar functionality as the Remote Supervisor Adapter II PCI option available for other System x™ servers. However, only the Ethernet and video connectors are used on the x3850 M2 and x3950 M2. The other external ports (including remote power and the ASM interconnect) are not supported on these servers.

![Remote Supervisor Adapter II](image)

The most useful functions and features of the Remote Supervisor Adapter II include:
- IBM ASIC with integrated PowerPC® 405 core executing at 200 MHz
- Automatic notification and alerts
  The RSA II automatically sends different types of alerts and notifications to another server like IBM Director, SNMP destination, or as e-mail directly to a user by using SMTP.
Continuous health monitoring and control
The RSA II continuously monitors all important system parameters (such as temperature, voltage, and so on). So if, for example, a fan fails, the RSA II forces the remaining fans to increase speed to compensate for the failing fan.

Event log
You can get access to the event logs of the server and the power-on self-test (POST) log and export them while the server is up and running.

Operating system failure screen capture
When the operating system hangs, for example, with a blue screen, you can do a screen capture for support purposes. Additionally, the RSA II stores the last failure screen in memory so you can refer to it later.

Remote media
As a part of the remote control feature, the remote media capability lets you use diskette drives, diskette images, optical drives such as DVD or CD-ROM drives, or optical drive images of the system where the Web interface of RSA II is running on the remote PC, and make them appear to be local drives.

**Trusted Platform Module**

The x3850 M2 and x3950 M2 implement the Trusted Platform Module (TPM), which ensures that the process from power-on to hand-off to the operating system boot loader is secure. The Core Root of Trusted Measurements (CRTM) code is embedded in the BIOS for logging and signing of the BIOS. In addition, you can enable the ACPI setting in the BIOS (disabled by default) which will assist any operating system that has support written into its code to use the security features of this module.

The TPM is TCG V1.2-compliant, and is ready for use with software purchased from the third party list of the TPM Ecosystem partners in compliance with the TPM v1.2 specification.

**Active Energy Manager**

IBM Systems Director Active Energy Manager™ (formerly known as IBM PowerExecutive™) is a combination of hardware and software that enables direct power monitoring through IBM Director. By utilizing an operating system that supports this feature, customers will be able to monitor the power consumption of the x3850 M2 and x3950 M2, and then modify or cap the consumption if so required.

Active Energy Manager enables customers to monitor actual power draw and thermal loading information. This helps customers with:

- More efficient planning of new datacenter construction or modification
- Proper power input sizing based on physical systems
- Justification of incremental hardware purchases based on available input power capacity
- Better utilization of existing resources

For more information see:
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