Scalability Comparison of Bioinformatics for Applications on AIX and Linux on IBM eServer pSeries 690

Abstract

The scalability performance of several critical bioinformatics applications, including BLAST, FASTA, Smith-Waterman, HMMER, ICED and Mascot, was evaluated on AIX® 5.1 and SUSE Linux Enterprise Server 8 for IBM® eServer pSeries®. These applications are either threaded or OpenMP-enabled parallel implementations. The comparison was conducted on the same LPAR of a p690 with 16 CPUs. The results suggested that the scalability of these applications on AIX and Linux are comparable, in general.

Introduction

As Linux gained popularity, Linux on pSeries became a key element of IBM eServer Linux. By providing Linux on pSeries, Linux users running on Intel® architecture machines have the option to move up to more powerful pSeries systems.

However, it is widely believed that Linux does not currently scale to efficiently handle large SMP (1). It was our intention in this study to evaluate how well the leading bioinformatics applications scale on the current offering of Linux on pSeries 690.

Four bioinformatics applications (BLAST, FASTA, Smith-Waterman and HMMER), one Microarray analysis application (ICED), and one proteomic application (Mascot) were analyzed on AIX 5.1 and SUSE Linux Enterprise Server V8 for p690. IBM VisualAge® compilers were used, and the same compilation flags were applied for both AIX and Linux platforms.

System configuration

The system configuration used in this study was a logical partition (LPAR) on a 1.1 GHz POWER4™ p690. LPARs are user-defined system divisions consisting of CPUs, memory, and I/O slots that are a subset of the available resources within a system, regardless of their locality. Each LPAR runs a specific instance of an operating system, the same way it runs on
standalone servers. Logical partitioning is very transparent to user applications. The LPAR created for this study had 16 processors and 32 GB memory.

The following software configurations were used.

- **Linux**
  - SUSE Linux Enterprise Server 8.0
    - kernel 2.4.19-108
    - IBM VisualAge C++ v6.0.0.0

- **AIX**
  - AIX 5L™ v5.1 ML-4
    - 32-bit kernel mode and zero large page
    - IBM VisualAge C++ v6.0.0.3

### Benchmarks and results

Benchmarks of the following applications were measured in our study:

- BLAST - thread implementation
- FASTA - thread implementation
- Smith-Waterman - thread implementation
- HMMER - thread implementation
- ICED - OpenMP implementation
- Mascot - thread implementation

In the following sections, the performance and scalability comparison of these six applications on both AIX5.1 and on SUSE Linux are presented on the same hardware.

### BLAST

BLAST (Basic Local Alignment Search Tool) is a set of widely used tools for rapid sequence similarity search against both nucleotide and protein databases (2). Several variants of BLAST can be distinguished by the type of the query and database (see Table 1). In this study, blastn, blastp, and blastx from BLAST 2.2.6 were used for evaluation. For each program, two searches of different lengths were conducted.

<table>
<thead>
<tr>
<th>Program</th>
<th>Query</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>blastp</td>
<td>Protein</td>
<td>Protein</td>
</tr>
<tr>
<td>blastn</td>
<td>Nucleotide</td>
<td>Nucleotide</td>
</tr>
<tr>
<td>blastx</td>
<td>Nucleotide (translated to protein on the fly)</td>
<td>Protein</td>
</tr>
<tr>
<td>tblastn</td>
<td>Protein</td>
<td>Nucleotide (translated to protein on the fly)</td>
</tr>
<tr>
<td>tblastx</td>
<td>Nucleotide (translated to protein on the fly)</td>
<td>Nucleotide (translated to protein on the fly)</td>
</tr>
</tbody>
</table>
Blastp

In this study, human protein sequences were used to search against an nr database (1508490 sequences, 485849910 total letters). Two types of queries were used: a short query consisting of 20 sequences of ~400 amino acids, and a long query consisting of 20 sequences of ~900 amino acids.

Figure 1 and Figure 2 show the performance comparison of blastp on both AIX and Linux. Blastp has linear scaling up to four CPU on both operating systems. AIX showed slightly better performance than Linux. The advantage was up to 9%.

The shorter query demonstrated slightly better scalability on Linux (Figure 1), and the long query demonstrated similar scalability on both Linux and AIX (Figure 2).

Blastn

In this study, two types of searches were used. In the short search, a query of four mouse cDNA of ~350 nucleotides was used to search against a mouse EST database (3819720 sequences, 1715033129 total letters). In the long search, a query of two Saccharomyces cerevisiae genomic DNA of ~1700 nucleotides was used to search against an nt database (1979572 sequences, 9422064200 total letters).

Figure 3 and Figure 4 on page 4 show the performance and scalability comparison of blastn on both AIX and on Linux. AIX showed very similar performance to Linux for both queries.
The shorter query demonstrated slightly better scalability on Linux (Figure 3), and the long query demonstrated similar scalability on both Linux and AIX (Figure 4).

Figure 3  Performance and scalability comparison of blastn benchmark on AIX and Linux - short query

Figure 4  Performance and scalability comparison of blastn benchmark on AIX and Linux - long query

**Blastx**

In this study, *Drosophila* nucleotide sequences were used to search against an nr database (1508490 sequences, 485849910 total letters). Two types of queries were used: the short query was a sequence of ~6000 nucleotides, and the long query was a sequence of 25000 nucleotides.

Figure 5 and Figure 6 on page 5 show the performance and scalability comparison of blastx on both AIX and on Linux. AIX showed better performance than Linux, especially on the longer search. For the long query, the advantage was up to 20%.

AIX also demonstrated slightly better scalability than Linux for both test cases. AIX demonstrated up to 13% better scalability in the short query case.
FASTA

FASTA is a widely used package for database similarity search with a high degree of sensitivity (3, 4). It is based on an alignment algorithm applicable to both nucleotide and protein sequence search for local alignment using a substitution matrix. Among several programs in the FASTA package, fasta34_t from fasta34t22b3 was used for this scalability study.

A mouse DNA sequence of 1660 nucleotides was used as a query to search against a mouse EST database (3819720 sequences, 1715033129 total letters). The benchmark results (shown in Figure 7 on page 6) indicated that Linux outperformed AIX. The advantage was up to 9%. A similar observation had been previously reported (5). The scalability on both operating systems is very similar and is almost perfectly linear.
Smith-Waterman

The Smith-Waterman program is a very sensitive database search algorithm developed by Smith and Waterman (5). In contrast to BLAST and FASTA, it looks for the optimal alignment of a query with all possible lengths, and maximizes the similarity measure. Distantly related sequences with extensive substitutions and gaps can be identified.

For this scalability study, ssearch34_t from fasta34t22b3 was used; it can use either a nucleotide as a query to search against a nucleotide database, or use a protein sequence as a query to search against a protein database.

Two test cases were used. A mouse DNA of 80 nucleotides was used to search against a mouse EST (3819720 sequences, 1715033129 total letters), and a mouse protein of 413 amino acids was used to search against the Swiss-Prot database (131418 sequences, 48074139 total letters).

The results (see Figure 8 and Figure 9 on page 7) show that AIX had slightly better performance than Linux for the DNA search. The advantage was only up to 2%. Both test cases illustrated very similar scalability on both AIX and Linux.
HMMER

HMMER is an implementation of profile hidden Markov models (profile HMMs) (7, 8). It compiles the results of a multiple alignment and generates a statistical description of a sequence family's consensus. Among several programs in the HMMER package, hmmsearch is the most computational-intensive and is implemented in parallel; hmmsearch used in this study is from HMMER 2.3.1. It uses a profile HMM as the query to search against a sequence database for additional homologues of a modeled family.

In this benchmark, we searched the Swiss-Prot database (131418 sequences, 48074139 total letters) using an HMM with 353 amino acids. The results (see Figure 10) show that AIX had a slight advantage over Linux in both runtime and scalability.

ICED

ICED (Independently Consistent Expression Discriminator) (9) is a sample classification application for high-throughput gene expression data. This application is used to build binary predictors and identify disease-relevant genes.

ICED has three functionalities: Training, Testing and Cross-validation.

- In Training, a predicting system is built based on a labeled dataset.
- In Testing, unknown samples are classified by a pre-trained system.
- Cross-validation tests the accuracy of the system.
The parameter $p$ is the portion of the total number of genes that the program considers in the dynamic discriminator number selection.

Three test cases were used for benchmarks. One of the test cases was a training test of a St. Jude dataset (10), with $p$ set to 0.8. Figure 11 shows the performance and scalability comparison on AIX and Linux.

The other two test cases were cross-validation tests of the St. Jude dataset. Figure 12 and 13 show the benchmark results with $p$ set to 0.05 and 0.1, respectively. The scalability of ICED on both operating systems was very similar. It is closer to perfect for larger jobs. It also shows that AIX achieved slightly better performance than Linux.

![Figure 11](image1.png)  
*Figure 11  Performance and scalability comparison of ICED on AIX and Linux - training test of St. Jude data set, $p=0.8*  

![Figure 12](image2.png)  
*Figure 12  Performance comparison of ICED on AIX and Linux -- cross-validation test of St. Jude data set, $p=0.05*
Mascot

Mascot\(^1\) is a leading proteomics application which analyzes mass spectrometry data and identifies proteins by searching against either nucleotide or protein databases (11). Three different test cases were used for evaluation:

- Test case 1 was a Tryptic digest search of 4 ms-ms data sets.
- Test case 2 was a no enzyme search of 4 ms-ms data sets.
- Test case 3 was a Tryptic digest search of 169 ms-ms data sets with 8 variable modifications.

The database used was a MSDB database with 672745 sequences.

The benchmark results showed that test case 1 scaled up to four CPUs on both AIX and SUSE Linux (see Figure 14). This was expected, since the elapsed time for one CPU run is only 21 seconds for both operating systems.

Figure 13  Scalability comparison of ICED on AIX and pLinux - cross-validation test of St. Jude data set, p=0.1

Figure 14  Performance and scalability comparison of Mascot on Linux and AIX - test case 1

Figure 15 and Figure 16 on page 10 illustrate the scaling performance for test case 2 and test case 3, respectively. Both test cases show almost linear scalability on both AIX and Linux. The performance on both systems was also almost the same.

\(^1\) Available from MatrixScience at: http://www.matrix-science.com/.
Conclusion

AIX achieved better performance than Linux on most tested bioinformatics applications, except for FASTA. The performance differences were small; for most test cases, it was less than 10%. The scalability of AIX and Linux is comparable, in general. For some applications, one operating system showed slightly better scalability than the other. But neither of them consistently achieved significantly better scalability, and the difference was usually negligible.
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