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    About this document

    This publication is intended to facilitate the deployment of the hybrid cloud business continuity solution with Red Hat OpenShift Container Platform and IBM® block CSI (Container Storage Interface) driver plug-in for IBM Spectrum® Virtualize on Public Cloud AWS (Amazon Web Services). This solution is designed to protect the data by using IBM Storage-based Global Mirror replication.

    For demonstration purposes, MySQL containerized database is installed on the on-premises IBM FlashSystem® that is connected to the Red Hat OpenShift Container Platform (OCP) cluster in the vSphere environment through the IBM block CSI driver. The volume (LUN) on IBM FlashSystem storage system is replicated by using global mirror on IBM Spectrum Virtualize for Public Cloud on AWS. Red Hat OpenShift cluster (OCP cluster) and the IBM block CSI driver plug-in are installed on AWS by using Installer-Provisioned Infrastructure (IPI) methodology.

    The information in this document is distributed on an as-is basis without any warranty that is either expressed or implied. Support assistance for the use of this material is limited to situations where IBM Spectrum Virtualize for Public Cloud is supported and entitled, and where the issues are specific to this Blueprint implementation.

    Executive summary

    In today’s environment, many organizations use some form of cloud services, whether private, public, or hybrid multicloud. Storage infrastructure is a part of these services and deployments.

    For the Red Hat OpenShift environment that is deployed on AWS Cloud, the quick start includes AWS CloudFormation templates that build the AWS infrastructure by using AWS best practices, and then passes that environment to Ansible playbooks to build the OpenShift environment. The AWS CloudFormation templates use AWS Lambda to generate a dynamic SSH key pair that is loaded into an Auto Scaling group. The Ansible inventory file is auto generated. The combination of AWS CloudFormation and Ansible enables you to deploy and tear down your OpenShift environment by using CloudFormation stacks.

    IBM released its open source CSI driver, which allows dynamic provisioning storage for containers on Kubernetes and Red Hat OpenShift container platform on AWS. IBM Spectrum Storage™ family and IBM Spectrum Virtualize for Public Cloud (SVPC AWS) supports clients in their IT architectural transformation and migration towards the cloud service model. This transformation enables hybrid cloud strategies while maintaining the benefits and advanced functions of sophisticated storage systems.

    With IBM Spectrum Virtualize and Spectrum Virtualize For Public Cloud on AWS, organizations can have multicloud environments with data replication between the following components:

    •On-premises or private cloud to public cloud (AWS Cloud)

    •Two public clouds (AWS Cloud) 

    IBM Spectrum Virtualize for Public Cloud enables data on heterogeneous storage systems to be replicated or migrated between on-premises and IBM Cloud® or AWS.

    IBM Spectrum Virtualize and IBM Spectrum Virtualize for Public Cloud together support mirroring between on-premises and cloud data centers or between cloud data centers. 

    These functions can be used to:

    ◦	Migrate data between on-premises and public cloud data centers or between public cloud data centers. Data management is consistent between on-premises storage and the public cloud.

    ◦	Implement disaster recovery strategies between on-premises and public cloud data centers.

    ◦	Enable cloud-based DevOps with easy replication of data from on-premises sources.

    Support for the Blueprint and its configurations

    Support for the underlying components that make up this solution are provided by way of the standard procedures and processes that are available for each of those components, as governed by the support entitlement that is available for those components. 

    For more information about these components, see “Prerequisites” on page 3.

    Requesting assistance

    All components of the solutions are part of this unified support structure. Support assistance of the solution that is described in this Blueprint is available by requesting assistance for any of the components in the solution and is the preferred method.

    Scope of this document

    This Blueprint provides a solutions architecture and related configuration tasks. The solution relies on the following software components and related documents: 

    •Red Hat OpenShift (OCP) 4.x 

    •IBM Spectrum Virtualize for Public Cloud on AWS (for more information, see IBM Spectrum Virtualize for Public Cloud on AWS Implementation Guide, REDP-5534

    •Red Hat OpenShift on AWS

    •Spectrum Virtualize Family of Products - Global Mirror

    •MySQL deployment in container

    •Detailed technical configuration steps for building an end-to-end solution

    •VPN connectivity, on-premises to public cloud (for more information, see Solutions for Hybrid Cloud Networking Configuration Version 1 Release1, REDP-5542

    This Blueprint does not include the following information:

    •Provide scalability and performance analysis from a user perspective

    •Replace any official manuals and documents that are issued by IBM

    Prerequisites

    This technical report assumes that the person who is implementing this solution has the basic knowledge of or access to the following information:

    •IBM Spectrum Virtualize for Public Cloud on AWS installation and configuration

    •AWS Cloud login and required user rights and billing approval.

    •Red Hat OCP: Red Hat OpenShift container platform 4.x

    •Red Hat login credentials to download binaries and tools

    •Storage Replication (IBM Global Mirror)

    •VPC and VPN connectivity between On-premises Cloud to AWS public cloud

    •CSI driver plug-ins

    •Containerized MySQL database

    •iSCSI basics and connectivity

    •Required user names and passwords for AWS, SVPC, OCP and others accounts for installation

    •VPN connectivity from On-premises network to AWS public cloud network

    Demonstration introduction and architecture	

    The architecture that is used for this demonstration is shown in Figure 1.

    [image: ]

    Figure 1   Hybrid multicloud architecture

    Figure 2 shows the VPN connections between the On-premises and Public Cloud. For more information, see IBM Solutions for Hybrid Cloud Networking Configuration Version 1 Release1, REDP-5542.
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    Figure 2   Hybrid cloud network connectivity

    Demonstration purpose

    The purpose of this document is to showcase the hybrid multicloud scenario for data replication between on-premises to public cloud (AWS).

    This document is intended to facilitate the deployment of the hybrid multicloud business continuity solution with Red Hat OpenShift Container Platform and IBM block CSI driver plug-in for IBM Spectrum Virtualize on Public Cloud AWS. This solution is designed to protect the data by using the IBM Spectrum Virtualize Global Mirror function. 

    For demonstration purposes, MySQL containerized database is installed on the on-premises IBM FlashSystem® Storage that is connected to the OCP cluster (Red Hat OpenShift Container Platform cluster in the vSphere environment) by using the IBM block CSI driver. The volume (LUN) on IBM FlashSystem Storage is replicated by way of global mirror on IBM Spectrum® Virtualize for Public Cloud on AWS. Red Hat OpenShift cluster (OCP cluster) along with IBM block CSI driver plug-in, is installed on AWS by using IPI methodology of Red Hat OpenShift.

    About OpenShift

    Red Hat OpenShift Container Platform provides developers and IT organizations with a hybrid cloud application platform for deploying new and existing applications on secure, scalable resources with minimal configuration and management overhead. OpenShift Container Platform supports many programming languages and frameworks, such as Java, JavaScript, Python, Ruby, and PHP.

    Built on Red Hat Enterprise Linux and Kubernetes, OpenShift Container Platform provides a more secure and scalable multi-tenant operating system for today’s enterprise-class applications, while delivering integrated application run times and libraries. OpenShift Container Platform enables organizations to meet security, privacy, compliance, and governance requirements.

    For more information, see this web page.

    About OpenShift on AWS

    The Quick Start includes AWS CloudFormation templates that build the AWS infrastructure that use AWS best practices, and then pass that environment to Ansible playbooks to build out the OpenShift environment. The AWS CloudFormation templates use AWS Lambda to generate a dynamic SSH key pair that is loaded into an Auto Scaling group. The Ansible inventory file is auto-generated. The combination of AWS CloudFormation and Ansible enables you to deploy and tear down your OpenShift environment by using CloudFormation stacks.

    About IBM CSI and SVPC on AWS

    IBM released its open-source CSI driver, which allows dynamic provisioning storage for containers on Kubernetes and Red Hat OpenShift container platform by using IBM Storage systems.

    IBM Spectrum Storage™ family, IBM Spectrum Virtualize for Public Cloud (SVPC) and AWS supports clients in their IT architectural transformation and migration towards the cloud service model. This configuration enables hybrid cloud strategies or, for a cloud-native workload, provides the benefits of familiar and sophisticated storage functions on public cloud data centers which enhances the existing cloud offering.

    For more information about SVPC on public cloud, see IBM Spectrum Virtualize for Public Cloud on AWS Implementation Guide, REDP-5534.

    Demonstration 1: On-premises systems

    Complete the following steps:

    1.	Red Hat OpenShift Installation and configuration (OCP4.x).

    For demonstration purposes, we installed the Red Hat OpenShift Platform on the VMware vSphere environment for the on-premises deployment. 

    For more information about installation instructions and the prerequisites for installing OCP on vSphere, see IBM Storage for Red Hat OpenShift Blueprint Version 1 Release 5, REDP-5565.

    2.	Install IBM CSI Driver plug-in.

    For more information about installing IBM CSI driver on OCP, see this web page.

    3.	Log in to the node (gw-10), which is the node that was used to install the OCP cluster. 

    4.	Issue the following commands to install the IBM CSI driver and check the status.
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    Figure 3   Download the required files
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    Figure 4   Download the required files and install the driver 
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    Figure 5   Pods status

    This procedure is a command-line procedure that is used to install the IBM CSI driver. You also can install the CSI driver from the Operator hub by logging in to the OCP cluster by using GUI. Installing driver from the Operator hub is the recommended procedure to install the IBM CSI driver.

    Complete the following steps to configure iSCSI storage on the worker nodes (in our example, it is FlashSystem storage):

    1.	Log in to the node (gw-10) and SSH to worker node. The gw-10 node is the node that was used to install the cluster. 

    2.	Log in with the core user: 

    [root@gw-10]# ssh core@sha-w1)

    3.	For more information about configuring iSCSI storage, see IBM Knowledge Center.

    4.	Create the /etc/multipath.conf file on the worker node.

    A sample multipath.conf file is shown in Example 1.

    Example 1   Sample /etc/multipath.conf file
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    defaults {

        path_checker tur

        path_selector "round-robin 0"

        rr_weight uniform

        prio const

        rr_min_io_rq 1

        polling_interval 30

        path_grouping_policy multibus

        find_multipaths yes

        no_path_retry fail

        user_friendly_names yes

        failback immediate

        checker_timeout 10

        fast_io_fail_tmo off

    }

    devices {

        device {

            path_checker tur

            product "FlashSystem"

            vendor "IBM"

            rr_weight uniform

            rr_min_io_rq 4

            path_grouping_policy multibus

            path_selector "round-robin 0"

            no_path_retry fail

            failback immediate

        }

        device {

            path_checker tur

            product "FlashSystem-9840"

            vendor "IBM"

            fast_io_fail_tmo off

            rr_weight uniform

            rr_min_io_rq 1000

            path_grouping_policy multibus

            path_selector "round-robin 0"

            no_path_retry fail

            failback immediate

        }

        device {

            vendor "IBM"

            product "2145"

            path_checker tur

            features "1 queue_if_no_path"

            path_grouping_policy group_by_prio

            path_selector "service-time 0" # Used by Red Hat 7.x

            prio alua

            rr_min_io_rq 1

            no_path_retry "5"

            dev_loss_tmo 120

            failback immediate

       }
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    5.	Run the commands that are shown in Figure 6 on the worker node and follow the similar steps on all the worker nodes.
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    Figure 6   Configure multipath on the worker nodes

    6.	Identify the IQN number for each worker node and create a host mapping in the FlashSystem storage for all the worker nodes.

    7.	Log in to the worker node and cat this file to get IQN:

    [sha-w1]# cat /etc/iscsi/initiatorname.iscsi

    [sha-w1[# iscsiadm -m discoverydb -t st -p <storage ctrl IP>:3260 --discover 

    [sha-w1]# iscsiadm -m node  -p  <storage ctrl IP>:3260 –login

    8.	Configure Storage host mapping with the iSCSI IQN for each worker node (see Figure 7).
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    Figure 7   Sample output 

    Demonstration 2: AWS Cloud

    For more information, see the custom installation method at this web page. 

     

    
      
        	
          Note: With OCP version 4.3, installation of OpenShift can be done on existing VPC on AWS, ensure to complete the VPC prerequisites for installation.

        
      

    

    Complete the following steps to install and configure Red Hat OpenShift, OCP4.3 on AWS by using the IPI method:

    1.	Create a RHEL 7.x Linux node with public IP from AWS Marketplace from the AWS console and wget the required files for installation. Ensure that you create this Linux node in the existing VPC network (see Figure 8 on page 10).
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    Figure 8   Download required files for installation

    For more information about the installation program, see this web page.
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    Figure 9   Configure SSH

    For more information about configuring ssh-keygen, see this web page.
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    Figure 10   Configure ssh-agent

    For more information about the configuring agent, see this web page.

    [image: ]

    Figure 11   Configure SSH

    2.	Create the installation configuration file and customize the file for installation. When customized, the cluster is created on VPC of AWS. A sample install-config.yaml file is shown in Example 2 on page 11.
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    Figure 12   Custom create install-config.yaml

    3.	This yaml file is a sample install-config.yaml file. Change the file per your environment and ensure that pull secret and ssh-key are added correctly in the install-config.yaml file.

    4.	Use m4.xlarge configuration for worker and master nodes. This sample can be used as the machine type per your requirement.

    5.	Ensure the correct subnet ID of the VPC for public and private network in your install-config.yaml file (see Example 2). For more information, see this web page.

    Example 2   Sample install-config.yaml file for the custom installation
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    apiVersion: v1

    baseDomain: ocp42svpc.com

    controlPlane:

      hyperthreading: Enabled

      name: master

      platform:

        aws:

          zones:

         - eu-central-1a

          rootVolume:

            iops: 2000

            size: 500

            type: io1

          type: m4.xlarge

      replicas: 3

    compute:

     hyperthreading: Enabled

      name: worker

      platform:

        aws:

          rootVolume:

            iops: 2000

            size: 500

            type: io1

          type: m4.large

          zones:

         - eu-central-1a

      replicas: 3

    metadata:

      name: ocp43cluster

    networking:

      machineCIDR: 172.16.0.0/16

    platform:

      aws:

        region: eu-central-1

        subnets:

       - subnet-0aa84476708f32710

       - subnet-0f173ab757c352b11

    pullSecret: 

    sshKey: |
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    6.	With the modified install-config.yaml file, create the cluster (see Figure 13). This cluster is created in your existing VPC. For more information about VPC requirements, see this web page. 
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    Figure 13   Creation of OCP cluster on AWS

    7.	Check the status of the nodes and cluster by using the login and password information that is shown in Figure 13:

    Export KUBECONFIG=/home/ec2-user/ocp43/config/ 

    auth/kubeconfig

    Figure 13 shows the output of the openshift-install create cluster command. Successful completion of this command provides the login, password, and export variable information. Use this information to check the status of installation.
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    Figure 14   Export kubeconfig

    8.	Check the status of nodes and cluster (see Figure 15 and Figure 16).
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    Figure 15   Nodes status 
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    Figure 16   Nodes status 

    Installing IBM CSI driver on the OCP cluster that is installed on AWS

    Complete the following steps:

    1.	Log in to the cluster GUI with the link and the user name and password that is provided in the output of the openshift-install create cluster command.

    2.	Follow the driver installation instructions that are available at this web page.

    3.	Select Operators from the left side of the window. A list of operators is shown on the right side (see Figure 17). 
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    Figure 17   GUI log in operators option

    4.	Select the IBM Block Storage CSI Driver. Follow the procedure to create the operator and check the status of the Operator pod (see Figure 18).
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    Figure 18   Status of CSI Operator pod 

    5.	Click the installed operators in the left window. You see the IBM block storage CSI driver operator (see Figure 19). Click the operator and then, Create instance. 
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    Figure 19   Creating an instance 

    The instance is created (see Figure 20).
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    Figure 20   Creating instance option 

    6.	Check the status of the pods:

    #  kubectl get all -n kube-system -l csi

    You can see the similar output for the pods (see Figure 21).
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    Figure 21   Pod status 

    Configuring iSCSI on SVPC Storage in AWS

    Complete the following steps:

    1.	Log in to the node [root@ip-172.16.2.185]# and SSH to the worker node. The [root@ip-172.16.2.185]# is the node that was used for cluster installation. 

    2.	Log in to the worker node with the core user:

    [root@ip-172.16.2.185]# ssh core@ ip-172-16-1-94.eu-central-1.compute.internal

    3.	Configure iSCSI storage by using the process that is described at this web page.

    Or

    Log in to the worker node and create the /etc/multipath.conf file. A sample multipath.conf file is shown in Example 3.

    Example 3   Sample multipath.conf file

    [image: ]

    defaults {

        path_checker tur

        path_selector "round-robin 0"

        rr_weight uniform

        prio const

        rr_min_io_rq 1

        polling_interval 30

        path_grouping_policy multibus

        find_multipaths yes

        no_path_retry fail

        user_friendly_names yes

        failback immediate

        checker_timeout 10

        fast_io_fail_tmo off

    }

    devices {

        device {

            path_checker tur

            product "FlashSystem"

            vendor "IBM"

            rr_weight uniform

            rr_min_io_rq 4

            path_grouping_policy multibus

            path_selector "round-robin 0"

            no_path_retry fail

            failback immediate

        }

        device {

            path_checker tur

            product "FlashSystem-9840"

            vendor "IBM"

            fast_io_fail_tmo off

            rr_weight uniform

            rr_min_io_rq 1000

            path_grouping_policy multibus

            path_selector "round-robin 0"

            no_path_retry fail

            failback immediate

        }

        device {

            vendor "IBM"

            product "2145"

            path_checker tur

            features "1 queue_if_no_path"

            path_grouping_policy group_by_prio

            path_selector "service-time 0" # Used by Red Hat 7.x

            prio alua

            rr_min_io_rq 1

            no_path_retry "5"

            dev_loss_tmo 120

            failback immediate

       }

    }
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    4.	Identify the IQN number for each worker node and create a host mapping in the SVPC storage on all the worker nodes.

    5.	Log in to the worker node and cat the following file to get IQN (see Figure 22):

    [root@ip-172-16-1-204]#  cat /etc/iscsi/initiatorname.iscsi
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    Figure 22   Check iSCSI initiator 

    6.	Create host-mapping in the SVPC storage and check the status (see Figure 23 and Figure 24).

    [image: ]

    Figure 23   Configure host mapping
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    Figure 24   Add host 

    7.	Check the IP address of the storage iSCSI network (see Figure 25).
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    Figure 25   IP address for iSCI storage network

    8.	Run the following commands on each worker nodes (see Figure 26).

    [root@ip-172-16-1-204]# modprobe dm-multipath

    [root@ip-172-16-1-204]# systemctl enable multipathd

    [root@ip-172-16-1-204]# systemctl start multipathd

    [root@ip-172-16-1-204]# systemctl status multipathd

    [root@ip-172-16-1-204]# multipath -ll

    [root@ip-172-16-1-204]# iscsiadm -m discoverydb -t st -p <SVPC storage ctrl IP>:3260 –discover

    [root@ip-172-16-1-204]#iscsiadm -m node  -p  <SVPC storage ctrl IP>:3260 –login
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    Figure 26   Configuring iSCI

    9.	Check the status of host in the storage (see Figure 27 on page 19).
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    Figure 27   Host status 

    Post iSCSI configuration, the IBM CSI Block Storage driver is ready to use. 

    Demonstration 3: VPN connectivity and SVPC on AWS

    The required components are now installed on AWS Public cloud and On-Premises Systems.

    This demonstration describes the VPN connection between On-premises Systems and AWS Public Cloud. For more information, see Figure 1 on page 4 and Figure 2 on page 4.

    VPN connectivity from on-premises network to AWS Cloud network

    More information about VPN connectivity between on-premises-private cloud to public cloud on AWS, see IBM Solutions for Hybrid Cloud Networking Configuration Version 1 Release1, REDP-5542.

    Configuring IBM Spectrum Virtualize on Public Cloud running on AWS 

    For more information about SVPC on public cloud, see IBM Spectrum Virtualize for Public Cloud on AWS Implementation Guide, REDP-5534. 

    Demonstration 4: Hybrid multicloud business continuity

    The required components are now installed and configured.

    This demonstration is the final part of the demonstration of the Hybrid cloud business continuity use case.

    Installing MySQL on the OCP Clusters on-premises

    We use MySQL as a sample database to be deployed on the OpenShift Clusters. MySQL is deployed on the On-premises OpenShift cluster and Public cloud (AWS) OpenShift cluster by using the sample yaml file.

    Post deployment of MySQL on the On-premise OpenShift cluster uses the sample yaml files. MySQL database uses On-premises IBM FlashSystem Storage to create the persistent volume. This Persistent Volume is replicated to the volume on SVPC (AWS Cloud).

    Follow this section for more information about how to deploy the sample My SQL database and replicate the data between On-Premises and AWS Cloud.

    Figure 28 - Figure 33 on page 22 display the MySQL deployment steps and configuration files. 
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    Figure 28   List of yaml files 
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    Figure 29   Storage secret creation 
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    Figure 30   Storage class creation 
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    Figure 31   Storage PVC creation
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    Figure 32   Deployment of MySQL
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    Figure 33   Deployment of mysql
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MySQL deployment is completed, check the status of the pods and the deployment.

    Figure 34 on page 23 - Figure 39 on page 25 display the configuration files and steps to create a sample MySQL database and data in the database for On-premises Systems.

     

    The On-premises MySQL database is installed on the Storage volumes that are created on the On-Premises IBM FlashSystem storage. This storage volume is replicated to SVPC Volume on AWS Cloud by using the IBM spectrum Virtualize family global mirror function. 

    Follow the steps to complete the replication and deployment of MySQL on AWS Cloud and On-premises OpenShift Cluster.
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    Figure 34   Status of PVC and volume ID
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    Figure 35   Name of PVC and ID
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    Figure 36   Status of mysql and pod login
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    Figure 37   MySQL database list 
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    Figure 38   mysql database creation and data insertion 
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    Figure 39   Data in mysql database 

    MySQL is successfully deployed and the ocp_svpc database is created with the table name ocp_svpc_table. This table includes five rows that were inserted. 

    When we complete the Global mirror business continuity case, these five rows and the same database are available in public cloud MySQL.

    Complete the following steps to configure storage-based replications (IBM Global mirror):

    1.	Log in to the on-premises FlashSystem storage and create a partnership with the Public cloud SVPC storage.

    2.	Create an IP-based partnership with the public cloud AWS SVPC (see Figure 40 on page 26).
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    Figure 40   Creating the storage partnership

    The details of the partnership are shown in Figure 41.
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    Figure 41   Partnership details 

    The partnership is created, as shown in Figure 42.
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    Figure 42   Partnership is created

    The status of the created partnership is displayed, as shown in Figure 43.
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    Figure 43   Status of creating partnership 

    3.	Log in to the AWS Cloud, SVPC storage and create the partnership.

    4.	Modify the IPv4 remote copy to enabled (see Figure 44).
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    Figure 44   Modifying the parameter

    5.	Select the IP option for the Fibre Channel (see Figure 45).
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    Figure 45   Selecting IP option 

    The progress of the synchronization process is displayed (see Figure 46).
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    Figure 46   Synchronization progress 

    6.	Check the state of partnership; it should be fully configured (see Figure 47). 
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    Figure 47   Partnership status 

    Creating an equivalent storage capacity LUN on Public cloud AWS SVPC

    Complete the following steps:

    1.	Log in to the Public cloud AWS SVPC storage and create a LUN for replication (see Figure 48).
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    Figure 48   Replicated volume name of SVPC on AWS

    2.	Identify the storage LUN where MySQL is installed on the on-premises FlashSystem Storage and replicate the storage LUN from on-premises FlashSystem storage (volume pvc-5ee3953c-7fb2-11ea-94a5-005056bd4c27) to public cloud AWS SVPC LUN (DR-mySQL-AWS is the name of the LUN).
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    Figure 49   Volume ID for MySQL PVC 
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    Figure 50   MySQL volume name on the on-premises FlashSystem storage 

    3.	Check the status and progress of the LUN copy.

    4.	Break the global mirror session and open the LUN in read/write mode. 

    Complete the following steps to use the replicated MySQL storage LUN and check the status MySQL database and tables. The replicated LUN should include the data (that is, five rows): 

    1.	Log in to the installer node (172.16.2.185) of the OCP that is installed on AWS and run the commands that are shown in Figure 51 - Figure 61 on page 35. The yaml file for deploying MySQL is shown in Figure 51.
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    Figure 51   The yaml file for deploying MySQL 

    The replicated PVC volume on SVPC is shown in Figure 52.
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    Figure 52   Replicated PVC volume on SVPC

    2.	Modify the Volume_name and volumeHandle as needed. Post storage volume replication is completed on the SVPC storage volume (LUN). Identify the volume name and volume handle for the LUN that you created (see Figure 48 on page 30). Modify the sample yaml file:

    gmcv-01-reclaim-storage-cloned-volume.yaml
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    Figure 53   PVC creation 

    The MySQL deployment with the replicated volume is shown in Figure 54.
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    Figure 54   MySQL deployment with the replicated volume

    The status of the pod creation process is shown in Figure 55.
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    Figure 55   Status of pod creation 

    The successful creation of the MySQL pod and that it is in a running state is shown in Figure 56.
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    Figure 56   Successful creation of MySQL pod 

    3.	Now that the execution of the yaml files is complete, check the status of MySQL and the data on the replicated LUN. Figure 57 - Figure 61 on page 35 show the steps to check the status of MySQL and the data availability on the replicated LUN.
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    Figure 57   MySQL pod login 
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    Figure 58   MySQL database 	
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    Figure 59   MySQL database 
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    Figure 60   MySQL table space 
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    Figure 61   Availability of replicated volume 

    As described in “Demonstration 4: Hybrid multicloud business continuity” on page 19, the team replicated the data from On-premise IBM FlashSystem storage to SVPC storage that is hosted in AWS Cloud. A sample MySQL deployment was done on OpenShift cluster by using IBM Block Storage CSI driver to cater for database storage needs. For the replication, the test team used Global Mirror functionality that is provided by IBM FlashSystems. 

    The steps in this demonstration show how the on-premise data can be made available to remote sites and public clouds by using the components that are described in this Blueprint. 

    For more information about steps that can be taken to ensure database data consistency, see the specific product documentation.

    Summary

    This Blueprint shows the data availability and Disaster Recovery (DR) demonstrations for the hybrid multicloud environment that is created in an on-premises OCP 4.x environment. This environment includes an IBM Block Storage CSI driver that communicates with the on-premises FlashSystem storage. 

    The DR site is considered on AWS and installed with OCP 4.x environment. The IBM Block Storage CSI driver communicates with IBM Spectrum Virtualize for Public loud on AWS.

    With IBM Spectrum Virtualize for Public Cloud, customers can optimize their heterogeneous storage infrastructure and plan for hybrid-cloud DR between on-premises and Amazon Elastic Block Storage for the containerized environments.

    IBM Storage Global mirror feature is used to replicate the data between on-premises FlashSystem storage and IBM Spectrum Virtualize for Public Cloud on AWS.
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[root@gw-10 mysql]# cat 01-FlashSystem-secret.yaml
piversion: vl
ata:
management_address: MTAuMC4yNDAuMzA=
password: cGFzc3cwemQ=
username: c3VwZXJ1c2Vy
kind: Secret
tadata:
name: flashsystem
namespace: kube-system
ype: Opaque
[root@gw-10 mysql])#
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[root@gw-10 myaql]# 1s -1
total

root root 297 Apr
root root 1068 Apr
root root 21 Apr
[root@gw-10 mysql]+

[root@gw-10 mysql]# [

secret.yaml
storageclass-gold.yaml
user

- rw-r 1 root root 194 Apr 01-FlashSystem-secret.yaml
- rw-x- 1 root root 473 Apr 02-gold-class.yaml
- rw-x 1 root root 182 Apr 03-mysqlpvc. yaml
1 root root 852 Apr 04-mysql-deployment . yaml
1 root root 877 Apr a8
1 root root 581 Apr array-secret.yaml
1 root root 25 Apr mgmt
1 root root 1274 Apr multipath.conf
1 root root 21 Apr pass
1 root root 130 Apr script
i
1
1
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[root@ip-172-16-1-204 iscsi]# iscsiadm -m discoverydb -t st -p 172.16.1.44:3260 --discover
172.16.1.44:3260,1 ian. 1986-03.con,ibw: 2145, spectrus-vir tual ze-ocp-cluster nodel
172.16.1.247:3360,1 30n. 1986-03.com.sm: 2145, spectrum-vir tual ize-ocp-cluster nodel

[rootgip-172-16-1-208 iscs1]s iscsiadn - node p 172.16.1.44:3260 —-login
Logging in to [iface: default, target: ign.1986-03. con.ibh:2145.spectrun-virtualize-ocp-cluster.nodel, portal: 172.16.1.84,3260]
Login to [iface: default, target: 1qn.1986.03.con. ibw: 145 spectrum-virtualize-ocp-cluster.nodel, portal: 172.16.1.84,3260]
uccessful.

(root@ip-172-16-1-204 iscsis
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[root@gw-10 mysql]# cat 03-mysglpvc.yaml
piVersion: vl
kind: PersistentVolumeClaim
tadata:
name: mysqgl-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Gi
storageClassName: gold
[root@gw-10 mysql]#
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[root@qgw-10 mysql]# oc create -f 02-gold-class.yaml
t io/gold created






OPS/images/5607paper.2.1.37.jpg
[root@gw-10 mysql]# cat 02-gold-class.yaml

piVersion: storage.k8s.io/vl

kind: StorageClass
tadata:
name: gold

arameters:

csi.storage.k8s.io/controller-publish-secret-name: flashsystem
csi.storage.kBs.io/controller-publish-secret-namespace: kube-system
csi.storage.k8s.io/fstype: xfs
csi.storage.k8s.io/provisioner-secret-name: flashsystem
csi.storage.k8s.io/provisioner-secret-namespace: kube-system

SVEC Pool

block.csi.ibm.com
Delete

olumeBindingMode: Immediate

[root@gw-10 mysql]#
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[root@gw-10 mysqll# oc create
ecret/flashsystem created

lashSystem-secre!
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ysdl> show tables;

P
1 row in set (0.00 sec)
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ysql> use [ocp_svpe;
ading table Information for completion of table and column names
ou can turn off this feature to get a quicker startup with -A

tabase changed
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[root@ip-172-16-2-185 global-mirror]l# oc rsh gmcv-mysql-6d75cfSb9c-v2sné
"

# mysql -u root -p

nter password:

elcome to the MySQL monitor. Commands end with ; or \g.
‘our MySQL connection id is 1

erver version: 5.6.47 MySQL Community Server (GPL)

opyright (c) 2000, 2020, Oracle and/or its affiliates. All rights reserved.
racle is a registerdd trademark of Oracle Corporation and/or its
ffiliates. Other names may be trademarks of their respective

exs.

ype 'help;' or '\h' for help. Type '\c' to clear the current input statement.

ysql>






OPS/images/5607paper.2.1.23.jpg
RedHat
enShift Container Piatform

Py—
chectdefout +

Operatorfo IBMbiock storage CSl drver

Provided APls

Operators

Insatd Operators






OPS/images/5607paper.2.1.67.jpg
i bm-block-csi-node-44crs
libm-block-csi-node-mbagm
i bm-block-cai -node-pdgmé
libm-block-csi-operator-6£5cdc875c-xma2e
ysql-dbb9f67£9-1tb6z

[root@ip-172-16-2-185 global-mirror]# oc get pods

READY _sTATUS
374 Running
3/3  Running
3/3  Running
3/3  Running
1/1 Running
A Boaatey

RESTARTS

AGE
2m39s
3d16h
3d16h
3d16h
3d16h
3d16h
3d5h
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[root@ip-172-16-2-185 bin]#
[£o0tip-172-16-2-185 bin]# kubectl get pod -1 app.kubernetes.io/name=iba-block-cai-operator
Inave READY  STATUS  RESTARTS  AGE
libmblock-cai-operator-Tb6afbeaee-xtadd /1 Running O om50s
[root@ip-172-16-2-185 bin] ¢
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READY _staTus RESTARTS  AGE
-myaql-6d75c£5b96-v2an6 o/ o 30
“block-cai-controller0 /4 Tamsing 0 Sdlen
block-cai-node4dcrd 3/3  Running 0 sdien

ibn-block-csi node-mbaam 373 Running 0 3dien

21 -node-pagné. 373 Running 0 sdien
2 operator 6fscdcaTscxma2e  1/1  Rumning o saten
o1 -dbb9£61£9- 1tbes i1 Rumning 0 Sdsh

[xootip-172-16-2-185 global-mirror]#
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[root@ip-172-16-2-185 global-mirror]# oc create -f gmev-03-deployemnt-on-cloned-volume.yaml
lservice/gnov-mysql created

ieploynent..appa/gmcv-mysql created

[(root8ip-172-16-2-185 global mirror]d
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[root@ip-172-16-2-185 bin]# ./oc get nodes -o wide

NAME STATUS ~ROLES  AGE
VERSION ~ INTERNAL-IP  EXTERNAL-IP  OS-IMAGE

KERNEL-VERSION CONTATNER-R
NTIME
ip-172-16-1-153.eu-central-1.compute.internal Ready  master 18m
vl.16.2 172.16.1.153 <none> Red Hat Enterprise Linux CoreOS
3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.e18 1.x86_64 cri-o://1.1

3-28.dev.rhaos4.3.git9%aad8ed.el8
ip-172-16-1-204.eu-central-1.compute.internal Ready  worker 1lm

v1.16.2  172.16.1.204 <none> Red Hat Enterprise Linux CoreOS
3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.e18_1.x86_64 cri-o://1.1
3-28.dev.rhaos4.3.git9%aadBed.e18
ip-172-16-1-21.eu-central-1.compute.internal ~ Ready  worker 1llm
v1.16.2 172.16.1.21  <none> Red Hat Enterprise Linux CoreOS

3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.e18_1.x86 64 cri-o://1.1
.3-28.dev.rhaosd.3.git9aad8ed.e18
ip-172-16-1-244.eu-central-1.compute.internal ~Ready  master 18m
v1.16.2 172.16.1.244  <none> Red Hat Enterprise Linux Coreos
3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.e18_1.x86_64 cri-o://1.1
.3-28.dev.rhaos4.3.git9aad8ed.e18
ip-172-16-1-53.eu-central-1.compute.internal ~ Ready  master 18m
v1.16.2 172.16.1.53  <none> Red Hat Enterprise Linux Coreos
3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.e18 1.x86 64 cri-o://1.1
.3-28.dev.rhaos4.3.git9aadBed.el8
ip-172-16-1-94.eu-central-1.compute.internal ~ Ready  worker 1llm
vl.16.2 172.16.1.94  <none> Red Hat Enterprise Linux Core0S
3.81.202003230848.0 (Ootpa)  4.18.0-147.5.1.el8_1.x86_64 cri-o://1.1
.3-28.dev.rhaos4.3.git9aad8e4.el8 - o
[root@ip-172-16-2-185 bin]#
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{root@ip-172-16-2-185 global-mirror]# cat gmecv-03-deployemnt-on-cloned-volume.yaml

apiversion: v1
kind: Service
netadata:

name: gmcv-mysql
spec:

ports:
- port: 3306
selector:

app: gmcv-mysql
clusterIp: None

apiversion: apps/vl # for versions before 1.9.0 use apps/vibeta2
kind: Deployment
metadata:
name: gmev-mysql
spec:
selector:
matchlLabels:

gmev-mysql

type: Recreate
template:
metadat:
label.
app: gmcv-mysql
spect
containers:
- image: mysql:5.6
name: gmev-mysql
env:
# Use secret in real usage
- name: MYSQL_ROOT_PASSWORD
value: password
ports:
- containerport: 3306
name
volumeMounts:
- name: mysql-persistent-storage
mountPath: /var/lib/mysql
volumes:
- name: mysql-persistent-storage
persistentvolumeClaim
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(root@ip-172-16-2-185 global-mirror]# cat gmcv-02-pvc-defination-for-reclaimpy.yaml

iversion: vi
[cind: Poraistentvolumeclaim
“adat.
frrp—
pec:
[r—
“Readuriteonce
aatasource: mill
requesta.
storage: 2061
storageclassiame: gold
[zooteip-172-16-2-183 global-mirror]t
[rootaip-172-16-2-185 global-mirrorld oc create —£ gmev-02-puc-defination-for-reclaimpy.yanl
caistantyolumeclain/gnov-myaql created
i Tooteip-172-16-2-185 global-mirrar]$
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finalizers: null
name: gmov-aysal

spac
S eamriteonce
Sepacitys
Deorage[Zoe ]
clainiats
olumeciain
8

‘controllerpublishSecretRefs
name: avpe-secret
namespace: kube-system

driver: block.cai.ibm.com

‘array_address: 172.16.1.92

ool name: mdiskgrpo

o/csiprovisionerIdentity: 1570617237035-8001-block.cai. ibm.com

b Gy vol
o] # Replace this
porsistentVoluneRecla:

storageclasiame [gold_]

voluneMode: Filesystem
[r00t81p-172-16-2-185 global-mirror]
(ro0t#1p-172-16-2-185 global-mirror]# oc create ~f gmov-0l-recla:
B s
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[root@ip-172-16-2-185 global-mirror]# ls -

oot root 1243 Apr 20 11:33 commands
oot root 627 Apr 20 11:00 gmev-0l-reclaim-storage-cloned-volume. yaml
Toot raot 206 Apr 20 07:02 gmev-02-pvo-defination-for-reclaimPy.yaml
Zoot root 882 Apr 20 07:04 gmov-03-deployemnt-on-cloned-volune.yaml
(zooteip-172-16-2-165 global-mirrorl# (]
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e ReADY
teploynent .apps/ibm-block-csi-operator  1/1

READY
7
3
3
3
73
n

comsent  READY

replicaset. apps/ibn-block-csi-operator-66b7dsheb

STATUS
Running
Running
Running
Running
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Running
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s
DesTRED
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Up-ro-DATE

i

1

Ernd
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ysql> show databases;
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[root@ip-172-16-2-185 .ssh]# ssh-add /root/.ssh/id_rsa
Identity added: /root/.ssh/id_rsa (/root/.ssh/id_rsa)
[root@ip-172-16-2-185 .ssh]#
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[root@ip-172-16-2-185 .ssh]# eval "$(ssh-agent -s)"
Agent pid 29830
[root@ip-172-16-2-185 .ssh]#
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[root@ip-172-16-2-185 .ssh]# ssh-keygen -t rsa -b 4096 -N '
Generating public/private rsa key pair.
Enter file in which to save the key (/root/.ssh/id_rsa):
Your identification has been saved in /root/.ssh/id rsa.
Your public key has been saved in /root/.ssh/id_rsa.pub.
The key fingerprint is:
SHA256 : bxu55hnHIMu9geB3WrigHChaokG/xpKCg5nQPRRSV14 root@ip-172-16-2-1:
The key's randomart image is:
+~—[RSA 4096]----+
= mi {E |

.40 + B +.

+0.0+.0 * % 0

|8 0000 0 *.@

| 0.0. B

+----[SHA256] --- - - +
[root@ip-172-16-2-185 .ssh]# pud
/root/.ssh

I |
| |
- [
| .oo0. pas |
- |
' I

|
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Lengeh: 27436353 (26 (appication/v_g2ip]

ovine to: ‘openshist-client-Linie 4.3.9.1ar.g2"

1o ] 27,696,993 7390/sin 395
2020-64-13 09:51:38 (6,75 MB/5) - “openshife-client-Linoe-4.3.9.ar.g2" saved [27496983/27456583]

{rootgip-172.16-2-185 binjs

[Footip- 172 16-2.185 bin]s wget hitps: //airror cpenshit.con/publopenshiFt-v/clients/ocp/stable-4. 3/openshifinstall Linue-4.3.9.ar g2
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Conmecting o wirroropenshiFt-con (airror-openshiFt. con)|54.173.173.155| 443, .. connected.

TP request sent, aiaiting response. . 200 O

Lengen: 82425374 (750) [apptication/x gzip]

Soving to: ‘openshift.imstsll Tinue 4.3.5-tar 52"

1008 mserreremmmsreenememaeers] 82,425,378 65985 in 135

2020-04-13 09:52:05 (6.23 MB/s) - “openshift-install-Linue-£.3.9.torg2" saved [82425374/82425374]

[root@ip-172-16-2-185 binJe pud
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85 bin]# ./oc get nodes

VERSION
ip-172-16-1-153.eu-central-1.compute. internal
v1.16.2

ip-172-16-1-204.eu-central-1.compute. internal
v1.16.2
ip-172-16-1-21.eu-central-1.compute.internal
v1.16.2

ip-172-16-1-244.eu-central-1.compute. internal
v1.16.2

ip-172-16-1-53.eu-central-1.compute. internal
v1.16.2

ip-172-16-1-94.eu-central-1.compute. internal
v1.16.2

STATUS
Ready
Ready
Ready
Ready
Ready

Ready

ROLES

master

worker

worker

master

master

worker

AGE

18m

1im

1im

18m

18m

1im
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[root@ip-172-16-2-185 bin]# export KUBECONFIG=/home/ec2-user/ocp43/conf
g/auth/kubeconfig
[root@ip-172-16-2-185 bin]#
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[root@ip-172-16-2-185 bin]# ./openshift-install create cluster
me/ec2-user/ocp43/config --log-level-info

INFO Consuming Install Config from target directory

INFO Creating infrastructure resources.
INFO Waiting up to 30m0s for the Kubernetes API at https://api.ocpd3clus
ter.ocpd2svpc.com: 6443. . .

INFO API v1.16.2 up

INFO Waiting up to 30m0s for bootstrapping to complete...

INFO Destroying the bootstrap resources..

INFO Waiting up to 30m0s for the cluster at https://api.ocp43cluster.ocp|
42svpc.com: 6443 to initialize...

INFO Waiting up to 10m0s for the openshift-console route to be created..

INFO Install complete!

INFO To access the cluster as the system:admin user when using 'oc', run|
"export KUBECONFIG=/home/ec2-user/ocpd3/config/auth/kubeconfig"

INFO Access the OpenShift web-console here: https://console-openshift-co|
nsole.apps.ocp43cluster.ocpd2svpc. com

INFO Login to the console with user: kubeadmin, password: 64KRa-S8hkD-y6
rtk-FImek

[root@ip-172-16-2-185 binl# export KUBECONFIG=/home/ec2-user/ocp43/confi
g/auth/kubeconfig

[root@ip-172-16-2-185 bin]#
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[root@gu-16 mysqll# oc get deployment | grep mysal
ysa1 nooa 1 amiss
[rootee-10 mysal]s

[rootge-10 mysal)s oc get pods | grep mysal

ysal-sbbetcrini-1jsfe 11 Ruming
[rootége-10 mysalle

[roctege-10 mysalle

[rootBgu-10 mysallw oc rsh aysal-Shbsfcrabd-1jsfs

# aysal -u root -p
Enter password:

elcome <o the MySQL monitar.
Vour HysoL connection 1d iz 1
Server version: 5.6.47 WysQL Comunity Server (GPL)

omands end with ; or \g

copyright (c) 2008, 2020, Oracle andfor its affilistes. ALl rights reserved.

Oracie i registered tradesark of Oracle Corporation and/or its
a#filistes. Other nanes nay be trademarks of their respective

Type “help;® or "\n' for help. Type \c' to clear the currant input states

mysql> exit

e
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[root@gw-10 mysql]# oc create -f 04-mysgl-deployment.yaml
ervice/mysql created

leployment .apps/mysql created

[root@gw-10 mysql]#
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kind: Service
tadata:
name: mysql

- port: 3306
selector:

app: mysql
clusterIP: None

piVersion: apps/vl # for versions before 1.9.0 use apps/vlbeta2
kind: Deployment
tadata:
name: mysql
pec:
selecto
matchLabels:
app: mysql
strategy:
type: Recreate
templat:
metadata:
labels:
app: mysql
spec:
containers:
- image: mysql:5.6
name: mysql
en

# Use secret in real usage
- name: MYSQL_ROOT_PASSWORD
value: password
ports
- containerPort: 3306
name: mysql
volumeMounts:
- name: mysql-persistent-storage
mountPath: /var/lib/mysql
volumes:
- name: mysql-persistent-storage
persistentVolumeClaim:
claimName: mysql-pvc
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[root@gw-10 mysql]# cat 04-mysql-deployment.yaml l
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[root@gw-10 mysql]# oc create -f 03-mysqlpvc.yaml
tentvolumeclaim/mysql-pvc created

o
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mysql>|
mysal> select * from ocp_svpc_table;

5 rows in set (9.0 sec)

mysql> [root@gw-10 mysqll#
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mysql> create database

Query OK, 1 row affected (0.00 sec)

mysql> use database ocp_svpc;

ERROR 1049 (42060): Unknown database 'database’
mysal> use ocp_svp
Database changed
mysql>

mysql>

mysql> create table[ocp. sv%( table|( coll int );
Query OK, @ rows affected (.83 sec)

mysql> insert into ocp_svpc_table values (1);
Query OK, 1 row affected (0.00 sec)

mysal> insert into ocp_svpc_table values (2);
Query OK, 1 row affected (0.01 sec)

mysql> insert into ocp_svpc_table values (3);
Query OK, 1 row affected (0.00 sec)

mysql> insert into ocp_svpc_table values (4);
Query OK, 1 row affectad (0.00 sec)

mysql> insert into ocp_svpc_table values (5);
Query OK, 1 row affected (0.00 sec)

avsaldl
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bod/ ibm-block-—csi-noda-h1we7 33 munning 0 Cinvalids

Pod/ibm Block coioperator-GebTdibeb-ofncs  1/1  Rumning 0 Cinvalid

ave. DESIRED CURRENT READY UP-TO-DMTE AVAILABLE  NODE SELECTOR
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awe. READY UP-TO-DME AVAILABLE AGE
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[root@gu-10 mysqll# oc rsh|mysql-Sbb6fc74ba-139Fs

i
i

# mysql -u root -p

Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.
Your MySQL connection id is 3

Server version: 5.6.47 MySQL Community Server (GPL)

Copyright (c) 2000, 2020, Oracle and/or its affiliates. All rights reserved.
Oracle is a registered trademark of Oracle Corporation and/or its

affiliates. Other names may be trademarks of their respective

Type ‘help;' or '\h' for help. Type '\c' to clear the current input statement.

nysal>
nyzal>

nysal>  show databases;
| Database |

| information_schema |

| mysal |

| performance_schema |
3 rows in set (0.00 sec)

mysql>






