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    Introduction

    IBM® Spectrum Virtualize HyperSwap® and Stretched Cluster configuration information is available at IBM Knowledge Center.

     

    
      
        	
          Note: In this IBM Redpaper™ publication, for brevity, we use HyperSwap to refer to both HyperSwap and Stretched Cluster.

        
      

    

    The documentation details the minimum requirements. However, it does not describe the design of the storage area network (SAN) in detail, nor does it describe the recommended way to implement those requirements on a SAN. 

    In this publication, we outline some of the best practices for SAN design and implementation that leads to optimum resiliency of the SAN Volume Controller cluster, and we explain why each recommendation is made. 

    This paper is SAN vendor-neutral wherever possible. Any mention of a specific SAN switch vendor, or terms used by a specific switch vendor, is made only where relevant to a specific context, and does not imply an endorsement of a specific switch vendor.

     

    
      
        	
          Note: Some of the figures in this document might not depict redundant fabrics or storage configurations. This was done for simplicity, and it should be assumed that any recommendations made for fabric design assume that there are two redundant fabrics. 

        
      

    

     

    IBM Spectrum Virtualize HyperSwap SAN design best practices

    The following list includes recommendations to follow for a best practice SAN design. Each of the recommendations is explained in more detail, including common implementation issues that have led to customer problems with HyperSwap clusters.

    •Redundant fabrics, with each fabric divided into public and private dedicated SANs

    •Dedicated inter-site links for the public and private SANs

    •Implement each redundant fabric on a separate provider, rather than having both fabrics on both providers

    •Size the inter-site links for the private SAN appropriately, because all of the writes for HyperSwap volumes traverse these links

    •All links between sites on the public and private SANs should be trunked, rather than using separate ISLs

    Figure 1 shows an implementation of a best practice design recommendation.
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    Figure 1   SAN best practice design recommendation

    Figure 1 on page 2 shows an SAN Volume Controller cluster. However, the same design applies to IBM Storwize®, FS9100, and the FlashSystem storage systems if they are configured in an IBM HyperSwap topology. The IBM Spectrum® Virtualize HyperSwap cluster at each site is attached to two redundant fabrics. Each fabric is further divided into public and private SANs, and these SANs can be virtual or physical, with separate switches. 

    The third site pictured is the quorum site; however, this is optional. The quorum can also be one or more IP quorums, but there must either be a third site with a quorum, or an IP quorum that the nodes at both sites have access to.

    Redundant fabrics

    Redundant fabrics, as a best practice, are not unique to HyperSwap. However, what is unique to these IBM Spectrum Virtualize cluster configurations is a further subdivision of each of the redundant fabrics into public and private fabrics, as shown in Figure 1 on page 2.

    The public SAN contains the IBM Spectrum Virtualize node ports used for host and controller connections, and the hosts and controllers.

    The private SAN is a dedicated SAN, and must only contain the node ports that are used to communicate between the nodes within the same cluster. No other device ports should be attached to this private SAN, and the node ports that are used for the internode communication should not be used for copy services to a partner IBM Spectrum Virtualize cluster.

    One of the common mistakes made is to use the private SAN for other unrelated purposes in addition to the internode communications. For example, an incorrect configuration would be using the private SAN to run tape backups, and this implementation has two issues.

    Firstly, the private SAN is no longer a dedicated SAN; secondly, (and more problematic) some of the backup traffic traverses the same ISLs between the sites that the HyperSwap write data is using. This causes bandwidth issues on these ISLs and negatively affects the reliability and performance of the HyperSwap solution.

    Another mistake is if the cluster is configured for copy services, such as Global Mirror or Global Mirror with Change Volumes (GMCV), and the IBM Spectrum Virtualize node ports dedicated to copy services are subsequently connected to the private SAN. These ports should not be connected to the private SAN. They can be connected either to the public SAN, or to their own dedicated virtual fabric, but they must not be connected to the private SAN.

    Separate inter-site links for the public and private SANs

    One of the requirements is that the public and private SANs must be completely separate from each other. However, one of the most common misconfiguration problems in HyperSwap is that this requirement is not adhered to. The public and private SANs must be completely separate and, as such, the inter-site/inter-switch links must also be completely separate. If separate physical switches are used, this requirement is nearly always automatically met. 

    Figure 2 shows this common mistake.
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    Figure 2   Common SAN mistake

    In this design, the IBM Spectrum Virtualize node ports are connected to virtual fabrics, and the internode ports are on their own dedicated, private SAN. However, the mistake that has been made is to subsequently allow the public and private SANs to traverse the same physical links between the sites. Not only is it not a best practice but it is also not a supported configuration. 

    Figure 2 shows an implementation that is only seen on SANs that use virtual fabrics for the public and private SANs. Using virtual fabrics to separate the public and private traffic is a valid configuration. However, as can be seen in Figure 2, care must be taken to ensure that the public and private fabrics traverse dedicated ISLs. 

    On Cisco switches, customers implement public and private VSANs as shown in Figure 2, but they then configure the VSANs allowed on the port-channels to enable traffic from both VSANs on the same port-channels, and this is not correct. There must be at least one port-channel configured to only allow traffic from the private VSAN. 

    On Brocade switches, the equivalent mistake would be configuring XISLs to allow multiple virtual fabrics to traverse the same physical ISLs in the base switches. On Brocade switches, if virtual fabrics are used, the private virtual fabric must have its own, dedicated ISLs. Although using separate switches is more costly than implementing Cisco VSANs, or Brocade virtual fabrics, on the same physical switch, it eliminates the possibility of having the public and private fabrics traverse the same ISLs.

    Different providers for the redundant fabrics

    Figure 1 on page 2 shows two redundant fabrics spanning the two sites where the HyperSwap cluster is located, and each fabric is on a separate distance/WAN provider. Having each fabric on a separate provider increases the reliability of the solution because disruptions in service on one provider only affect a single fabric, and the second fabric remains untouched. 

    Putting both fabrics on the same provider introduces a single point of failure if that provider should suffer an outage. While provider outages are rare, they do happen, and it is something that should be considered. Using an analogy, someone who has a job where communication is critical might have two phones on two different providers to ensure that if one of the providers has an outage, the phone on the other provider will still work. 

    Some customers design the SANs such that both fabrics are on both providers, and the expectation is that if one provider fails, both fabrics are at least partially up. In practice, it is preferable to have one of the fabrics fail completely. End devices performing path recovery can nearly always handle complete path loss more effectively than partial or intermittent path loss.

    Port masking considerations

    As with all other types of SAN Volume Controller and FlashSystem HyperSwap implementations, it is imperative to isolate the local cluster inter-node traffic from all other forms of traffic. This is important to maintain cluster performance and stability, because lease renewal messages, cache-mirroring, and HyperSwap synchronization traffic all take place over the ports that are assigned for local node traffic on the system.

    The general recommendations for port isolation and masking vary based on the number of ports per node that a specific configuration includes. 

    Figure 3 outlines the recommended port isolation and masking configurations based on the number of ports per node. 
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    Figure 3   Port isolation and masking recommendations

     

    
      
        	
          Note: In HyperSwap, replication ports are required only if replication to a remote cluster is taking place. Generally speaking, HyperSwap configurations will not be replicating in this way (unless participating in 3-site replication). 

        
      

    

    Only nodes that are participating in the HyperSwap cluster should be visible on the private SAN. Hosts, virtualized storage controllers, and replication partners should not be accessible on the private SAN.

    Sizing the inter-site links for HyperSwap traffic

    It is critical that the bandwidth requirements for the inter-site links be understood before beginning configuration of the fabric. This might be difficult under the following conditions:

    •For a cluster that is being set up as a new cluster, unless hosts are being migrated from an existing cluster, because no historical performance data exists. 

    •For a new cluster with new hosts, no historical performance data exists.

    •For a cluster that is being migrated to a HyperSwap configuration, or for a new cluster where hosts are being migrated from older storage, there might be historical performance data.

    If a volume is not configured for HyperSwap, when a host writes to that volume the write data will not traverse the ISLs to the remote site, unless the storage where that volume resides is at the remote site.

    Bandwidth requirement calculations do not need to include the write data rates for all of the volumes in an IBM Spectrum Virtualize cluster, unless all of the volumes are configured as HyperSwap volumes. Writes to volumes that are not configured as HyperSwap volumes do not normally traverse the links between the sites, assuming that the host is connected to the same site, because of the storage providing the non-HyperSwap volumes that it is accessing. HyperSwap volumes have all writes mirrored on the private fabrics, so these volumes must be included in the sizing.

    When sizing links, a physical link is considered saturated at 75% of capacity. An 8 gigabit per second (Gbps) link is saturated at ~600 Megabytes per second (MBps) of throughput. A 16 Gbps link is saturated at 1200 MBps. An estimate can be made by measuring the peak write data rate for all of the HyperSwap volumes in a cluster, and using that as the bandwidth requirement for the inter-site links.

    Each of the redundant fabrics must be able to carry all of the data, so the bandwidth requirement is actually 2x the peak write data rate. We have seen clients take this figure and implement the SAN such that each fabric can carry half the peak data rate. This is based on the assumption that each fabric will carry part of the data.

    This works until there is an outage on one of the fabrics and the inter-site link drops. When this happens, all of the data being written at each site is then forced over the surviving fabric, but the links do not have enough bandwidth to handle that amount of traffic.

    For the purposes of the bandwidth requirements calculations, a link is considered to be all of the physical links between a pair of switches. So, a pair of 8 Gbps links would therefore have the same bandwidth as a single 16 Gbps link. However, there are some design considerations for the inter-site link design.

    Trunking the inter-site links

    Inter-site links can be configured as either a group of physical links in a single logical link (also called a trunk or port-channel), or left as separate physical links. The best practice recommendation is to implement the inter-site links as multiple, redundant, physical links on each fabric and to combine them into a trunk, rather than leaving them as separate physical links. 

    For Fibre Channel switches, a trunk is considered an ISL between the two switches. This means that all the links in a trunk would have to go down before the switches would perform a fabric rebuild. A fabric rebuild is a reconfiguration of the fabric where switches update their routing tables and other fabric-related data. 

    However, some end devices are sensitive to a fabric rebuild, and excessive rebuilds of a flapping (alternating between up and down states) ISL have been seen to cause problems with end devices. If a single link in a trunk goes down, a rebuild is not performed. This prevents a trunked flapping ISL from initiating a rebuild. However, if multiple links are configured as separate physical links, then each time one of those links drops, a fabric rebuild is performed.

    Load-balancing across the links in a trunk is more effective than load-balancing across a set of single links. If a link in a trunk drops, it might be possible for the switch to resend frames without having to abort an exchange, and have end devices do error recovery.

    Zoning Considerations for HyperSwap

    The following zoning requirements exist for all SAN Volume Controller, IBM Spectrum Virtualize, and FlashSystem clusters:

    •Enable the NPIV feature on the cluster, and zone all hosts to the virtual WWPNs on each node port.

    •Use the physical WWPNs on the node ports for inter-node communication. Do not zone any hosts or controllers to these ports.

    •Use the physical WWPNs on the node ports that are used for inter-cluster (replication) communication. Do not zone any hosts or controllers to these ports.

    •Use the physical WWPNs on the node ports for controller (storage) communication.

    •If a hot-spare node is configured, all controllers must be zoned to the physical WWPNs of the hot-spare node.

    For HyperSwap, the requirements are the same. The ports used for inter-node communication will be on dedicated private fabrics. If this is implemented correctly, it is not possible to zone hosts, controllers, or node ports for a partner cluster to these ports. The private fabrics should only have a single zone each that includes all of the cluster node ports attached to those fabrics. Because no other devices should be on these fabrics, there should not be any other zones.
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