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    Preface

    This IBM® Redpaper™ publication describes the support of the IBM System Storage® DS8870 for VMware vSphere in general terms. It also describes in greater detail the VMware vSphere Storage APIs Array Integration (VAAI) primitives, the IBM Storage Management Console for VMware plug-in, and the IBM Site Replication Adapter (SRA) for VMWare Site Recovery Manager (SRM).

    In addition to a high-level overview of the VMWare vSphere suite, this paper emphasizes the interaction of the software components with the IBM System Storage DS8870. It is intended for IT professionals who want an understanding of advantages such as off loading specific tasks to storage arrays, centralized service management, and simplified implementation of disaster recovery processes in virtualized environments.
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VMWare introduction

    This chapter provides a high-level introduction to the concepts and features of VMware and includes the following topics:

     

    •Introduction

    •DS8870 overview

    •VMware architecture overview

    1.1  Introduction

    Virtualization technology is transforming business. Companies are increasingly virtualizing their environments to reduce costs and meet the following goals:

    •Consolidate servers

    •Centralize services and management

    •Implement disaster recovery

    •Set up remote or thin client desktops

    •Create clouds for optimized resource use

    Organizations often deploy server virtualization to gain economies of scale by consolidating under-used resources to a new platform. The storage is equally crucial to server virtualization scenarios. Implementing server virtualization without taking storage into account can cause challenges, such as uneven resource sharing and performance and reliability degradation.

    Through its extraordinary flexibility, the DS8000 series storage family is designed to effectively and efficiently manage a broad range of storage workloads that exist in today’s complex data centers. This flagship IBM disk system can bring simplicity to your storage environment by supporting a mix of random and sequential I/O workloads and interactive and batch applications, regardless of whether they are running on one of today’s popular distributed server platforms like VMware vSphere or on the mainframe. With the ability to manage all of these workloads simultaneously, this dynamically self-tuning system can greatly reduce the challenge of managing your increasingly complex storage environment as requirements change.

    1.2  DS8870 overview

    Built on over 50 years of enterprise disk storage expertise, the IBM System Storage DS8000 series is the flagship disk storage platform within the IBM System Storage portfolio. The new IBM System Storage DS8870 represents the latest in this series of high-performance, high-capacity, flexible, and resilient disk storage systems, which are aimed at addressing the needs of the most demanding clients.

    The DS8870 represents another generation leap for the DS8000 series: it offers up to three times faster performance and 20% higher energy efficiency than its direct predecessor, the DS8800 system. The DS8000 architecture is server-based. Powerful POWER7 processor-based servers manage the cache to minimize disk I/Os to maximize performance and throughput. The DS8870 product is tremendously scalable, has broad server support, and virtualization capabilities. These features can help simplify the storage environment by consolidating multiple storage systems.

    Figure 1-1 shows the IBM System Storage DS8870 product.
[image: ]

    Figure 1-1   DS8870 front view

    Did you know?

    Full Disk Encryption (FDE) drives are now standard on every DS8870 system. FDE enables organizations to fully protect their data at rest when it is combined with Tivoli Key Lifecycle Manager. FDE drives have the same performance as standard drives.

    IBM Easy Tier, a well-proven DS8000 feature, is available at no charge. It dynamically optimizes performance for multi-tiered systems. It can also rebalance data within a single tier to help maintain optimal performance for organizations, which have not yet deployed solid-state drives (SSDs) or nearline drives. The updated Easy Tier fifth generation added the Easy Tier Server, Easy Tier Application, and Easy Tier Heat Map Transfer features to further enhance the performance of the IBM DS8870 system.

    A new power supply system that is based on direct current uninterruptible power supply (DC-UPS) is much more energy-efficient than the Power Distribution System of previous models. The DS8870 system is designed to comply with the emerging ENERGY STAR specifications.

    For more information about the DS8870 architecture, see IBM System Storage DS8870 Architecture and Implementation, SG24-8085 and DS8870 Product Guide, TIPS0915.

    1.3  VMware architecture overview

    VMware vSphere is an operating system that is used to virtualize hardware resources and is the base for the VMware cloud-computing infrastructure.

    1.3.1  VMware vSphere features

    There are six core features of the vSphere platform, as shown in Figure 1-2.
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    Figure 1-2   vSphere core features

    The core features consist of the following components:

    •Availability: Increases the availability of all the aspects of the infrastructure, including applications, storage resources, infrastructure, and management. It includes the following components:

     –	Data protection: Protects the data through fast, agentless backups to disk, with de-duplication to minimize the use of backup disk space.

     –	Replication: Eliminates third-party replication costs by using built-in vSphere Replication.

     –	vMotion: By migrating running virtual machines between hosts, vMotion eliminates application downtime for planned server maintenance.

     –	Storage vMotion: Provides a proactive and nondisruptive storage migration.

     –	High availability: Provides high availability across the entire virtualized IT environment without the cost or complexity of traditional clustering solutions.

     –	Fault tolerance: Provides continuous availability for applications with zero data loss in the event of server failures.

    •Security: Provides a robust and secure virtualization platform.

    vShield endpoint: Eliminates the anti-virus footprint in virtual machines and improves AV scan performance by off loading AV functions to a hardened security virtual machine.

    •Automation

    Automation provides accurate, consistent, and repeatable solutions that save IT administrators time and effort. It includes the following components:

     –	Distributed Resources Scheduler (DRS): Used for aligning compute resources with business priority by automatic load balancing across hosts. DRS optimizes power consumption by turning off hosts during lower load periods.

     –	Storage DRS: Facilitates the automated management of initial VMDK placement. It also facilitates continual, dynamic balancing of VMDKs among clustered datastores by identifying the most appropriate resource candidates that are based on capacity, performance, and functional characteristics that are specific to the requirements of individual virtual machines or clusters. Beginning in vSphere 5.0, VMware Storage DRS can make use of VASA-based and administrator-based storage resource classifications to realize simplification of heterogeneous storage management that is based on the concept of Profile-Drive Storage, which organizes diverse storage resources into profiles that meet specific classification criteria, as shown in Figure 1-3.
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    Figure 1-3   Storage DRS

     –	Profile driven storage: Faster selection of storage resources by grouping storage according to user-defined policies. An example is shown in Figure 1-4 on page 6.
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    Figure 1-4   Profile Driven Storage

     –	Auto deploy: Fast deployment and patching of vSphere hosts.

     –	Network I/O control: Defines priority access to network resources according to established business rules.

     –	Storage I/O control: Monitors the load on a volume and dynamically allocates resources to virtual machines according to business needs.

    •Compute

    Virtualizes the server resources and aggregates them into logical pools that can be allocated to multiple workloads. It includes the following components:

     –	Hypervisor (vSphere ESXi): The virtualization layer that abstracts server hardware resources and can share them with multiple virtual machines.

     

    
      
        	
          SX and ESXi: Before VMware vSphere ESXi version 5.0, clients chose between ESX and ESXi. ESX contains an integrated service console for management. ESXi consists only of the hypervisor and requires the installation of external agents for monitoring and administration. ESX and ESXi provide the same capabilities regarding virtual machines. For more information about the difference between ESX and ESXi, see this website:

          http://www.vmware.com/products/vsphere/esxi-and-esx/compare.html 

        
      

    

     –	Memory Overcommit: Enables the administrator to provision more memory to virtual machines than are physically installed on the host.

    •Storage

    Reduces the complexity of back-end storage systems and uses storage in virtual environments. It includes the following components:

     –	Virtual Machine File System (VMFS): Provides simple virtual machine provisioning and administration with a cluster file system that is optimized for virtual machines.

     –	Storage thin provisioning: Offers dynamic allocation and intelligent provisioning of physical storage capacity for virtual machine storage usage, as shown in Figure 1-5 on page 7.

    [image: ]

    Figure 1-5   Storage thin provisioning

     –	VMware storage APIs: Storage awareness, data protection, array integration, and multi-pathing capabilities that are offered by third-party storage vendors. It includes the following components: 

     •	vStorage APIs for Data Protection (VADP): Enables backup applications to perform file or VM-level backup of running virtual machines. It is used by solutions such as Tivoli Storage Manager for VE and Tivoli FlashCopy Manager.

     •	vStorage APIs for Multipathing (VAMP): Helps to intelligently control path selection from storage adapters in a host to storage devices, thereby optimizing storage I/O throughput. It is not required with DS8870 because a native VMware multi-pathing policy that uses round-robin is in use.

     •	vStorage APIs for Array Integration (VAAI): Enables certain storage tasks to be offloaded from the server hardware to the storage array. VAAI was first implemented for block access protocols and is now native to vSphere 5. More primitives were added to support VAAI also for NFS-based datastores. For more information about VAAI integration with DS8870, see Chapter 2, “VAAI support” on page 13.

     •	vStorage APIs for Storage Awareness (VASA): Exposes storage architecture specifications to vSphere to enable policy-based storage management.

     –	Site Recovery Manager (SRM): A business continuity and disaster recovery solution for VMware ESX servers that provides VM-aware automation of emergency and planned failover or failback scenarios between data centers and incorporates server or storage-based datastore replication. For more information, see Chapter 4, “Business continuity with IBM DS8870 Storage System and VMware Site Recovery Manager” on page 41.

    •Network

    Provides network services optimization, simplified administration, and management. It includes a distributed switch, which centralizes network provisioning, administration, and monitoring by using datacenter-wide network aggregation.

    1.3.2  VMware storage concept

    Figure 1-6 shows the ESX and ESXi storage concepts. The term ESXi is used as a synonym for both. The storage system provides logical unit numbers (LUNs) and grants ESXi servers access to these LUNs. In VMware terminology, LUNs are usually called volumes. These volumes are normally shared between different ESXi servers. A central component of the VMware storage concept is the data store. A data store is an NFS mount or a VMFS file system. VMFS is a clustered file system that can be accessed simultaneously by multiple ESXi systems. Each data store can span multiple physical LUNs or even storage subsystems. Other LUNs can be added to extend a previously created data store without powering down physical servers.
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    Figure 1-6   Storage concepts of ESXi

     

    VMFS provides a locking mechanism to ensure that the same virtual machine is not powered on by multiple servers at the same time. If a physical server fails, the on-disk lock for each virtual machine can be released so that virtual machines can be restarted on other physical servers.

    VMFS also features crash consistency and recovery mechanisms, such as distributed journaling, crash-consistent virtual machine I/O paths, and machine state snapshots.

    Instead of the use of the VMFS-based data store, virtual machines can have direct access to raw devices by using Raw Device Mapping (RDM) as a proxy. RDM can be thought of as providing a symbolic link between a VMFS volume and a raw volume (LUN). When a volume is opened for access, VMFS uses the RDM file to get to the correct physical device and performs access checking and locking before accessing the volume. Thereafter, reads and writes go directly to the raw volume rather than going through the mapping file.

    A virtual machine typically is stored in a set of files in the VMFS file system or data store. There are files that store the virtual machine’s configuration, the state of the virtual machine’s basic input/output system (BIOS), and the virtual disk files (.vmdk) which store the content of the virtual machine’s hard disk drives, files for metadata, snapshots, logs, and some other files.

    Virtual machines can be cloned or moved to another data store by copying these files. Such operations are performed with the help of the vCenter server.

    1.3.3  What’s new in VMware vSphere for storage

    VMware is constantly improving the vSphere offering and provides regular updates to the Hypervisor. This section describes storage-related features that were introduced or improved since vSphere 5.

    News in VMware vSphere 5.1 Update 1

    VMware released vSphere 5.1U1 in April 2013. 

    From a storage perspective, many fixes are included in this release, including the following important changes:

    •The maximum VMFS Heap can now grow up to 640 MB. This is especially useful in installations with big .vmdk files on VMFS volumes that are accessed by single hosts.

    •Renaming of Virtual Machine Files while doing Storage VMotion can be controlled.

    •Fix for incorrectly displayed WWNN and WWPN values for Fibre Channel (FC) host bus adapters (HBAs).

    For more information, see the VMware 5.1U1 release notes at this website:

    http://www.vmware.com/support/vsphere5/doc/vsphere-esxi-51u1-release-notes.html#resolvedissuesstorage

     

    
      
        	
          VMware vSphere functions: Not all the new VMware vSphere functions for storage that are listed are supported by the DS8870 system. For more information, see the VMware Compatibility Guide, which is available at this website:

          http://www.vmware.com/resources/compatibility/search.php?deviceCategory=san

        
      

    

    News in VMware vSphere 5.1

    VMware released vSphere 5.1 in September 2012, which includes the following features:

     

    
      
        	
          Important: VMware vSphere/ESXi version 5.1 is the latest version that is supported by IBM DS8000® System Storage at the time of writing. For the most up-to-date interoperability details, see the IBM System Storage Interoperability Center (SSIC) at this website:

          http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

        
      

    

    •You can use Storage VMotion now without having a shared storage infrastructure.

    •Support for up to four parallel migrations for a single Storage VMotion.

    •The All Paths Down (APD) feature was enhanced to better detect complex transient APD conditions.

    •Support for Boot from software FCoE initiator. This is similar to the Boot from Software iSCSI initiator that is introduced in ESXi 4.1.

    •Support for jumbo frames for all iSCSI adapters.

    •Support for 16 GB FC HBAs running at 16 GB. Previously, 16 GB FC HBAs were supported only when they were running at 8 GB.

    •It is now possible to automatically set the latency threshold in Storage I/O Control (SIOC).

    •Increased the number of hosts sharing read-only files on a VMFS volume from 8 to 32, which is especially useful in VDI environments when linked clones are used.

    •Enhanced ESXCLI to show statistics for FC, FCoE, iSCSI, and SAS protocols. A new command to monitor local SSDs was introduced. These changes are especially useful when troubleshooting is performed.

    •Introduced Space Efficient Virtual Disk, which allows you to grow and shrink .vmdk files dynamically.

     

    
      
        	
          VMware vSphere 5.1 for storage enhancements: For more information about the VMware vSphere 5.1 for storage enhancements, see the following VMware white paper, which is available at this website: 

          http://www.vmware.com/files/pdf/techpaper/Whats-New-VMware-vSphere-51-Storage-Technical-Whitepaper.pdf

        
      

    

    News in VMware vSphere 5.0

    VMware released vSphere 5.0 in July 2011. VMware vSphere 5.0 consists of Version 5 of ESXi and Version 5 of the vCenter server. 

    From a storage perspective, the following significant enhancements in vSphere 5.0 made storage easier to manage: 

    •Virtual Machine File System Version 5 (VMFS-5): The following enhancements are provided in VMFS-5:

     –	Unified 1 MiB file block size. There is no longer a requirement to use 1, 2, 4, or 8 MB file blocks to create large files (files greater than 256 GB). When a VMFS-5 data store is created, the user is no longer prompted to select a maximum file size.

     –	Large single extent volumes. Before VMFS-5, the largest volume that was presented to an ESX server was 2 TiB. With VMFS-5, this limit is increased to 64 TiB (64*1024*1024*1024*1024 bytes).

     –	Increased file count. VMFS-5 introduces support for more than 100,000 files, which are compared to approximately 30,000 in VMFS-3.

     –	Atomic Test and Set (ATS). ATS was introduced with VAAI. It is now used throughout VMFS-5 for file locking, which provides improved file locking performance over previous versions of VMFS.

    •Support for larger raw device mappings (RDMs). Pass through RDMs can now be 64 TiB in size (as opposed to 2 TiB in VSphere 4.1).

    •Improvements to storage vMotion by using a new mirror driver mechanism.

    •Removing the requirement to install a vendor-supplied VAAI driver.

    •Storage Distributed Resource Scheduler (SDRS), which allows for intelligent initial placement. SDRS can also load balance by using space usage and I/O latency by using storage vMotion.

    •vSphere Storage APIs for Storage Awareness (VASA), a set of APIs that allows storage devices to report physical characteristics, alerts, and events to vSphere. This set helps with decision making and monitoring. VASA is normally enabled with a vendor-supplied software provider that communicates with the vCenter Server Storage Monitoring Service (SMS).

     

    
      
        	
          VMware vSphere 5.0 for storage enhancements: For more information about the VMware vSphere 5.0 for storage enhancements, see the following VMware white paper, which is available at this website:

          http://www.vmware.com/files/pdf/techpaper/Whats-New-VMware-vSphere-50-Storage-Technical-Whitepaper.pdf
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VAAI support

    This chapter provides a brief overview of the VMware vStorage APIs for Array Integration (VAAI) feature and emphasizes its interaction and usage with the IBM System Storage DS8870 system.

    This chapter includes the following chapters:

    •Introduction

    •VMware vStorage APIs array integration

    •Using vStorage APIs for array integration

    •Testing vStorage APIs for Array Integration

    2.1  Introduction

    VMware vSphere provides an application programming interface (API) and software development kit (SDK) environment. This environment allows customers and independent software vendors (ISVs) to enhance and extend the functionality of vSphere in specific areas. The VAAI feature offloads specific storage operations from the hosts to be handled by supported disk arrays for improved performance and efficiency. 

    With VAAI, VMware vSphere can perform key operations faster and use less host processor resources, memory, and storage bandwidth.

    The following topics are aimed at giving a clear and comprehensive understanding of the VAAI features and usage with the DS8870 system.

    •VMware vStorage APIs array integration

    •Using vStorage APIs for array integration

    •Testing vStorage APIs for Array Integration

     

    2.2  VMware vStorage APIs array integration

    ESX and ESXi 4.1 brought a new level of integration capability with storage systems through the introduction of VAAI. Traditional SCSI commands force the ESX host to issue many repetitive commands to complete certain types of operations. VAAI helps reduce host usage. It also increases scalability and operational performance by off loading certain tasks to storage systems if they support the relevant commands.

    VAAI support relies on the storage implementing several fundamental operations that are named as primitives. These operations are defined in terms of standard SCSI commands, which are defined by the T10 SCSI specification. Each fundamental operation can operate independently of the others, and it is possible to certify the storage as supporting a subset of the available primitives.

    2.2.1  vStorage APIs for array integration primitives

     

    
      
        	
          Supported primitives: Not all VMware VAAI primitives are currently supported by the DS8870 system. For more information about the supported primitives, see 2.2.2, “DS8870 support for VAAI” on page 16. For the most up-to-date interoperability details, see the IBM System Storage Interoperability Center (SSIC) and the VMware websites:

          •http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

          •http://www.vmware.com/resources/compatibility

        
      

    

    The VAAI primitives include the following features:

    •Atomic Test and Set (ATS)

    ATS is used to implement hardware-accelerated locking of files. Without support for this primitive, co-operating hosts rely on SCSI reservations, which operate only on the granularity of a full SCSI logical unit number (LUN) (not an individual file). With ATS support, time for creation or access of files from a host can be dramatically improved. With the introduction of ATS, it is now possible to run more VMs on a single volume and to create more VMware-based Snapshots without creating performance problems. To process this command, the storage does the following actions:

     –	Receives one block (512 bytes) of data from the host.

     –	Compares that block of data to the data that is already present on the addressed device at a specified logical block access (LBA). If the block data is not byte-for-byte identical, reject the command with sense, which indicates that the data is different.

    Otherwise, it receives a second block of data from the host and writes that to the specified logical block address (LBA), which replaces the original data.

    These steps are all done automatically so that no other host might alter the data while this operation is in progress. This primitive is also known as Hardware Accelerated Locking and it corresponds to the SCSI Compare And Write command.

    •Clone Blocks (XCOPY)

    This primitive requests that the storage copy a range of logical blocks from one location to another, either within a single LUN or from one LUN to another. It is used to copy or migrate virtual volumes or machine images from one datastore to another. Without the XCOPY command, the host must read all the data from the source blocks and write it to the target blocks, which can be time-consuming for large sets of data. This primitive is also known as Hardware Accelerated Move or full copy and it corresponds to the SCSI Extended Copy command.

    •Write Same

    This primitive is used to initialize new virtual disks. The SCSI Write Same command sends a single block of data from the host to the storage, and instructs the storage to replicate that block across a large range of LBAs. Without Write Same support, the host zeros the blocks by issuing standard SCSI write commands. With Write Same support, the host sends only a single 512-byte block of zeros, which the storage writes to many blocks. The primary advantages are saving bandwidth between the host and the storage, and reducing the processing that is done by the host system. This primitive is also known as Zero Blocks or Hardware Accelerated Init and it corresponds to the SCSI Write Same command.

     

    •Thin provisioning

    Thin provisioning corresponds to the SCSI Unmap or Write Same (Unmap) commands. Thin provisioning encompasses the following primitives:

     –	Out-of-space condition: To pause a running virtual machine when capacity is exhausted.

     –	Thin provisioning LUN reporting: To enable vSphere to determine the LUN thin provisioning status.

     –	Quota Exceeded Behavior: Allows vSphere to react before out-of-space conditions occur.

     –	Unmap: Allows the clearing of unused VMFS space.

    2.2.2  DS8870 support for VAAI

    If you plan on using the VAAI functions with the DS8870 system, the VMware VAAI indicator (Feature Code #0965) must be included in your DS8870 order. The DS8870 with Licensed Machine Code (LMC) 7.7.10.x.xx (bundle version 87.10.x.xx) supports the following VAAI primitives:

    •ATS, also known as Compare and Write for hardware-assisted locking.

    •Write Same, also known as Zero Blocks or Hardware Accelerated Init for hardware assisted initializing of a virtual disk.

    •Clone Blocks, also known as Extended Copy or XCOPY for hardware-assisted move or cloning.

     

    
      
        	
          Important: For VAAI XCOPY, IBM FlashCopy® at the track level is used. To take advantage of the VAAI XCOPY primitive, the FlashCopy feature of the DS8870 system must be enabled. This means that a FlashCopy license for Fixed Block capacity is required. 

        
      

    

    Restrictions for the use of XCOPY

    If you plan to use VAAI XCOPY, the following restrictions apply:

    •A Fixed Block FlashCopy license is required.

    •LUNs used by the ESX and ESXi servers must not be larger than 2 TB.

    •Track Space Efficient volumes and Extent Space Efficient volumes cannot be used.

    •The target of an XCOPY operation cannot be a Remote Mirror and Copy primary volume.

    In any case where the XCOPY command is not supported, the DS8870 product indicates to the host that the XCOPY command is not supported, and the host performs the copy tasks. The only impact to applications is that operations that might otherwise use the XCOPY command do not get the benefit of hardware acceleration.

    The VAAI primitives that the storage system supports are enabled by default in ESXi5. No intervention is required by the user to obtain the benefit of these features.

    2.3  Using vStorage APIs for array integration

    This chapter describes the VMware VAAI and its support by the DS8870 storage subsystem. For more information about the attachment of storage to VMware ESX and ESXi hosts, see IBM System Storage DS8000 Host Attachment and Interoperability, SG24-8887-01.

    It is possible to enable and disable specific VAAI features globally on an ESX/ESXi host. Depending on the type of volume you create on the DS8870 system, specific VAAI features are not enabled on the volume even if you turned on the feature globally on the host.

     

    
      
        	
          Important: In a VMware ESX or ESXi 4.1 environment, another driver must be installed to support VAAI on the DS8870 system. Starting with vSphere 5.0, VAAI is supported natively and no other driver must be installed.

        
      

    

    2.3.1  Installing the IBM VAAI device driver on an ESXi 4.1 server

    The IBM Storage device driver for VMware VAAI is a kernel module that allows the VMware VAAI driver to offload certain storage operations to the DS8870 system. The driver must be installed on every ESX/ESXi 4.1 server and requires that each server is restarted after installation. Updates to the IBM Storage driver also require that each ESX/ESXi server is rebooted. When it is combined with vMotion and vSphere High Availability, this process usually does not require any guest VM outages.

    Use the latest version of the driver. For more information about installing the driver on ESX, see the IBM VAAI driver installation guide that is available in the IBM Storage Host Software Solutions Information Center at this website:

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/index.jsp?topic=%2Fcom.ibm.help.strghosts.doc%2Fhsg_virtualization.html

    2.3.2  Validating VAAI global settings on the host

    The following parameters control whether VAAI is enabled or disabled on an ESX/ESXi host:

    •DataMover.HardwareAcceleratedMove

    •DataMover.HardwareAcceleratedInit

    •VMFS3.HardwareAcceleratedLocking

    The default value for all three parameters is 1, which means they are enabled by default. You can check the setting of the parameters in the vSphere Client or via the command-line interface (CLI) on the host. The CLI can be used via a Secure Shell Session to the ESX/ESXi host.

    Using the vSphere Client

    In the vSphere Client inventory panel, select the host. Click the Configuration tab, and click Advanced Settings under Software. Check that all three parameters are set to 1 (enabled), as shown in Figure 2-1 on page 18.
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    Figure 2-1   Check VAAI in vSphere

    Using the vSphere CLI with ESX and ESXi 4.1

    If the service console is used to control VAAI, the commands that are shown in Example 2-1 can be used on ESX/ESXi 4.1 and on ESXi 5.0/5.1. The first three commands show the status of VAAI. If the value that is returned for each function is 0, that function is disabled. If the value returned is 1, the function is enabled.

    Example 2-1   Check if VAAI function is enabled or disabled
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    esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove

    esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

    esxcfg-advcfg -g /VMFS3/HardwareAcceleratedLocking
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    The commands that are shown in Example 2-2 show how to disable each VAAI function (changing each value to 0).

    Example 2-2   Disable VAAI functions
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    esxcfg-advcfg -s 0 /DataMover/HardwareAcceleratedMove

    esxcfg-advcfg -s 0 /DataMover/HardwareAcceleratedInit

    esxcfg-advcfg -s 0 /VMFS3/HardwareAcceleratedLocking
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    The commands that are shown in Example 2-3 change each VAAI function (change each value to 1).

    Example 2-3   Enable VAAI functions
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    esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

    esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit

    esxcfg-advcfg -s 1 /VMFS3/HardwareAcceleratedLocking
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    Using the vSphere CLI with ESXi 5.0 and 5.1

    For ESXi 5.0 and 5.1, there also is a new syntax that is available that can be used to control VAAI. Again, the first three commands that are shown in Example 2-4 show the status of VAAI. If the value returned is 0, that function is disabled. If the value returned is 1, the function is enabled.

    Example 2-4   Check if VAAI function is enabled or disabled on ESXi 5.0/5.1
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    esxcli system settings advanced list -o /DataMover/HardwareAcceleratedMove

    esxcli system settings advanced list -o /DataMover/HardwareAcceleratedInit

    esxcli system settings advanced list -o /VMFS3/HardwareAcceleratedLocking
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    The commands that are shown in Example 2-5 disable each VAAI function (changing each value to 0).

    Example 2-5   Disable VAAI functions on ESXi 5.0/5.1
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    esxcli system settings advanced set --int-value 0 --option /DataMover/HardwareAcceleratedMove

    esxcli system settings advanced set --int-value 0 --option /DataMover/HardwareAcceleratedInit

    esxcli system settings advanced set --int-value 0 --option /VMFS3/HardwareAcceleratedLocking
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    The commands that are shown in Example 2-6 enable each VAAI function (changing each value to 1).

    Example 2-6   Enable VAAI functions on ESXi 5.0/5.1
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    esxcli system settings advanced set --int-value 1 --option /DataMover/HardwareAcceleratedMove

    esxcli system settings advanced set --int-value 1 --option /DataMover/HardwareAcceleratedInit

    esxcli system settings advanced set --int-value 1 --option /VMFS3/HardwareAcceleratedLocking
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    2.3.3  Confirming that VAAI Hardware Acceleration is detected for a volume

    You can confirm if VAAI is enabled on a volume by using the vSphere client or the CLI.

    Using the vSphere Client

    From the vSphere Client, verify whether a datastore volume is VAAI capable by viewing the hardware acceleration status from the Configuration tab, as shown in Figure 2-2 on page 20. Possible states are Unknown, Supported, and Not Supported.

    [image: ]

    Figure 2-2   VAAI supported

    Using the vSphere CLI with ESX/ESXi 4.1

    In ESX/ESXi4.1, you can use the command that is shown in Example 2-7 to check if VAAI is supported on individual volumes.

    Example 2-7   ESX/ESXi 4.1 CLI commands to check the support level of VAAI primitives

    [image: ]

    ~ # esxcfg-scsidevs -l | egrep ".Display Name:|VAAI Status:"

       Display Name: VM_2Tiers_st

       VAAI Status: supported

       Display Name: VM_3Tiers_st

       VAAI Status: supported
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    Using the vSphere CLI with ESXi 5.0/5.1

    In ESXi 5.x, use the esxcli storage core device commands, as shown in Example 2-8. You first must find the device number for the DS8870 LUN in vSphere or run the command without the -d option to show all devices.

    Example 2-8   ESXi 5.0/5.1 CLI commands to check the support level of VAAI primitives
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    ~ # esxcli storage core device list -d naa.6005076303ffd5aa0000000000001004

    naa.6005076303ffd5aa0000000000001004

       Display Name: DS8870_VAAI1

       Has Settable Display Name: true

       Size: 409600

       Device Type: Direct-Access

       Multipath Plugin: NMP

       Devfs Path: /vmfs/devices/disks/naa.6005076303ffd5aa0000000000001004

       Vendor: IBM

       Model: 2107900

       Revision: .277

       SCSI Level: 5

       Is Pseudo: false

       Status: on

       Is RDM Capable: true

       Is Local: false

       Is Removable: false

       Is SSD: false

       Is Offline: false

       Is Perennially Reserved: false

       Queue Full Sample Size: 0

       Queue Full Threshold: 0

       Thin Provisioning Status: unknown

       Attached Filters:

       VAAI Status: supported

       Other UIDs: vml.02000600006005076303ffd5aa0000000000001004323130373930

       Is Local SAS Device: false

       Is Boot USB Device: false

     

    ~ # esxcli storage core device vaai status get -d naa.6005076303ffd5aa0000000000001004

    VAAI Plugin Name:

       ATS Status: supported

       Clone Status: supported

       Zero Status: supported

       Delete Status: unsupported
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    2.3.4  What to do if the Hardware Acceleration status shows as Unknown

    ESXi 5.0/5.1 uses an ATS command when it detects a new LUN to determine whether hardware acceleration is possible. For ESX/ESXi 4.1, the initial hardware acceleration status of a datastore or device normally shows as Unknown. The status changes to Supported after ESX/ESXi performs a VAAI offload function. If the attempt by ESX/ESXi to use an offload command fails, the state changes from Unknown to Not Supported. If it succeeds, it changes from Unknown to Supported.

     

    
      
        	
          Hint: One way to prompt this change is to clone a virtual disk that is on that datastore. You also can copy a virtual disk to a new file in the relevant datastore in the vSphere Client.

        
      

    

    2.4  Testing vStorage APIs for Array Integration

    Three VAAI primitives, ATS, XCOPY, and Write Same (see 2.2.1, “vStorage APIs for array integration primitives” on page 14), are inspected by making some functional tests.

    For the test, we used an IBM BladeCenter H with HS21 Blades. ESXi 4.1 and ESXi 5.1 were installed on the HS21 Blades. LUNs from a DS8870 (2107-961) with 256 GB cache were mapped to the ESXi host and formatted with VMFS5. IBM B80 SAN Switches were used to connect the IBM BladeCenter H and the IBM DS8870 product. 

    Figure 2-3 on page 19 shows a VAAI test setup.
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    Figure 2-3   VAAI test setup

    2.4.1  Atomic Test and Set test

    In this test, we test the steps to verify that the ATS feature is working by showing its effect before and after the VM is started. Complete the following steps:

    1.	Create a volume on the DS8870 system and then create a data store that uses that volume. (By using this process, you can run your tests on a data store that has no competing traffic.)

    2.	From the vSphere Client home page, go to Hosts and Clusters.

    3.	Right-click the selected ESX or ESXi server and select New Virtual Machine.

    4.	When prompted to select a configuration, leave it on Typical.

    5.	Give the new virtual machine a name.

    6.	For a data store, select the data store that you created.

    7.	When you are prompted for a Guest Operating System, leave it on default.

    8.	When prompted to create a disk, leave the default size (40 GB). If you are using vSphere Client 5.0, select the Thick Provision Eager Zero option. This option formats the Virtual Machine Disk (VMDK) with zeros.

     

    
      
        	
          Virtual Machine Disk file format: VMDK is a file format that is used for virtual appliances that are developed for VMware products. The format is a container for virtual hard disk drives to be used in virtual machines.

        
      

    

    9.	After the virtual machine is created, connect to the CLI on the ESXi over ssh and issue the esxtop command.

     

    
      
        	
          Secure Shell: Secure Shell (SSH) is a UNIX based command interface and protocol for securely getting access to a remote computer. Linux and Mac OS X operating systems include the SSH client Terminal by default. Windows-based operating systems do not include an SSH client by default. PuTTY, a free and open source terminal emulator application that can act as a client for the SSH, can be used for Windows environments. For information and a download link, see this website:

          http://www.putty.org/

          The VMware esxtop utility allows monitoring and collection of data for all system resources (like processor, memory, disk, and network). For information about using esxtop and identifying storage performance issues with esxtop, see this website:

          http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1008205

        
      

    

    10.	Enter u for Disk Devices and f to add and remove fields. Select the Device and VAAISTATS fields, as shown in Figure 2-4.
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    Figure 2-4   esxtop settings

    With these settings, you can monitor the VAAI statistics on the ESX host.

    When an ATS call is made to the volume, the ATS counter increases. If ATS is working, it is expected that the counter increases during creation and locking of files on the VMFS volumes. Figure 2-5 on page 24 shows that the counter increased after a VM was started in the lab test.
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    Figure 2-5   Before VM was started

    Figure 2-6 shows that the counter increased after a VM was started in the lab test.
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    Figure 2-6   After VM was started

    2.4.2  XCOPY test

    In this test, the VMware Storage vMotion feature is used to show the performance effect on the host before and after the HardwareAcceleratedMove feature of VAAI is enabled. Complete the following steps to run the test:

    1.	Create two volumes on the DS8870 system and then create two data stores by using these volumes. (With this process, you can run your tests on data stores that have no competing traffic.)

    2.	From the vSphere Client home page, go to Hosts and Clusters.

    3.	Right-click your selected ESX or ESXi server and select New Virtual Machine.

    4.	When prompted to select a configuration, leave it on Typical.

    5.	Give the new virtual machine a name.

    6.	For a data store, select one of the data stores that you created.

    7.	When prompted for a Guest Operating System, leave it on default.

    8.	When prompted to create a disk, leave the default size (40 GB). If you are using vSphere Client 5.0, select the Thick Provision Eager Zero option. This option formats the VMDK with zeros.

    9.	Disable the HardwareAcceleratedMove option. From the vSphere Client home page, go to Hosts and Clusters and select your ESX or ESXi server. Click Configuration and on Advanced Settings in the Software section, change the DataMover.HardwareAcceleratedMove parameter to 0, as shown in Figure 2-7 on page 25.
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    Figure 2-7   DataMover value set to 0

    10.	Right-click the virtual machine and select Migrate. In the next window, choose Change datastore and click Next. Now select the target data store and start the migration.

    11.	In the vSphere performance monitor, select Advanced. In Chart Options, select the read and write rate graphs for the two test volumes. You see the migration traffic is handled by the ESX host. In the test setup, an approximately 400 MBps throughput was observed from the ESX host during migration. This throughput was limited by the 4 Gbps FC HBAs in the ESX host. The migration completed in approximately 5 minutes, as shown in Figure 2-8.
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    Figure 2-8   Before the DataMover of VAAI is enabled

    12.	Enable the HardwareAcceleratedMove option. From the vSphere Client home page, go to Hosts and Clusters and select your ESX or ESXi server. Click Configuration and on Advanced Settings in the Software section, change the DataMover.HardwareAcceleratedMove parameter to 1.

    13.	Repeat the test. No traffic on the ESX hosts is observed, as shown in Figure 2-9. This observation means that the migration traffic was offloaded to storage. In the test setup, a peak value of 2 MBps throughput was observed from the ESX host during migration. The migration completed in approximately 1 minute.
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    Figure 2-9   After the DataMover of VAAI is enabled

    You can also use the DS8000 CLI to see that FlashCopy is used for XCOPY. For more information about how to install and use the DS8000 CLI, see IBM System Storage DS8870 Architecture and Implementation, SG24-8085.

    The lsflash command with the -dataset option can show if FlashCopy relations exist, as shown in Example 2-9.

    Example 2-9   lsflash command to show dataset FlashCopy relations
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    dscli> lsflash -dataset 8800-8801

    Date/Time: October 15, 2012 11:10:32 AM EDT 

    ID        SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible 

    ==================================================================================

    8800:8800 -      -           -       -          -         -          -          - 

    8801:8801 -      -           -       -          -         -          -          - 
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          Tip: The esxtop command, as described in the ATS test, can also be used to check that VAAI is used to clone or migrate the data.

        
      

    

    2.4.3  Write Same Test

    In this test, we create a new Virtual Machine in vSphere. While the virtual disk is created for the new VM, we choose the Thick Provisioned Eager Zeroed disk. When a Thick Provisioned Eager Zeroed disk is used, the space that is required for the virtual disk is allocated immediately and all the blocks are zeroed out on the physical device. The ESX Host issues a Write Same Command to the DS8870 system and the zeroing task is offloaded from the Host to the Storage Subsystem.

    Complete the following steps to perform the test:

    1.	Create a volume on the DS8870 product and then create a datastore that uses that volume.

    2.	From the vSphere Client home page, go to Hosts and Clusters.

    3.	Right-click your selected ESX or ESXi server and select New Virtual Machine.

    4.	When prompted to select a configuration, leave it on Typical.

    5.	Give the new virtual machine a name.

    6.	For a data store, select the new data store that you created.

    7.	When prompted for a Guest Operating System, leave it on default.

    8.	When prompted to create a disk, select the Thick Provision Eager Zeroed option as shown in Figure 2-10. This option formats the VMDK with zeros.
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    Figure 2-10   Create Thick Provision Eager Zeroed disk

    9.	Before you finish the virtual machine creation, connect to the CLI on the ESXi server with ssh and start the esxtop command.

    10.	Enter u for Disk Devices and f to add and remove fields. Select the Device and VAAISTATS fields. Figure 2-4 on page 23 shows the details for the esxtop settings.

    11.	Complete the VM creation in the vSphere Client and monitor the esxtop output. The counter ZERO is increased every time a block is zeroed and the VAAI Write Same command is used. Monitor the ZERO counter, as shown in Figure 2-11 on page 28.
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    Figure 2-11   esxtop Output for Write Same
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IBM Storage Management Console for VMware vCenter

    This chapter introduces the IBM Storage Management Console for VMware vCenter. It is sometimes also called VMware vCenter Storage Management Plug-in, vCenter Storage Plug-in, and vCenter Plug-in.

    This chapter includes the following topics:

    •Introduction

    •Installation

    •Adding IBM Storage to the plug-in

    •Manage DS8870 volume properties

    •Creating a datastore

    •Multipathing

    •Host attachment

     

    3.1  Introduction

    The IBM Storage Management Console for VMware vCenter software is basically a software plug-in that integrates into the VMware vCenter server platform and enables VMware administrators to independently and centrally manage their storage resources on IBM storage systems. These resources include DS8000, Flex System V7000, Scale Out Network Attached Storage, Storwize V3500/V3700, Storwize V7000, Storwize V7000 Unified and SAN Volume Controller.

    The plug-in runs as a Microsoft Windows Server service on the vCenter server. Any VMware vSphere Client that connects to the vCenter server detects the service on the server. The service then automatically enables the IBM storage management features on the vSphere Client.

    Figure 3-1 shows how IBM storage systems are accessed and controlled through the VMware environment. Also shown is the primary relationships and interaction between the VMware components and the IBM storage systems that provide the storage pools and file systems in which the volumes and file shares are created.
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    Figure 3-1   IBM Storage Management Console for VMware vCenter concept

     

    
      
        	
          Important: The IBM Storage Management Console for VMware vCenter can use only predefined storage pools or file systems. New storage pools or file systems cannot be created from the IBM Storage Management Console.

        
      

    

    3.2  Installation

    Install the IBM Storage Management Console for VMware vCenter onto the Windows server that is running VMWare vCenter version 4.0, 4.1, 5.0, or 5.1. There are separate installation packages for x86 and x64. Check the user guide for all prerequisites before installing the plug-in. The user guides for different versions of the plug-in can be found in the IBM Storage Host Software Solutions Information Center at this website:

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/index.jsp?topic=%2Fcom.ibm.help.strghosts.doc%2Fvcplugin-homepage.html

    During package installation, you are prompted to complete the following steps:

    1.	Confirm which language you want to use.

    2.	Accept license agreements.

    3.	Select an installation directory location (a default location is offered).

    4.	When the installation process is complete, a command-line configuration wizard starts, as shown in Example 3-1. Normally, you can safely accept each prompt in the wizard. When prompted for a user name and password, you need a user ID that can log on to the VMware vSphere Client. If you do not change or accept the SSL certificate, you receive Certificate Warning windows when the Client is started. For more information about how to replace the SSL certificate, see the plug-in user guide.

    Example 3-1   BM Storage Management Console for VMware vCenter Configuration wizard
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    -------------------------------------------------------------------------------

    Welcome to the IBM Storage Management Console for VMware vCenter setup wizard, version 3.2.0.

    Use this wizard to configure the IBM Storage Management Console for VMware vCenter.

    Press [ENTER] to proceed.

    -------------------------------------------------------------------------------

    The Wizard will now install the Management Console service and register the extension in the vCenter server.

    Do you want to continue? [default: yes ]:

    -------------------------------------------------------------------------------

    The IBM Storage Management Console for VMware vCenter requires a valid usernamefor connecting to the vCenter server.

    This user should have permission to register the Plug-in in the Plug-ins Manager.

    Please enter a username :  Administrator

    -------------------------------------------------------------------------------

    Please enter the password for user Administrator :

    -------------------------------------------------------------------------------

    The IBM Storage Management Console for VMware vCenter web component requires a valid network port number.

    Please enter a port number for the web component [default: 8880 ]:

    -------------------------------------------------------------------------------

    Please wait while configuring the service and registering the extension

    -------------------------------------------------------------------------------

    The IBM Storage Management Console for VMware vCenter is now configured.

    This product is using an SSL certificate which is not signed.

    Please consult the User Guide for SSL certificate replacement instructions.

    Press [ENTER] to exit.
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    5. After you configure the IBM Storage Management Console for VMware vCenter, restart the client if you were already logged on. A new IBM Storage icon and a new IBM Storage tab with all their associated functions are added to the VMware vSphere Client.

    You can access the IBM Storage icon from the Home view, as shown in Figure 3-2.
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    Figure 3-2   IBM Storage plug-in from Home menu

    3.3  Adding IBM Storage to the plug-in

    Complete the following steps to add IBM storage to the plug-in:

    1.	From the Home view of the vSphere Client, double-click the IBM Storage icon.

    2.	The Storage Systems view opens, which shows all defined IBM Storage Systems. Select the option to add a Storage System, as shown in Figure 3-3.
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    Figure 3-3   Selecting the Add option

    3.	In the next window (see Figure 3-4), enter an IP address, user name, and password to connect to the IBM DS8870 product.

    [image: ]

    Figure 3-4   Adding a DS8870 system to the plug-in

    4.	After the vSphere Client connects to the DS8870 system successfully, you see a list of storage pools on the DS8870 system. Select the pools that the VMware administrator allocates storage from, as shown in Figure 3-5. Other pools can be manually added later, if required.
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    Figure 3-5   Selecting a storage pool from the plug-in

    5.	The DS8870 product is displayed in the list of storage systems, as shown in Figure 3-6.
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    Figure 3-6   vSphere IBM Storage plug-in

    6.	Select a DS8870 system from the Storage Systems section and then select a pool from the Storage Pools section. Use the New Volume option to create a volume and complete the fields in the Create New Volume window, as shown in Figure 3-7. You can create standard or thin-provisioned volumes on the DS8870 system.
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    Figure 3-7   Create New Volume with plug-in

    7.	You are prompted to map the volume to individual VMware servers or the whole cluster, as shown in Figure 3-8.
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    Figure 3-8   Mapping the volumes to hosts and clusters

    Normally you select the entire cluster. Ensure that the zoning is correct. The plug-in is used to create the volumes on the DS8870 system, create hosts on the DS8870 system if necessary, and map the volumes to the hosts. You can use the plug-in or the DS8870 system to change the mapping at any time.

    3.4  Manage DS8870 volume properties

    Use the IBM Storage tab to identify the properties of the volume. The IBM Storage tab allows you to perform many useful storage tasks. From this tab, as shown in Figure 3-9, you can perform the following tasks:

    •Extend a volume. This task allows you to grow an existing volume and then later extend the datastore using that volume.

    •Rename a volume. Use this task to ensure that the DS8870 volume name and the datastore name are the same.

    •Query which datastore is which DS8870 volume.

    •Query the status of all of the volumes, snapshots, and mirrors.

    •Migrate volumes between pools.

    •Unmap and delete a volume if it is not used by a datastore. This process allows a VMware administrator to return a volume the DS8870 system.

    Figure 3-9 shows the IBM storage tab, which displays more information about the volume. This information includes the storage pool for the volume and the volume ID. It also shows FlashCopy or mirroring relationships for the selected volume and indicates whether it is a standard or thin-provisioned volume.
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    Figure 3-9   The IBM Storage tab

    3.5  Creating a datastore

    Before a datastore is added, check if the logical unit number (LUN) is available through the FC HBAs of the hosts. You can do that by going to your ESX Hosts and check under the Configuration tab in the Storage Adapters menu if your LUNs are accessible through the HBAs, as shown in Figure 3-10.
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    Figure 3-10   Checking attached LUNs on an HBA

    After you verify access to your LUN, select Storage under the configuration tab and click Add Storage. Complete the following steps:

    1.	Select Disk/LUN as your Storage Type.

    2.	Select the Device on which you want to create a datastore. Make sure that the Device Name and the Datastore Name are the same. This helps later when you are trying to find relationships between VMware datastores and DS8870 Volume Names.

    3.	You are prompted to create a VMFS-5 or VMFS-3 file system. If you do not use VMFS-5, you cannot create a datastore larger than 2 TiB. If you use VMFS-5, you are not prompted to define a maximum block size as this is no longer possible with VMFS-5.

    3.6  Multipathing

    In VMware you can select three different path policies within the Path Selection plug-in (PSP), which is a software component in the Plugable Storage Architecture (PSA). The PSA is a special VMkernerl layer that manages storage multipathing.

    The following options are available to set the multipathing policy in VMware:

    •Fixed

    All I/O is always routed over one of the available paths. The user can set one path as the preferred path that is always used. If this path fails, a failover to one of the remaining paths is done. If the preferred path returns, a failback is done.

    •Most Recently Used (MRU) 

    Similar to fixed, all I/O is always routed over one of the available paths. In case of a failure, a failover to another path is done. But if the initial path is recovered, no failback occurs.

    •Round Robin (RR) 

    This PSP is the only one that evenly uses all available paths. I/O is routed over all active paths alternating. If one path fails, it is skipped. After its recovery, it is used for I/O again automatically.

    There is also an option within the vSphere plug-in to set the default multipathing policy for new devices. You can change this setting by right-clicking the DS8870 storage subsystem and selecting Set Multipath Policy Enforcement, as shown in Figure 3-11.
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    Figure 3-11   Setting Multipath Policy Enforcement

     

    
      
        	
          Round robin: The recommended setting for multipath policy is round robin.

        
      

    

    The following configuration maximums are documented for vSphere 5.0 and vSphere 5.1:

    •The maximum number of LUNs per server is 256.

    •The maximum number of paths per server is 1024.

    •The maximum number of paths per LUN is 32.

    These facts have some important design considerations. For example, if each DS8870 volume can be accessed through eight fabric paths, the maximum number of volumes is 128. Dropping the paths to four increases the maximum LUN count to 256.

    For more information, see this website:

    http://www.vmware.com/pdf/vsphere5/r51/vsphere-51-configuration-maximums.pdf

    3.7  Host attachment

    In this publication, we do not address how to attach VMware hosts to the DS8870. For more information, see IBM System Storage DS8000: Host Attachment and Interoperability, SG24-8887.
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Business continuity with IBM DS8870 Storage System and VMware Site Recovery Manager

    This chapter describes the combined solution of the IBM DS8870 Storage System and VMware Site Recovery Manager for business continuity and disaster recovery.

    For the convenience of those who want to implement the solution, the last section of the chapter contains useful information and references about how to deploy a DS8870 and SRM solution.

    This chapter includes the following topics:

    •Introduction to business continuity and disaster recovery solutions

    •VMware Site Recovery Manager

    •Disaster Recovery Solution with DS8870 and SRM 5.x

    4.1  Introduction to business continuity and disaster recovery solutions

    As IT systems have become increasingly critical to the smooth operation of companies, the importance of ensuring their continued operation (including rapid recovery when subsystems fail) has increased.

    Planning for all contingencies that are necessary to meet essential business-driven objectives during events ranging from site-wide disasters to equipment outages constitutes one of the greatest challenges faced by IT professionals. This challenge is amplified when applied to complex, densely-provisioned virtual infrastructures.

    Fundamentally, these complexities and challenges stem from the fact that they necessitate a seamless, end-to-end scope of integration that coordinates the underlying mechanics of multiple, dependent components that span all layers of the infrastructures.

    Clearly, the scope of potential complexity that is involved in realizing the rapid, reliable transition of data center services between geographically dispersed sites means that even relatively trivial errors in planning or execution can be devastating to the business. This is especially true in the absence of a comprehensive disaster recovery framework featuring powerful orchestration with turn key execution.

    VMware Site Recovery Manager (SRM) with IBM DS8870 advanced replication technology provides a comprehensive, service-oriented framework that jointly spans disaster recovery and avoidance methodologies while realizing predictable, reliable, and efficient delivery of business continuity services and objectives

    For planning the disaster recovery solution, the organization’s business continuity plan should indicate the key metrics of Recovery Point Objective (RPO) and Recovery Time Objective (RTO) for various business processes. The metrics that are specified for the business processes must then be mapped to the underlying IT systems and infrastructure that support those processes. After the RTO and RPO metrics are mapped to IT infrastructure, the Disaster Recovery (DR) planner can determine the most suitable recovery strategy for each system.

    RPO refers to the point in time to which data must be recovered as defined by the organization. It reflects the maximal amount of data (within the specified RPO time frame) that is acceptable to lose upon failure or unavailability of the main peer. While RTO refers to the duration of time and a service level within which a business process must be restored following a disaster or disruption to avoid unacceptable consequences that are associated with a break in business continuity. RTO defines how much downtime is acceptable for a particular application or infrastructure.

    4.2  VMware Site Recovery Manager

    VMware vCenter Site Recovery Manager (SRM) represents a purpose-built business continuity solution that empowers administrators to implement robust, customized, end-to-end disaster recovery, disaster avoidance, and data center migration strategies.

    SRM includes features for seamless automation, simplified management, and functionality that addresses testing and execution of the planned or unplanned relocation of data center services from one site to another.

    VMware vCenter SRM uses the IBM DS8870 Copy Services capabilities to create a copy of the data at a secondary location. Software for replicating data on the DS8870 Storage System is included with every system. For more information about DS8870 Copy Services and licensing requirements, see 4.3.3, “DS8870 Remote Mirror and Copy functions” on page 46.

    Protected and recovery sites are noteworthy concepts that are applied to SRM solutions with regard to where data is located. In a typical SRM installation, the protected site provides business-critical data center services. The recovery site provides an alternative facility to which these services can be migrated. The protected site can be any site where virtual infrastructure supports a critical business need. The recovery site can be located thousands of miles away or in the same site.

    Still, to this extent, a container for VMs and templates that use the same replicated data store group is called Protection group. It consists of pointers to the replicated vSphere data stores that contain collections of VMs that get failed over from the protected site to the recovery site during actual disaster recovery or testing operations. Conceptually, SRM protection groups specify the relationship of protected virtual machines in the same way that DS8870 consistency groups specify recovery relationships among logical volumes.

    Within SRM configuration, a recovery plan specifies how the virtual machines in a specified set of protection groups are recovered.

    For more information about SRM, see the following VMware Support website:

    http://www.vmware.com/support/pubs/srm_pubs.html

    4.2.1  VMware SRM 5.x Disaster Recovery enhancements

    VMware Site Recovery Manager 5.x enhances the ability to build, manage, and execute reliable disaster recovery plans spanning bi-direction relocation of data center services, and thus provides unprecedented levels of protection. The sophistication of SRM disaster recovery strategies has expanded through the addition of the following capabilities:

    •Planned Migration

    With version 5.0, VMware introduced a new workflow that is designed to deliver migration from a protected site to a recovery site through execution of a planned migration workflow. Planned migration ensures an orderly and pretested transition from a protected site to a recovery site while minimizing the risk of data loss. Planned migration runs in a highly controlled fashion. It halts the workflow if an error occurs, which differs from a traditional disaster-event recovery plan. 

    •Automated re-protection

    Automated re-protect enables the environment at the recovery site to establish replication and protection of the environment back to the original protected site through a single click. The re-protection capability allows SRM to take advantage of the advanced DS8870 remote mirroring function to wrap the roles of the primary and DR sites following a failover, thereby continuing data center protection while meeting RPOs and RTOs regardless of which site is currently operating in the role of the primary.

    •Automated failback

    Automated failback returns the entire environment to the originally protected primary site. This can only happen after re-protection ensures that data replication and synchronization were established to the original primary site. Failback runs the same workflow that was used to migrate the environment to the protected site, which ensures that the critical systems that are encapsulated by the recovery plan are returned to their original environment.

    •Enhanced dependency definition

    This feature organizes the failover workflow to enforce the order in which virtual machines are restarted at the DR site. Starting with SRM 5.x, the number of priority groups that are available to vSphere administrators was increased, which permits SRM to recognize virtual machine dependencies within a priority group.

    4.3  Disaster Recovery Solution with DS8870 and SRM 5.x

    With the combined solution of the IBM DS8870 System Storage and VMware vCenter Site Recovery Manager, the activities that are required for meeting business continuity objectives before, during, and after a critical event that results in site-wide interruption of service are vastly simplified by making use of the following features:

    •Drag-and-drop storage replication configuration

    •Automatic discovery of replicated volumes

    •Policy-driven power up procedures at the Disaster Recovery (DR) site

    •Flexible failover and failback

    •High performance incremental flashcopies for testing DR without disruption to existing replication

    4.3.1  DS8870 and SRM Solution Architectural Overview

    DS8870 is integrated to VMware SRM by means of a Storage Replication Adapter (SRA), which is the software that is required for Site Recovery Manager to issue replication commands to the DS8870 array.

    As shown in Figure 4-1 on page 45, the IBM DS8870 SRA functions as an interface between the DS8870 Storage Systems and SRM. 
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    Figure 4-1   DS8870 and SRM Solution Architectural Overview

    For example, SRA enables SRM commands that encompass the execution of the following vSphere-centric tasks and workflows (including querying replicated data stores and promoting replicated data stores) to proceed in concert with DS8870-specific functions including remote mirroring and snapshot management:

    •Discovering LUNS and their associations in the context of the remote mirroring relationship (or relationships) that spans DS8870 systems at the primary and disaster recovery sites.

    •Executing test failover, which is used to test the implementation of the planned disaster recovery workflows by starting DS8870 snapshots to create copies of the data stores without impacting operations at the primary or disaster recovery environments.

    •Automating the failover of a DS8870 system at the primary SRM site to a DS8870 system at a recovery (secondary) SRM site.

    Immediately upon a failover, the ESX/ESXi servers at the secondary SRM site start using the replicated data stores on the mirrored volumes of the secondary DS8870 system. 

    •Starting re-protect for the entirety of the VMware environment or a subset.

    •Executing a failback following a previously completed failover and re-protect.

    The IBM DS8870 SRA extends SRM capabilities and allows it to seamlessly use DS8870 replication and mirroring as part of the SRM comprehensive Disaster Recovery Planning (DRP) solution.

    4.3.2  IBM DS8870 Support for VMware SRM 5.x

    IBM DS8000-series Storage Systems that are running microcode releases 2.x, 3.x, 4.x, 5.x or 6.x started supporting VMware SRM versions 4.0 and 4.1 with SRA 1.30.xxxx. For Site Recovery Manager 5.x, SRA version 2.1.x was released and it supports DS8870 running microcode version 7.x and DS8800 starting on microcode R6.3.

     

    
      
        	
          Important: At the time of writing, IBM DS8870 System Storage is fully supported by VMware Site Recovery Manager latest version, 5.1, with SRA 2.1.x. Also, it supports the previous SRM versions 5.0 Update 2, 5.0 Update 1 and 5.0, by using the same SRA version, 2.1.x.

        
      

    

    With DS8870 and SRM 5.x, you can make full use of features like Planned Migration, Automated Re-protection, and Automated Failback, which were described in 4.3.1, “DS8870 and SRM Solution Architectural Overview” on page 44.

    For the most up-to-date compatibility information about the SRM and DS8870 integration, see this website:

    http://www.vmware.com/support/srm/srm-storage-partners.html

    4.3.3  DS8870 Remote Mirror and Copy functions

    VMware Site Recovery Manager relies on DS8870 Remote Mirror and Copy functions to have data copied from the primary to the recovery site. For this purpose, SRM supports DS8870 Metro Mirror, Global Mirror, and Metro/Global Mirror on this inter-site replication. Also, SRM uses DS8870 point-in-time copy function FlashCopy.

    The DS8870 Remote Mirror and Copy (RMC) functions provide a set of flexible data mirroring techniques that allow replication between volumes on two or more storage systems. Remote Mirror and Copy functions are optional features of the DS8870. To use them, you must purchase the DS8870 Series Function Authorization with the appropriate feature codes.

     

    
      
        	
          Tip: VMware Site Recovery Manager with DS8870 supports Tivoli Storage Productivity Center for Replication managing the Remote Mirror and Copy functions.

        
      

    

    Metro Mirror

    Metro Mirror provides real-time mirroring of logical volumes between two DS8000s that can be located up to 300 km (186.41 miles) from each other. It is a synchronous copy solution where write operations are completed on both copies (local and remote site) before they are considered to be complete. It is typically used for applications that cannot suffer any data loss in the event of a failure.

    As data is synchronously transferred, the distance between the local and the remote disk storage systems determines the effect on application response time.

    Global Mirror

    Global Mirror provides a long-distance Remote Copy feature across two sites by using asynchronous technology. With Global Mirror, the data that the host writes to the Storage System at the local site is asynchronously shadowed to the Storage System at the remote site. A consistent copy of the data is automatically maintained on the Storage System at the remote site.

    Global Mirror operations provide the benefit of supporting operations over unlimited distances between the local and remote sites, which are restricted only by the capabilities of the network and the channel extension technology. It can also provide a consistent and restartable copy of the data at the remote site, which is created with minimal impact to applications at the local site.

    The ability to maintain an efficient synchronization of the local and remote sites with support for failover and failback modes helps to reduce the time that is required to switch back to the local site after a planned or unplanned outage.

    Metro/Global Mirror

    Metro/Global Mirror combines a Metro Mirror and a Global Mirror to provide the possibility to implement a three-site disaster recovery solution. The production system is using the storage at the local site, which is replicated synchronously by using Metro Mirror to an intermediate site. The secondary volumes of the Metro Mirror relationships are used further on as the primary volumes to the cascaded Global Mirror relationships, which replicate the data to the remote disaster recovery site.

    This configuration provides a resilient and flexible solution for recovery in various disaster situations. The customer also benefits from a synchronous replication of the data to a close location that acts as the intermediate site. It also enables the possibility to copy the data across almost unlimited distances, where data consistency can be provided in any time in each location.

    FlashCopy

    By using the FlashCopy function, you can make point-in-time, full-volume copies of data with the copies immediately available for read or write access.

    FlashCopy creates a copy of a source volume on the target volume. This copy is called a point-in-time copy. When you start a FlashCopy operation, a FlashCopy relationship is created between a source volume and target volume. A FlashCopy relationship is a mapping of the FlashCopy source volume and a FlashCopy target volume. This mapping allows a point-in-time copy of that source volume to be copied to the associated target volume. The FlashCopy relationship exists between this volume pair from the time that you start a FlashCopy operation until the storage unit copies all data from the source volume to the target volume or you delete the FlashCopy relationship, if it is a persistent FlashCopy.

     

    
      
        	
          Important: FlashCopy is supported on SRM as a Copy or NoCopy relationships. FlashCopy SE is also supported on SRM environments.

        
      

    

    For more information about IBM DS8000 Remote Mirror and Copy functions, see IBM System Storage DS8000 Copy Services for Open Systems, SG24-6788.

    4.3.4  DS8870 Remote Mirror and Copy’s Consistency Groups Support

    A consistency group consists of volumes that share the same atomic point in time (RPO). When a recovery is issued at the remote site, all volumes recover at the same point. In Site Recovery Manager environments, a consistency group must only be used if actual dependencies across DS8870 volumes exist (such as data stores with multiple extents).

    The Consistency Group is applied in the storage layer. All DS8870-replicated volumes that participate in SRM and belong to the same Remote Mirror Consistency Group are displayed under a single Local Consistency Group in SRM. Take extra care while replicated volumes are added to Consistency Groups. All volumes that are used by a single virtual machine or an application on the VM should be added to the same Consistency Group.

    4.3.5  References for VMware SRM implementation with DS8870 systems

    If you want to implement a Disaster Recovery solution with VMware Site Recovery Manager and IBM DS8870 System Storage, you must adhere to the following basic guidelines:

    1.	Ensure you meet all of the following prerequisites for installing the IBM DS8000 SRA:

     –	The local DS8000 system at the protected site has mirroring connectivity with the target DS8000 system at the recovery site.

     –	Hosts on the Recovery (secondary) site have an FC connection to the DS8000 on that site and are defined as hosts on this DS8000.

     –	The name of each DS8000 system is unique in the protected and recovery sites.

     –	The storage extent pools that contain the replicated volumes at the protected and recovery sites have sufficient free capacity for creating the snapshots of all replicated volumes concurrently.

     –	Remote mirroring is defined for all DS8000-based volumes that you intend to protect as part of your Disaster Recovery Plan (DRP).

     –	Your protected (primary) volumes are mapped to the protected ESX hosts.

    2.	Connect the SRM instances at both sites by specifying the IP addresses and authentication credentials of the vCenter Servers.

    3.	Set up the following Inventory Mappings between sites:

     –	Resource Mappings specify the resources that are recovered for protected virtual machines.

     –	Folder Mappings correlate the folders between the sites.

     –	Network Mappings link the vSphere data center networks of the two sites.

    4.	Assign Placeholder Data stores at each site:. These data stores serve as repositories for small virtual machine files that function as placeholders, which can be registered and activated when SRM restores operations at the recovery site.

    5.	Specify alarms and permissions, as required.

    6.	Add and configure Array Managers.

    7.	Create Protection Groups.

    8.	Create a Recovery Plan.

    9.	Test and Cleanup Recovery Plans.

    10.	Start Recovery.

    11.	Start Reprotect (SRM 5.X only).

    For more information, see the following resources:

    •IBM System Storage DS8000 for VMware vCenter Site Recovery Manager 5.x User Guide (Version 2.1.0), SC27-4232-00, which is available at this website:

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/PDFs/DS8000_for_VMware_SRM_2.1.0_UG.pdf

    •Site Recovery Manager Installation and Configuration: vCenter Site Recovery Manager 5.1, which is available at this website:

    http://pubs.vmware.com/srm-51/topic/com.vmware.ICbase/PDF/srm-install-config-5-1.pdf

     

  
    Related publications

    The publications that are listed in this section are considered particularly suitable for a more detailed discussion of the topics covered in this paper.

    IBM Redbooks

    The following IBM Redbooks publications provide more information about the topic in this document. Note that some publications referenced in this list might be available in softcopy only:

    •IBM System Storage DS8870 Architecture and Implementation, SG24-8085

    •DS8870 Product Guide, TIPS-0915

    •IBM System Storage DS8000 Host Attachment and Interoperability, SG24-8887

    •IBM System Storage DS8000 Copy Services for Open Systems, SG24-6788

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, Web Docs, draft, and other materials at this website: 

    http://www.ibm.com/redbooks

    Other publications

    The following publications are also relevant as further information sources:

    •VMWare: What’s New in VMware vSphere® 5.0 – Storage:

    http://www.vmware.com/files/pdf/techpaper/Whats-New-VMware-vSphere-50-Storage-Technical-Whitepaper.pdf

    •VMWare: What’s New in VMware vSphere® 5.1 – Storage:

    http://www.vmware.com/files/pdf/techpaper/Whats-New-VMware-vSphere-51-Storage-Technical-Whitepaper.pdf

    •IBM: Implement a Disaster Recovery solution with VMware Site Recovery Manager and IBM DS8870 System Storage:
IBM System Storage DS8000 for VMware vCenter Site Recovery Manager 5.x User Guide (Version 2.1.0):

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/PDFs/DS8000_for_VMware_SRM_2.1.0_UG.pdf

    •VMWare: Site Recovery Manager Installation and Configuration: vCenter Site Recovery Manager 5.1:

    http://pubs.vmware.com/srm-51/topic/com.vmware.ICbase/PDF/srm-install-config-5-1.pdf

    Online resources

    The following websites are also relevant as further information sources:

    •BM System Storage Interoperability Center (SSIC): 

    http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    •VMware Compatibility Guide:

    http://www.vmware.com/resources/compatibility

    •VMware ESXi 5.1 Update 1 Release Notes:

    http://www.vmware.com/support/vsphere5/doc/vsphere-esxi-51u1-release-notes.html#resolvedissuesstorage

    •IBM VAAI driver installation guide available on IBM Information Center:

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/index.jsp?topic=%2Fcom.ibm.help.strghosts.doc%2Fhsg_virtualization.html

    •IBM Storage Management Console for VMware vCenter user guides for different versions of the plug-in can be found in IBM Information Center:

    http://pic.dhe.ibm.com/infocenter/strhosts/ic/index.jsp?topic=%2Fcom.ibm.help.strghosts.doc%2Fvcplugin-homepage.html

    •Refer to VMware vCenter Site Recovery Manager Storage Partner Compatibility Matrix for the most up-to-date compatibility information on the SRM and DS8870 integration:

    http://www.vmware.com/support/srm/srm-storage-partners.html

    Help from IBM

    IBM Support and downloads:

    http://www.ibm.com/support

    IBM Global Services:

    http://www.ibm.com/services
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IBM vCenter plug-in to support VAAI on ESX 4.x

VMware Site Replication Manager 5.0 support

    This IBM Redpaper publication describes the support of the IBM System Storage DS8870 for VMware vSphere in general and more details on VMware vSphere Storage APIs Array Integration (VAAI) primitives, the IBM Storage Management Console for VMware plug-in and the IBM Site Replication Adapter (SRA) for VMWare Site Recovery Manager (SRM).

    Beside a high level overview of the VMWare vSphere suite the paper emphasizes on the interaction of the software components with the IBM System Storage DS8870. It is intended for IT professionals who want an understanding of advantages like off-loading specific tasks to storage arrays, centralized service management and simplified implementation of disaster recovery processes in virtualized environments.
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