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Chapter 1. Introduction

This IBM Redbooks publication introduces the concepts of the IBM PureApplication System offering, which is a cloud application platform for enterprise applications. It is pre-integrated hardware and software combination that is built by using IBM PureFlex™ hardware.

This book covers the most common solutions, practices, and use cases for PureApplication System success. The book also delves into the architectural decisions that are made within the PureApplication System and how they solve business challenges.

This chapter covers the following topics:

- Cloud computing
- IBM PureSystems family of products
- IBM PureApplication System overview
1.1 Cloud computing

Economic pressures are placing greater importance than ever on IT infrastructures to deliver more value with optimum resources. Businesses need to innovate faster and respond to the market quickly with accelerated development. They also need to reduce capital and operational expenditures, yet maintain a competitive edge. To do all of that, they need to increase flexibility of their IT infrastructures, applications, and services.

Enterprises must also satisfy a broad set of users, both internal and external. Their variances, such as the need to respond to peak capacity quality of service (QoS), strain IT resources. Meeting these requirements demands a new approach to delivering IT services, from metal to middleware and from middleware to the application services.

Cloud computing is that new approach. This is what it involves, according to the National Institute of Standards and Technology (NIST) definition:

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (for example, networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model is composed of five essential characteristics, three service models, and four deployment models.”

Cloud computing technology is built on the foundation of virtualization technology. The primary goal is to ease the use and delivery of IT services by supporting the essential characteristics that are accessible through a network, such as resource pooling, elasticity, and metered resources. Cloud computing alleviates the traditional way of provisioning resources, which is time-consuming, costly, and involves capital investment, acquisition costs, and procurement, in addition to the operational complexities.

The cloud computing services, as defined by NIST, are built in a stacked fashion, beginning with the infrastructure layer that is referred to as infrastructure as a service (IaaS). At this layer, users request compute servers, storage, and network resources through a self-service portal, and the cloud platform’s back end provisions these resources. The provisioned resources, with predefined capabilities, provide the same user experience as the physical infrastructure. With IaaS, IT services are delivered as a subscription service, which eliminates up-front costs and reduces ongoing support costs through automation. That automation can provide a consistent, repeatable, and error-free experience.

One notch above the infrastructure as a service is platform as a service (PaaS). This provides middleware and an application platform as a utility. For example, if you like to provision an IBM WebSphere Application Server, for example, you get a consistent run time merely by clicking a button. To take it further, if you want to replicate that traditional three-tier topology of web server, application server, and a back-end database, PaaS provides the ability to use this topology consistently and repeatedly without errors.

With PaaS, development teams spend their time developing the applications rather than trying to manage the environment so that they can develop applications. This significantly accelerates the time to value and time to market for new applications.

---

1 The NIST Definition of Cloud Computing
http://csrc.nist.gov/publications/PubsSPs.html#800-145
With a PaaS cloud environment, you can request platform services for application development through a self-service portal. This approach removes time-consuming manual processes and automates repeated and complex tasks through standardization of the deployment. PaaS also simplifies the post-deployment lifecycle management, because you can patch the systems easily and maintain them.

The sections that follow describe the essential characteristics of cloud computing. They also introduce IBM PureSystems™ offerings, which take cloud computing to the next level with simplicity of deployments, accelerated time to value, agility, and performance.

PureSystems products provide deeper integration of hardware and software with a single user interface enables full lifecycle management of the hardware, software, and the application deployed. The complexity of deploying environments and managing them through proprietary automation adds significant operational cost. Using the PureSystems patterns of expertise instead simplifies deployments, so you can focus on the applications that serve your business.

1.1.1 Basic principles of cloud computing

This section elaborates on the main themes that are relevant to enterprises to achieve cloud computing objectives.

**Resource pooling**

*Resource pooling* is the most important concept in a cloud solution. It is a way to achieve efficiencies and to enable resource reuse to satisfy the changing user self-service provisioning requirements.

*Cloud computing resources* generally refers to the compute, storage, and networking capabilities that are parts of the infrastructure that serves the cloud service.

The *host resources* in the cloud environment that are managed by the cloud management stack are treated as an aggregate pool of virtualized resources that are ready for provisioning.

The *pools* are made up of the compute, storage, and network resources that are part of the cloud infrastructure. The hypervisors report the resources that they are managing to the cloud stack.

The following functions are desirable in an enterprise cloud computing solution:

- Intelligent management
- Scheduling and distributing the workloads on demand
- Meeting quality of service requirements

**Resource sharing**

The ability to share resources is the basic premise of cloud computing. After the resource pools are identified, the cloud management stack takes ownership of manipulating those resources among the projects, teams, and individual users. Assignment of these resources can be based on quality of service parameters to meet the service levels that the users expect. The resources are dynamic in nature and are reclaimed when users relinquish them to the pool to be available to other users.

The virtualization technology gives you the ability to over-provision computing resources to abide by the policies that your system administrators set by using empirical performance metrics.
**Resource isolation**
Because of security concerns, users expect isolation of their allocated cloud resources from other user resources. Resource isolation and governance frameworks related to the cloud security model are required to take advantage of the benefits that are provided by a properly implemented cloud environment.

Systems that provide cloud services must support resource isolation through strict role-based access control mechanisms, and they must be tightly aligned with the enterprise security policies. Therefore, logical isolation of resources that meet the security and audit requirements, especially in production environments, is normal rather than an exception, and the cloud platform must support them.

**Multi-tenancy**
Cloud computing provides metered resources to users who are typically referred to as tenants. A tenant can be a single user, an organization, multiple organizations, or a team, depending on the assigned roles. It is rare to find a cloud environment that is entirely dedicated to a single tenant.

A set of logical resources (compute, storage, and networking) from within the shared resource pool of the cloud environment can be allocated to a tenant. There are typically enough resources available in a cloud, through correct capacity planning and thin provisioning mechanisms, to satisfy the needs of more than one tenant. The concept of multi-tenancy needs to be understood in the context of the ability to share a common pool of resources in a secure, co-existing manner.

Different tenants need different types of isolation. A cloud tenant might be an application developer or many application developers who are working together or individually. A tenant can also be multiple companies that are hosted on the same cloud by a managed service provider. For multi-tenancy in the cloud, resource isolation is critical.

As an example, application developers need isolation from other tenants that belong to a different organization while they are sharing the same hardware. Managed service providers might have requirements for physical resource isolation between tenants that must be supported. Yet cloud computing platforms must be able to support isolation, security, and multi-tenancy in a holistic manner, because they are related and tightly integrated.

Test and development clouds within the enterprise firewall typically do not have to meet strict regulatory and audit requirements. In such cases, a multi-tenant cloud environment with self-provisioning capability can be used with minimal reliance on the operations team. For production environments, the compliance with security policies, separation, and isolation of resources, both logically and physically, must be considered and must involve the operations team. However, standardization and automation help mitigate reliance on the operations team.

Most of the multi-tenancy issues are closely tied to the security of the platform, the ability to isolate the resources, and the ability to provide evidence that the system can be audited and meet audit and compliance requirements that are critical for enterprises. This book provides guidance and preferred practices for how to enable multi-tenancy on the PureApplication System so that enterprises can confidently use the system to satisfy all concerns in test, development, and production environments.
1.1.2 Cloud service models

Enterprises or managed service providers need flexibility with IT service offerings and the service delivery models that are closely aligned with their business goals. The ability to build hierarchical services provides that flexibility. NIST defines three main service models in the cloud:

- Infrastructure as a service (IaaS)
- Platform as a service (PaaS)
- Software as a service (SaaS)

The subsections that follow explain the functions and the issues that each of these addresses.

By using virtualization as the foundation, cloud computing is entering the mainstream with technologies that support workload consolidation and orchestration. Support for programming and abstraction at all layers of these cloud service models is enabling innovation for the betterment of IT service delivery.

The new programmable virtualized environment is changing the way that workloads are provisioned and managed. This is requiring close integration across the hardware and software domains, with advanced tools to ease the burden on IT operations.

**Infrastructure as a service**

IaaS is the first stage in building a cloud solution. The precursor to building IaaS is the need for an environment that is already virtualized with hypervisors. The traditional way that users request compute resources places a burden on the IT staff and does not add any value to the business. These repeated tasks, despite the similarity in the requests, need approval every time. That fulfillment approach, which involves manual processes, is time-consuming.

A new approach that automates the fulfillment cycle, but with a strict governance model built around it, makes sense. The ability to request virtual servers through a self-service portal alleviates the burden on the IT operations team and optimizes the ticket-based model for requesting new servers.

IaaS optimizes the provisioning mechanism of servers all the way to the operating system login for users. This leaves the responsibility of installing middleware, configuring it, and enabling application development to the user. When using IaaS, users have complete control of managing the middleware stack and any applications that are running on the servers and for upgrades and patches.

**Platform as a service**

The main focus for developers is a faster application development lifecycle. They are reluctant to take ownership of managing middleware, because it is more burdensome, time-consuming, and an extra effort that adds no value to their process. When the cloud service provider is managing the middleware and providing application programmable interfaces (APIs) or similar mechanisms to enable direct application development, the service model is referred to as platform as a service (PaaS).

The benefits of using this service are that you avoid dealing with the middleware layer and with the operational aspects of managing the system (security patches, bug fixes, new releases, updates, and so on). You can focus mainly on application development by relinquishing control of installation, configuration, and maintenance of the middleware to the hosting provider.
PaaS services can be implemented by the cloud service providers in either public or private cloud environments. The delivery models are described in 1.1.3, “Cloud deployment models” on page 6.

**Software as a service**

At this level of service, the enterprises and users are using the software that is delivered by the cloud hosting provider or an internal IT organization. Typically, software is provisioned as a canonical implementation that meets specific requirements and that multiple users or tenants can use with minimal configuration changes and account setup. The most familiar examples that are analogous to SaaS are collaboration services, email services, and customer relationship management.

The services are accessed over the Internet with no installation on the client side. Users relinquish complete control over the choice of middleware and infrastructure and use the software application as-is. Requests for implementation of custom requirements are difficult to meet unless they add value to a larger community of SaaS users. The SaaS provider is in complete control of the features and functions that are supported by the service. The software applications are accessed through a browser interface.

In summary, systems that are capable of integrating all of the cloud service layers with integrated tools and orchestrated workflows to support various application workloads are beneficial. This flexibility enables IT staff to provide improved services to their users.

By using the PureApplication System, you can build SaaS services. For examples of how to create these services, see the IBM Redbooks Solution Guide titled *Platform as a Service with IBM PureApplication System*:


### 1.1.3 Cloud deployment models

NIST defines private cloud, public cloud, community cloud, and hybrid cloud as the predominant cloud deployment models. Each of these models serves a specific set of enterprise requirements. The decision for selection of the appropriate model primarily depends on, but is not limited to, these factors within the specific enterprise:

- Security policies
- Elasticity requirements
- Workload sensitivity to latency

The four deployment models of cloud computing environments can be classified according to the levels of access, amount of control over the infrastructure, and the sharing of resources within and outside the enterprise data centers. Table 1-1 on page 7 lists the differences in the ways that the cloud deployment models access the cloud resources and controls.
Table 1-1 Cloud deployment models access information

<table>
<thead>
<tr>
<th></th>
<th>Private cloud</th>
<th>Public cloud</th>
<th>Community cloud</th>
<th>Hybrid cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet access</td>
<td>Restricted and controlled</td>
<td>Allowed</td>
<td>Restricted and controlled</td>
<td>Restricted and controlled</td>
</tr>
<tr>
<td>Virtual Private Network (VPN)</td>
<td>Industry norm</td>
<td>Available from certain providers to access virtual privately hosted clouds</td>
<td>Typically mandatory (site-to-site connections are also possible)</td>
<td>Typically used</td>
</tr>
<tr>
<td>Security controls</td>
<td>Inside the enterprise firewall</td>
<td>Outside enterprise firewall</td>
<td>Inside enterprise firewall</td>
<td>Inside and outside enterprise firewall</td>
</tr>
<tr>
<td>Resources use</td>
<td>Exclusively internal to the enterprise</td>
<td>Publicly shared with other tenants</td>
<td>Shared within Community</td>
<td>Exclusive to internal enterprise with burst capability for public resources</td>
</tr>
</tbody>
</table>

Private cloud

Enterprises with in-house information technology virtualization capabilities are ready to evolve and take advantage of cloud computing technology and the services that it offers. Cloud computing enables enterprises to consolidate workloads. Certain workloads are sensitive to the enterprises, and the security policies restrict the use of cloud hosting services that are outside of the enterprise firewall. When the cloud operating environment is supported within the enterprise firewall, it is referred to as a private cloud. There is flexibility and control with the private cloud, and it fits well within the established policies that are specific to an enterprise.

Technology and platform selection and decisions about the cloud requirements are within the purview of the IT department. In a private cloud scenario, the enterprise becomes a cloud service provider that serves only internal users. The private cloud environment is managed with established internal governance models and processes, such as the Information Technology Infrastructure Library (ITIL). Ownership of service level agreements (SLAs) and quality of service remains with the enterprise IT department.

A private cloud can be built to serve any of the cloud service models (IaaS, PaaS, or SaaS). IaaS is the foundation of a private cloud implementation. However, most of the benefits, from an enterprise perspective, are realized when there is automation higher up in the cloud stack. With IaaS implementation, users can request and use only virtual servers. The level of effort to bridge the gap between having a virtual server with an operating system (IaaS) versus having a virtual server that is ready for application development and use (PaaS or SaaS) grows larger with the number of applications to support and manage.

1.2.1, “Patterns of expertise” on page 10 explains more about patterns and how the IBM expert integrated systems can bridge the gap. Having the ability to create, deploy, and integrate composite applications through automated workflows that are based on proven practices is new to cloud computing platforms. Having such a system as the foundation for a private cloud eliminates the guesswork in provisioning middleware and software on the servers and builds applications that allow productive use of the IT staff and error-free operations.
Enterprises need to start thinking with a broader perspective when it comes to the choice of platforms for a private cloud. Platforms that can support all of the delivery models with expert integration provide more value than the private cloud solutions that target the IaaS layer alone. Using IBM PureSystems options in a private cloud environment, specifically IBM PureApplication Systems, helps enterprises meet the time-to-market application delivery requirements.

**Public cloud**
The public cloud gives users access to resources from the Internet, while satisfying the service models and the essential associated characteristics. The ability to request IT resources as a utility from public Internet gives it the “public cloud” name. As Table 1-1 on page 7 shows, access to a public cloud is through secure protocols over the Internet, and all resources are outside of the enterprise firewall. This is in contrast to a private cloud.

The origins of public cloud computing trace back to IT vendors’ abilities to elastically source compute servers and storage resources from within their hosted virtualized infrastructures. The charges for use of the resources are based on actual use, typically on an hourly basis. The public cloud provider is responsible for managing security controls within the hardened data center’s supported auditing capabilities. Economies of scale are achieved by allowing multi-tenancy and providing shared resources from a common resource pool through a self-service portal.

This low-entry model for IT resources is attractive to businesses if it meets their governance frameworks. Public cloud service is also opening avenues for developers and business startups to provide proofs of concepts without hardware or software of their own.

The range of offerings in the public cloud varies from a base IaaS all the way to SaaS offered through a service catalog. The resources are scalable on demand to meet the user or application needs, and they can be accessed from anywhere.

**Community cloud**
As cloud computing entered the mainstream, cloud vendors developed new deployment models to support specific regulatory compliance, audit, and security requirements. The community cloud provides the economies of scale through multi-tenancy while meeting government agency-specific requirements.

As an example, an IBM Federal community cloud provides IaaS services to government agencies that require a Federal Information Security Management Act (FISMA) moderate level of compliance. The environment supports multi-tenancy and meets the regulatory compliance requirements at the same time. As a result, government agencies get all of the benefits of a public cloud while meeting the FISMA moderate compliance level, which is a common federal government agency regulatory requirement.

**Hybrid cloud**
Infrastructure capacity planning is always a challenge. Most often, enterprises tend to over-provision the resources to meet business peak requirements or under-provision them, which results in a problem in satisfying needs during business surges. Over-provisioning wastes resources, but under-provisioning results in being unable to provide resources when they are needed. This is true for cloud implementations also. Enterprise decision-makers are looking for the capability to access additional resources to supplement the existing private cloud so that they can avoid new capital investment costs to meet occasional peak demand, yet still scale for future growth needs.
Private cloud solutions are designed with certain estimated capacity and some built-in growth factors. However, as business demand for compute resources increases, the ability to tap into resources outside of the current environment to meet the peak demand is a powerful attraction. This approach gives managers latitude when they are making decisions about whether to invest more capital in infrastructure scalability and growth needs versus using external resources on a pay-per-use basis. A hybrid cloud enables the enterprises to tap into external public or community clouds to meet short-term needs. This capability saves enterprises capital expense and satisfies the peak resources requirements through an operations expense.

Another key driver for using a hybrid cloud for resources outside of the enterprise firewall is the ability to connect to the public cloud through virtual private network (VPN) connections by running the IPSec protocol. This solution provides extra security beyond the normal HTTP and HTTPS access through the public Internet. If enterprise security policies allow this solution, a hybrid cloud is a good model for protection from unpredictable resource demands. However, this solution is ideal for workloads such as development and testing where security requirements are less stringent.

A hybrid cloud can be used for different purposes, for example:

- **Resource optimization.** To make optimal use of resources, you can deploy development and testing in a public cloud while running the production workloads in a private cloud.
- **Cloud bursting.** To meet sudden peak requirements when a private cloud is constrained by resources, the additional resource requirements can be satisfied by using a public cloud.

With a hybrid cloud, requested resources are transparently satisfied by the internal private cloud in combination with the public cloud or community cloud offerings from vendors, as needed, through secure VPN connections.

### 1.2 IBM PureSystems family of products

Information technology is becoming more critical for businesses as organization leaders seek to extract more real value from their data, business processes, and other key investments.

IBM introduced the PureSystems family of products to meet this IT challenge by combining these advantages:

- **Flexibility of general-purpose systems**
- **Simplicity of an appliance that is tuned to the workload**
- **Flexibility of the cloud**

This new category of systems represents the collective knowledge of numerous deployments, established preferred practices, innovative thinking, IT leadership, and distilled expertise.

IBM PureSystems products deliver value through three core attributes:

- **Built-in expertise:** These *expert integrated systems* help you address business and operational tasks by reducing manual steps and costs for support and maintenance. Systems capture and automate leading practices and expertise, and this allows solution providers to optimize their applications.

- **Integration by design:** All hardware and software components are designed to integrate, tuned in the lab, and prepackaged in the factory for optimal performance and efficiency.

- **Simplified experience:** Systems create efficiencies quickly by eliminating the need to procure, deploy, manage, and support IT components separately.
The PureSystems family includes the following offerings:

- **IBM PureFlex System**, which integrates compute nodes, storage, networking, and fertilization integrates compute nodes, storage, and networking into a single system with a single, unified management console.

- **IBM PureApplication System**, which is a cloud application platform for enterprise applications. It is workload-aware, flexible, and designed to be easy for you to deploy, customize, safeguard, and manage your middleware and other applications.

- **IBM PureData™ System**, a resilient, security-rich, scalable system that is optimized for transaction processing, reporting analytics, operational analytics environments, and Apache Hadoop capabilities.

### 1.2.1 Patterns of expertise

IBM PureSystems products include *patterns of expertise* that are based on proven practices for accomplishing complex tasks. This comes from expertise developed over decades of client and partner engagements. These preferred practices and expertise are captured, lab-tested, and optimized in a repeatable, policy-driven form.

Patterns of expertise bring efficiency, flexibility, agility, and control to your systems. There are three types of patterns (see Figure 1-1 on page 11) that correspond to different cloud service layers:

- **Application patterns**: Application patterns provide a predefined application architecture and the required platform services, which are deployed and managed by the system according to a set of policies. These patterns help build more robust, scalable, and easy-to-maintain application architectures.

- **Platform patterns**: Platform patterns provide preconfigured and policy-managed platform services, such as caching, elasticity, failover, load balancing, and security monitoring. With these services, platform patterns enable faster and more efficient deployment and management to application services, database, and messaging middleware.

- **Infrastructure patterns**: Infrastructure patterns provide an automated, policy-driven infrastructure management approach across compute, storage, and networking resources. These patterns reduce operational expenses and improve performance by enabling faster hardware configuration and simplifying low-level resource management.
The IBM PureSystems Centre web page gives you easy access to PureSystems assets and expertise built into patterns from a broad environment, all efficiently deployable. The patterns that are designed by IBM developers or IBM Business Partners’ developers are available in the PureSystems Centre, including explanations of their business value, technical details, and other information. For more information, see the PureSystems Centre:

http://www.ibm.com/software/brandcatalog/puresystems/centre/

For more information about patterns for the IBM PureApplication System, see the Redbooks publication titled *Creating Composite Application Pattern Models for IBM PureApplication System*, SG24-8146:


### 1.2.2 IBM PureFlex System

IBM PureFlex System gives you a simplified experience of control and choice without compromising the needs of your business. It provides a private cloud platform on an IaaS layer with a selection of compute nodes, operating systems, and hypervisors that fit your business requirements.

By using PureFlex System, you can use infrastructure patterns that automate and optimize the deployment and maintenance of your infrastructure. With this automation and optimization, you get the flexibility to handle unexpected demands without increasing resources.
The system has three optimized configurations that are available with the choice of IBM POWER® 7+ or Intel processor-based compute nodes:

- **IBM PureFlex System Express** is designed for small and medium-sized businesses. It is the most affordable entry point.
- **IBM PureFlex System Standard** is optimized for application servers, with supporting storage and networking. It is designed to support your key independent software vendor (ISV) solutions.
- **IBM PureFlex System Enterprise** is optimized for scalable cloud deployments. It has built-in redundancy for highly reliable and resilient operation to support your critical applications and cloud services.

### 1.2.3 IBM PureApplication System

IBM PureApplication System is a cloud application platform for enterprise applications. It is pre-integrated hardware and software that are built by using IBM PureFlex System hardware. PureApplication System provides a single pane of glass to manage hardware, middleware, and applications. By using the single view, you can manage the lifecycle of the system and workload. You order by only one part number, and PureApplication System is delivered. It is factory-integrated and tested. Therefore, it saves you time in integrating parts that you typically need integrate, otherwise.

IBM PureApplication System helps you achieve the following types of value:

- **Agility.** PureApplication System provides faster time-to-value by delivering complex application and middleware environments in minutes rather than days. It enables you to respond faster to the market with standard deployments, with lifecycle management capabilities built into the patterns.
- **Efficiency.** PureApplication System makes your IT systems efficient and optimized, not only from a virtualization standpoint but from physical attributes of the systems (energy-efficient, for example). This applies to middleware and software lifecycle management.
- **Simplicity.** This is one of the key values of PureApplication System. Simplicity starts from when you order the system by just one part number. The system is integrated, with hardware and software, factory-tested, and ready to power on with network connectivity. PureApplication System provides further simplicity in managing the lifecycle of the entire system. This includes managing and maintaining the hardware, as well as the software. You can find all of the included patterns in one catalog in the IBM PureSystems Centre.
- **Control.** PureApplication System provides consistent control over the deployments. It enables you to replicate traditional environments on a PureApplication System with a level of control that ranges from using existing technical investments to having PureApplication System handle the application monitoring and management.
- **Scalability.** PureApplication System can dynamically scale the system, from a hardware and software standpoint. To add extra capacity, you merely need to add the upgrade nodes. The system detects the capacity addition, which is then available for use. You can also set SLAs and attach a scaling policy to the application deployments. This allows the system to add VMs to handle peak loads and then take back resources when the load reduces.
- **Reliability.** The system is highly available and redundant from hardware and software standpoints. In a compute node failure, the system moves the VM to a different node. Similarly, when a scaling policy SLA is attached to an application, PureApplication System adds a new VM, configures it with middleware, deploys the application, and adds it to the cluster if any VM in the cluster fails.
IBM PureApplication System includes pre-integrated patterns that are the result of practices and expertise gained from decades of managing and optimizing IBM client applications. You can create custom patterns to deliver and manage applications, services, and business processes.

### 1.2.4 IBM PureData System

Accessing and processing data while it keeps growing in terms of volume, velocity, and variety is a big challenge. Different workload characteristics and application demands come with different hardware and software challenges that are time-consuming and costly.

IBM PureData System provides the ability and simplicity to reduce the complexity of deploying and managing data systems. It delivers data services for both traditional and cloud environments.

The expertise built into PureData System reduces the time, effort, and expertise that are required to build, optimize, and manage data systems. The system is designed, integrated, and optimized for different types of high-performance data workloads.

The following IBM PureData System models are optimized for specific data workloads:

- **IBM PureData System for Transactions** is designed, integrated, and optimized exclusively for online transaction processing (OLTP) workloads. It provides high scalability and reliability and improves performance. It is a perfect companion to IBM PureApplication System when an application requires higher levels of scalability and availability.

- **IBM PureData System for Analytics**, powered by IBM Netezza® technology, is a simple data appliance for serious analytics. It simplifies and optimizes the performance of data services for analytic applications, which enables complex algorithms to run in minutes, not hours. It is designed specifically for running complex analytics on very large volumes of data.

- **IBM PureData System for Operational Analytics** is a data warehouse system that is designed and optimized specifically for operational analytics workloads. This expert integrated system with in-database analytics eliminates the time, cost, and risk that are involved with copying data from the data warehouse to analyze it.

- **IBM PureData System for Hadoop** is built to deliver Apache Hadoop capabilities with easy-to-use analytic tools and visualization for business analysts and data scientists. It provides extensive capabilities with enhanced big data tools for monitoring, development, and integration with many more enterprise systems, such as Netezza, IBM DB2®, IBM PureData System for Analytics, and IBM InfoSphere® Guardium®.

### 1.3 IBM PureApplication System overview

IBM PureApplication System is an *expert integrated system* (see Figure 1-2 on page 14) that automates the operations that are needed for applications, hardware, and data center infrastructure and the application development, deployment, and adoption of cloud services. The IBM PureApplication System enables you to focus on core applications rather than on the routine tasks of managing and maintaining the infrastructure.
1.3.1 All cloud stack components are already integrated and optimized

IBM PureApplication System provides a PaaS layer because it includes pre-integrated patterns of expertise (see Figure 1-3).

---

**Figure 1-2**  IBM PureApplication System is integrated by design

**Figure 1-3**  Benefits of pre-integration IBM patterns
You can use PureApplication System to create new patterns and to customize the existing ones. You can also use the patterns that are developed by IBM or IBM Business Partners, which are available on the IBM PureSystems Centre web page:

http://www.ibm.com/software/brandcatalog/puresystems/centre/

1.3.2 Configurations

IBM PureApplication System offers different configuration options to meet the different size and computing power that is needed for applications. There are three classes available, and it is possible to upgrade within the same class without incurring application downtime:

- Small rack by using Intel Xeon E5-2670 processors (W1500-32 and W1500-64)
- Large rack by using Intel Xeon E5-2670 processors (W1500-96 through W1500-608)
- Large rack by using IBM POWER7+™ processors (W1700-96 through W1700-608)

Table 1-2, Table 1-3 on page 16, and Table 1-4 on page 16 give you an overview of the configurations.

For detailed system specifications and site readiness information for IBM PureApplication System W1500 and W1700, see these information centers:

- IBM PureApplication System W1500: Planning information:
  http://pic.dhe.ibm.com/infocenter/psappsys/v1r0m0/topic/com.ibm.ipas.doc/iwd/gst_planning.html
- IBM PureApplication System W1700 - Planning information:

Table 1-2  IBM PureApplication System configurations with Intel processors

<table>
<thead>
<tr>
<th>PureApplication System W1500 (small rack)</th>
<th>W1500-32</th>
<th>W1500-64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute nodes</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Processor cores</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>Memory</td>
<td>512 GB</td>
<td>1 TB</td>
</tr>
<tr>
<td>Solid-state drive (SSD) storage</td>
<td>2.4 TB</td>
<td></td>
</tr>
<tr>
<td>Hard disk drive (HDD) storage</td>
<td>24 TB</td>
<td></td>
</tr>
<tr>
<td>Rack</td>
<td>1.3 M 19-inch enterprise rack</td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>Power distribution unit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 60A 1ph - North America</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 32A 1ph - International</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum: 5.5 kW</td>
<td>Maximum: 6.5 kW</td>
</tr>
<tr>
<td></td>
<td>Typical: 4.68 kW</td>
<td>Typical: 5.52 kW</td>
</tr>
<tr>
<td>Weight</td>
<td>365.6 Kg (815 lb)</td>
<td>385.6 Kg (850 lb)</td>
</tr>
<tr>
<td>Dimensions</td>
<td>Height: 1.24 m (49 in), Depth: 1.0 m (39.4 in), Width: 0.61 m (24 in)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 1-3 IBM PureApplication System configurations with Intel processors

<table>
<thead>
<tr>
<th>PureApplication System W1500</th>
<th>W1500-96</th>
<th>W1500-192</th>
<th>W1500-384</th>
<th>W1500-608</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute nodes</td>
<td>6</td>
<td>12</td>
<td>24</td>
<td>38</td>
</tr>
<tr>
<td>Processor cores</td>
<td>96</td>
<td>192</td>
<td>384</td>
<td>608</td>
</tr>
<tr>
<td>Memory</td>
<td>1.5 TB</td>
<td>3.1 TB</td>
<td>6.1 TB</td>
<td>9.7 TB</td>
</tr>
<tr>
<td>SSD storage</td>
<td>6.4 TB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDD storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rack</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>Power distribution unit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 60A 3ph - North America</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 32A 3ph - International</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum:</td>
<td>7.9 kW</td>
<td>10.4 kW</td>
<td>15.4 kW</td>
<td>21.2 kW</td>
</tr>
<tr>
<td>Typical:</td>
<td>5.9 kW</td>
<td>7.8 kW</td>
<td>11.6 kW</td>
<td>15.9 kW</td>
</tr>
<tr>
<td>Weight</td>
<td>936 Kg (2027 lb)</td>
<td>953 Kg (2095 lb)</td>
<td>1016 Kg (2232 lb)</td>
<td>1088 Kg (2391 lb)</td>
</tr>
<tr>
<td>Dimensions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 1-4 IBM PureApplication System configurations with POWER7+

<table>
<thead>
<tr>
<th>PureApplication System W1700</th>
<th>W1700-96</th>
<th>W1700-192</th>
<th>W1700-384</th>
<th>W1700-608</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute nodes</td>
<td>3</td>
<td>6</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>Processor cores</td>
<td>96</td>
<td>192</td>
<td>384</td>
<td>608</td>
</tr>
<tr>
<td>Memory</td>
<td>1.5 TB</td>
<td>3.1 TB</td>
<td>6.1 TB</td>
<td>9.7 TB</td>
</tr>
<tr>
<td>SSD storage</td>
<td>6.4 TB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDD storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rack</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>Power distribution unit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 60A 3ph - North America</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 x 32A 3ph - International</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum:</td>
<td>9.3 kW</td>
<td>13.4 kW</td>
<td>21.8 kW</td>
<td>33 kW</td>
</tr>
<tr>
<td>Typical:</td>
<td>8.7 kW</td>
<td>12.4 kW</td>
<td>20.0 kW</td>
<td>28.8 kW</td>
</tr>
<tr>
<td>Weight</td>
<td>936 Kg (2027 lb)</td>
<td>953 Kg (2095 lb)</td>
<td>1016 Kg (2232 lb)</td>
<td>1088 Kg (2391 lb)</td>
</tr>
<tr>
<td>Dimensions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1.4 Concepts and terms

The concepts and terms that are explained in the list that follows give you a better understanding of the remaining chapters in this book. For more detailed explanations, see Adopting IBM PureApplication System V1.0, SG24-8113:


- **Compute nodes**: A compute node is a combination of computer hardware components that contains the processor, memory, and network, along with the storage adapters that have access to storage and networking. Each compute node runs a hypervisor to enable multiple VMs to share underlying hardware.

- **IP groups**: An IP group is a logical group of one or more IP addresses that have a virtual local area network (VLAN) ID and the information that is necessary to connect to the network. All of the addresses in the same IP group must belong to the same subnet of the network, indicated by a netmask.

- **Cloud groups**: A cloud group is a virtualized platform that contains one or more compute nodes and one or more IP groups for running workloads. It is a logical group of resources that enables system segmentation and compute node aggregation.

- **Environment profiles**: An environment profile is a set of policies that define how patterns are deployed to cloud groups and how deployed instances run in the cloud group. These profiles specify the cloud groups to which users or user groups can deploy patterns.

- **User groups**: A user group is a set of users that are in the same role. The set contains lists of users and the action permissions that those users have. One of the main functions of a user group is to specify which users can deploy patterns to which environment profile.

- **Shared services**: A shared service is a virtual application pattern that can be used by multiple virtual applications, virtual systems, and virtual appliances. Only one instance of a type of shared services can be deployed in a cloud group. This shared service can be used by all deployments in the cloud group.

- **Prioritization**: Each VM has priority settings that define the importance of the VM relative to all other VMs in the same cloud group. When VMs in the same cloud group require more resources than the cloud group has, the system gives preference to the higher-priority VMs.

- **Resource requirements**: You can use PureApplication System to define the required resources, such as processor count and the amount of virtual memory required for VMs to run correctly.

1.4.1 Patterns

*Patterns* are a deployable and repeatable form of expertise that is gathered to solve complex tasks. IBM PureApplication System provides different deployment types by using three different pattern types:

- **Virtual system pattern**: This pattern is a provisionable unit of one or more virtual images to be installed, configured, and integrated to implement a topology. These platform type patterns provide more customization capabilities than virtual application patterns and enable fast and automated provisioning of middleware-centric designs.

For example, you can define a virtual system pattern for a middleware topology that contains a deployment manager, one or more custom nodes, and an IBM HTTP Server. You can define the VM images, the middleware components, the script packages that run to configure the components, and any monitoring agents that you want to include. That pattern can be deployed multiple times, with the same result each time.
Virtual application pattern: This pattern encapsulates the installation, configuration, and integration of middleware, along with the installation and configuration of applications that run on that middleware. These application type patterns use an application-centric approach. Although using virtual application patterns gives you less flexibility than virtual system patterns, deploying your application is quicker and easier.

When you define a virtual application pattern, you describe the application to use. PureApplication System builds the appropriate infrastructure and deploys the application. These types of patterns are also fully automated and are similar to virtual system patterns, but they add integrated lifecycle management.

Virtual appliance pattern: This pattern combines the operating system, middleware, and applications in one package. Virtual appliances facilitate a quicker transition to cloud services and require significantly fewer installation and configuration tasks than traditional deployment models.

For more information about patterns and deployment models, see Chapter 4 of Adopting IBM PureApplication System V1.0, SG24-8113:


1.4.2 Management

IBM PureApplication System provides a unified interface for managing the entire system. This single unified console provides management and monitoring interfaces for system hardware, virtualized storage and networking, license management, audits, and security configuration.

Administration interface types
PureApplication System provides unified system management that is accessible in these three ways:

- Graphical user interface (GUI)
- Command-line interface (CLI)
- Representational state transfer (REST) application programming interfaces (API)

Administration console (GUI)

IBM PureApplication System provides a single management interface for the entire system. You can use this integrated administration console to manage and maintain these aspects of the system:

- Monitoring
- License use
- User auditing
- Workload deployment
- Security configuration

All of these system and workload functions are available in the same integrated console.

There are two aspects of the administration console: system console and workload console.

- System console covers system management, administration, and maintenance, such as the following tasks:
  - Hardware management
  - User and group management
  - Auditing
  - Hardware monitoring
  - Problem determination
You can use this part of the console to perform cloud operations, such as creating and managing a cloud or IP groups and environments.

- **Workload console** covers the tasks for the workload such as these examples:
  - Creating and deploying patterns
  - Working with catalogs
  - Managing deployed VMs

  The workload console also provides capabilities to add existing applications to PureApplication System.

**Command-line interface (CLI)**

The PureApplication System CLI provides a scripting environment that is based in Jython. You can download this CLI from the Welcome page on the PureApplication System administration console (the web GUI). This interface enables you to run complex automation scripts to make maintenance easier. The CLI interface has the same options that the administration console has.

**REST API**

PureApplication System provides the representational state transfer (REST) application programming interface (API). A subset of PureApplication System functions is available in the REST API. You can access this interface by using the same IP address or host name that you use to reach the web GUI and the CLI. The REST API is supported only over hypertext transfer protocol secure (HTTPS) on port 443.

For more information, see *Adopting IBM PureApplication System V1.0*, SG24-8113:


**Monitoring**

IBM PureApplication System provides pre-built monitoring capabilities that enable an administrator to monitor hardware, virtual machines, middleware, and applications. You can choose to use the built-in monitoring functions by using the Monitoring console or choose to use existing monitoring solutions by integrating PureApplication System with them.

In PureApplication System, monitoring of system, middleware, and hardware layers enables you to get information about the status, performance, and resource use for both hardware and software.

**Maintenance**

IBM PureApplication System involves two aspects of maintenance:

- **System maintenance** includes updates for system components, such as hardware and software components, compute nodes, switches, storage, hypervisors, and management software.

- **Workload maintenance** covers updates to software that runs within VMs, such as the operating system, middleware, and applications. This maintenance is applied to the virtual system and virtual applications.

**License**

PureApplication System contains tools for license management. You can monitor license use on a per-server basis or by using the processor value unit (PVU) model. In addition to real-time monitoring of licenses, PureApplication System allows you to limit license use and to export historical license use information.
For more information, see *Adopting IBM PureApplication System V1.0*, SG24-8113:

**Security**

PureApplication System provides resource isolation and protection at different levels that establish and manage trust across the entire system. It uses a key to encrypt the contents of the disk, which allows the content to tie with a specific system.

There is only one operating system user ID on the system, but you cannot log on to the system externally with the user ID, because there is no shell available. All of the virtual images and other content that are used for deployment to a VM run in the VM on a hypervisor, not on the system. It is also possible to run security scripts during deployment of a pattern so that your VMs are compliant with your security settings from the first moment.

PureApplication System provides a combination of role-based security access control and resource instance-based access control to balance role-based and more granular resource-level access control. The role-based authorization design is based on both the separation of duty security principle and the least-privileged security principle.

IBM PureApplication System does not provide any capability for users to upload executable code or scripts. It is only possible to update system firmware that is digitally signed, and this update requires an administration authority role.

For more information, see the “Security overview” section of the IBM PureApplication System W1500 Information Center:
http://pic.dhe.ibm.com/infocenter/psapps/v1r0m0/topic/com.ibm.ipas.doc/iwd/aac_overview_sec.html

1.4.3 Problem determination and support

IBM PureApplication System enables you to access both system logs and workload logs separately, to assist you with troubleshooting.

The system logs track actions that are performed by the system components, such as these examples:

- Hardware
- Firmware
- System components
- Management nodes

System events that are generated by system components are collected by using Simple Network Management Protocol (SNMP), and they can be accessed through the administration console.

PureApplication System has a built-in tool called the infrastructure map that shows the entire rack and components. This tool has two views: graphical view and tree view.

The workload logs contain information that is generated by workloads, such as operating system logs from VMs and middleware runtime logs.

PureApplication System provides a single point of contact to create service requests for all platform components, such as compute, storage, firmware, and VMs. You can submit a problem by using the web-based service request (SR) tool or by calling IBM support.
For more information about troubleshooting, see these publications:

- The “Troubleshooting and support” section of the IBM PureApplication System W1500 Information Center:
  
  http://pic.dhe.ibm.com/infocenter/psappsys/v1r0m0/topic/com.ibm.ipas.doc/iwd/ts
t_trouble_overviewnonUI.html

- Chapter 8 in *Adopting IBM PureApplication System V1.0*, SG24-8113:
  
Challenges for IT organizations

In this chapter, we examine the challenges that businesses and IT organizations face today. We explore the new system capabilities that are requirements for an enterprise to achieve the faster time to market and IT efficiencies and to focus on innovation.

This chapter covers the following key challenges that enterprise decision-makers need to address while designing and implementing their IT strategies:

- Cloud computing and optimization
- Innovation and optimization
- Simplicity and consolidation
2.1 Cloud computing and optimization

Cloud computing service models are structured in a layered fashion to accommodate different use cases. Because the infrastructure as a service (IaaS) model provisions a virtual machine to work with as a minimum, users must still do more work to install and configure middleware and to perform tune-ups to create a fully functional system that is ready to run applications.

Enterprise IT teams and leaders are familiar with IaaS and its capabilities. With IaaS, certain efficiencies are realized through the self-provisioning capabilities. However, businesses cannot realize all of the PureApplication System benefits from IaaS alone. Software developers typically work at the middleware and application layers. Although IaaS provides a platform for compute, networking, and storage resources in an efficient manner, it does not provide any appreciable benefits at the middleware and application layer. Therefore, working only at the IaaS layer does not truly provide a larger incremental benefit for enterprises that deploy application environments frequently for accelerated time to market and faster time to value.

Enterprises get more benefits and a better return on investment with systems that allow the IT team to deploy applications and middleware environments rapidly. Systems that support lifecycle management of middleware and the application layer provide the much-needed gain in efficiency to be able to respond to the market faster. Most cloud computing solutions accomplish integration at the hardware, network, and storage layers and, more recently, at the database layer.

However, significantly more efficiency benefits and cost savings result when the system, not the IT staff, builds, configures, and tunes applications, based on the assessment of workload and system resource capabilities. The ability to support all of the layers of a cloud computing stack within a single integrated system provides a higher value to the enterprise than a pure IaaS cloud system. Savings accrue by using standardization, automation, and elimination of error-prone, manually repeated tasks.

2.1.1 Changing the dynamics of the enterprise

The IT operation and application administration teams spend quite a bit of time building user environments that typically involve many software components and many integration points. The more complex that the middleware and other software are, the more time and effort that are required. The time is spent not only in building the environment but in maintaining it thereafter. This involves managing run times that are supported, but they might not be supported in coming years.

How do you cope with such dynamic shifts in programming environments while ensuring that the applications are providing the necessary business value to the organization? There is a limited use of expertise within an organization, and it is mostly through the knowledge management systems. Application of this expertise still involves reading, understanding, and applying the fundamentals to the current situation and context.

IBM clients gain appreciable benefits are realized when the collective knowledge and experience gained through thousands of field deployments of applications are combined with proven processes into a system-deployable format. Taking advantage of this experience and expertise reduces risk, and automating repetitive, error-prone work reduces cost and increases efficiency. Features that support automated tuning of new workloads and patch deployment with minimal impact to system run time simplify the IT process. Security is enhanced, because the deployments are run against predetermined policies.
Cloud computing that is supported by systems with built-in intelligent workload management software is changing the dynamics of IT in the enterprise. The most successful businesses rely on the following key factors that make this possible:

- Standardization
- Automation
- Reusability of assets across all layers of the cloud stack
- Governance

The ability to check the environment with a unified console, with a single view of the entire integrated system, helps IT administrators immensely in day-to-day operations. It allows them to see relationships among various failures and to coordinate faster resolutions. Think of the ability to correlate the logs of failures for an application server, database, application, hardware at a point in time and being able to pinpoint the cause of the failure, rather than trying to follow the symptoms serially. This ability to track down failure in increasingly complex systems is one of the bottlenecks that prevent responding to failures faster.

The ability to manage a physical server, virtual servers, storage, network, and applications from a single console is another requirement to make the work of the operations and applications teams simpler. This enables IT teams to operate efficiently and spend more time on innovative business transformation initiatives.

With the dynamically changing business and IT environment that is influenced by the increasing use of social media, mobile devices, and analytics, systems must be scalable to meet the current and future needs. Ease of integration with existing IT infrastructure with little impact to the enterprise is essential. Business decision-makers want intelligent systems that enable them to scale business applications while managing IT environments with solid governance and optimization to use resources optimally and to control IT capital and operational expenses.

### 2.1.2 Roles and process

Traditionally, enterprises have IT teams that are organized in different silos, and that is for the right reasons. Enterprises might have more silos, but these summarize the key ways that most enterprises organize their IT departments:

- The hardware or infrastructure procurement team guides the company’s hardware strategy.
- The operations team or a “shared services” team manages and deploys the appropriate operating systems, middleware, and tools on these physical systems to ensure that the internal clients (such as development, QA, and production teams) are serviced appropriately.
- The network team manages the intranet, IT systems and subsystems, and the exit to external networks.
- The security team manages the complete enterprise IT compliance.

Such organizations have worked well, traditionally. But the pressure on enterprises to respond to the changing market faster is now much higher. There is an urgent need to reorganize the internal IT structure to make the enterprise more agile.

Traditionally, the enterprise infrastructure teams are responsible for defining the specifications and sizing of the hardware to support the application needs. The requirements from software teams regarding what is needed at the infrastructure layer are sometimes not detailed. There is much reliance on historical use and performance metrics in sizing the environments.
When IBM staff, Business Partners, or consultants build integrated systems, they consider all that is required to support the middleware, database, and application performance. The data is based on implementations of similar workloads across thousands of engagements.

2.2 Innovation and optimization

Experience with IBM client engagements shows that a specification and design phase of a typical IT infrastructure system takes about 30 days, on average. Procurement of software and hardware that are ordered separately can take anywhere from a week to four weeks, depending on the lead times of the selected components. After integration at the infrastructure layer, even more effort is necessary to optimize the environment to support workloads.

Depending on the complexity of the solution, the deployment phase for a fully functional system can take weeks to months. Development and test environments also take considerable time, sometimes up to a few months. One of the major issues that every IT organization faces is the delay in production deployments. These delays sometimes run weeks due to errors, especially when using modified and nonstandard development, test, and production configurations.

IT teams are constrained in their ability to quickly provision compute, storage, and network resources to support requests from hundreds of developers, possibly from different business units. The developers often have their own customized set of development and off-the-shelf software applications that require provisioning to their target development platform. This support model adversely affects crucial IT staff, leaving them less time to support the more important and continually changing business goals and requirements.

It is common for development and test groups to share resources on virtual platforms. Simplification of dynamic allocation of compute and storage resources to meet multiple project needs and automation of the process makes users more productive and helps the business save money. There is a gap in enterprises today between well-integrated tools that support application-scaling policies and apply maintenance patches to the middleware components.

to the middleware components. Optimization at the infrastructure layer helps, but maximum business benefits are realized at the enterprise level only when a similar approach is taken at the middleware and application provisioning areas, too. The trend is for the developers to define system requirements to meet the application needs and then to provide the requirements to the infrastructure team to build systems accordingly. Sometimes, the requirements are incomplete. This results in allocation of suboptimal resources and affects the ability to meet expected quality of service and service level agreements (SLAs). Lack of sophisticated tools and automation makes it harder for service providers to commit to SLAs in production environments.

From an application perspective, managers want to closely match the development and test environments to the production environment. The ability to replicate a production environment by minimizing the manual effort in creating the environment helps with faster build and test cycles, while also addressing application performance, scalability, and reliability issues. Enterprises greatly benefit from such optimization.

To meet the SLA customization, ongoing tuning of the middleware is also required. In some instances, the initially allocated resources need to be able to scale to meet performance goals needs. In other words, dynamic elasticity in the allocation of resources according to application needs is required.
Managing and monitoring the environments and creating an ability to do that from a single view with multiple vendor components can be time-consuming. It also requires development effort and new skills. Using multiple tools, sometimes from different vendors, results in situations where integration is complex, time-consuming, and prone to finger-pointing about errors that result from incompatibility. Applying fixes separately requires separate testing. Upgrades require months to plan, procure, and test. Migration of applications to and from different environments is another area where IT staff spends considerable time and resources.

Dependency on the IT staff for mundane tasks continually increases. This often slows their ability to meet fast-paced business requirements. When self-service capabilities for repeatedly requested resources are available, the impact on IT staff is minimized. Therefore, it is beneficial to adopt system solutions that mitigate these problems with error-free provisioning and to automate repeated tasks that otherwise add no value to the business.

At the data center level, optimization helps mitigate the concern about rising energy and floor space costs in the data centers. Decision-makers often prefer to focus on the current capacity needs and defer investments to meet future growth requirements. Therefore, systems that allow delaying up-front capital investment for future system growth are desirable. This requires optimized systems, with balanced compute, network, and storage capacities that deliver a specific, well-defined set of capabilities.

### 2.2.1 Ease of use

Systems that bring new capabilities and innovation must also be easier to install, configure, and tune to realize true runtime improvements. Run time is typically measured from powering on the system to when the system is ready to support application deployments. Traditionally, incorporating new systems in a data center goes through a lifecycle of its own, with the following stages:

- Compatibility issues with different vendor systems
- Complex configurations
- Interoperability problems
- Performance of the system as a whole
- Custom configuration for networking connectivity
- Storage backup
- Security

Enterprise managers also want to ease coordination between the development and operations teams so that new capabilities that are critical for business can be introduced quickly, without delays and with minimal expense. Systems that substitute manual processes at different stages of the software delivery lifecycle with automation that ensures successful deployment are vital. To achieve this, the system needs to provide ways to help with these key aspects:

- Planning for the build
- Integration and deployment of applications into production
- Test environments that are assisted by automation

Standardization is the key to ease of use.

License use tracking is another area that is difficult for enterprises and, if not properly implemented, is an impediment to compliance. Typically, these features are overlooked in system designs, but having tools that are designed to manage licenses and track and report them accurately resolves compliance issues and saves the IT staff valuable time. Automating these tools helps with productivity and eliminates the need for custom or multiple vendor license management tools and integrating them.
2.2.2 Availability

Unplanned downtimes and outages are to be expected in a data center environment. The reasons range from system failures to manual errors. Systems that can restore the applications to serve users with minimal impact after an incident are highly desirable.

Depending on the type of environment, production or otherwise, the systems that serve users must be capable of meeting the expected service levels. Inability to meet SLAs potentially costs enterprises new business and possible penalties on existing service. The goal for a business is always to provide quality services to their users, either internal or external. While they are implementing services, the IT teams are expected to manage the service levels at all times, at both the infrastructure and the application tiers. When incidents arise, resolution time is always a concern. Unplanned downtimes due to power outages or malfunctioning of hardware or applications due to problems with a patch push the IT staff into a reactive mode of operation.

Restoration of the environment to the original state without violating the SLAs is a challenge and another reason that enterprises are looking for help with system designs. There are always concerns about the length of time that it takes to configure the environment and to bring the environment back to the level of function that existed before the outage. This is a significant challenge with disparate and non-cohesive systems. A new system design approach that has software intelligence to automatically restore the system and configure the middleware and applications to their working states is necessary in today’s business environment. This is extremely important in production environments so that they continue to meet the SLAs and availability requirements.

The ability to apply pre-configured changes is a major innovation that is employed in integrated systems. It is also a capability and innovation that disparate systems fail to meet.

2.2.3 Promotion between environments

A typical IT project lifecycle involves multiple levels of interactions between infrastructure and software teams. Traditionally, this has worked, but to respond quickly to the market, these expectations now seem to impede the organizational efficiency. Enterprise managers are exploring ways to minimize the time that is spent on the various phases of implementing the IT projects so that teams can improve the deployment times. The ability for software development teams to minimize their effort in the integration, configuration, and tuning of the applications saves time and increases business agility.

Depending upon the size of the enterprise, requests for compute resources and the rate of configuration changes for the development environments are typically high and demanding on IT staff time and resources. Although the nature of the requirements falls below the stringent production environment specifications, it is a strain on the IT staff to address the velocity of requests while concurrently meeting the production, development, and test needs and honoring the service level commitments. Incident resolution for the development environment drops in priority when there are production environment issues to address.

The inability to satisfy the requirements of the development environment prolongs the development cycle, and that affects the production schedules. When this happens, you do not meet business commitments to your customers. That costs money and potentially leads to changes in requirements due to competition and redesign.
A solution for this dilemma is to provide a self-service catalog that allocates the involvement of IT staff to fixing infrastructure issues only, not the mundane tasks of provisioning servers for the development environment. This approach also minimizes the interaction between cross-domain IT groups to satisfy the requests that are coming in from the development groups. Faster resource access improves development cycle times.

Quality assurance is the next step after development, and, many times, most of the errors are discovered here. One of the discoveries is the use of hardcoded variables in the development phase. A closely integrated approach through development and operation integration minimizes the delays. Pre-production environments sometimes are in similar scale to the production environment, so they require testing of the scalability of the solution. Moving seamlessly from pre-production into the production environment is expected. Enterprise teams face challenges in all of these areas, with trying to keep up with the tuning of the applications, deriving standard configurations, and applying standard templates whenever possible, for example.

A new system approach is necessary to address these challenges and bring development and operations under a single umbrella. Integrating the complete software delivery lifecycle that is coupled with infrastructure provisioning brings in new efficiencies that translate into better return on investment for the enterprise.

### 2.3 Simplicity and consolidation

Enterprise managers are looking for ways to optimize the number of data centers that they operate and efficiently manage the footprint of servers, storage, and networks within the data centers. Typically, the consolidation effort is a long-term strategy to address how IT assets can be better managed and operate more efficiently to improve delivery of IT services to the business users. This strategy also aligns with the enterprise strategy of standardization of infrastructure across locations, which makes management and maintenance easier. Choice of vendor platforms and different technology hardware from the vendors adds another dimension of complexity to the operation and maintenance of the systems. Compute, network, and storage devices from multiple vendors typically have different integration and interoperation capabilities. This is another reason for enterprises to consolidate. Consolidation, consistency, and compatibility also reduce the total cost of ownership.

Enterprises spend a considerable amount of time in the planning and execution of consolidation projects. The efforts vary by the size of the environment and the diversity of the platforms and workloads. Most of the platforms that are used by enterprises today are based on Microsoft Windows, Linux, or UNIX operating systems that run various applications. The middleware software that is used also varies. Organizations are maintaining and supporting multiple levels of operating systems, middleware, and databases. They are spending a considerable amount of money in doing so, rather than investing that money in innovative projects. All of these efforts are still based on people with skills that are supported by a multitude of tools or home-grown scripts.

The concept of patterns and automation is relatively new to IT organizations. The remaining chapters in this book explain the benefits of a pattern-based approach and the new integrated systems that are built on automating expert skills. To realize the benefits of consolidation, a significant amount of time is spent in understanding how the systems interconnect and interact across the various software components. Distributed environments are challenging to manage and maintain without a holistic end-to-end approach to the infrastructure and middleware. Assessment of IT infrastructure against the organization’s current (and future) business model is critical to the selection of the correct platforms.
Enterprise managers are looking for ways to focus more on innovation and reduce two key unnecessary IT maintenance costs:

- IT lifecycle management
- Maintenance simplification and reduction of repetitive tasks, not just at the hardware level but higher up in the stack, from metal to middleware and middleware to applications

The ability to create virtual servers, virtual networks, and virtual storage on a collection of physical hosts helps with the consolidation. However, built-in intelligence to manage the virtualized environment by allocating resources based on use and workload characteristics and through provisioning that is based on available resources eases operations and maintenance of systems.

This can take management of IT systems to a new level. IT consolidation optimizes the infrastructure and enables organizations to do more with less.

Businesses realize the benefit only when the IT department is more responsive and able to provision resources faster, error-free, and in a standard and repeatable way while making costs clear to decision-makers. Systems that deliver both IT and business benefits bring value to the organization.

Applications are getting more complex, and the integration points are many. We call the systems that provide tools to implement proven application topologies in a consistent manner, eliminate repetitive manual tuning tasks, and enable asset reuse as expert integrated systems.

Figure 2-1 shows the high-level requirements that enterprise clients like to automate to reduce costs.
Managers are looking for systems that can support these higher levels of integration, automation, and consolidation. Expert integrated systems address both the application and infrastructure issues.
Organization and role changes to adapt to automation

In April 2012, IBM introduced the IBM PureSystems family of *expert integrated systems* with its first two products, IBM PureFlex System and IBM PureApplication System. In November 2012, IBM PureData System, optimized exclusively for delivering data services, joined the PureSystems product family.

As the IBM PureSystems products have been introduced, particularly PureApplication System, many clients have asked what impact this new class of systems might have on their IT organizations. This chapter provides detailed guidance to organization managers who want to adopt PureApplication System.

It covers the following topics:

- Introduction
- Organizational principles and practices
- Roles for PureApplication System implementation
- Structure of a PureApplication Center of Excellence
3.1 Introduction

IBM PureApplication System is a cloud application platform that is designed and tuned specifically for transactional web and database applications. The workload-aware, flexible platform is easy to deploy, customize, safeguard, and manage. It reduces the amount of labor and time that are typically required to support new and existing workloads. PureApplication System implements the platform as a service (PaaS) cloud level. With this platform, you can either create your own patterns of software, middleware, and virtual resources or use patterns that are included. You can provision and share these patterns within a unique framework that is shaped by IT guidelines, industry standards, and years of developing preferred practices, which is why we call IBM PureSystems products expert integrated systems.

3.1.1 The value of patterns of expertise

IBM built expert knowledge into PureApplication System with patterns of expertise. A pattern can be thought of as a predefined architecture of an application. Each component of the topology comes preinstalled with the OS and middleware, and the pattern is fully integrated across components, preconfigured, and tuned, with built-in hooks to advanced services, such as security, monitoring, and caching.

Patterns of expertise contain proven practices for complex tasks that we have learned from decades of IBM client and partner engagements. We captured, lab-tested, and optimized these patterns, and then built them into PureApplication System. Each system provides several ready-to-use patterns for common enterprise applications, such as IBM WebSphere Application Server software and IBM DB2 database. You can purchase patterns for other middleware, such as IBM WebSphere MQ, IBM Integration Bus, and IBM WebSphere Portal, among many others from IBM and IBM Business Partners. Those are available through the IBM PureSystems Centre:

http://www.ibm.com/software/brandcatalog/puresystems/centre/

You can also use the built-in editors to easily customize existing patterns or build new ones from ready-to-use components or from custom components that you create. Each pattern can then be deployed multiple times. PureApplication System provides lifecycle management of the deployed patterns, which we refer to as instances.

Patterns deliver faster time to value by removing manual steps and automating system delivery. They improve efficiency and simplicity by reducing IT costs and necessary resources and by reducing the amount of in-house expertise that is required for deployment. Patterns also increase your control, because repeatable, optimized deployments reduce the risk of human error.

The five-part series of IBM developerWorks® articles titled “Preparing for PureApplication System” describes the different types of patterns that are available:

3.1.2 Major steps in adopting PureApplication System

After you make the decision to acquire PureApplication System, your next steps are in these four major areas:

1. Install and set up PureApplication System in the data center.
   There is a set of preinstallation steps to ensure that the data center has the prerequisites. This ensures that the logistics, power requirements, network, and other requirements are met before the arrival of PureApplication System hardware at your site. IBM has a well-defined process for obtaining this information and making it available to the service support representative at installation time. Although IBM representatives perform the installation, your participation is required in obtaining this information and, perhaps, in making changes to ensure that logistics, power, and cooling requirements are met before installation.

2. Determine and develop workloads to run on PureApplication System.
   This involves determining which workloads to move to PureApplication System and developing new patterns or using existing ones to deploy the workloads. This step is performed primarily by your staff, although IBM representatives can assist through service engagements or by helping you establish a Center of Excellence (see 3.4, “Structure of a PureApplication Center of Excellence” on page 48).

3. Deploy and manage workload lifecycles.
   After workloads are deployed, these tasks include managing workload lifecycles, monitoring resources that are used by the workloads, and applying maintenance updates to patterns and to deployed workloads.

4. Manage the PureApplication System.
   This set of tasks involves the overall management and monitoring of PureApplication System to ensure that all workloads in the system run smoothly. Management tasks include creating different cloud groups within the system to provide the isolation for different user groups that are using PureApplication System, handling the security authentication and authorization, auditing, applying system maintenance, and so on. Monitoring tasks include reviewing the overall system use, identifying bottlenecks, and making the necessary adjustments.

The remainder of this chapter describes the types of organizational structures that are necessary to successfully adopt PureApplication Systems in an IT organization. This is described in the context of building a Center of Excellence for PureApplication System within your organization. Also included are descriptions of the IT team members’ roles and skills to consider when adopting PureApplication System.

3.2 Organizational principles and practices

Adopting PureApplication System requires changes to your IT organization. These are welcome changes, because many of the challenges that IT organizations typically spend a great deal of effort in addressing either do not exist when you are using an expert integrated system or are reduced in scope and effect. The following sections describe particular aspects of how your IT organization is likely to change.
3.2.1 Overall changes

Based on observations, the general principles referred to in this IBM developerWorks article are likely to lead to changes in your organization:

“Aligning organizations to achieve integrated system benefits with IBM PureApplication System”

These are the three key changes to expect:

- You are going to need more generalists and fewer specialists.
  
  This is probably the biggest overall change to your organization. The approach that PureApplication System takes folds all of the major parts of a large-scale, virtualized, distributed system into one package. As a result, you need a split between a larger team of lower-cost generalists who can handle simple deployment and monitoring tasks, and a much smaller team of high-skilled specialists that address specific issues. Tasks that now take teams of specialists days to accomplish can be accomplished by lower-cost, lower-skilled generalists in much less time. Likewise, when problems do occur in your application, the unified console and unified logging and monitoring capabilities make it possible for a single specialist with a higher skill set to debug and solve those problems faster, without having to call in an outside team to deal with the issue.

- Successful integrated organizations implement DevOps.

  A consequence of adopting PureApplication System is that your organizational structure tends to become less compartmentalized and more integrated. This observation is at the heart of a new set of DevOps initiatives from IBM Rational® software and IBM Tivoli® software, called SmartCloud Continuous Delivery. For more information, see DevOps: Continuous delivery of software-driven innovation:


  Automated deployment to PureApplication System is a key part of this initiative. But continuous software delivery is not the only benefit of decreased compartmentalization. Through increased collaboration, your organization gets better at planning projects, because there are fewer things that can go wrong when the systems are pre-integrated and optimized with patterns of expertise. Likewise, you find smaller teams working more closely together on problem resolution. Rather than requiring four to six specialists to separately obtain the data, interpret the data, identify the problem, and fix the problem, a smaller number of generalists can perform all of those steps. As part of this change, troubleshooting becomes more about looking at trends and looking for patterns in the data, especially those that derive from implications of a shared infrastructure.

- Everyone does less double-checking to find out whether everything is the same and more to make everything the same from the beginning.

  Today, development teams spend a great amount of effort trying to determine whether all of the various development environments in a software development lifecycle have the same configuration. For a description of the standard environments in a typical development lifecycle, see the developerWorks article titled “IBM WebSphere Developer Technical Journal: The Ideal WebSphere Development Environment:”


  Internal IBM studies show that a high percentage of bugs that are found in production are actually bugs that were introduced or reintroduced through configuration changes in test environments but then not conveyed forward to production environments. There are many sources of these changes: operating system patches, middleware fix packs, or simply configuration changes applied to the middleware, such as transaction timeouts or Java
Database Connectivity (JDBC) pool sizes made from the IBM WebSphere Application Server console. The reason that these configurations drift apart over time is that each environment is a long-lived, hard-to-construct assembly of many parts.

After it is built, developers and administrators avoid tearing down an environment and replacing it, because the time and effort that are required in building an entire environment are so extensive. Instead, one of the design principles that underlie PureApplication System is that you put more effort into specifying the templates for your enterprise software configurations (for example, patterns) and less time into managing the instances after they are constructed. If all of the latest configuration information is captured in a pattern, it is simple to re-create a new instance of that pattern. This means that different environments are all built from the same pattern, so they all start from an identical place.

### 3.2.2 Role changes

Another observation, from our experience with clients, is that certain roles need to change as a result of the benefits of the automation that PureApplication System provides. The reduction in work that we describe in this section enables your team to begin working through existing IT backlogs without increasing your IT budget. The reduced effort that is needed for common tasks also enables your staff to retrain and develop the new skill sets that help you address new business opportunities. These are the areas where you save time and work:

- **Less work is needed to rack and stack servers.**
  
  One of the questions that clients ask when they first find out about PureApplication System is “So who assembles it?” In the past, distributed systems were always purchased piecemeal and arrived in multiple boxes that someone had to unpack and then rack, stack, and cable the servers together.

  PureApplication System does not arrive as a large stack of boxes. The entire rack is delivered as a single, pre-assembled, pre-cabled, pre-integrated, and pre-tested system. IBM representatives unpack the system in your data center, connect it to your network and power, and then boot the system, validate that it functions correctly, and configure it to recognize your network — all within four hours. And when you decide that you want a server upgrade to add more processing speed and memory, IBM service representatives do that in about an hour. You do not even have to incur downtime.

- **Less expertise is needed for managing storage.**
  
  Before PureApplication System, you needed an entire group that was dedicated to managing the storage area network (SAN) infrastructure that your compute hosts worked from. In addition to setting up the physical parts of the SAN, someone had to handle all of the SAN and logical unit number (LUN) planning and the mapping to connect the SAN infrastructure to your hosts and then to configure the host and volume, host mapping, storage pool management, and so on. Then, after the infrastructure was set up, it had to be constantly cared for and managed to keep up with new driver levels, SAN software levels, and so on.

  In PureApplication System, this is all done for you. The only storage tasks that anyone performs during normal operations are to decide on the appropriate volume size when a new VM is provisioned, to expand volume sizes when needed (for example, when a database is close to expanding beyond its originally available volume size), and to perform backup and restore operations.

- **Less work is needed to care for your virtualization infrastructure.**
  
  Another major change with PureApplication System from traditional ways of doing things is that you do not need someone to set up your virtualization infrastructure. If you were building a virtualized environment on your own, you would need someone to install...
hypervisors, install the virtualization management infrastructure, connect the individual hypervisors to the infrastructure, and then maintain the infrastructure. Again, all of this already works upon delivery of your PureApplication System. The scope of work for the virtualization team is reduced, so they have time to manage more virtualized environments. With the trend of PureApplication System implementations, the team can also take on other IT duties.

- Less work is needed in network management.

  Any modern distributed system is supported by a mass of network cables. There is an enormous amount of planning and work that goes into setting up a LAN, with work required for connecting distributed host computers to a SAN, to each other, and to rack-mounted switches. Then, someone must configure all of those physical networks, assign IP addresses to servers, specify how those map to VLANs, and so on. PureApplication System either eliminates those tasks or reduces the amount of effort that is needed to perform those tasks. There is still some planning that is necessary to determine how you are going to set up the internal network in your PureApplication System. But after you make those decisions, the implementation proceeds quickly, and nearly everything you need to specify is done during the four-hour installation. Likewise, the care and feeding of the internal network is a much simpler operation, requiring far fewer staff hours than the management of a typical network.

### 3.2.3 Skill set changes

Although the need for certain skill sets is lessened with the adoption of IBM PureApplication System, others become more prominent. So you will need to modify some of the existing roles and add new ones along these lines:

- As the lifetime of systems changes, the types of administrative actions that you perform also change.

  As an example of what people mean when they say “patterns are things where the definition is more important than the implementation,” one change that we find with clients that adopt the WebSphere Application Server patterns in PureApplication System is that the lifetime of a WebSphere Application Server cell changes. This is a ramification of the practice that is described in the developerWorks article titled “Preparing for IBM PureApplication System, Part 2: Is your application ready to become virtual?”


  This requires a change in how you view environments. Rather than thinking of them as long-lived assets, they are now transient assets. Your WebSphere Application Server system administrators get used to working on more, smaller cells with shorter lifetimes. In the old way of doing things, a WebSphere Application Server cell was generally created to represent a development environment, and then that same cell typically lasted, in the same form, until it was replaced when a major WebSphere Application Server upgrade was adopted for that project. That time span was usually one to four years. For some PureApplication System clients, the average lifetime of a cell drops to a few months (three or fewer in some cases). Therefore, your WebSphere Application Server system administrators (and system administrators of all types of middleware) spend less time modifying live systems in the GUIs of their respective tools and more time writing scripts to execute on the running systems that are pattern instances and creating new instances of those patterns.

- You need people who are good at abstraction to create content for standard patterns.

  So what do the people who used to manage your virtualization infrastructure do, instead? They do the very useful work that helps your business get things done better and faster.
For example, remember the benefits of keeping your different development and test environments in synchronization and keeping them up-to-date with the latest versions of OS patches, and so on? That kind of global planning work requires ongoing effort from people who are experts in building and modifying hypervisor images. PureApplication System comes with the Image Construction and Composition Tool (ICCT) from Tivoli software, which aids administrators with that kind of work.

For more information, see the “Build custom virtual images with the IBM ICCT” blog entry on developerWorks:

As that blog explains, this also applies to the need to centralize other types of content, such as standardized virtual system patterns and virtual application plug-ins. This kind of content creation requires people who are skilled in abstraction to design and who can develop the minimum set of long-lived assets for your organization.

Everything happens faster, which requires more discipline and coordination in your software development lifecycle (SDLC) processes.

In a business-as-usual environment, without patterns, constructing a Development, System Integration Test, or User Acceptance Test environment can take weeks or months. With the pattern capability provided by PureApplication System, this entire process can be shortened to days or hours.

That means that the amount of “wiggle room” in existing build and deployment processes goes away, because any missteps become visible immediately. The manual “desk checking” time that is often used to find and correct process problems is also reduced.

One place where this becomes very important is in application deployment automation. It does not help your organization’s overall efficiency if the time that it takes to deploy your middleware is reduced to a matter of a few hours, but then it takes days of manual trial-and-error work to deploy your application to that middleware and configure it appropriately. Thus, building automation to improve the efficiency and repeatability of this task is an important part of improving the efficiency of your overall software development lifecycle.

Another aspect that is just as important is to improve the communications between the team that builds and deploys your patterns and your security team. Again, it does no good if a new environment can be deployed in hours if it takes days or weeks to process the paperwork to open the appropriate ports through your corporate firewalls so that people can use that new environment.

3.3 Roles for PureApplication System implementation

Next, we define a new set of roles that are common to IT organizations that use PureApplication System to maximum advantage. We also describe how existing roles are redefined, stemming from those changes, in these key areas:

- Data center operations
- Application operations
- Finance and compliance
- Content enablement
- Solution development

Note:
These are simply roles, not job descriptions.
It is valid to expect that, in some cases, a single person might carry out multiple roles. In other cases, it might take an entire team to fulfill a single role in an organization. Also, the roles that are defined here relate specifically to management of workloads that are running on PureApplication System. When clients also maintain their traditional infrastructures, their existing roles continue to play a part in that management, of course. Therefore, some of these existing roles might be of only a consulting or secondary nature as they relate to PureApplication System.

### 3.3.1 Data Center Operations team

This team focuses on the system aspect of PureApplication System, not on the workloads that run on the system. They are responsible for the daily operation of the system and the operation of other systems in the data center. The primary roles that we describe here are directly responsible for interacting with the PureApplication System, but the secondary roles are usually more consultative in nature and might not directly interact with the system.

**Primary roles**

These are the primary roles for interacting with the PureApplication System:

- **PureApplication System Administrator**
  
  The System Administrator owns the system and is responsible for keeping the system up and functioning. This role determines the integration of PureApplication System with existing systems, such as external monitoring, reporting, security, and so on. This person enforces adherence to the organization's IT standards for this integration and uses automation to do that where possible, to limit human error. During the installation and setup phase, this person works with the IBM service representatives who do the onsite setup. The person in this role receives the master passwords for the system that are created as part of the setup process. The System Administrator then uses those security credentials to create other IDs on the system and assign those IDs to other roles.

- **Physical Cloud Administrator**
  
  Also referred to as a Physical Cloud Architect, this person configures and manages the physical cloud assets in the PureApplication System. This includes these tasks:
  - Creating new isolated clouds within the system (with the quality of service needed for different internal or external groups that use the system)
  - Managing shared services in the cloud as required by applications
  - Creating IP groups with the VLAN assigned by the Network Administrator
  - Troubleshooting cloud infrastructure
  - Monitoring the resource use on the different clouds
  - Adjusting the resources that are assigned to those clouds, based on the needs of the users of those cloud services
  - Working with the different departments

- **Network Administrator**
  
  Network Administrators are responsible for the network components within a WAN or LAN infrastructure. They might plan, design, and deploy networks, plus they might perform these activities:
  - IP address assignment
  - IP address management
  - Routing implementation
  - Switch and network server administration
From a PureApplication System point of view, responsibilities include assigning VLANs for the different IP groups to create the necessary isolation, and then assigning the ports for those VLANs on the top-of-rack switches for data network and for network management. Network administrators work with physical cloud administrators to provide the VLANs and IP groups, as needed, to create clouds and to ensure network compliance with the organization’s IT policies. During the initial setup phase of implementing PureApplication System, Network Administrators are consulted often about making decisions regarding what ports to use. However, during the day-to-day work of managing PureApplication system, they are consulted only periodically as the Physical Cloud Administrators need to revisit the allocation of network resources.

▶ Security Administrator

Security Administrators ensure that the system is secure, manage the LDAP configuration for user and group authentication, manage users and groups within the system, and provide the necessary authorization to the different functions and tasks of the system. They also make sure that the system complies with the security policies of the organization and that corporate security policies are followed in the implementation of the workloads that run on the system. As with Network Administrators, the Security Administrators are consulted often during the initial setup phase while initial policies are set in place and the initial connection to the corporate security infrastructure is set up. They continue to be active periodically as the day-to-day management begins.

Secondary roles

These are the secondary roles for interacting with the PureApplication System:

▶ Facility Operations Manager

The Facility Operations Manager is responsible for the physical maintenance and management of a data center, including these tasks:
- Managing electrical load
- Capacity management
- Managing physical floor load capacity
- Overseeing heating and cooling to maintain optimum operating temperatures for computing equipment

With respect to PureApplication System, they work with the IBM Client Technical Professional (CTP) on the initial planning, delivery, placement, and installation of the system and the physical connection to the power grid to ensure that all of the facilities, HVAC, and power requirements are met.

▶ Storage Administrator

The Storage Administrator designs, plans, implements, administers, and provides support for SAN storage systems. PureApplication System does not currently use or connect to external SAN storage systems (except through the Network File System), because it contains an internally managed SAN. Therefore, this is primarily a consultative role.

▶ Data Center Operations

This group proactively monitors computing systems and the network infrastructure. They provide change management and problem management to manage and correct network issues. With PureApplication System, the Data Center Operations team can monitor Simple Network Management Protocol (SNMP) events sent to an external monitoring tool.

3.3.2 Application Operations team

This team creates and maintains environments for different application development groups by using the racks to deploy and manage their workloads.
3.3.3 Database Operations team

A physical Database Administrator is responsible for the physical aspects of database administration. In a traditional environment, this includes several tasks:

- Database management system (DBMS) installation
- Configuration
- Patching and upgrades
- Backups, restorations, and refreshes
- Performance optimization
- Maintenance
- Disaster recovery

This role changes when PureApplication System is considered. DBMS installation, configuration, and patching becomes a much simpler operation, especially in cases where you can use IBM DB2 as a service (database as a service, or DBaaS). Even in cases where a DB2 virtual system pattern is created, those tasks become simpler. For DBaaS, the physical Database Administrator becomes responsible for the definition of customer-specific workload standards. Backup and restore processes are also simplified by the built-in support for these aspects that are part of DBaaS.

For more information, see the presentation titled, “IBM Workload Deployer Database-as-a-Service (DBaaS) patterns:"

http://publib.boulder.ibm.com/infocenter/ieduasst/v1r1m0/topic/com.ibm.iea.iwd/iwd/3.1/Patterns/WD31_DBaaSPatterns.pdf

3.3.4 Finance and Compliance staff

People in these secondary roles do not directly interact with the system, but they receive information from the Data Center Operations team:

- Business Manager
  This role is responsible for billing management and overall financial responsibility for the machines in the data center. In PureApplication System, this person creates charge-backs from use reports, where needed.

- Audit Manager
  In many organizations, especially financial organizations with fiduciary responsibility that answer to governmental authorities, there are often standard audits of access logs or system use that must be run periodically. The Audit Manager oversees the audit data from the system and acts upon it, as appropriate.
3.3.5 Content Enablement team

This team (often called the Corporate Engineering team) defines and controls the standards that the organization uses for OS, middleware, database, security, and other aspects of system management. This is a preferred practice for reusable pattern content that is to be implemented by a centralized team. This team is the best place for those content creators. Therefore, this team is responsible for creating or certifying shared resources that content developers use, such as patterns, images, OS packages, security packages, and so on.

Primary roles

There are several primary content enablement roles:

- **Pattern Engineer**
  
  A Pattern Engineer is responsible for adapting existing PureApplication System patterns to the needs of your customer or for defining new patterns. This is an important new role that defines all of the patterns to be used with PureApplication System, based on the needs of different application groups. It includes these tasks:
  
  – Defining new virtual system patterns and script packages
  – Deciding how to change existing patterns
  – Integrating the work of third parties into these systems

  This role also includes defining plug-ins for new types of virtual application patterns, where needed. Pattern Engineers implement the preferred practices of pattern development. They make the pattern one that is shared across multiple similar environments and create the transient application information to specify at deployment time. They make the decision about when to use an existing pattern for a given application need or whether application needs require a new pattern. Consulting with the Corporate Security Engineer, they ensure that the corporate standards for OS, security, and middleware are included and satisfied in their patterns.

- **Pattern Developer**
  
  Based on the design of the pattern, as defined by the Pattern Engineer, Pattern Developers create new virtual system patterns and script packages, modify existing patterns, and integrate the work of third parties into these systems. This role includes creating plug-ins for new types of virtual application patterns, where needed. This person is also responsible for updating and maintaining these patterns and plug-ins throughout their lifecycles.

- **Asset Librarian**
  
  This person manages the catalog of assets (images, plug-ins, script libraries, and patterns) across the organization’s set of PureApplication Systems. The Asset Librarian makes sure that the catalog is current and that it contains the correct set of resources for the purpose (development, test, or production) for which each PureApplication System is used. If you follow the practice described in the article about using a standardized version control system for long-lived assets, this role keeps the PureApplication System catalog in sync with the correct versions of the assets that are held in the version control system.

  For more information, see “Preparing for IBM PureApplication System, Part 2: Is your application ready to become virtual?” on developerWorks:


- **Deployment Automation Developer**
  
  This role is responsible for writing and maintaining automation for application installation and configuring and integrating this into the patterns. The person in this role can write custom automation or can manage the integration by using deployment automation tools,
such as IBM UrbanCode Deploy. Because the tools used for deployment automation need to integrate closely with existing continuous integration processes, this person needs to work with the teams that manage continuous integration. Finally, the Deployment Automation Developer needs to collaborate with the application teams and the patterns developer and the architect as they set up deployment automation that complies with corporate policies for deploying code to different types of middleware.

Secondary roles

There are also several secondary roles for Content Enablement:

- **OS Engineer**
  In IT environments that use standard virtualization (not PureApplication System), this is a critical role. OS Engineers decide upon and publish the base VMware or other hypervisor images that all application development and other teams use for middleware installation and configuration. With PureApplication System, this role diminishes, because the base images are included and the middleware is preinstalled, with configuration provided by scripts or by policies. Therefore, this role becomes more of a planning and consultative role that involves understanding fix packs, security patches, and third-party agents that are installed by scripts that run in all virtual systems as part of a corporate standard installation or that are added to virtual applications through the IBM Patterns Development Kit. They serve in a consulting role with Pattern Developers to ensure that standards are implemented as part of the pattern.

- **Database Engineer**
  This role sets corporate guidelines for database implementation and use. These guidelines can be implemented as scripts in virtual systems or as workload standards in DBaaS systems. This person often directs the work of the physical Database Administrator, who is responsible for implementation of those scripts or workload standards.

- **Middleware Engineer**
  As with the other planner roles, Middleware Engineers set guidelines for which versions of middleware are current. They might also be responsible for planning middleware upgrades. With PureApplication System, this is primarily a consultative role carried out in concert with the Application Operations team.

- **Network Engineer**
  A Network Engineer designs and implements corporate networks. This role must take into account bandwidth capacity, infrastructure, and security requirements. Network Engineers can also be responsible for planning potential network expansion, which often involves network modeling, along with traffic prediction and management. Because PureApplication System contains many network components that are built in, this role is related to planning the connection between PureApplication System and the existing corporate network. The Network Engineer often directs the work of Network Administrators.

- **Corporate Security Engineer**
  This role determines security requirements, plans compliance with information security standards, and plans and conducts system vulnerability analyses and risk assessments. In addition, this role plans security systems that are related to networking infrastructure (such as firewalls and related security and network devices), designs public key infrastructures, and guides the implementation of security systems. With respect to PureApplication System, this might include determining the integration of PureApplication System with existing firewall systems, selecting security products for integration with PureApplication System, and validating the compliance of PureApplication System with existing corporate security standards.
> **Build Engineer**

This existing role is responsible for setting up and maintaining the build and continuous integration environments for the organization. The Build Engineer needs to work closely with the Deployment Automation Engineer to define the connections between the organization’s build and deployment processes and the new PureApplication System environment’s deployment capabilities.

### 3.3.6 Solution development

This team (which might be multiple teams) is responsible for developing, testing, and maintaining applications for deployment either on PureApplication System or on other platforms for which PureApplication System is being used as a development platform.

**Application development**

The following are the application development roles:

- **Application Software Engineer**
  
  This existing role is changed slightly by PureApplication System implementation. Software engineers plan, design, and implement the topology and implementation of application systems. They are responsible for middleware selection and for overall application system design. With PureApplication System, the role changes to enable software engineers to start from a set of common pre-built patterns that describe template application topologies. Therefore, an application engineer might select patterns from a patterns catalog and deploy new instances to an environment. Those instances are provided through an Environment profile. This results in better repeatability between different environments (development, test, and production). Engineers can then focus on the internal design of the application software for which they are responsible.

- **Application Security Engineer**
  
  This role is responsible for the design and implementation of security solutions within a single application. This often includes addressing concerns such as login, single sign-on, authentication, and authorization within an application. As with the Application Software Engineer, PureApplication System adoption simplifies this role, because there is a greater potential of reuse of existing design solutions that are captured as repeatable patterns.

- **Application Developer**
  
  The responsibilities of this existing role are not significantly changed by PureApplication System. One difference, though, is that when development and test systems are deployed to PureApplication System, developers have a consistent place to test their code. There is another change worth noting if Application Developers in your organization use the WebSphere Application Server administration console (or other middleware user interface) for deployment, and for setting server configurations: Rather than using the console, it is better to specify all configurations as script packages or policies so that consistency can be maintained across all environments.

- **Application Tester**
  
  This is another existing role that is little changed by PureApplication System, except that testers work within a test environment that is consistent with development and production environments. One small change is that after a test system is described in PureApplication System, it does not need to remain running during times when active testing is not taking place. It can be “turned off” by stopping the corresponding pattern instance, and then easily and quickly “turned on” any time by restarting the pattern instance. This enables much better overall system use and better resource allocation.
**Database development**
The following are the database development roles:

- **Database Application Developer**
  This existing role uses tools from your database vendors and creates application-specific DDLs, queries, stored procedures, and other application information storage and retrieval artifacts. There is little change in this role when you adopt PureApplication System.

- **Database Application Administrator**
  This existing role administers and tunes client-specific databases, updates existing databases to new DDLs, migrates data, and tunes application-specific queries and stored procedures for optimal performance. There is little change to this role with PureApplication System.

Table 3-1 on page 47 shows which of these roles are high, medium, and low touch in terms of how much of the person's time is spent on supporting PureApplication System:

- **High:** Once every 1 - 7 days
- **Med:** Once every 15 - 90 days
- **Low:** Less than once every 90 days or when needed
Table 3-1  Roles and support times for suggested organizational structures

<table>
<thead>
<tr>
<th>Role</th>
<th>Primary or consulting</th>
<th>New role for PureApplication</th>
<th>Touch level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data center operations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PureApplication System Admin</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td>Physical Cloud Admin</td>
<td>P</td>
<td>Y</td>
<td>Med</td>
</tr>
<tr>
<td>Security Admin</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Network admin</td>
<td>C</td>
<td>N</td>
<td>Med (Medium)</td>
</tr>
<tr>
<td>Facilities Ops</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Storage Admin</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Data Center Ops (Network Ops Center)</td>
<td>C</td>
<td>N</td>
<td>Med</td>
</tr>
<tr>
<td><strong>Application operations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application Cloud Admin</td>
<td>P</td>
<td>Y</td>
<td>Med</td>
</tr>
<tr>
<td>Middleware Admin</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td><strong>Finance and compliance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Manager</td>
<td>P</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Audit Manager</td>
<td>P</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Content enablement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pattern Engineer</td>
<td>P</td>
<td>Y</td>
<td>High</td>
</tr>
<tr>
<td>OS Engineer</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Network Engineer</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Security Engineer</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Database Engineer</td>
<td>C</td>
<td>N</td>
<td>Low</td>
</tr>
<tr>
<td>Middleware Engineer</td>
<td>C</td>
<td>N</td>
<td>Med</td>
</tr>
<tr>
<td>Pattern Developer</td>
<td>P</td>
<td>Y</td>
<td>High</td>
</tr>
<tr>
<td>Asset Librarian</td>
<td>P</td>
<td>Y</td>
<td>High</td>
</tr>
<tr>
<td>Deployment Automation Developer</td>
<td>P</td>
<td>Y</td>
<td>High</td>
</tr>
<tr>
<td>Build Engineer</td>
<td>C</td>
<td>N</td>
<td>Med</td>
</tr>
<tr>
<td><strong>Solution development</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application Software Engineer</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td>Application Security Engineer</td>
<td>C</td>
<td>N</td>
<td>Med</td>
</tr>
<tr>
<td>Application Developer</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td>Application Tester</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td>Database Application Developer</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
<tr>
<td>Database Application Administrator</td>
<td>P</td>
<td>N</td>
<td>High</td>
</tr>
</tbody>
</table>
One of the key aspects of adopting a new technology is that such a major change cannot be accepted by an organization all at once. It takes time to transition roles and responsibilities between parts of an organization, and it takes time to train people to take on new roles. Moreover, with any new technology, there is an inevitable learning curve that an organization must go through to become productive with the new technology.

To help you overcome this learning curve, a standard organizational effort that IT teams can put in place is a Center of Excellence (COE). IBM has a long track record of helping IT teams adopt new technology by introducing Centers of Excellence (beginning with Java, through service-oriented architecture, or SOA). We continue by helping clients establish these centers for PureApplication System.

### 3.4 Structure of a PureApplication Center of Excellence

Early in the adoption of PureApplication System, the members of your Center of Excellence can take on most of the new roles that are described in 3.3, “Roles for PureApplication System implementation” on page 39. However, a critical principle and a responsibility of a COE is to, in effect, “work itself out of a job,” as opposed to becoming a department that grows larger over time. Instead, the COE focuses on training and equipping other teams to take over many of the tasks that are associated with PureApplication System.

The COE is where new knowledge about PureApplication System is acquired in the organization, and it is responsible for spreading that knowledge to the other teams. For example, Application Development teams need training in what patterns are, how they affect their development, and how to perform automated deployment by using the workload console. Systems Administrators on the Operations team need training in how to read the logs and graphs in the system console.

IBM representatives can help by providing initial individualized and large-group training for these roles, but the day-to-day support needs to come from the COE. After the key work of setting up policies for managing and governing assets and then training the various teams in what those policies are and how they are implemented in everyday operations is complete, the COE can begin to wind down to only the core Content Enablement aspect.

In general, the COE works best when split into two teams:

- Content team
- Infrastructure team

This follows the overall split of PureApplication System into the system console and workload console. It is also based on a natural division of labor that most organizations already follow.

### 3.4.1 Task division for Center of Excellence subteams

The Content team is responsible for managing and maintaining the patterns catalog. That includes obtaining patterns and new pattern versions from IBM, creating and maintaining script packages, creating customer-specific pattern versions, and maintaining all pattern versions. They are also involved in helping Operations maintain existing pattern instances. They work almost exclusively in the workload console. The Content team is also responsible for governance of the shared intangible assets (patterns, images, and script packages).

The Infrastructure subteam is responsible for configuration and management of the overall rack and its internal infrastructure. That includes both the physical cloud infrastructure elements and the virtual cloud infrastructure elements described earlier. This team is
responsible for monitoring the PureApplication System infrastructure, managing security policies, and handling backups and restores, capacity management and management of the shared physical resources.

Considering the preferred practices that we describe in this chapter and those in the article cited at the end of this section, the centralized Content team is responsible for building all virtual system patterns. Likewise, if any new virtual application pattern components are to be built by using the Patterns Development Kit, it is best that this team is responsible for that development. Given this set of responsibilities, we advise that the Content team include at least a small number of experts in each discipline who are responsible for building and maintaining the standard patterns for each technology. For example, this might include experts for middleware, master data management (MDM), business process management, and so on). They do so with input from the application development team, which provides requirements for the new patterns. The Content team functions best with help and guidance from IBM experts. This is especially true during the startup phase of the COE, where they can provide specific training in PureApplication System pattern development.

For more information, see “Best practices for patterns adoption in IBM PureApplication System” on developerWorks.


3.4.2 Moving to round-the-clock operations

In most cases, the COE needs to take on many of the operations roles until the Operations team learns how to carry out those functions. Therefore, the COE needs to provide training for the Operations team on what happens day-to-day, such as these processes:

- Deploying production instances
- Monitoring the pattern instances and infrastructure
- Applying maintenance updates
- Handling backup and restore operations
- Overseeing governance
- Managing system capacity

As part of the transition plan, the COE needs to set up specific escalation procedures so that the Operations team knows when to contact the COE for incident resolution. Likewise, the COE needs to set up asset governance policies for implementation by the Operations team. The COE also defines the changes to the Information Technology Infrastructure Library (ITIL) processes for the Operations team to follow.

An initial step toward the new approach is to adopt procedures to ensure that transient assets are deprovisioned and returned at appropriate times. These procedures reinforce the concept that environments are not long-lived. This enables the use of a self-service model for the development and test systems through which application development teams can deploy new pattern instances of standard patterns. They can use these instances freely within the bounds of the policies set by the Patterns team regarding what can be changed, how application artifacts are managed and packaged, and how long instances can be kept in place without being used.

Likewise, when the Patterns team develops a new version of a standard pattern, the Operations team can then put a time limit on how long the previous version is to be supported in development and test environments. It is the responsibility of the Application Development team to provision the new version of the pattern and to automatically deploy application resources (EAR files, configuration files, and so on) for the new version within that time limit of support.
A final step is to automate these processes. When the governance processes are established and automated, so that they can be efficiently carried out by the Applications Development and Operations teams, this enables the COE infrastructure team to plan a graceful exit from the stage. Similarly, the Patterns team can decrease in size over time, as fewer new patterns are built or customized. This happens after the Applications Development teams move to adopting off-the-shelf patterns or to reusing existing customized patterns.
Chapter 4. Workload practices for patterns

The pattern-based deployment approach of IBM PureApplication System has changed the relationship between system development and operations and the roles within those teams. Organizational and operational practices must be adopted to maximize the potential of PureApplication System and to realize the efficiency and total cost of ownership benefits that are possible.

This chapter outlines the preferred practices to help you be successful in integrating PureApplication System into your IT governance policies and data center management strategies. It covers the following practices:

- Browse the PureSystems Centre for relevant assets
- Use a virtual application pattern to add new applications
- Migrate the Java application before you use patterns
- Use images and patterns as delivered when possible
- Decide which tool to use if you customize virtual images
- Split patterns along key interfaces
- Separate the configuration and application from topology
- Automate your lifecycle steps
- Think of environments as short-lived assets
- Develop and test script packages on the target platform
- Set the time zone
- Pass passwords as parameters in script files
4.1 Browse the PureSystems Centre for relevant assets

In the PureSystems Centre, you can access patterns from IBM and IBM Business Partners, updates to systems and patterns, and expertise for maximizing the benefit of systems and patterns. PureSystems patterns are part of a broad portfolio of solutions that accelerate deployment and simplify management for cloud, business, and infrastructure applications. Most of the patterns and solutions released by IBM or partners are available through the PureSystems Centre:


4.2 Use a virtual application pattern to add new applications

When designing a new application, consider using a virtual application pattern (VAP). These included patterns provide additional capabilities, such as more granular control over elasticity and built-in monitoring. A VAP enables you to take advantage of an existing supported OS and middleware layer so that you can focus only on the application that you are deploying.

Figure 4-1 on page 53 shows the design palette for building a VAP. You provide only the application enterprise archive (EAR) file, database Data Definition Language (DDL) file, and LDAP details to deploy. You can add policies to control the runtime behavior. When you deploy this pattern, the system provisions environments for the application server, database, and connections to the defined user registry.
No knowledge of the underlying OS or middleware configuration is required. There are two advantages to this approach:

- It minimizes the number of unique environments that need to be managed to keep the focus on the individual applications.
- It leads to a shorter development and deployment cycle, resulting in a faster time to market, which ultimately lowers costs.

Developers can use the IBM Workload Plug-in Development Kit (PDK) to build the components that they need to build virtual application patterns. It is available at no charge: [http://ibm.co/1i0bTxI](http://ibm.co/1i0bTxI)

The IBM video about Virtual Application Patterns in PureApplication System is also helpful: [http://www.youtube.com/watch?v=ysi_asvzcxw](http://www.youtube.com/watch?v=ysi_asvzcxw)

Figuring out how to best meet your organization’s needs requires thought and planning, of course.

### 4.3 Migrate the Java application before you use patterns

Although their inherent simplicity and ease of use make virtual application patterns attractive, when you are working with an existing Java Platform, Enterprise Edition (Java EE) application, keep the following factors in mind:

- Ensure that the application runs on a version of middleware that PureApplication System supports.
- If you are running Java EE on IBM WebSphere Application Server Version 6.1, be aware that V6.1 reaches end of service (EOS) soon.
  - WebSphere Application Server 6.1 is not available or supported on PureApplication System installations.
  - You must migrate Java EE to WebSphere Application Server V7.0, V8.0, or V8.5.
  - Using the WebSphere Application Migration Toolkit helps when migrating Java EE applications to a newer version of WebSphere Application Server. It quickly identifies problematic code in the application.


### 4.4 Use images and patterns as delivered when possible

Avoid unnecessary customizing, because IBM releases fixes and updates that can be applied directly only to as-delivered materials. Therefore, use the provided WebSphere Application Server Hypervisor Edition images, rather than build your own. Unnecessary customization of images can fill disk space and create confusion when selecting the correct image to use to build a pattern.

Also, remember that every time a new image is created, it must be maintained and managed as an individual unit. This means that OS, middleware, and other patches must be applied
directly to the image. This has an impact on overall management overhead, so there is a trade-off when considering when to extend an existing image. Does reducing deployment time outweigh the increase in management overhead?

Before customizing an image by using Extend Capture functionality or using the Image Construction Composition Tool (ICCT), consider whether you can do what you want to do by using a script. It is best to write scripts in a way that they fetch the necessary components from a centralized repository when the script runs.

4.5 Decide which tool to use if you customize virtual images

Although the guidance in 4.4, “Use images and patterns as delivered when possible” on page 53 discourages the creation of new images, you might occasionally need to customize a virtual image.

The ICCT uses Extend and Capture. However, the tool provides the following additional capabilities that are not available with Extend and Capture:

- Visibility: Keeps a record of the software bundles that you have added
- Reuse: Same bundle can be added to multiple images
- Variability: Ability to add deploy-time parameters directly to an image
- Repeatability: Same customizations can be reproduced with the touch of a button
- Prerequisite checking: Up-front checks for OS and software compatibility
- Portability: Same images can be constructed across multiple clouds
- Usability: Start with existing images
  - Use your own customized OS
  - Your images need to be supported by PureApplication System
- Community content. Sample bundles available

Given the advantages, if you cannot use scripts, it is better to use the Image Construction Composition Tool if you need to customize the images that are included with PureApplication System.

4.6 Split patterns along key interfaces

A common question is: “How big does a pattern need to be, and what does the scope of applications need to be?” For example, must all applications be contained within a single pattern, or can an application spread across patterns? In general, there is no single answer to these questions, because the term application means different things to different people and organizations. In some organizations, a single application might be only a single EAR file running on an application server. In other organizations, a single application might spread over multiple run times, including database runtimes, application server runtimes, portal server runtimes, and enterprise service bus (ESB) runtimes.

So instead, the questions need to be rephrased to, “How do you determine the correct scope of a virtual system pattern?” and “How do you determine the correct scope of a virtual application pattern?” For these more tightly defined questions, there are basic principles that you can apply.

Essentially, a single pattern must contain only components that are directly related to each other. It cannot contain components that are shared by any components outside of the pattern unless all of those components are shared.
Take the example of two applications: a Web Banking application and a Wealth Management application. They each have EAR files that are deployed to application servers. They both access some common information in a shared Customer Accounts database. However, the Wealth Management application also relies on information from a Portfolios database that the Web Banking application does not use. In this case, it is better to divide these applications into three patterns, along the following lines:

- Pattern 1: Web Banking application servers and web servers
- Pattern 2: Wealth Management application servers, web servers, and Portfolios database
- Pattern 3: Customer Accounts database

Now, any changes that happen to the individual applications are localized to the specific patterns that are affected by those changes. If a change needs to be made to the Web Banking application, the Wealth Management application continues to function unhindered, and vice versa.

4.7 Separate the configuration and application from topology

When you build a virtual system pattern (VSP), you are essentially describing a general topology where you can deploy transient application assets. If you build a clustered WebSphere Application Server pattern that connects to a stand-alone instance of IBM DB2 Enterprise Server Edition, the pattern can be used for many different applications that require that same topology. What differs for each particular application is detailed application configuration information, such as Java virtual machine (JVM) configuration (heap size, and so on) and critical application assets, such as EAR files and DDL. In a large organization with many applications, if each application builds its own pattern, the organization ends up with a proliferation of nearly identical patterns in the library. From an asset management perspective, it becomes challenging to manage, maintain, and track all of those patterns.

Therefore, it is best that the VSPs not include purely application-centric information in the scripts that they run. Instead, the scripts can read in that kind of specific information when they run during the deployment process, as configuration from a shared repository of information or from instance-specific locations that are specified as part of the deployment process. This encourages reuse of each virtual system pattern and reduces the total number of virtual system patterns that must be managed. This also fits with the tooling and policies that most development and operations teams already have in place for handling application builds and automated deployment. It then becomes a matter of taking the tools that the IT department is already productive with and integrating them into the PureApplication System structure.

PureApplication System includes the Advanced Middleware Configuration tool, which can be used to separate configuration information from the specific deployments. For more information, see the IBM developerWorks article titled “Preparing for IBM PureApplication System, Part 4: Onboarding applications to the cloud using the Advanced Middleware Configuration tool V1.1:”


Another possibility is to use IBM UrbanCode Deploy to automate artifact deployment to your pattern instances. For more information, see the UrbanCode Deploy web page:

4.8 Automate your lifecycle steps

PureApplication System contains two broad classes of assets: transient assets and shared assets. Transient assets, in particular virtual system pattern instances, have a specific lifecycle that is managed by an operations team (in production), or by a development team (in development), or by a combined development and operations teams in both environments. Most of the steps in this lifecycle can be automated. Consider the example of the lifecycle of a virtual system pattern instance shown in Figure 4-2.

Although it does not consider the possibility of patching a running virtual system instance, in this simple example, a newly provisioned pattern instance (for example, in a development and test environment begins in the started state). At any time, an administrator can stop the virtual system instance. This does not release the reserved resources in the cloud, but does terminate the virtual machines that make up the virtual system. The administrator can then store the virtual system, which does release the resources but keeps the virtual system instance available for redeployment at any time. All of these functions are available through the Instances → Virtual Systems menu in the Workload console.

An IT organization must set up policies regarding how long an instance is to stay in each of these states and under what conditions the instance moves from one state to another. If an instance is not used for a period of time (which can be verified by referring to the HTTP server’s web logs), it can be stopped. It can remain in that stopped state for a fixed period of time before the owner restarts it, or it can be moved to the stored state. Finally, if an instance is in the stored state and has not been started for some time, it can be deleted.

After these policies are established and validated over time, it is best to automate the policies. This guarantees that they are enforced consistently and that the shared resources of the PureApplication System are used efficiently. The PureApplication System command-line interface (CLI) and REST API contain functions that you can use to query the state of a virtual system pattern instance and to start, stop, store, or delete that instance. You can either write scripts to automate these functions and implement the defined policies, or you can write programs that manage this through the REST interfaces.
The CLI and REST interfaces also contain functions to automate the patching and fix application processes for virtual system patterns. That is a more complex case, so you must handle it with care. In many cases, it is better to simply replace the instance with another one at the newer patch level.

4.9 Think of environments as short-lived assets

Many existing IBM clients have WebSphere Application Server cells and other system environments with long product lifetimes. Usually, it takes a major version upgrade or something of similar magnitude to motivate a team to decommission an environment and create a new one. These are often long and complex processes in conventional environments. However, PureApplication System makes the creation of a new environment a fast and painless process. This leads to a major change in the way that environments are viewed, based upon the amount of effort that is required to create or re-create the environment.

If all of the important configuration information is stored in a pattern, as opposed to only in the configuration files of the cell, it is easier to simply re-create the cell for any significant change to the configuration. This is true even when you are merely adopting a new point release of WebSphere Application Server or other middleware. In PureApplication System, the two cells can even run side-by-side for a few days or weeks until it is apparent that the new cell is functioning normally. At that point, the old cell can be deleted, with the assurance that it can be re-created at any time if necessary. Another change that we have seen is that clients were building only a few, large cells because of the complexity of creating the cells. However, when this can be done simply from a pattern, it becomes possible for each project to be contained within its own cell, which results in smaller cells and more of them.

The major change to the way in which operations teams work is that when they adopt this pattern, they must move all administrative aspects into scripts. Although you can perform an administrative action, such as setting a tuning parameter or installing an application, in the console for that middleware (the WebSphere Application Server console, for example), it is best to also create a script that performs that same action and attach that script to the virtual system pattern definition. This enables the re-creation of the environment exactly at any time and ensures that you can quickly adapt to both planned and unplanned failures.

4.10 Develop and test script packages on the target platform

If you write any customization scripts, write them on the target platform. Even Linux and IBM AIX® platforms, the two that PureApplication System supports, have subtle differences in the way that the shell behaves. Also, some of the utilities that work on Linux might not be available on AIX.

Another common problem is scripts that were written in Notepad on a Microsoft Windows platform. When you upload the script to Linux, it adds control characters at the end, and that causes scripts to fail. You can use utilities (such as dos2unix) to convert those scripts.

In terms of debugging, add as much debugging as possible, because that is the only way of figuring out problems. You can usually view log files in the PureApplication System console, as shown in Figure 4-3 on page 58.
Another thing to keep in mind is that any scripts that are added to a pattern are executed as root user on the virtual machines. This might cause problems, because middleware such as WebSphere Application Server runs as non-root user, so any directories that have been touched by the script that is running under root user are not accessible. Therefore, the preferred practice is to switch the user from within your shell script when necessary, as Example 4-1 shows.

**Example 4-1   Switch user command**

```
su virtuser -c "./nextShellScript.sh"
```

## 4.11 Set the time zone

You can set your local time zone in PureApplication System by selecting **System Console → System → Settings**. However, any virtual machines that are deployed as part of a pattern deployment are usually set to use UTC as the time zone. This can cause confusion in some cases, especially when you are trying to correlate logs with systems running outside of PureApplication System. Use the simple script shown in Example 4-2 to force the deployed VM to use the same time zone as PureApplication System.

**Example 4-2   Simple script to change time zone**

```
#!/bin/sh

echo "export TZ=CET-1CEST-2,M3.5.0/02:00:00,M10.5.0/03:00:00" > /etc/profile.d/TZ.sh
```

## 4.12 Pass passwords as parameters in script files

There are several occasions when you need to externalize parameters that are used during the execution of scripts when you need them to customize a pattern deployment. By default, before you run a script package in your virtual machine environment, the script package parameters are written automatically to the `/etc/virtualimage.properties` file. If you want to manually run the script again later, you must use the `/etc/virtualimage.properties` file as the source to repopulate your environment with the parameters that the script needs to run successfully.

This is not a good practice. The environment properties that are written to the `/etc/virtualimage.properties` file must be only those that are defined or provided by the virtual image. Design your script packages so that they do not depend on those parameters being available in this file.

However, there might be other situations when you do not want the script package parameters to be written to the `/etc/virtualimage.properties` file. For example, if your script package parameters include password parameters, such as parameters that contain the text...
string password in the name or parameters of the password type, the values for these password parameters are written to virtualimage.properties file in clear text. That might be a security concern in your environment.

As a preferred practice, in most situations, prevent script package parameters from being written to the /etc/virtualimage.properties file by including the envonly (environment only) attribute in the extendedattributes.json file in your script package.

Define the envonly parameter in the extendedattributes.json file, as shown in Figure 4-4.

```
{
    "envonly": "true"
}
```

*Figure 4-4  Setting the envonly parameter*

If the envonly value is set to true, script package parameter values are set only in the environment and are not written to the /etc/virtualimage.properties file. This is the preferred setting. If the value is set to false, script package parameter values are set in the environment and are written to the /etc/virtualimage.properties file. This is the default value. If this file is not included in your script package, the default value of false is assumed.

For more information, see the IBM developerWorks article titled “Best practices for patterns adoption in IBM PureApplication System:”

Chapter 5. High availability of the system

High availability (HA) in IBM PureApplication System is divided into two aspects: hardware redundancy and software configuration. Hardware redundancy provides the ability to have another component of the same type take over the work. The configuration of the software is also taken into account for this redundancy. If the software running on the system detects a failure, the partner component can take over the work. PureApplication System configures the hardware and hypervisor in HA pairs to maintain redundancy in the system.

This chapter focuses on how PureApplication System helps provide highly available clouds and how patterns take advantage of this configuration. The guidance also considers the placement algorithm that is used in PureApplication System in addition to the different types of models.

This chapter covers the following topics:
- Cloud management
- Placement algorithm
- Cloud configuration
5.1 Cloud management

To make a cloud highly available, the System Administrator needs to include at least two compute nodes in the cloud. This initial step provides hardware redundancy from a compute node perspective, in addition to specific configuration driven into the virtualization components to make them highly available and able to recognize their partners.

One more piece of information to keep in mind is the PureApplication System type. A mini system includes a single chassis, but enterprise systems include three chassis. In an enterprise system, you can ensure high availability by configuring the cloud to span these chassis in case there is a chassis failure.

The other component that you must understand is the placement algorithm use in PureApplication System for resource use. The processor and memory portion of the algorithm is on a cloud basis and takes into account the number of compute nodes that are assigned on each cloud. It is also model-specific, so Intel and IBM PowerVM® systems behave differently in terms of resource reservation and allocation.

5.2 Placement algorithm

In PureApplication System, the placement algorithm ensures that there are sufficient resources during deployments by starting and stopping virtual machines.

When you deploy a pattern into a cloud group, the system ensures that sufficient memory and processor resources exist for each virtual machine in the pattern. To calculate the total amount of memory and processor resources that are available for new deployments, the following resources are subtracted:

- The memory and processor resources that are used by the hypervisor
- The memory and processor resources that are reserved for migrating virtual machines when a compute node is suspended
- The memory and processor resources used by virtual machines on the compute node

The remaining amount of memory and processor resources is available for new deployments. This amount might differ from the amount of memory and processor use of a compute node.

Specific amounts of memory and processor resources are reserved for migrating virtual machines when a compute node is suspended. The reserved memory and processor resources are not available for new deployments, but they might be used when a compute node is suspended, such as when a compute node is removed from a cloud group or is placed into maintenance mode. The amount of memory and processor resources that are reserved on a compute node is based on the number of compute nodes within the cloud group. If there is a single compute node in a cloud group, no memory and processor resources are reserved. If there are two or more compute nodes in a cloud group, the amount of memory and processor resources for a single compute node are reserved and divided evenly among all of the compute nodes in the cloud group, minus the memory and processor resources that are used by the hypervisor.

On an Intel system, the calculations that follow are taken into consideration. Use these guidelines to calculate the amount of memory and the cores.
To calculate the amount of memory available for deployments, in MB, use the following examples. For these calculations, we used the lowest value of 262,116.

- For one compute node:
  \[262,116 - 6,144\]

- For more than one compute node:
  \[(262,116 - 6,144) \times \left(\frac{\#_{\text{compute nodes}} - 1}{\#_{\text{compute nodes}}}\right)\]

**Reserved memory:** 6 GB of memory are reserved for VMware.

To calculate the number of cores available for deployments, use the following examples:

- For one compute node:
  \[16 - 1.6\]

- For more than one compute node:
  \[(16 - 1.6) \times \left(\frac{\#_{\text{compute nodes}} - 1}{\#_{\text{compute nodes}}}\right)\]

**Reserved cores:** 10% of the cores are reserved for VMware.

For each VM that is deployed, VMware allocates a certain amount of overhead in addition to the amount of memory that is used by the VM. Based on various data points, you can calculate the amount of overhead, in MB, by using this example:

\[13.87 + (4.5 \times \#_{\text{virtual cpus}}) + (0.0075 \times \text{virtual memory in MB})\]

You might need to adjust the calculations, based on new data points.

On an IBM PowerVM system, take the calculations that follow into consideration.

**Calculations:** The numbers that are used in these calculations are based on a fully populated compute node. The total amount of memory and the number of processor cores are the values that are returned by IBM Systems Director VMControl™.

To calculate the amount of memory available for deployments, in MB, follow these steps. This example uses a value of 524,288 MB for the memory per compute node:

Start with the memory per compute node, and calculate 6% for memory overhead:

\[524,288 \times 0.06 = 31,457\]

To calculate the amount of overhead, round the result up to the nearest 512 MB value:

- 31,457 / 512 = 61.44
- 62 * 512 = 31,744

Calculate the amount of available memory, in MB:

\[524,288 - 31,744 = 492,544\]
For each VM that is deployed, an overhead of 12.5% is allocated for the processor. That is, 28 physical processors are available for VM deployment.

## 5.3 Cloud configuration

It is important to keep the model and type of the system in mind when you are making decisions about cloud environments. If high availability is important, the number of chassis and number of potential compute nodes in the model are also important factors to consider. The following tables describe the configuration, based on the model and type, the compute node, and the core count.

We suggest a minimum of three compute nodes for each cloud and no more than three clouds in a system. For compute nodes, that gives you extra safety. If one compute node fails, there is redundancy in the system.

Table 5-1 shows the cloud:compute node suggestions for mini systems.

<table>
<thead>
<tr>
<th>Number of clouds</th>
<th>Type (brand)</th>
<th>Number of compute nodes in system</th>
<th>Number of cores</th>
<th>Number of compute nodes per cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intel</td>
<td>2</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>1 2 (not advisable)</td>
<td>Intel</td>
<td>4</td>
<td>64</td>
<td>4 2</td>
</tr>
<tr>
<td>1 2</td>
<td>Intel</td>
<td>6</td>
<td>96</td>
<td>6</td>
</tr>
<tr>
<td>1 2</td>
<td>Intel</td>
<td>8</td>
<td>128</td>
<td>8 4</td>
</tr>
<tr>
<td>1</td>
<td>IBM Power</td>
<td>2</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>IBM Power</td>
<td>2</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>IBM Power</td>
<td>3</td>
<td>96</td>
<td>3</td>
</tr>
<tr>
<td>1 2</td>
<td>IBM Power</td>
<td>4</td>
<td>128</td>
<td>4 2</td>
</tr>
</tbody>
</table>
Table 5-2 shows the cloud:compute node suggestions for enterprise systems.

<table>
<thead>
<tr>
<th>Number of clouds</th>
<th>Type (brand)</th>
<th>Number of compute nodes in system</th>
<th>Number of cores</th>
<th>Number of compute nodes per cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intel</td>
<td>6</td>
<td>96</td>
<td>6, 3, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>8</td>
<td>128</td>
<td>8, 4, 3, 3, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>10</td>
<td>160</td>
<td>10, 5, 3, 3, 4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>12</td>
<td>192</td>
<td>12, 6, 4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>14</td>
<td>224</td>
<td>14, 7, 5, 5, 4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>24</td>
<td>384</td>
<td>24, 12, 8</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Intel</td>
<td>38</td>
<td>608</td>
<td>38, 19, 12, 12, 14</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>3</td>
<td>96</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>4</td>
<td>128</td>
<td>4, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>5</td>
<td>160</td>
<td>5, 3, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>6</td>
<td>192</td>
<td>6, 3, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>7</td>
<td>224</td>
<td>7, 3, 4, 3, 2, 2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>12</td>
<td>384</td>
<td>12, 6, 4</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IBM PowerVM</td>
<td>19</td>
<td>608</td>
<td>19, 10, 9, 6, 6, 7</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Lifecycle and maintenance

This chapter focuses on IBM PureApplication System maintenance and how to plan before, during, and after applying fixes to the system. It explains the built-in expertise that manages updates through an easier, automated workflow. The information includes links to details about what is updated when fixes are applied to the system, so that there are no surprises.

System and workload updates are covered in the following topics:

- IBM PureApplication System maintenance
- System maintenance
- Workload maintenance
6.1 IBM PureApplication System maintenance

Maintaining a system involves coordinating multiple roles and actions to avoid major issues and outages of running applications. The pieces of the system must be updated periodically, and that requires different actions to keep the system running properly. Maintaining those pieces requires a close review of dependences to ensure that there are no surprises.

6.1.1 System components

The following components make up the system:

- **Management software:**
  - IBM PureSystem Management
  - Intel VirtualSystem Management or IBM Power FlexibleSystem Management
- **Hardware firmware:**
  - Chassis
  - Network
  - Storage
  - Compute nodes

6.1.2 Automated maintenance frameworks

IBM PureApplication System automated maintenance is based on two frameworks for update processes to provide the required flexibility. The frameworks can be broken down into two scenarios:

- **System**
- **Workload**

You can look at PureApplication System as an appliance for the *system* scenario of the maintenance. It provides built-in expertise that helps reduce the manual work that updates normally involve.

PureApplication System treats each pattern and pattern instance as a *workload* scenario to help provide a separate management lifecycle to the deployed applications and future deployments.

The workload consists of the following components:

- **Deployed VMs:**
  - Operating system
  - Middleware
  - Application
  - Data
- **Virtual application patterns**
- **Virtual system patterns**
- **Virtual appliance patterns**
- **Database patterns**

The PureSystems Centre offers a convenient way to get optimized content, fixes, updates, and access to IBM and IBM Business Partner expertise:

6.1.3 Client responsibilities

As the client and owner of the system, it is your responsibility to configure backup tools for the entire machine, the artifacts in the catalog, and the data within the virtualized environments. You can use traditional backup tools and techniques, such as those offered through IBM Tivoli Storage Manager to back up your IBM DB2 database. It is also your responsibility to deploy the data backup agents by using a custom script package that is configured for each instance, to offload a copy of the backup to remote storage, and to ensure proper functioning.

System-wide backup is covered in 2.9 and 9.5 of Adopting IBM PureApplication System V1.0, SG24-81130:

For more information about system-wide backup, see “Backing up the system” in the IBM PureApplication System W1700 Information Center:
http://pic.dhe.ibm.com/infocenter/psapps/v1r0m0/topic/com.ibm.ipas.doc/systemconsole/c_backuprestore.html

Another preferred practice is inventory management. Be sure to answer these questions:
- Which instances are running?
- Who owns each deployment or catalog component?
- Does upgrading or updating a running instance require a formal change process?

Some of these items are part of traditional asset management, which is not an inherent part of IBM PureApplication System. Therefore, asset management is not covered in this book. However, IT asset management can be part of your larger infrastructure environment. For information, see these IBM Redbooks publications:
- Deployment Guide Series: Tivoli IT Asset Management Portfolio, SG24-7602
  http://www.redbooks.ibm.com/abstracts/sg247602.html
- IT Asset Management Processes using Tivoli Asset Manager for IT, SG24-7601
  http://www.redbooks.ibm.com/abstracts/sg247601.html

6.2 System maintenance

The system is treated as an appliance. Therefore, there is a single package that can update all of the software and firmware that make up the system. This single package is referred to as a fix pack. IBM sends a new fix pack periodically to make sure that all of the hardware firmware and management software is kept up-to-date and to provide new features and improved stability.

There are also emergency fix patches that can be applied, similar to a fix pack, to update a smaller group of the system in a coordinated fashion.

The system has another package called a group fix, which contains the internal components of the system workload pieces, such as monitoring, Advanced Middleware Configuration for PureApplication System, Java patterns, and so on. This group fix provides the recommended workload fixes as a base for other workloads to use.

Currently, an IBM service representative comes to your site and applies the system fix pack. In the future, you will be able to load the system fix packs and apply them to your system. However, these same practices still apply no matter who applies the system fix pack.
Before applying the fix pack, review what is new in the fix pack level in this information center web page, so that you understand what is going to happen when the system is updated.

For more information, see “What's new in this release” in the IBM PureApplication System W1700 Information Center:


“What's new in this release” explains the new features that the fix pack will add to the system. These fixes do not change what you have done previously with the system, but they can help simplify a particular action or provide more capabilities. For example, in PureApplication System Version 1.1.0.1, there is a new feature in system monitoring called the External System Monitoring service. This feature allows you to push the workload monitoring agent data to an external IBM Tivoli Monitoring data center. It makes integration of the PureApplication System with the data center tighter and smoother.

Reviewing the details on that web page helps ensure that you do not encounter surprises with the new features, so that you can plan for those changes.

Before applying any of them, be sure to review the fix list and release notes for each fix pack on the Related information for IBM PureApplication System recommended fixes web page:


The fix list and release notes provide details about what was fixed, not the new features. Most of these are not very exciting, because they make something that was broken work. But there can be a few items that correct something that worked one way but now works differently, as it was designed to work. These fixes are the surprise items for many people, because the PureApplication system worked for them one way and, after applying the upgrade, it stopped working. That is why it is so important to review the fix list and release notes before proceeding, so you know what to expect.

For example, a REST API that someone found in the PureApplication System, which was not documented in the information center, changed where security restricted the call that was open for others. This was a good fix that secured the system, but when someone wrote a script based on that REST API and then applied the fix, the script no longer worked. That caused frustration and required problem-solving time. So be sure to review the list of fixes to see whether any of the items changed in areas that you might have discovered and used.

After the upgrade, review the individual levels of the system to verify that they were all updated. To find the individual piece levels that make up the system, use the System Console, and select the Setting menu from the System drop-down menu. On the Setting page, find the System Maintenance Report section, which lists all of the levels. You can download this list as a CSV file so that you can sort it and mark the correct levels.

Next, check the expected levels of the individual pieces that make up the system for the specific PureApplication System fix pack level on the Supported firmware and software in PureApplication System web page:


Doing this comparison verifies that the update properly updated all of the pieces to the correct levels and did not skip anything.
6.3 Workload maintenance

Workload maintenance has a packaging release that is similar to the system maintenance, where each workload product, hypervisor image, or pattern type, has a fix pack release. A group fix can also be released. It is a list of recommended fixes for that specific pattern’s middleware or OS. The workload maintenance can also have emergency fixes to patch items quickly.

The major difference to remember is that workload maintenance gives you more control of which new deployments of a pattern or existing pattern instances get the updates. With this control, you can move new deployments to the newer updates, yet let existing pattern instances roll forward based on their schedules.

With PureApplication System, the system is preloaded and pre-entitled to specific software. For each system fix pack, IBM publishes the fix levels for the fixes that are released. This explains what new levels of pre-entitled content are available for your workloads. It also helps you verify whether your system is up-to-date on a specific workload that is included with the system. Check the PureSystem Centre for the latest updates for all other workloads that you added to the system.

For more information, see the System maintenance and pre-entitled component updates on the PureApplication System Version 1.1.0.1 web page:


6.3.1 Maintaining and updating catalog components

Important: The system administrator’s job can become overly complex by allowing too many people to generate too many catalog components. It is best to keep creation rights and the number of different patterns under control. Consider adding different configuration parameters between the different environments. At deployment time, you can use the same deployment scripts and rely on an internal web distribution server to retrieve the configuration data for a particular environment.

Emergency fixes

Virtual system instances can require maintenance to the product code and the operating system. Rather than accessing each virtual machine, you can apply interim fixes and fix packs directly from PureApplication System. Download the fixes from the IBM PureSystems Centre, and then upload them to the catalog. When you start a virtual system instance, you can apply the emergency fixes to all of the virtual machines in the virtual system instance directly from the console.

Emergency fixes are used to update the product binaries of deployed instances. Emergency fixes can be individual fixes or a group of fixes that are associated with particular virtual system or virtual application types. Use the workload console to complete this task.

For more information, see “Adding emergency fixes to the catalog” in the IBM PureApplication System W1700 Information Center:

Virtual system patterns
There are several updates that you can apply to a virtual system pattern:

- Updates to script packages.
- Emergency fixes for deployed instances.
- Updates to a new service level of the image from the provider (for example, upgrading from WebSphere Application Server V8.5.0.1 to V8.5.0.3). This is usually on a fixed update schedule, typically once each quarter.
- Newer releases of the image part (for example, moving from WebSphere Application Server V8.x to V8.5.x). You can quickly test the pattern to verify that the scripts and applications work on the new release.

As a prerequisite, the pattern needs to be in PureApplication System, and you need access to the pattern. A user needs to have Create and Edit catalog permissions to edit the pattern.

Virtual application pattern
The virtual application pattern has two types of updates to the pattern:

- Emergency fixes for the middleware that is used in the pattern (IBM provides those fixes for WebSphere Application Server).
- Updates that are available to the pattern types or one or more plug-ins of the virtual application pattern. This is usually on a fixed update schedule, and typically once each quarter.

As a prerequisite, the pattern needs to be in PureApplication System, and you need access to the pattern. A user needs to have Create and Edit catalog permissions to edit the pattern.

**Important:** Virtual application pattern types always reference the latest plug-ins unless they are locked before a new plug-in is imported. Virtual system patterns maintain a reference to the specific part and script packages so that new versions are not automatically applied.

After completing this task, future deployments of the pattern pick up the changes. Existing instances must be either updated or redeployed.

Virtual system and virtual application instances
You can use PureApplication System console to update the deployed instance with an emergency fix pack or move to the newer service level of the image. It takes a snapshot of the virtual machines that comprise the deployed virtual system pattern before applying the fix. You can use that information to restore the system to the original state if there are problems with applying the fix. As a prerequisite, the emergency fix for the newer service level must be in the catalog, and you must have access rights to the deployed instance.

After completing this task, the deployed instances of a pattern have updated script packages and fix packs that are ready to test.

**Emergency fixes:** Emergency fixes are uploaded to the catalog and can be applied to virtual systems and virtual application instances. You can also create or upload your own emergency fixes.

For a virtual system instance, newer middleware images can also be uploaded to the catalog. This requires setting up a service repository for WebSphere Application Server V8 or later.
When you have that repository, you can update previously deployed virtual system instances from V7.0.0.23 to V7.0.0.25.

For service level updates, you do not need to upload an emergency fix.

6.3.2 Updating a virtual system workload

After the pattern has been deployed as a virtualized environment, it behaves like a traditionally installed, non-virtualized environment. You can continue with the update and upgrade processes, tools, and techniques that you are accustomed to using, or you can change to the scrap-and-replace approach to get all the advantages of the IBM PureApplication System.

Ask yourself this: How much time and effort does it cost your system administrator to scrap the old environment and redeploy the new, updated, or upgraded pattern? Of course, this applies primarily to when your application can handle an outage. Quite often, environments cannot handle an outage, even for nonproduction deployments.

Think about the following scenario: You want to benefit from a fix in the newest release of WebSphere Application Server. Your application runs on top of a clustered environment. The traditional approach is to apply that fix instance by instance, including the Deployment Manager. The load on the application and the time that it takes to copy files over, make changes to your configuration files, and stop and restart the various instances depends on the size of your cluster. This is a procedure that is tedious and must meet the following conditions:

- Meticulously tested and tried
- Properly and thoroughly documented (including rollback scenarios)
- Tested and tried elsewhere

Finally, this procedure can be prone to human error, which can lead to investing even more effort and time. With PureApplication System, your system administrator has the option to completely wipe the existing environment and replace it with a fresh one, without risk of making a typo, running the wrong configuration script, or applying a step to the wrong component. Of course, if your environment relies on a database or a file system, you need to include these in your redeployment steps.

Even if your application cannot handle a scrap-and-replace outage, you can still consider the scratch-and-redeploy option. However, investigate whether you need to include these steps:

- Restoration of a database from a backup
- Reconfiguration to change the existing data for use with the newer version when the database structure and content are specific to the product version

Consider the case of an enterprise product that runs on top of WebSphere Application Server. Moving this infrastructure from V8.x to V8.x+1 involves the following steps, at a minimum:

1. Copy the binary files to all instances that need to be updated.
2. Remove a member from the cluster by removing the server so that you can update this instance.
3. Apply the update to the first instance, and run scripts on the application instances and the database instance.
4. Prepare for a rollback if there is an error.
After all of the various parts of the architecture have been updated, re-enable the cluster synchronization. Stopping and restarting services, manually changing the configuration files, and running configuration scripts leaves much room for human error and unforeseen accidents. That slows the upgrade process.

Here is the same scenario on IBM PureApplication System:

1. From the IBM website, upload the new version of the WebSphere pattern into your local catalog.

2. If this is a new pattern, define the architecture that you want, the number of instances, the database configuration, and so on in the PureApplication System test environment. If this is not a new pattern, flip the version switch in the existing pattern, and you are finished.

3. Deploy the pattern to check where your custom pattern requires particular tweaks and company-specific changes. If you need to reuse particular artifacts, such as pages and data, write scripts for those so that they are injected in the database during or after pattern deployment. You can restore the contents of the database from an earlier backup.

4. **Important step:** Define a cutoff moment where no new updates to the old environment are allowed.

5. If this pattern fits your needs, make it available to the system deployer so that person can deploy it in the production cloud group.

6. Schedule production deployment automatically or manually. Make sure that you use the database export from shortly after the cutoff moment and include both provided and custom scripts that work on the database. The data model might need to be migrated or converted from the older version to the newer version. Consider whether this can be automated and can be included in the pattern deployment as a separate step.

7. Balance the load from the previous environment, and stop the old environment. Consider exporting it and backing it up.

8. Delete that environment from your system to freeing resources for other uses.

Compare both approaches, and assess the complexity of both operations. They result in the same outcome. Then, consider the time, complexity, and the elements where human errors can occur during each of those approaches.
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