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Introduction

Within IBM Financial Services, several divisions have come together to create a set of business analytics assets of specific use to the banking, insurance, and financial market industries. These assets are referred to as blueprints.

In a previous exercise\(^1\), a blueprint, which is designed to provide profitability information for both the customer and commercial operational aspects of a retail bank, is assessed for integration with an existing bank’s information technology environment. The blueprint is known as the Customer Profitability Analytics (CPA) blueprint.

The CPA blueprint consists of a number of models that were developed by using a common suite of IBM products. The principal components are as follows:

- IBM Cognos TM1 Server (9.5.0 or later)
- IBM Cognos 10.1 Business Intelligence Server
- IBM Cognos 10.1 Metrics Server
- IBM DB2 Database 9.5 (Express-C or later)
- IBM SPSS® Modeler 14.2

The blueprint was developed and made available to IBM sales support personnel to demonstrate to customers. The package contains sample data and is based upon a Windows 32-bit runtime environment. However, based on the findings of the previously mentioned assessment, we implemented the IBM CPA blueprint on several platforms within an IBM zEnterprise System (zEnterprise).

---

\(^1\) Described in Using zEnterprise For Smart Analytics: Volume 1 Assessment, SG24-8007 (not yet available)
1.1 Summary of the assessment phase

Before we started the actual implementation of CPA and its required middleware components on zEnterprise, we conducted an assessment study to learn about various aspects:

- Whether zEnterprise would provide business value for this specific workload
- Which platform topology would be the correct one within zEnterprise
- How many resources would be needed to run CPA on zEnterprise

At the end of the assessment study, a business case was produced as the starting point for the implementation phase, described in this book. Figure 1-1 shows an overview of the steps and decision points involved.
The primary decision points during the assessment phase are as follows:

- Stage 2: Perform zEnterprise Business Value Assessment
- Stage 5: Prioritize solution architecture alternatives
- Stage 6: Sizing and capacity planning
- Stage 7: Total cost of ownership (TCO) analysis

1.2 Process overview of implementation phase

To be sure that we thought through the process, we established a plan in advance of the implementation. We created an implementation plan and a technical design by using IBM Rational® Software Architect, which provided guidance to everyone working on the project. By using this design documentation, we configured the environment and prepared the system for test.

Figure 1-2 shows the steps and decisions of the implementation phase.
The numbering for the implementation stages is 9 - 15. In the following sections, we describe
the steps in more detail. The numbering for the stages begins after stages 1 - 8, which were
done in the assessment phase.2

1.2.1 Stage 9: Create implementation plan

This stage is the first activity in the implementation phase; the output is a plan that describes
the tasks to be executed throughout the implementation phase and their dependencies.

1.2.2 Stage 10: Create technical design

The technical design described the environment to be implemented and configured at various
levels. At a minimum the following information must be included:

- Physical architecture
  Describe the physical servers, network adapters, routers, switches, desktop computers,
  consoles, and so on.

- Network topology
  Describe the IP network, network addresses, gateways, and so on.

- Middleware topology
  Describe web servers, application servers, database servers, transaction managers, and
  so on. Especially important is to show how the middleware components integrate with
  each other.

Good diagrams are critical in stage 10.

1.2.3 Stage 11: Provision resources

Because we decided to deploy CPA on zEnterprise, we used the Unified Resource Manager
to provision the resources. The first step we did was to ensure that connectivity existed
between all the components of the zEnterprise, using both IBM HiperSockets™ and
intraensemble data network (IEDN). Next, we provisioned the resources for Linux on System
z, followed by configuration of capacity on the zBX for the POWER/AIX and Intel/Windows
blades.

1.2.4 Stage 12: Install, configure, and integrate software components

This stage was probably the most time-consuming. All required middleware products had to
be installed and configured from the beginning on the chosen platforms. In fact, for each
product, we did the following tasks:

1. Planning and preparation of the installation and configuration

2. Basic installation

3. Configuration

4. Unit test and installation verification test (IVP)

5. Tuning and performance optimization

Most of this activity, however, is not specific to zEnterprise; it would be the same on other
hardware by using the same chosen system.

2 Described in Using zEnterprise For Smart Analytics: Volume 1 Assessment, SG24-8007 (not yet available)
1.2.5 Stage 13: Test the solution

After the infrastructure was set up, the end-to-end testing was started. We developed a test plan and test cases by using a varying number of users and requests to test the scalability of the solution and to determine whether any bottleneck exists. We used an established set of tools and monitors to run these tests.

1.2.6 Stage 14: Review design points

In the assessment phase, we made certain decisions on platform placement of the workload components. We also did a sizing and capacity planning study to estimate the required resources and amount needed (central processors, Integrated Facility for Linux, memory, disk space, and so on).

We decided to include a step to review the actual results and compare them with the decisions that were made in the assessment phase.

1.2.7 Stage 15: Implement a management infrastructure

After the applications were installed and running, we needed a framework that allowed us to monitor and manage the system and application components. We describe how to use a suite of IBM Tivoli® applications to establish a monitoring solution that provides a complete end-to-end view of the solution while running.
Implementation planning

Before we embarked on the deployment project, the first step was to create an implementation plan and assign tasks to the individuals who were involved in the project. This chapter provides an outline of the implementation plan and the dependencies.
2.1 Overview of the implementation steps

The following steps are a high-level overview of implementation:

1. Infrastructure provisioning
   a. Acquire new required hardware components.
   b. Install and connect new required hardware components.
   c. Configure the network.
   d. Provision new resources.
   e. Amend and reconfigure existing resources where required.

2. Middleware provisioning
   a. Install new software components.
   b. Configure new software components.
   c. Amend and reconfigure existing software components where required.
   d. Deploy the application.

3. Testing implementation
   a. Perform unit tests of the infrastructure components.
   b. Perform end-to-end tests of the infrastructure.
   c. Perform online and batch test scenarios with the application.
   d. Review aspects of non-functional requirements against test cases.

4. Results implementation
   Review components and adjust configuration as appropriate

2.2 More details of implementation steps

The high-level steps are captured in Table 2-1 through Table 2-4 on page 10. The first table represents the prerequisite tasks for establishing the development environment, which are described further in Chapter 3, “Technical design” on page 11 and Chapter 5, “Install, configure, and integrate the software components” on page 37.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Key steps</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>z/OS</td>
<td>Verify DB2 for z/OS BDW settings</td>
<td>Verify the DB2 Data Warehouse tables, access permissions, and data volumes.</td>
</tr>
</tbody>
</table>
| Linux on System z   | Create Instance 1: Cognos BI                   | Set up the BI environment, capable of supporting 2000 regular users, 1 TB per day volumes. I/O profile (multiuser configuration).
|                     | Create Instance 2: SPSS Modeler Server         | This I/O profile (a multiuser configuration) has low CPU usage but high throughput. |
|                     |                                                 | Set up AIX environment, capable of 300 power users. This CPU profile has high CPU (IFL) usage but low throughput, i.e. High CPU/IFL req/low throughput. |
| AIX                 | Create new analytics server.                   | Set up AIX environment for Cognos TM1 and Metrics Manager components.       |
| Windows on zBX      | Create new windows instance.                   | Set up Windows environment for development tools, with access to DB2 for z/OS. |
| Unified Resource Manager | Provision Unified Resource Manager resources. | Create virtual servers, hypervisors, Application Response Measurement (ARM), and performance policies. |
Table 2-2 contains the Middleware implementation activities, which are described in detail in Chapter 5, “Install, configure, and integrate the software components” on page 37.

<table>
<thead>
<tr>
<th>Component</th>
<th>Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognos BI Server</td>
<td>Linux on System z</td>
</tr>
<tr>
<td>Cognos BI Gateway</td>
<td>AIX</td>
</tr>
<tr>
<td>Cognos TM1 Server</td>
<td>AIX</td>
</tr>
<tr>
<td>Cognos Metrics Manager</td>
<td>AIX</td>
</tr>
<tr>
<td>Cognos Data Access Pack</td>
<td>AIX</td>
</tr>
<tr>
<td>SPSS Modeler Server</td>
<td>Linux on System z</td>
</tr>
<tr>
<td>SPSS Modeler Client</td>
<td>Windows 2008</td>
</tr>
<tr>
<td>WebSphere Application Server</td>
<td>Linux on System z &amp; AIX</td>
</tr>
<tr>
<td>DB2 for Linux, UNIX, Windows (LUW)</td>
<td>AIX</td>
</tr>
</tbody>
</table>

Table 2-3 contains the testing implementation activities that are described in detail in Chapter 6, “Testing the application” on page 65.

<table>
<thead>
<tr>
<th>Test requirements</th>
<th>Test cases</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systems testing</td>
<td>Security access&lt;br&gt;Ping tests&lt;br&gt;Tivoli agents views&lt;br&gt;Unified Resource Manager access&lt;br&gt;DB2 for z/OS access</td>
<td>Configuration tests to ensure availability of various services</td>
</tr>
<tr>
<td>Online user testing</td>
<td>Cognos BI, TM1, Metrics &amp; SPSS use-case test</td>
<td>Log on; execute dashboards, BI reports, TM1 reports, Metric Studio scorecards and SPSS models</td>
</tr>
<tr>
<td>Batch user testing</td>
<td>Multiuser cognos BI, TM1, Metrics &amp; SPSS use-case test</td>
<td>Log on; execute dashboards, BI reports, TM1 reports, Metric Studio scorecards and SPSS models</td>
</tr>
<tr>
<td>Non-functional testing</td>
<td>Quality of service testing: for example, availability, scalability and security</td>
<td>Proof points regarding high and continuous availability, scalability, and security across the enterprise components</td>
</tr>
</tbody>
</table>
Table 2-4 represents the follow-up activities to be implemented based upon the test results. These activities can involve system, middleware, or configuration changes. These results are explained in Chapter 7, “Review the design points” on page 73.

<table>
<thead>
<tr>
<th>Results</th>
<th>Component</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systems design</td>
<td>Servers, blades, and LPARs</td>
<td>Review and amend configuration as required.</td>
</tr>
<tr>
<td>Middleware deployment</td>
<td>All software</td>
<td>Review software placement and redeploy.</td>
</tr>
<tr>
<td>Network design</td>
<td>Intranet and extranet services</td>
<td>Review network configurations</td>
</tr>
<tr>
<td>Middleware versioning</td>
<td>All software</td>
<td>Check software levels, fix packs, and so on.</td>
</tr>
<tr>
<td>Storage deployment</td>
<td>DS8800 server</td>
<td>Check usage, deployment, and I/O response times.</td>
</tr>
<tr>
<td>Integration design</td>
<td>All software and platforms</td>
<td>Review “hybrid” compatibility across the middleware and platform components.</td>
</tr>
<tr>
<td>Data integrity</td>
<td>Local files, system and user data</td>
<td>Verify expected results, and quality and integrity of data.</td>
</tr>
<tr>
<td>Quality of service</td>
<td>All</td>
<td>Verify that application deployment and testing meets the original goals.</td>
</tr>
</tbody>
</table>
Technical design

We are implementing the IBM Customer Profitability Analytics (CPA) blueprint solution introduced in Chapter 1, “Introduction” on page 1. With the IBM CPA solution, you can maximize the value of your customer base by understanding the interconnected factors that influence profitability through a single, at-a-glance view.
3.1 Application architecture

The IBM Customer Profitability Analytics solution consists of three major components on an integrated software platform, which provides the bank with credible, insightful, and actionable profitability information to drive better business outcomes. The components are a profitability calculator, a reporting capability, and a predictive analysis.

3.1.1 Profitability calculator

The first and foundational component of the solution is to provide the bank with a profitability calculator, which can efficiently produce customer account profitability statements. The solution calculates and applies best-practice management-accounting theory to calculate measurements such as: cost of funds, risk-adjusted return on capital (RAROC), provision for losses, non-interest expenses using both activity-based costing and allocation methodology. It also provides the calculation of many key performance ratios (RAROC, return on equity, expense ratio, loan yields, deposit rates, and return on assets).

Cognos TM1 and Metric Studio provide an advanced analytics design and delivery toolkit to deliver these calculations.

3.1.2 Reporting functionality

The second major component is a robust reporting capability that exposes the profitability information to the correct business user at the correct time to enhance business outcomes. The solution includes executive dashboards and scorecards for the bank's major line of businesses and also financial and marketing analyst dashboards. The reporting capabilities include many functions, highlighting key performance indicators pertinent to the business user's role.

The reporting capability is delivered through the IBM Cognos 10 technology software platform.

3.1.3 Predictive analytics

The third major component is the ability to apply predictive analytics to the historical profitability information and customer attribute data to predict what will happen next. The information you captured and calculated can now be analyzed by predictive models that help you understand and anticipate what customers want and will do next. These models use advanced analytics to uncover patterns in the data and then predict the likelihood of future events. For example, you might use predictive analytics to segment your customers, based on profitability, and then target each customer within a segment with the most relevant recommendation. This approach can increase customer profitability and improve customer loyalty and satisfaction.

IBM SPSS predictive analytics technology provides a comprehensive tool to support this requirement.
3.1.4 Summary of application environment

The IBM CPA blueprint consists of a number of models, developed by using a common suite of IBM products. These principal components are as follows:

- IBM Cognos TM1 Server (9.5.0 or greater)
- IBM Cognos 10.1 Business Intelligence Server
- IBM Cognos 10.1 Metrics Server
- IBM DB2 Database 9.5 (Express-C or greater)
- IBM SPSS Modeler 14.2

Figure 3-1 shows how all the components come together into a logical application architecture.
3.2 Physical environment

We are implementing the CPA solution onto an existing zEnterprise system, with an attached IBM zEnterprise BladeCenter Extension (zBX). Figure 3-1 on page 13 shows the configuration of the base infrastructure from which we allocate our resources.

More detail about the zEnterprise system and zBX is in the following resources:

- IBM zEnterprise 196 Technical Guide, SG24-7833

Table 3-1 Hybrid infrastructure

<table>
<thead>
<tr>
<th>Component</th>
<th>Model</th>
<th>CPUs/Cores</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>zEnterprise</td>
<td>z196 M80</td>
<td>41 CPUs</td>
<td>600 GB</td>
</tr>
<tr>
<td>zBX</td>
<td>002</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Power processor-based blade</td>
<td>PS701</td>
<td>1/8</td>
<td>32 GB</td>
</tr>
<tr>
<td>Intel processor-based blade</td>
<td>HX5</td>
<td>2/16</td>
<td>64 GB</td>
</tr>
</tbody>
</table>

A previous activity, described in Using zEnterprise For Smart Analytics: Volume 1 Assessment, SG24-8007, evaluated architectural alternatives for hosting the application components of the CPA blueprint. The conclusion of that exercise is that we should place the components as follows:

- **Data marts:**
  - Cognos BI Reports: DB2 for z/OS with IBM DB2 Analytics Accelerator
  - Predict profitability: DB2 for z/OS with IBM DB2 Analytics Accelerator
  - CPA Metric Studio: DB2 for z/OS with IBM DB2 Analytics Accelerator

More information about IBM DB2 Analytics Accelerator can be found at: http://www.ibm.com/software/data/db2/zos/analytics-accelerator/

- **Software components:**
  - Cognos 10 BI: Linux on System z
  - Cognos TM1 with Cognos Data Access Pack: zBX connected POWER blade running AIX
  - SPSS Modeler Server: Linux on System z

The following components were not in scope, but were included as administration tools:

- Cognos 10 Framework Manager: zBX connected x86 blade running Microsoft Windows
- SPSS Modeler Client: zBX connected x86 blade running Microsoft Windows

**Product availability:** During our implementation of the CPA blueprint, we realized that not all of the required Cognos BI components are available on Linux on System z, and therefore, we adjusted the implementation to match product availability. Details of our findings are in Chapter 5, “Install, configure, and integrate the software components” on page 37.
See the following figure, table, and chapter:

- Figure 3-2 shows how we map the operating system (OS) and hardware requirements for these components to our zEnterprise system.
- Table 3-2 on page 16 shows the resources that are allocated for each.
- Chapter 4, “Provisioning our resources” on page 25 describes how these resources are provisioned in the hybrid environment.

![Physical Architecture for Hybrid Workload Implementation (CPA OS)](image-url)
### Network architecture

The network architecture of the new system provides multiple networks with differing characteristics for bandwidth, security, and reliability.

Because IBM HiperSockets technology is available only between systems on the z196 server, we configure the middleware on Linux on System z to use this network when calling middleware running on z/OS. The use of HiperSockets over other network options provides the best possible response time and allows DB2 data on z/OS to appear "in close proximity" to the Linux on System z servers.

Communication between servers on the z196 and the zBX blades occurs over the 10 GbE IEDN.

Because some portions of the mainframe will be used for services other than CPA, having an isolated network for testing is preferable. In this manner, we can simulate a large number of users without affecting production network performance. When not used for testing, this network can perform other administrative functions, such as backups, that might otherwise create a network bottleneck.

---

#### Table 3-2 Resource allocation for each software component

<table>
<thead>
<tr>
<th>Software component</th>
<th>Image name</th>
<th>Hardware placement</th>
<th>Operating system</th>
<th>Allocated processors or cores</th>
<th>Allocated memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Marts</td>
<td>BDW01DB</td>
<td>zEnterprise 196</td>
<td>z/OS 1.12</td>
<td>5 CPs (shared)</td>
<td>32 GB</td>
</tr>
<tr>
<td>Cognos BI</td>
<td>cognbi</td>
<td>zEnterprise 196</td>
<td>SLES(^a) 10 s390x</td>
<td>2 IFLs(^b)</td>
<td>8 GB</td>
</tr>
<tr>
<td>Cognos TM1</td>
<td>cogntm1</td>
<td>zBX POWER blade</td>
<td>AIX 6.1</td>
<td>6 cores</td>
<td>8 GB</td>
</tr>
<tr>
<td>SPSS Modeler Server</td>
<td>cognspss</td>
<td>zEnterprise 196</td>
<td>SLES 10 s390x</td>
<td>2 IFLs</td>
<td>8 GB</td>
</tr>
<tr>
<td>Cognos 10 Framework Manager and SPSS Modeler Client</td>
<td>cogndev</td>
<td>zBX Intel Blade</td>
<td>Windows Server 2008</td>
<td>4 cores</td>
<td>4 GB</td>
</tr>
</tbody>
</table>

---

\(^a\) SUSE Linux Enterprise Server (SUSE)  
\(^b\) Integrated Facility for Linux (IFL)
These networks plus the network for intranet users are depicted in Figure 3-3.

![Figure 3-3 Network architecture for hybrid workload implementation (CPA network)](image)

Table 3-3 lists the IP address for each image on each network, plus an alias that can be used to ensure that network traffic is directed to a specific network (where desired). No alias is required for the user network, because the image name is used for that network.

**Table 3-3  IP address or alias for each image on each network**

<table>
<thead>
<tr>
<th>Image name</th>
<th>HiperSockets</th>
<th>IEDN</th>
<th>Admin</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDW01DB</td>
<td>200.1.1.20</td>
<td>10.6.10.20</td>
<td>10.1.1.20 BA01</td>
<td>9.212.128.20</td>
</tr>
<tr>
<td></td>
<td>z/OS1hyp</td>
<td></td>
<td>BA01</td>
<td></td>
</tr>
<tr>
<td>cognibi</td>
<td>200.1.1.44</td>
<td>10.6.10.44</td>
<td>10.1.1.44 cognbi_iedn</td>
<td>9.212.128.44</td>
</tr>
<tr>
<td></td>
<td>cognbi_hyp</td>
<td></td>
<td>cognbi_iedn</td>
<td></td>
</tr>
<tr>
<td>cognitm1</td>
<td>N/A</td>
<td>10.6.10.36</td>
<td>Not allocated, cognitm1_iedn</td>
<td>9.212.135.36</td>
</tr>
<tr>
<td>cognspss</td>
<td>200.1.1.78</td>
<td>10.6.10.78</td>
<td>10.1.1.78 cognspss_iedn</td>
<td>9.212.130.78</td>
</tr>
<tr>
<td></td>
<td>cognspss_hyp</td>
<td></td>
<td>cognspss_iedn</td>
<td></td>
</tr>
<tr>
<td>cogndev</td>
<td>N/A</td>
<td>10.6.10.38</td>
<td>Not allocated, cogndev_iedn</td>
<td>9.212.135.38</td>
</tr>
</tbody>
</table>
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In our network, a Domain Name System (DNS) is not yet established, so we distribute a hosts file to the systems that will require it (all of them except BDW01DB), as shown in Example 3-1.

**Example 3-1  Hosts file for name resolution**

```
# Hosts file for CPA Deployment
# 127.0.0.1       localhost
# z/OS image for DB2 datamarts
9.212.128.20    BDW01DB
200.1.1.20      z/OS1hyp
10.6.10.20      BA01
10.1.1.20       BA01_priv
# Linux on system z image for Cognos 10 BI
9.212.128.44    cognbi
200.1.1.44      cognbi_hyp
10.6.10.44      cognbi_iedn
10.1.1.44       cognbi_priv
# AIX image for Cognos TM1
9.212.135.36    cogntm1
10.6.10.36      cogntm1_iedn
# Linux on system z image for SPSS Modeler
9.212.130.78    cognspss
200.1.1.78      cognspss_hyp
10.6.10.78      cognspss_iedn
10.1.1.78       cognspss_priv
# Windows 2008 image for development tools
9.212.135.38    cogndev
10.6.10.38      cogndev_iedn
```
3.4 Middleware topology

Figure 3-4 shows how we map the various middleware components of the CPA blueprint onto the physical architecture defined in the previous section. Note that only those components on z/OS and Linux on System z will be able to communicate through HiperSockets. All other intraensemble communications will use IEDN.

Figure 3-4  Physical architecture overlaid with middleware placement (CPA model)
3.4.1 Data management or data source connectivity

While implementing the CPA blueprint, we integrate with an existing Showcase environment, with a large amount of existing DB2 data on z/OS.

Repositories
Each individual middleware component has its own repository for configuration information. In addition, some have additional shared repositories. The placement of each of these is presented in the following sections.

Cognos BI Configuration Management Database
Cognos BI stores its configuration and content data in a Configuration Management Database (CMDB). In general, IBM suggests that the CMDB be hosted on a server separate from the Cognos BI server itself. Because our environment already has a supported database platform (DB2 10 for z/OS), this is where we will allocate our CMDB tables.

Metric Studio CMDB
Metric Studio Manager requires a Configuration Management Database separate from the one used for Cognos BI; however, DB2 for z/OS is not a supported platform at this time. For this reason, we place the Metric Studio CMDB in DB2 UDB 9.5 for AIX on a IBM POWER 7 zBX blade. Our preference was to use DB2 for z/OS, if it had been supported.

DB2 for z/OS
The DB2 10 for z/OS environment we plan to use is already installed and is supporting the core banking, payments, and other banking services. There are separate subsystems for the OLTP database, CB01, and the warehouse tables, DW01. The content store will be located next to the warehouse tables.

3.4.2 SPSS Modeler Server

IBM SPSS Modeler is a powerful, versatile data mining workbench that helps you build accurate predictive models quickly and intuitively, without programming. The SPSS Modeler Server consists of the Modeler itself, the SPSS Data Access Pack, a batch function, the Modeler Client, and a License Server.

The assessment phase of this project, described in Using zEnterprise For Smart Analytics: Volume 1 Assessment, SG24-8007, concludes that the SPSS Modeler Server should be placed on Linux on System z, and the SPSS Modeler Client should be placed on a zBX blade running Windows. Because no mention is made of the Licensing Server, we decided to put it on the AIX Server. The Licensing server was supported only on AIX or Windows, and because we did not place any production workload on the zBX blade running Windows, this choice seemed to be the best.
Figure 3-5 is a logical diagram that shows placement of the SPSS functions. Additional information about IBM SPSS is at the following site:

http://www.ibm.com/software/analytics/spss/

3.4.3 Cognos 10 BI

IBM Cognos BI provides a unified workspace for business intelligence and analytics that an entire organization can use to answer key business questions. Components of IBM Cognos BI include IBM Cognos Business Insight, IBM Cognos Report Studio, IBM Cognos Query Studio, IBM Cognos Metric Studio, and IBM Cognos Framework Manager, among others.

The IBM Cognos Platform delivers the capabilities to manage business intelligence applications with centralized, web-based administration. It provides a complete view of system activity and also system metrics and thresholds so that organizations can resolve potential issues before there is a business impact.
The IBM Cognos platform is built on a web-based service-oriented architecture (SOA) that is designed for scalability, availability, and openness. This n-tiered architecture consists of three server tiers:1

- Web tier: The IBM Cognos gateway provides user session connectivity to IBM Cognos BI applications.
- Application tier: This tier consists of the IBM Cognos Dispatcher, the IBM Cognos Report Server, and the IBM Cognos Content Manager.
- Data tier: A relational, online analytical processing (OLAP), or other repository is where application or business data is stored.

Figure 3-6 shows the logical architecture for our Cognos BI components. The web tier is split across a Linux for System z and an AIX server. We find that this split is necessary, reasons for which are described in Chapter 5, “Install, configure, and integrate the software components” on page 37. The application tier is also split across these two platforms, and the data tier adds z/OS to the others.

We use WebSphere 7 to host the BI components on both AIX and Linux for System z. However, a 32-bit server is required for the metrics function on AIX. On Linux for System z, all functions are compatible with 64-bit WebSphere.

---

3.4.4 Cognos TM1

IBM Cognos TM1 is enterprise planning software that provides a complete and dynamic environment for developing timely, reliable, and personalized forecasts and budgets. It consists of a multidimensional OLAP engine, and model design client software. See Figure 3-7.

![Figure 3-7  Cognos TM1 logical architecture](image)

3.5 Availability aspects

This current architecture is not designed for high availability. However, several easy measures can help improve availability.

The Cognos 10.1 BI servers run under WebSphere Application Server. WebSphere Application Server can easily scale, both vertically (within the server) and horizontally (across multiple servers). Multiple Cognos BI and metrics servers can be added to increase both availability and scalability.

Cognos TM1 has no built-in cluster awareness, but may be configured by using products such as Tivoli System Automation or High Availability Cluster Multi-Processing (IBM HACMP™) to provide a higher level of availability.
3.6 Summary

We describe a technical design that details a hybrid environment for this business analytics workload. The design begins with a physical view, continues to network, OS and middleware.

Implementing this package across a range of operating systems, running on multiple processors, required greater understanding of the components and supported interfaces than originally planned. For example, Cognos Metric Studio is currently supported only within a 32-bit WebSphere run time; DB2 for z/OS is not a supported repository. Therefore we had to install DB2 UDB for AIX.

However, despite these technical glitches, the components were installed and were able to communicate between each other. The overall IBM CPA package was implemented across the products and the user reporting interface could deliver dashboards, scorecards, and predictive analytics using each of the environments seamlessly.
Chapter 4. Provisioning our resources

This chapter describes the hybrid environment for this project. We describe the design and implementation process of the total environment, including network, storage, virtual servers, and Unified Resource Manager.
4.1 Our hybrid environment

Figure 4-1 shows the hybrid environment in our project.

Figure 4-1  Hybrid environment

The following details apply:

- A z/OS Parallel Sysplex with two members (BA01 and BA02) is used to hold major data, such as IBM Cognos BI content store and user data source in DB2 on z/OS. The z/OS is version 1.12 and the DB2 on z/OS is V9. The z/OS Parallel Sysplex is an existing environment that we do not need to provision.
- z/OS system (BAK1) works as an IP router for external access to virtual servers that are running on blades in zBX. This z/OS also is an existing environment.
- An IBM z/VM® Version 6 Release 1.0, service level 1003 (64-bit), is running on z196. On the existing z/VM system, we need to create two more Linux on System z images to support IBM Cognos BI and SPSS software respectively. The Linux version is SUSE Linux Enterprise Server (SLES) 10 SP3 (64-bit).
- On the zBX side, we need to create a virtual server on a POWER blade. This AIX will be used to run Cognos TM1, Metric Manager, and Metric Studio. The AIX version is V6.1.0.0 SP 05 (64-bit).
- We need to create a virtual server on an x blade and install a Windows system. This configuration will be used to run an SPSS client and Cognos Metrics Manager. The Windows version is Windows Server 2008.

So, we must prepare two Linux instances, plus one AIX instance on a POWER blade, and one Windows instance on an x blade for this project. Next, we describe the detailed configuration design and process steps for network, storage, and virtual servers.
4.2 Configuring the network

This section describes the network infrastructure to support the Smarter Banking Showcase business analytical workload.

4.2.1 Types of networks

Figure 4-2 shows the network infrastructure of our project environment.

Four types of networks are in our project environment:

- Intranode management network (INMN)
- Intraensemble data network (IEDN)
- HiperSockets
- Customer management data network
**Intranode management network (INMN)**

An INMN is required for platform management within a node. The network allows the HMC to communicate to the hypervisors within the managed ensemble.

An INMN requires two ports from two separate OSA-Express3 1000BaseT Ethernet adapters (ensuring redundancy), connected to the bulk power hub (BPH) ports. BPH ports also provide the connectivity from the BPH to the top-of-rack (TOR) switches for the INMN. The INMN supports only the running IPv6 protocols. IPv6 link local addresses are assigned by the system.

**Intraensemble data network (IEDN)**

An IEDN is sometimes known as a private data network. An IEDN is visible to the operating systems that are running in virtual servers. It is required for application data communications within an ensemble that contains one or more IBM zEnterprise BladeCenter Extension (zBX) modules.

The IEDN is a 10 GbE flat data link (Layer 2) network. Virtual servers and optimizers connect to the IEDN for communication in support of customer workloads. An IEDN is part of the ensemble, and the HMC manages the IEDN through its user interface.

In our project environment, the z196 has two OSA-Express3 10 GbE adapters (CHPID type OSX) connected with zBX by using top-of-rack (TOR) switches. All data communication between POWER blade, x blade, and z196 is based on IEDN. Meanwhile the virtual servers for this project are isolated into groups on the physical network by defining virtual local area networks (VLANs).

**HiperSockets**

HiperSockets is a technology that provides high-speed Transmission Control Protocol/Internet Protocol (TCP/IP) connectivity between servers within a System z. This technology eliminates the requirement for any physical cabling or external networking connection among these virtual servers. It works like an internal local area network (LAN). HiperSockets is useful if you have a high volume of data that is flowing among these virtual servers.

HiperSockets uses internal Queued Direct Input/Output (iQDIO) at memory speeds to pass traffic among these virtual servers. HiperSockets is a Licensed Internal Code (LIC) function that emulates the Logical Link Control (LLC) layer of an OSA-Express QDIO interface. In our project environment, HiperSockets was set up for data communication inside the z196.

**Customer-managed data network**

You use your own data network for external network communication. You provide and manage the customer data network. It is not managed by an HMC or its network virtualization function tasks.

In our project environment, our z196 is connected to a customer data network named PSSC through an OSD OSA channel path. The zBX is connected to a customer data network through a z/OS IP router running in the z196. A customer can access the project environment from the IBM network, and then go to the PSSC lab environment.

Also, there is an internal network named Injection network. This network is only for data communication between injection servers that drive workloads. Customers cannot access this network externally.
4.2.2 Configuring INMN

Figure 4-3 shows the INMN configuration in our project environment.

Our z196 and zBX comprise an ensemble node. All system images within this ensemble node are connected to the INMN network to provide management and monitor information. They provide point-to-point connection to Unified Resource Manager and Support Element (SE), which cannot be accessed by any other application except Unified Resource Manager.

INMN supports running only IPv6 protocols. So for each system image, we need to enable IPv6 protocol. Then IPv6 link local addresses are dynamically assigned by the system.

4.2.3 Configuring IEDN

Figure 4-4 shows the IEDN configuration in our project environment.
All data communication between z196 and zBX is based on IEDN. Each system image is defined with IEDN interface and an IP address for data communication. These IP addresses are used only for data communication within IEDN while cannot be accessed from external.

These system images are isolated into a VLAN subset for secure data communication.

One dynamic virtual IP address (VIPA) is configured for the z/OS Parallel Sysplex used in the project. If a virtual server that is running on zBX wants to communicate with z/OS Parallel Sysplex, it can point to the dynamic VIPA (DVIPA) address to get network redundancy.

### 4.2.4 Configuring HiperSockets

Figure 4-5 shows the HiperSockets configuration in our project environment.

Each z/OS member and Linux virtual server is configured with one HiperSockets IP address. Also one dynamic VIPA is configured for the z/OS Parallel Sysplex used in the project. The detailed configuration process of HiperSockets for z/OS and Linux on System z is in *HiperSockets Implementation Guide*, SG24-6816.

All data communication in the z196 system will go through the HiperSockets network. Meanwhile, if Linux wants to communicate with z/OS Parallel Sysplex, it can point to its DVIPA address to get network redundancy.
4.2.5 Configuring customer-managed data network

Figure 4-6 shows the customer-managed data network configuration in our project environment.

There are two customer-managed data networks:

- **PSSC network** is the trunk network infrastructure of Montpellier Products and Solution Support Center (PSSC). A customer can access the PSSC network through the IBM network by having PSSC firewall authority.

  z196 is connected to PSSC network through OSD OSA channel path. Customer can directly access z/OS and Linux through the IP address of the PSSC network.

  zBX is connected to customer data network through a z/OS IP router running in z196. Virtual servers running in zBX and a z/OS system working as an IP router are grouped to a separate IEDN VLAN 600. When the customer tries to access virtual servers running in zBX, the connection first goes to the z/OS IP router through OSD OSA channel path, and then routes to the target virtual servers through the IEDN network.

- **Internal network** named the Injection network, is only for data communication between injection servers that are driving the workload and z196. The customer cannot access this network externally.
4.3 Configuring storage

Figure 4-7 shows the storage infrastructure in our project environment. The following details apply:

- z196 and zBX share storage in a physical DS8800 unit.
- z196 is connected to DS8800 through IBM FICON® directors, based on FICON protocol. Then, the z/OS, z/VM, and Linux systems that are running on z196 can use extended count key data (ECKD) volumes that are defined in the DS8800.
- zBX is connected to DS8800 through SAN switches, based on Fibre Channel Protocol. Then, the virtual servers that are running on POWER blades and x blades in zBX can use SCSI disks that are defined in the DS8800.

For this project environment preparation, the z/OS Parallel Sysplex is an existing environment that has attached storage. Therefore, our only steps are to apply ECKD volumes for two Linux servers, and SCSI disks for virtual servers running on blades in zBX:

- ECKD volumes: Four 3390-9 volumes for two Linux guests
- SCSI disks: One 120-GB disk for one AIX system that is running on POWER blade, and another 120-GB disk for one Windows system that is running on an x blade in the zBX.
A storage administrator can then help to prepare the following storage resources:

1. z/VM can attach to all ECKD volumes that are defined in z196 input/output configuration data set (IOCDS), and then assign to Linux. So, the storage administrator needs to assign the ECKD volumes in an existing DS8800 for this project.

2. For SCSI disks, a storage administrator needs to create a logical unit number (LUN) on your existing DS8800, create zones in the SAN switch, and create and import a storage access list for each hypervisor. Then, we have storage resources to install new virtual servers on these hypervisors. For details of these operations, see *Building an Ensemble Using IBM zEnterprise Unified Resource Manager*, SG24-7921.

### 4.4 Configuring z/VM and Linux on System z

In our project environment, we need to create two more Linux virtual servers on a z/VM that is running in z196.

In our case, the z/VM is an existing environment, and we have controller and template images of SLES 10, so we can clone Linux from template images by using controller Linux as follows:

1. Use the prepared ECKD volumes, and format DASD for minidisks.
2. Define a new user ID for virtual server in z/VM.
3. Log on to the controller Linux to copy from the template image mini disks to the target Linux mini disks.
4. Start the target Linux, and change the network configuration, such as IEDN and INMN.

The detailed configuration process is in *z/VM and Linux on IBM System z: The Virtualization Cookbook for SLES 10 SP2*, SG24-7493.

### 4.5 Configuring POWER blades

In our project environment, we need to create one more AIX virtual servers on a POWER blade in zBX.

After planning network and storage, we can prepare the AIX virtual server as follows:

1. Use Unified Resource Manager to create a virtual server on a designated POWER blade.
2. Assign the planned network and storage to this virtual server.
3. Install AIX from the Network Installation Manager (NIM) server.
4. Enable IPv6 to join INMN.

The detailed configuration process is in *Building an Ensemble Using IBM zEnterprise Unified Resource Manager*, SG24-7921.
4.6 Configuring x blades

In our project environment, we need to create one more Windows virtual server on an x blade in zBX. After planning network and storage as described in previous sections, we can prepare the Windows virtual server as follows:

1. Use Unified Resource Manager to create a virtual server on the designated x blade.
2. Assign the planned the network and storage to this virtual server.

4.7 Configuring workload performance management using Unified Resource Manager

We define the BI workload, configure the guest platform management provider, and then enable Application Response Measurement.

4.7.1 Defining the BI workload

One of the strengths of the System z platform is the ability to run multiple workloads at the same time across multiple z/OS images, and to manage those workloads according to performance goals that you set. The IBM zEnterprise System (zEnterprise) extends this performance management capability to both traditional System z and BladeCenter hardware environments.

The Unified Resource Manager provides specific performance management functions:

- Performance monitoring and reporting functions provide system administrators and performance analysts with the data they need to understand whether performance goals are being met. If these goals are not being achieved, detailed performance data helps identify the source of performance problems.
- The virtual server processor management function manages processor (CPU) resources across virtual servers based on a goal-oriented performance policy. For example, Unified Resource Manager can dynamically adjust processor resource allocations between the virtual servers on z/VM and between those on each POWER blade.

In our project environment, we enabled INMN for each virtual server, enabled process management for each hypervisor and virtual server. Then, we define a workload for this BI application. The detailed configuration process of performance management can be found in zEnterprise System Ensemble Performance Management Guide, GC27-2607.
Figure 4-8 shows the virtual servers that are included for this BI workload. The Windows virtual server is used only for running some development and modelling tools and clients, but is not involved in run time. So we do not need to include it in the workload.

Figure 4-9 shows the detailed definition of the workload, including performance policy, service classes, and classification rules.
4.7.2 Configuring GPMP and enabling ARM

We then configured the guest platform management provider (GPMP) and enabled Application Response Measurement (ARM) for supported middleware. With customization that includes installing or starting guest platform management providers, you can request additional performance reports that include application data from IBM middleware products, which are instrumented with the Open Group Application Response Measurement 4.0 standard.

The additional reports include the following items:

- Virtual Server Topology report: This report provides a graphical view of the relationships between virtual servers that are running the workload and providing the resources to complete the work.
- Hops Report: This report illustrates information for each hop involved with handling a specific service class within a specific workload.

In our project environment, we installed and configured GPMP for z/OS, Linux, and AIX virtual servers. The ARM-instrumented IBM middleware products includes DB2 UDB, DB2 on z/OS, WebSphere Application Server, and HTTP Server. We enabled ARM for these middleware components that were involved in our test.

Figure 4-10 shows the middleware we enabled in ARM.

![Figure 4-10 Enable ARM for supported middleware](image-url)
Install, configure, and integrate the software components

In this chapter, we describe how to prepare your previously installed hardware components for a successful installation of the software products. We also explore what you have to consider during the software installation processes, the CPA blueprint deployment, and the integration of the individual parts.

Although this book does not provide detailed steps of product installation instructions, because they are described in the product installation guides, we do examine the possible difficulties and settings you should to be aware of.
5.1 IBM Cognos BI installation considerations

Cognos BI installation is covered extensively in other publications.

We installed IBM Cognos Metrics Manager and shared resources with the IBM Cognos Business Intelligence 10.1.1. Because Cognos Metrics Manager is not currently supported on Linux on System z, we installed Metrics Manager and shared resources on separate computers. See 5.2, “IBM Cognos Metric Studio deployment and integration considerations” on page 42.

5.1.1 Overview of the IBM Cognos BI installation

Cognos BI is installed as follows:

1. Define the content store, notification database, Human Task service, and annotation database in DB2 on z/OS.
2. Install the Cognos BI application tier components and Content Manager on Linux on System z. These components run on the WebSphere Application Server on Linux on System z.
3. Install Cognos BI gateway in the same directory as Cognos Metrics Manager that is running in AIX.

5.1.2 Installing Cognos BI components

To install the Cognos BI, follow the process described in the Cognos Business Intelligence Installation and Configuration Guide:


1. Start the installation wizard.
2. Install Cognos BI application tier components and Content Manager on Linux on System z.
3. After setting several environment variables, such as JAVA_HOME, start the Cognos configuration tool to configure Cognos BI:
   a. Go to cl0_installation/bin64 directory.
   b. Type ./cogconfig.sh to start Cognos configuration tool.

5.1.3 Configuring Cognos BI data access

We define the content store, notification database, Human Task service, and annotation database in DB2 on z/OS. Then, the Content Manager running on the WebSphere Application Server on Linux on System z will connect to this database through a JDBC type 4 driver.

Define database, table space, and tables in DB2 on z/OS
A database administrator must run a script to create a set of table spaces that are required for the content store database. The script must be modified to replace the placeholder parameters with parameters that are appropriate for your environment. The tables of the content store will be created and initiated by Cognos BI when it starts.
If you are using the same DB2 database on z/OS for both the content store, notification databases, Human Task service, and annotation databases, run the scripts to create these database, table spaces, and tables at the same time that you create the content store database table spaces.

These schemas can be found in the following location. Be sure to use the schemas for DB2 on z/OS:

c10_installation/configuration/schemas

Prepare the JDBC driver

IBM Cognos Business Intelligence uses Java Database Connectivity (JDBC) to access the database that is used for the content store. If you are using a DB2 database on z/OS for the content store, you must use a type 4 JDBC connection.

Copy the following files from the DB2_installation/sqllib/java directory to the c10_location/webapps/p2pd/WEB-INF/lib directory:

- The universal driver file: db2jcc.jar
- The license file for DB2 on z/OS: db2jcc_license_cisuz.jar

Configure the DB2 connection in the Cognos configuration

In the Cognos configuration tool, we must configure several advanced properties based on our naming convention and environment on DB2 on z/OS. These values are symbols that the Cognos BI will use to replace parameters in schema to define content store tables and do testing. Figure 5-1 shows the advanced properties that are required in our environment.

Next, we can configure the connection from Content Manager to DB2 on z/OS. In the content store database resource properties, we use the definitions shown in Figure 5-2 on page 40:

- The database server and port number point to DB2 on z/OS. The IP address is the HiperSockets dynamic VIPA IP address of a z/OS Parallel Sysplex to provide high availability. The port number is a DB2 data sharing distributed data facility (DDF) listening port.
- Enter the user ID and password that has authority to create tables in the content store database and table spaces that we previously defined.
- For DB2 on z/OS, the database name should be the location name of the DDF.

After the definition, we click Actions → Test to test the connection to DB2 on z/OS.

Because the application tier components and Content Manager are both installed on the same system, with the notification database, Human Task service, and annotation database...
in the same DB2 subsystem on z/OS as the content store, defining a DB2 connection to these databases is unnecessary.

![Figure 5-2 Content store database resource properties](image)

5.1.4 Preparing to run Cognos BI on WebSphere Application Server

IBM Cognos BI installs and uses Tomcat as the application server, by default. We chose to run IBM Cognos BI within IBM WebSphere Application Server for better availability, scalability, and so on. Therefore, we needed to create a WebSphere Application Server cluster in advance, and deploy Cognos BI in a WebSphere Application Server instance within a managed node.

We backed up the configuration files for running on Tomcat, then configured for running on WebSphere Application Server. Figure 5-3 on page 41 shows environment group properties for running Cognos BI on WebSphere Application Server:

- We use the IEDN network IP address for communication between Linux on System z and AIX on POWER blade in zBX.
- The Cognos BI gateway can run on AIX on a POWER blade, so the gateway URI points to an HTTP server that is running on AIX on POWER blade.
- The dispatcher is an application tier component that will run on WebSphere Application Server on Linux on System z, so the dispatcher URI for the gateway points to WebSphere Application Server on Linux on System z.
Expand **Environment → IBM Cognos services**, right-click **IBM Cognos**, and then click **Delete** to delete the entry for the IBM Cognos service running under Tomcat, then add the new name of WebSphere Application Server for IBM Cognos service running in WebSphere Application Server.

An environment variable should be defined in **WebSphere Application Server instance Server → Java and Process Management → Process Definition → Environment Entries for LD_LIBRARY_PATH**, which points to the `c10_location/bin64` location.

After these configuration settings and various environment variable settings were updated, we used the Build Application Wizard to build the EAR file that will be deployed in WebSphere Application Server. We then deployed the exported application to a WebSphere Application Server instance from the WebSphere Application Server administrative console.

We tested the Content Manager and dispatcher from these URIs in case we use the context root as the default of p2pd:

- **Content Manager**: http://9.212.128.44:9080/p2pd/servlet
- **Dispatcher**: http://9.212.128.44:9080/p2pd/servlet/dispatch

Figure 5-3 Environment group properties for running Cognos BI on WebSphere Application Server (WAS)
5.1.5 Installing Cognos BI gateway

IBM Cognos Metrics Manager is available only in a 32-bit version. You must install it on a 32-bit system. If sharing resources with IBM Cognos BI server, install the gateway from both products in the same directory on a 32-bit system.

Therefore, we install the Cognos BI gateway in the same directory as the Cognos Metrics Manager in AIX on POWER blade.

5.2 IBM Cognos Metric Studio deployment and integration considerations

IBM Cognos Metric Studio as part of IBM Cognos Business Intelligence is not yet available in a version for Linux on System z. The Metric Studio icon is available and visible only when a Metrics Server is installed in your Business Intelligence infrastructure. If you want to use scorecarding capabilities in your reports within the Business Intelligence infrastructure, consider a distributed deployment of the involved components.

Determining where to put your IBM Cognos Metrics Server is not the only consideration; you also must consider the following aspects:
- IBM Cognos Metrics Server application tier installation
- IBM Cognos Metrics Server gateway installation
- Metric Store placement
- IBM Cognos Business Intelligence integration

5.2.1 IBM Cognos Metrics Server application tier and gateway installation

As described previously, IBM Cognos Metrics Server is not yet available on Linux for System z, so we had to deploy across a distributed Business Intelligence infrastructure, and the Metrics Server was placed on our POWER 7 zBX blade that was running AIX 6.1.

Because the Metrics Server is available in only a 32-bit version, we used a WebSphere Application Server v7 32-bit for the deployment (current patch level is 7.0.0.13). To integrate Metrics Server capabilities into our infrastructure, we adjusted its configuration, pointing to our Cognos Business Intelligence Infrastructure. We describe where to point in a later section. For now, we describe installing the components.

To be able to access the installed Metrics Server application tier, we must install the IBM Cognos Metrics Server gateway and refer it to our HTTP Server and the appropriate dispatcher. Because it is a 32-bit installation and part of Metrics Server, we deploy it on AIX in our 32-bit WebSphere Application Server also. Installing Metrics Server application tier and gateway together is involves selecting a check box in the installation wizard (when using the GUI-based installation).

Because we already installed the IBM Cognos Content Manager on Linux on System z, we can reuse it for Metrics Server, therefore we do not need to install it again. For the content database, we access the DB2 for z/OS of IBM Cognos Business Intelligence that we already defined. Therefore, we do not need to configure it again.

Variable setting: Set the AIXTHREAD_SCOPE variable to S:

export AIXTHREAD_SCOPE=S
Figure 5-4 shows the window for selecting the components to install. For the complete installation information, see the *IBM Cognos Business Intelligence Installation and Configuration Guide*, GC19-2964.

Append the `c10_location/bin` directory to the appropriate library path environment variable.

```
export LIBPATH=/opt/Cognos/c10BIGW/bin:$LIBPATH
```

### 5.2.2 Metric store placement

IBM Cognos Metrics Server requires a metric store database that will contain content for metric packages. It also contains scorecarding application settings, such as user preferences. The metric store has not yet been created, so we have to do so.

IBM Cognos Metrics Server does not support DB2 for z/OS, so we cannot use the same database that we use as Content Store Database. IBM Cognos Metrics Server currently supports only DB2 on LUW, Microsoft SQL Server, and Oracle databases. Therefore, we place a DB2 9.5 Enterprise Server Edition (ESE) on the same system as the application tier that is hosting WebSphere Application Server on our AIX blade to use it as metric store.

For detailed information about supported metric store databases, see the following location:

https://www.ibm.com/support/docview.wss?uid=swg27019126#metricStores

Before you can use a DB2 or Oracle database as a metric store, you must specify environment variables.
The proper syntax for creating environment variables is shell-dependent. For IBM DB2 databases, you must set the database variables by running the environment setup scripts that are included with the IBM DB2 installation. For Bourne or Korn shells, run the following command or add it to the profile script:

```
DB2_installation_path/cfg/db2profile
{cognmt1:root}/opt/IBM/db2/V9.5/cfg ./db2profile
```

You can use a prepared script to create the required metric store database, which is provided with the standard IBM Cognos installation. Run the `cmm_create_db` script in the `c10_location/configuration/schemas/cmm/db2` directory with the following syntax:

```
cmm_create_db <instance><userid><password><dbname><diskdrive><alias>
```

See the *IBM Cognos Metrics Manager Getting Started Installation Guide* for further information, and see the following web resource for detailed attributes of the statement:

http://ibm.co/RPEAT6

### 5.2.3 IBM Cognos Business Intelligence gateway deployment and integration

At the end of this project, we plan to have an integrated business scenario that is based on a hybrid infrastructure. Therefore, after installing Cognos BI application tier components on Linux for System z, and also Metrics Server application tier components and Metrics Server gateway on AIX, you should integrate components such as the following topics.

#### IBM Cognos Business Intelligence gateway placement

If you want to share resources between IBM Cognos BI server and IBM Cognos Metrics Server in a distributed environment, you must install both gateways in the same directory. Because Metrics Server gateway is available only in a 32-bit system, you have to install both gateways in the same 32-bit directory, in our scenario on the AIX-based zBX blade.

#### WebSphere Application Server clustering

For centralized management, and to be able to use one single deployment manager, you can cluster the WebSphere Application Servers. For our scenario, we clustered the 64-bit WebSphere Application Server installed on Linux on System z, and the 32-bit WebSphere Application Server installed on the AIX zBX blade. It might look similar to Figure 5-5.

![WebSphere Application Server cluster nodes](image-url)
HTTP Server placement
Consider the entry point for external requests. The HTTP Server that provides the entry point
to your hybrid business intelligence infrastructure should be placed next to your gateways and
at the smallest common denominator. In our scenario, this approach means deploying the
HTTP Server on the 32-bit WebSphere Application Server on AIX.

All these installation considerations express the architecture shown in Figure 5-6.

5.2.4 Metrics Server configuration and package deployment

In this section, we prepare for the deployment, and then configure, create, and deploy the
package.

Preparing for deployment
► Set environment variable JAVA_HOME pointing to the AppServers JVM:
  export JAVA_HOME=/opt/IBM/WebSphere32/AppServer/java/jre
► Set environment variable LIBPATH:
  export LIBPATH=/opt/Cognos/c10Metrics/bin
► Change the default connection time-out.
Open the BIBusTK_Config.xml file, which is in the <c10_location/configuration/> location. Change the <BIBUSTK_CONNECTION_TIMEOUT> to 90% of the value that is specified for your application server. WebSphere Application Server uses a default connection time-out value of 30 seconds. We use 27 seconds. See Example 5-1.

**Example 5-1  BIBusTK_Config.xml adjusted for WebSphere Application Server deployment**

```xml
<?xml version="1.0" encoding="UTF-8"?>
<!-- Licensed Materials - Property of IBM
IBM Cognos Products: cclbibustk
© Copyright IBM Corp. 2003, 2010
US Government Users Restricted Rights - Use, duplication or disclosure restricted by GSA ADP Schedule Contract with IBM Corp. -->
<BIBusTKConfig>
  <!-- BIBUSTK_CONNECTION_TIMEOUT: Overrides the timeout value for BIBusTK connection pool. -->
  <!-- 25000 ms as default. -->
  <!-- -->
  <BIBUSTK_CONNECTION_TIMEOUT>27000</BIBUSTK_CONNECTION_TIMEOUT>
  <!-- -->
  <!-- BIBUSTK_SOCKET_TCP_NODELAY configuration options -->
  <!-- 0: Turn off TCP_NODELAY for BIBusTkSocket. -->
  <!-- 1: Turn on TCP_NODELAY for all BIBusTkSocket. -->
  <BIBUSTK_SOCKET_TCP_NODELAY>1</BIBUSTK_SOCKET_TCP_NODELAY>
</BIBusTKConfig>
```

**Configuring, creating, deploying the package**

Before you create an appropriate package of IBM Cognos Business Intelligence and Metrics Server for a deployment on the WebSphere Application Servers, you must configure the packages. First, launch each configuration wizard by using the /cogconfig.sh command.

**Set JAVA_HOME:** Make sure JAVA_HOME is set and pointing to the 32-bit WebSphere Application Server JVM before you start the configuration wizard.

Adjust the following settings:

- Gateway URI
- Dispatcher URIs for gateway
- Controller URI for gateway
- External dispatcher URI
- Internal dispatcher URI
- Report Server execution mode
- Dispatcher URI for external applications
- Content Manager URIs
Figure 5-7 shows settings in our scenario. You see that we used HiperSockets communication between our IBM Cognos Business Intelligence and Metrics Server components.

<table>
<thead>
<tr>
<th>Environment – Group Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Data files location</td>
</tr>
<tr>
<td>Map files location</td>
</tr>
<tr>
<td>Temporary files location</td>
</tr>
<tr>
<td>Encrypt temporary files?</td>
</tr>
<tr>
<td>Format specification file location</td>
</tr>
<tr>
<td>Sort buffer size in MB</td>
</tr>
<tr>
<td>IP Version for Host Name Resolution</td>
</tr>
</tbody>
</table>

**Gateway Settings**
- Gateway URI: http://10.6.10.36:80/jbm cognos/cgi-bin/c...
- Gateway namespace: IBM Cognos Metrics Server
- Allow namespace override?: False
- Dispatcher URL for gateway: http://10.6.10.36:9000/p2pd/servlet/dispatch
- Controller URL for gateway: http://10.6.10.36:80/jbm cognos/controller

**Dispatcher Settings**
- External dispatcher URL: http://10.6.10.36:9000/p2pd/servlet/dispatch
- Internal dispatcher URL: http://localhost:9080/p2pd/servlet/dispatch
- Dispatcher password: ***************
- Report Server execution mode: 32-bit

**Other URI Settings**
- Dispatcher URL for external application: http://10.6.10.44:9000/p2pd/servlet/dispatch
- Content Manager URLs: http://10.6.10.44:9000/p2pd/servlet

**Font Settings**
- Fonts to embed (batch report service): <click the edit button>
- Fonts to embed (report service): <click the edit button>

![Figure 5-7](image)

**Figure 5-7** IBM Cognos Metrics Server configuration settings - Environment configuration

After the environment configuration is completed, go to IBM Cognos services and create a configuration that matches your WebSphere Application Server installation. See Figure 5-8.

<table>
<thead>
<tr>
<th>WAS – Configuration – Resource Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>Type</td>
</tr>
<tr>
<td>WebSphere Application Server location</td>
</tr>
<tr>
<td>Profile</td>
</tr>
<tr>
<td>Server instance</td>
</tr>
</tbody>
</table>

![Figure 5-8](image)

**Figure 5-8** IBM Cognos Metrics Server configuration settings: WebSphere Application Server configuration

When the wizard finishes the package creation, you can switch to your 32-bit WebSphere Application Server and deploy the created package.

**Naming conflicts:** When you deploy your Metrics Server in a clustered WebSphere Application Server environment, give the application a name separate from the existing application. Otherwise there could be naming conflicts.
Your WebSphere Application Server cluster now has two deployed applications, similar to what is shown in Figure 5-9.

Configure your web server and, to your HTTP server configuration, add the **Alias** entries shown in Example 5-2.

**Example 5-2  Aliases to be added to the HTTPServer configuration**

```plaintext
ScriptAlias /ibmcognos/cgi-bin /opt/Cognos/c10Metrics/cgi-bin
<Directory "/opt/Cognos/c10Metrics/cgi-bin"
    AllowOverride None
    Options None
    Order allow,deny
    Allow from all
</Directory>

Alias /ibmcognos /opt/Cognos/c10Metrics/webcontent
<Directory "/opt/Cognos/c10Metrics/webcontent"
    Options Indexes MultiViews
    AllowOverride None
    Order allow,deny
    Allow from all
</Directory>
```
Finally, you have to set the appropriate library path in the application servers settings to make sure it uses the correct settings. See Figure 5-10.

<table>
<thead>
<tr>
<th>Application servers</th>
<th>metrics</th>
<th>Process definition</th>
<th>Environment Entries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Use this page to specify an arbitrary name and value pair. The value that is specified for the name and value pair is a string that can set in environment variables.

- **LIBPATH**
  - `/opt/cognos/10Metrics/bin/home/db2inst1/sqllib/lib:
    - `/home/db2inst1/sqlib/lib`
- **JAR PATH**
  - `/opt/cognos/10Metrics/bin`

Select, Name, Value, Desc

You can administer the following resources:

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIBPATH</td>
<td>/opt/cognos/10Metrics/bin/home/db2inst1/sqllib/lib: /home/db2inst1/sqlib/lib</td>
</tr>
<tr>
<td>JAR PATH</td>
<td>/opt/cognos/10Metrics/bin</td>
</tr>
</tbody>
</table>

| Total | 2 |

**Figure 5-10  Environment variables for the Metrics Server Application Server**

**Related documents:**

- IBM Cognos Business Intelligence Installation and Configuration Guide

- IBM Cognos Metric Studio User Guide

- Cognos Metrics Manager Installation Guide
5.3 IBM Cognos TM1 installation considerations

We do not cover the installation of Cognos TM1 9.5.2 on AIX in detail here; it is covered well in other documents, including the IBM Cognos TM1 9.5 information center:

http://publib.boulder.ibm.com/infocenter/ctm1/v9r5m0/topic/com.ibm.swg.im.cognos.tm1_install.9.5.2.doc/tm1_install.html

5.3.1 Primary considerations

The primary considerations are as follows:

- The TM1 server and TM1 Admin Server will run as root.
- The default Cognos TM1 installation process requires access to X Windows.
- If you are migrating an existing TM1 server from Windows, be aware that file names on AIX are case-sensitive, but are on Windows are not. The TM1 server on AIX will attempt to convert all the files to lowercase so you must be sure that this conversion is done correctly. If you have existing Cognos BI reports that will access this TM1 server as a data source, they might require some adjustment after the migration because of the change to all lowercase file names.
- On AIX, Cognos TM1 supports only the Admin Server and TM1 server components. If you need the Cognos TM1 Architect, Contributor, or Web Client they must be installed separately on a Windows system.
- If you do not have name resolution established for your TM1 Admin Server, you must use the HOSTS file on Windows to connect by using the Cognos TM1 Architect, Contributor, or Web Client. These components do not connect to the TM1 Admin Server with only an IP address.
- Cognos TM1 is configured to make use of the maximum amount of memory available to the IBM AIX operating system. If you plan to run other software on the system with Cognos TM1, you might need to use the AIX ulimit command to make sure that each software package has adequate memory available to it.

5.3.2 Creation of a TM1 data source in Cognos BI

The creation of a data source is covered in detail in the Cognos BI Administration and Security Guide in the Data Management chapter:


Other chapters describe the creating of a data source and the specifics of TM1 data sources.

We also found an environment variable that must be set within WebSphere to let the BI server know where to find the TM1 libraries (and SSL information). To set this variable, open the WebSphere Administration console and navigate to the Cognos Application Server (or servers). Select the Cognos application server; then, under Server Infrastructure, open select the Java and Process Management twistie to open it, and select Process definition. When that interface opens, go to Additional Properties and select Environment Entries.
Create an environment variable named TM1_PATH and give it the value of your Cognos BI bin directory. In our case, we use /opt/cognos/bin64, as shown in Figure 5-11.

![Application servers > cognbit > Process definition > Environment Entries](image)

Figure 5-11   WebSphere Application Server environment variables

### 5.4 SPSS Modeler installation considerations

We do not cover the whole installation process of IBM SPSS Modeler components in detail. These steps are in the IBM SPSS Modeler Installation Guides, for example, these guides:

- Server Installation UNIX
- Client Installation Concurrent Network License

We show the considerations for a deployment infrastructure based upon our zEnterprise hybrid infrastructure, the decisions we face, and specific installation issues.

#### 5.4.1 Architectural considerations and deployment preparation

The fit-for-purpose methodology used in *Using zEnterprise For Smart Analytics: Volume 1 Assessment*, SG24-8007 advises to place IBM SPSS Modeler Server on Linux on System z, and the Modeler Client on an x86-based zBX blade that is running Windows Server 2008 R2.

We also have to consider further parts of the IBM SPSS Modeler product suite:

- Sentinel RMS License Manager
- IBM SPSS Modeler Batch
- Data sources and SPSS Data Access Pack
**Sentinel RMS License Manager**

Installing SPSS in an distributed infrastructure or at least installing the SPSS Modeler Client on a network or terminal operating system requires you to install Sentinel RMS License Manager.

This License Manager can handle your pool of concurrent user licenses and provide a license to any connecting SPSS Modeler Client (if any are free at this time).

You should not install the Network License Manager on the same server as one of the clients because of availability aspects. This way can cause unavailability: if, for any reason, the client computer is not available, the License Manager would not be available also.

Because of this recommendation and the fact that it is not available on Linux for System z, we put the License Manager on our Power 7 blade that is running AIX.

Before you install the License Manager, make sure you are running the latest Version of Java and that the Java Home variable is set.

For detailed Installation Instructions, see Client Installation Concurrent Network License Guide, which is located in your SPSS documentation directory.

**IBM SPSS Modeler Batch**

IBM SPSS Modeler Batch is a component that provides the complete analytic capabilities of the standard SPSS Modeler Client but without access to the regular user interface and without the presence of graphical user interfaces. It provides capabilities to work with SPSS Modeler Server in a distributed and command-line-based batch mode.

In our scenario, we placed the IBM SPSS Modeler Batch directly next to IBM SPSS Modeler Server on Linux on System z. We describe installation in 5.4.2, “SPSS Modeler Client installation and configuration” on page 54 and 5.4.3, “SPSS Modeler server installation and configuration” on page 55. For detailed Installation Instructions, see IBM SPSS Modeler 14.2 Batch Installation for UNIX.


**Data Sources and SPSS Data Access Pack**

We work with DB2 for z/OS V9 as the major data source and target. In this way, we avoid flat files and benefit from additional performance and data management capabilities that are provided by DB2 for z/OS, and utilities that are related to DB2 (for example, data sharing, existing backup and recovery procedures).

To be able to connect to Data Sources such as DB2, IBM Informix®, and Oracle, enable the IBM SPSS Modeler Server to access them by using ODBC. The required ODBC capabilities are provided by the IBM SPSS Data Access Pack.

An exemplary installation and configuration process of the IBM SPSS Data Access Pack (to connect to a DB2 for z/OS) is discussed in 5.4.4, “SPSS Modeler data access” on page 58.
Architectural overview

Figure 5-12 summarizes the various aspects in the architectural model.

As shown, we are able to deploy all required SPSS components in a zEnterprise based hybrid infrastructure. The result consists of the following components:

- DB2 for z/OS on z/OS
- IBM SPSS Modeler 14.2 Server (including Batch and Data Access Pack) on Linux on System z (SLES 10)
- Sentinel Network License Manager on AIX 6.1 (on a POWER 7 based zBX blade)
- SPSS Modeler 14.2 Client on Windows Server 2008 R2 (on a x86 based zBX blade)
Figure 5-13 shows how a request flows through the components.

This architecture allows us to meet the advised fit-for-purpose outcome of *Using zEnterprise For Smart Analytics: Volume 1 Assessment*, SG24-8007 and benefit from zEnterprise possibilities, such as the following examples:

- High availability with z/OS in Parallel Sysplex Mode and DB2 for z/OS Data Sharing Group capabilities
- HiperSockets for fast and secure data transfer between DB2 for z/OS and SPSS Modeler Server components
- IEDN for private and fast data transfer between Modeler Client and Modeler Server components
  Because the License Manager is also available over IEDN, licenses can be provided through this channel also.
- Unique System z capabilities regarding, for example, availability, security, workload management

### 5.4.2 SPSS Modeler Client installation and configuration

This section lists system requirements, and describes client licensing issues and installation.

**System requirements**

The requirements are as follows:

- Minimum free disk space: 2 GB of available hard-disk space
- RAM: 1 GB in minimum; 2 GB or more is preferred
- Browser: Mozilla Firefox 3.x or later, or Microsoft Internet Explorer 7 or later, for online help

**SPSS Modeler client licensing issues**

There are several options to license your IBM SPSS Modeler, depending on the type of usage and the client operating system:

- Single user license
- Site license
- Network license
Be aware that even if you have only one IBM SPSS Modeler Client that will access the SPSS Modeler Server, you must choose Sentinel Network License Manager when you install this client on a terminal operating system such as Windows Server 200x.

Because we have Windows Server 2008 R2 as the operating system for our client, we must use a network license model and Sentinel License Manager.

**Concurrent user license:** You need concurrent user license for this type of licensing mode.

**IBM SPSS Modeler Client installation**

The client installation itself is runable in both silent mode and in GUI mode. Because the installation process itself is well documented in the installation guide.

**Related documents:**

- Client Installation Concurrent Network License Guide
  
- Network License Administrators Guide
  
- Server and Performance Guide
  

### 5.4.3 SPSS Modeler server installation and configuration

This section lists system requirements, and describes installation and batch features.

**System requirements**

The requirements are as follows:

- Minimum free disk space: 1 GB (recommended)
- RAM: 4 GB (recommended)
- Client software: Must be at the same release level as the IBM SPSS Modeler Server software

**IBM SPSS Modeler Server installation**

The server installation itself is runable in both silent mode and GUI mode. Because the installation process is well documented in the installation guide, we do not describe the installation in detail. See the appropriate installation guide (for example, named *Server Installation<yourOperatingSystem>*).

During the server installation process, your choice of license type must match your previous choice when you installed the client. In our case, we use Network License and provide the credentials to connect to the previously installed License Manager.
Select a license type (Figure 5-14) and provide an address (Figure 5-15).

Figure 5-14  IBM SPSS Modeler 14.2 Client: Select a license type

Figure 5-15  IBM SPSS Modeler 14.2 Client: Provide License Manager IP Address
Batch feature
As previously described, IBM SPSS Modeler Batch is a component that you use to process SPSS streams in batch mode. It provides support for the complete analytical capabilities of SPSS Modeler, without access to the regular user interface.

Examples of tasks that are appropriate for batch mode:
- Running a time-consuming modeling exercise in the background
- Running a stream at a scheduled time (for example, overnight, when the resulting load on the computer will not affect day shift production
- Running a data preprocessing stream on a large volume of data (for example, in the background or overnight)
- Running regularly scheduled tasks, such as monthly reports
- Running a stream as an embedded part of another process, such as a scoring engine facility

We do not describe the installation steps. For installation details, see *IBM SPSS Modeler Batch Installation for UNIX*:

After the IBM SPSS Batch is installed, you can run it by submitting the statement in Example 5-3.

*Example 5-3  Executing SPSS Batch*

```bash
clumb -server -hostname myserver -port 80 -username dminer -password 1234 -stream report.str -execute
```

For a complete list of command-line arguments, see *IBM SPSS Modeler Batch User’s Guide*:

Related documents:
- *IBM SPSS Modeler Server for UNIX Installation Instructions*
- *IBM SPSS Modeler Batch Installation for UNIX*
- *IBM SPSS Modeler Batch User’s Guide*
- *IBM SPSS Modeler Server Administration and Performance Guide*
5.4.4 SPSS Modeler data access

If you want to connect to a database with SPSS Modeler components, you must have an ODBC data source installed and configured for the relevant database. Be sure to grant or get the needed permissions.

The IBM SPSS Data Access Pack includes a set of ODBC drivers that can be used for this purpose. We need these drivers, because we use DB2 for z/OS as data source and target.

Supported ODBC drivers
For the most recent information about which databases and ODBC drivers are supported and tested for use with SPSS Modeler 14.2, see the product compatibility matrixes on the corporate support site:
http://www.ibm.com/support

Installation and configuration
The Installation process of the IBM SPSS Data Access Pack is described in the IBM SPSS Data Access Pack Installation Instructions and is therefore not described here.

However, we do mention the most important points, which might be overlooked. After you successfully install the appropriate binary, complete the following tasks:

1. Set ODBC home directory to the current directory. Run the following command within the installation directory of the Data Access Pack:
   
   ./setodbcpath.sh.

2. Edit the modelersrv.sh file to call odbc.sh at start. The odbc.sh file sets the environment variables for your ODBC drivers, which is important to be done when the server starts. Add the lines, shown in Example 5-4, to your modelersrv.sh file (adjusted to your paths).
   
   Example 5-4 ODBCINI in modelersrv.sh
   
   . /opt/IBM/SPSS/ModelerServer/14.2/odbc.sh
   ODBCINI=/opt/IBM/SPSS/ModelerServer/14.2/odbc.ini
   export ODBCINI

3. Edit odbc.ini file to access the data source. Because we use DB2, modify the following section so that the parameters, listed in Example 5-5, match to your infrastructure:
   
   Example 5-5 odbc.ini modifications
   
   [DB2 Wire Protocol]
   
   IpAddress=200.1.1.20
   Location=RDBNDW00
   LogonID=COGSPSS
   Password=XXXXXX

4. Stop and then restart the IBM SPSS Modeler Server.

Related document: IBM SPSS Data Access Pack Installation Instructions
5.4.5 Other considerations

Also, be aware of license information, License Manager, tracing, enabling server logging, and levels for release and fix packs.

**Single user-license on terminal server**

If, during IBM SPSS Client startup, you see the message shown in Figure 5-16, the client is pointing to the wrong license information.

The following options can help you resolve the issue:

- Make sure you chose the correct license type during your client installation. On a terminal server operating system, you have to select the **Network license** option and provide the appropriate licenses by using Sentinel License Manager.
- Make sure you provided the correct license type in your license manager.
- On the client's local system find the `lservrc` file, open it with a text editor, and delete the content. This file is the first place for the client to check for locale and single user licenses. Entries in this file, because of former evaluation or incorrect license type selection, will avoid the client from connecting to a license server. Restart the Sentinel License Manager Service.

**Changing or moving the Network License Manager**

If you need to change the referred License Manager in your client configuration, change the referring entry in the `spssprod.inf` file:

1. Change the following entry and point it to your new License Manager location:

   ```
   DaemonHost = 10.6.10.36
   ```

2. Save your changes and restart the IBM SPSS Modeler Client.

**Tracing**

If you have trouble with your data connection by using the ODBC drivers that are provided by the IBM SPSS Data Access Pack, you can enable tracing. To enable tracing, modify the `[ODBC]` section in the `odbc.ini` file, shown in Example 5-6. Also see Example 5-7 on page 60.

**Example 5-6 Tracing section in odbc.ini**

```
Trace=[0 | 1]
TraceFile=trace_filename
TraceDll=ODBCHOME/lib/xxtrcyy.zz
ODBCTraceMaxFileSize=file_size
ODBCTraceMaxNumFiles=file_number
```
Example 5-7  General ODBC section with tracing activated

[ODBC]
IANAAppCodePage=4
InstallDir=/opt/IBM/SPSS/ModelerServer/14.2
Trace=1
TraceFile=odbctrace.out
TraceDll=/opt/IBM/SPSS/ModelerServer/14.2/lib/XEtrc25.so

You can find further detailed information about Progress DataDirect Connect Series for ODBC in the user guide from the manufacturer, which is available at the following location:

http://www.datadirect.com

Enable server logging

IBM SPSS Modeler Server keeps a record of its important actions in a log file named messages.log, which is normally located in the following directory:

<IBM SPSS Modeler Server installation>/config

To enable several server logging capabilities, complete the following steps:

1. In a text editor, open the options.cfg configuration file, which is in the following directory:
   <IBM SPSS Modeler Server installation>/config

2. Modify the following entry to set the directory where the log file should be stored:
   log_directory, "/opt/IBM/SPSS/ModelerServer/14.2/log/"

3. Modify the following entries to log database access and errors:
   log_database_access, y
   log_database_errors, y

4. Modify the following entries to log file access and errors:
   log_file_access, Y
   log_file_errors, Y

For further logging options, see the IBM SPSS Modeler Server Administration and Performance Guide:


Release and fix pack level

The client software must be at the same release level as the IBM SPSS Modeler Server software.

You can download the latest fix pack from the following location

5.4.6 SPSS Modeler and Cognos TM1 integration considerations

Currently, there is no native or direct data, or process integration of SPSS and TM1. However, this does not mean that there is no way to use SPSS-created data in your TM1 dashboards and reports.

**TM1 accessing SPSS data**

To access SPSS-created data in your TM1 dashboards and reports, you can use a kind of staging area. You start the SPSS stream processing as you always do, by using IBM SPSS Modeler Client or a batch command. IBM SPSS Modeler Server processes your stream and reads from and also writes to a database, for example. Consider this database as your “staging area.” After SPSS finishes stream processing, you can access the calculated and written data of SPSS within this database, with TM1, and display the data in your dashboard and report. See Figure 5-17.

![Figure 5-17 TM1 accessing SPSS data](image)

**TM1 starting SPSS stream**

A TM1 TurboIntegrator (TI) process has a function named `ExecuteCommand`.

This function is valid only in TurboIntegrator processes and executes a command line during a process. It has the following syntax:

```
ExecuteCommand(CommandLine, Wait);
```

The function has the following arguments:

- **CommandLine** Defines the command line you want to execute.
- **Wait** Defines whether the process should wait for the command to complete execution before continuing to the next process statement. It can have the following argument values:
  - 0 Proceed without waiting.
  - 1 Wait for the command line to successfully execute before proceeding.
For details about the TM1 TurboIntegrator functions, see the following location:
http://ibm.co/ovBY5x

Because TM1 is installed on AIX, and the IBM SPSS Modeler Server and IBM SPSS Modeler Batch are installed on Linux on System z, we have to send a command from AIX to Linux on System z.

For this purpose, we can encapsulate an IBM SPSS Modeler Batch command (as described in "Batch feature" on page 57) into an SSH command, which will be started by the TI ExecuteCommand function mentioned previously. With the Wait parameter, you can be sure to get a feedback when the command line executes successfully.

The logical process is shown in Figure 5-18.

Example 5-8 shows how this statement might look. In this example, we execute an SSH call from our zBX AIX machine over IEDN (10.6.xx address) to call the clemb command. We use the fully qualified clemb command because the ModelerBatch directory is not included in our $PATH variable. We still use the standard port and host name of our SPSS Server and tell clemb to execute the ProductAssociationByBranch stream. Wait 1 indicates to TM1 to wait for the successful completion of the command before executing the next step.

Example 5-8 Encapsulated TM1 TI/SSH/SPSS Batch command line

```
ExecuteCommand('ssh root@10.6.10.78 "/opt/IBM/SPSS/ModelerBatch/14.2/clemb -server
-hostname cognspss -port 28051 -username root -password ***** -stream
/spssdata/ProductAssociationByBranch.str -execute"',1);
```
Figure 5-19 shows the result within TM1 Architect, and indicating that completion is successful.

![Figure 5-19 TM1 calling SPSS Modeler Batch and completion feedback](image)

**Notes:**

- If you do not want to type SSH password each time you start the TMI process by calling the `ssh` command, consider generating and providing appropriate RSA keys.
- If you want to enable logging during `clemb` command execution, add the following parameter to the `clemb` command:

```
-log <directory/logfile>
```
Testing the application

To ensure that our new analytics functions would perform well after they were in production, we needed to test a variety of functions to determine whether bottlenecks existed and needed to be resolved.

We chose four scenarios to test all software components of the CPA blueprint by using an existing Rational Performance Test lab:

- Cognos Dashboard scenario
- Metric Studio Scorecard scenario
- TM1 Report scenario
- Cognos Business Insight Report scenario
6.1 Setting up a hybrid test environment

In Chapter 3, “Technical design” on page 11, we detail the environment on which we are implementing the CPA blueprint. This environment includes an existing capability to test applications by using Rational Performance Tester.

Rational Performance Tester is an application for testing of applications, by using repeatable automated scripts. After a testing scenario is planned, Rational Performance Tester can record each scenario and play it back again with a number of variations. The variations can include information input to the application, the number of users, and several other variations. After capturing the relevant scenarios, we see how the system behaves as more users are added by using Rational Performance Tester’s scalable distributed playback.

6.1.1 Capturing a test scenario

Rational Performance Tester has the ability to capture the activities from a browser and record them for later replay. To group various scenarios together, we start by creating a new workspace.

For each scenario, we then choose to create a new performance test from a recording, in this case a Rational Performance Tester HTTP recording. Each scenario is given a unique name to help us track them.

An initializing Recorder window indicates when you are ready to begin, at which point we open a browser. Rational Performance Tester recommends starting by clearing the browser cache and removing any cookies that are associated with the application. We begin the recording by entering the URL of the website from which we are going to start the scenario and proceed through the steps one at a time, making sure to let the pages fully load each during each step. To end the scenario, we simply close the browser.

After the browser is closed, Rational Performance Tester automatically generates the test from what it has recorded, and provides an opportunity to view or edit the new test scenario.

6.1.2 Replaying the scenario

After we finish any editing that might be required to the test scenario, we can run the test to ensure that it completes successfully. A single test can be run only as a single virtual user.

We run the test several times, making sure that we are satisfied with the results and any delays that might be represented.

6.1.3 Scheduling a combined test

To simulate multiple, concurrent users, a schedule is required. By creating a schedule, we can define how many users will be simulated, and how Rational Performance Tester should increase the number and how the users should be grouped. Initially, the schedule contains only users, group, and ramping parameters; however, after the schedule is created, we add the tests that we already captured. Because we want to run all of our scenarios, we add each scenario to the schedule.
We previously selected our scenarios to fit with certain predefined roles. Because a different number of users is represented for each role, we also change the number of users that will run each scenario to better represent how the test will be executed after the application is in production.

The schedule is run by selecting it in Rational Performance Tester and clicking **Run schedule**. While it is running, you can see several reports in real time; these reports represent response statistics and other metrics. After the test is complete, we view the reports to see how well the system performed each scenario and the schedule as a whole.

### 6.1.4 Hybrid Test environment summary

To simulate a large number of users running various scheduled test scenarios, distributing the tests across multiple Rational Performance Tester test agents might be necessary. Figure 3-3 on page 17 shows the network infrastructure that we used for our implementation, including a BladeCenter that is attached to the administrative network at the top left of the diagram. By running Rational Performance Tester agents on several of the blades in the BladeCenter, we are able to simulate thousands of users that are accessing the CPA test scenarios that follow.

For more information about Rational Performance Tester, see the following resources:

- *Using Rational Performance Tester Version 7*, SG24-7391

We decided to capture four scenarios to ensure that all components of the CPA blueprint are tested. We describe each scenario in the following sections.
6.2 Cognos Dashboard scenario

The Cognos Dashboard scenario tests Cognos 10.1 BI, DB2, the TM1 Data Source, and the Cognos Metrics Server. The dashboard, shown in Figure 6-1, provides an integrated view across multiple key dimensions.

The simulated user in this scenario navigates to the user’s Cognos home page and opens the dashboard. As the widgets on the dashboard open, data is pulled in from the Metrics Server and from TM1.

![Cognos Dashboard](image)

Figure 6-1  CPA dashboard

6.2.1 Test plan

A Cognos BI user opens a browser and navigates to the BI interface. The user opens folders and selects the dashboard.

6.2.2 Running the test

Although this scenario is one of the simpler ones in terms of the number of steps required, this scenario touches almost every major component of the application. The various widgets gather a variety of data in a variety of formats. Overall, this test requires the transfer of the most network data of all the tests. It also puts the heaviest load on the Cognos BI server.
6.3 Metric Studio Scorecard scenario

The Metric Studio Scorecard scenario tests Cognos BI, DB2, and the Cognos Metrics Manager. The scenario, shown in Figure 6-2, displays several key metrics with graphical indicators of their status.

The simulated user in this scenario navigates to the user’s Cognos home page and navigates to the Customer Profitability Metrics package. Data is retrieved from Cognos Metrics Manager and DB2.

6.3.1 Test plan

The user opens the Cognos BI home page. The user selects the Packages folder and then opens the Customer Profitability Analytics Metrics package.

6.3.2 Running the test

This test requires only the use of Cognos BI, Metrics Manager, and DB2. The amount of rendering required is minimal so less stress is put on the BI server than in the Dashboard scenario. However, much data can be pulled from DB2, which indicates the importance of good bandwidth between the Metrics Server and the DB2 back end.
6.4 TM1 Report scenario

The TM1 Report scenario tests Cognos BI and Cognos TM1. The scenario, shown in Figure 6-3, displays several key metrics with graphical indicators of their status.

The simulated user in this scenario goes to the user's Cognos home page and goes to the selected report. Data is retrieved from Cognos TM1 and a chart is rendered by Cognos BI.

Figure 6-3   TM1 Report scenario

6.4.1 Test plan

The user opens the user's Cognos BI home page, selects the Reports folder and then the Commercial Reports folder, and then selects the Average Balance Credit Products Year over Year Comparison report, which represents a Cognos TM1 cube.

6.4.2 Running the test

Although this test uses only Cognos BI and TM1, it shows how the two can work together to create a meaningful report. In this case, the graph is rendered by using BI's graphics engines, and the data is provided by TM1. Although the test does not stress either system by itself, when combined with other tests, it will compete for BI resources.
6.5 Cognos Business Insight Report scenario

The Business Insight Report scenario tests Cognos BI, DB2, Cognos TM1, and SPSS. The scenario, shown in Figure 6-4, displays predicted performance of several products by region.

![Cognos Business Insight report—predicted profitability](image)

**Figure 6-4 Cognos Business Insight report—predicted profitability**

6.5.1 Test plan

The user opens the Cognos BI home page, selects the Reports folder and then the Retail Reports folder. In the folder, the user selects the Predicted Profitability report, which uses data from Cognos TM1 and SPSS.

6.5.2 Running the test

This test pulls together most of the components of the Analytics blueprint. SPSS depends on data from TM1, creates tables in DB2, and depends on BI to render the table. Monitoring during this test demonstrates how each of these components perform, and how each of the underlying networks is used.
6.6 Conclusions

With Rational Performance Tester, we can create individual scenarios that will be used in our production environment and to combine them together to create a full system test. The test exercises several important aspects of the system design and gives us an idea of the area (or areas) that might need improvement.

In our scenarios, Rational Performance Tester uncovered the dependence of each scenario on Cognos BI's graphics engines. To improve performance while running multiple concurrent tests, additional engines were configured, which improved the overall throughput.
Review the design points

This chapter has a review of the design for this solution implementation, including solution functionality, compatibility, high availability and scalability, and data proximity.
7.1 Functionality

The IBM Customer Profitability Analytics blueprint that is deployed in our project has three major functions:

- **Profitability calculator**
  This function provides the bank with a profitability calculator that can efficiently produce customer account profitability statements. Cognos TM1 and Metrics Server provide support for this function.

- **Reporting functionality**
  This component has a robust reporting capability that shows profitability information to the correct business user at the correct time to enhance business outcomes. The solution includes executive dashboards and scorecards for the bank’s major lines of business, and also financial and marketing analyst dashboards. Cognos BI server running on Linux on System z provides powerful reporting, dashboard, and scorecard support for this function.

- **Predictive analytics**
  This component has the ability to apply predictive analytics to the historical profitability information and customer attribute data to predict what will happen next. SPSS provides support for this function.

7.2 Compatibility

Our project environment has many software products that need to be integrated, including Cognos BI, Cognos Metrics server, Cognos TM1, and SPSS.

7.2.1 Compatibility of Cognos BI and Cognos Metrics Server

We plan to install Cognos BI on Linux and access a DB2 database on z/OS. Meanwhile we want to use scorecarding capabilities in our reports. This function is provided by Cognos Metric Studio.

IBM Cognos Metric Studio (as part of IBM Cognos Business Intelligence) was not yet available in a version for Linux on System z. The Metric Studio Icon/Add-On was available and visible only with a Metrics Server installed in our business intelligence infrastructure.

Therefore, we needed to install Cognos Metrics Server on a supported platform, such as AIX, and so we integrate Cognos BI and Cognos Metrics Server in this way:

1. Install Cognos BI application tier component and Content Manager on Linux. The Content Manager will connect to a content store and other DB2 databases on z/OS.
2. Install Cognos Metrics server gateway, application tier component, and Cognos BI gateway in the same directory in AIX for resource sharing.
3. Cognos Metrics server will share all databases with Cognos BI, so it also will access the Content Manager in Linux.
7.2.2 Compatibility of Cognos BI, Cognos TM1, and SPSS

Cognos BI can use many kinds of data sources for reporting. In this project, we define Cognos TM1 as a data source of Cognos BI. Then, the profitability that is calculated by TM1 can be displayed in Cognos BI blueprint dashboard.

Also, we can define SPSS as a data source of Cognos TM1. Then, Cognos TM1 will import the SPSS predictive results into its cubes for further processing.

7.3 High availability and scalability considerations

High availability is a system design approach and associated service implementation that ensures a prearranged level of operational performance during a contractual measurement period.

Scalability is the ability of a system to adapt to increased processing demands in a predictable way, without becoming too complex, expensive, or unmanageable. As you deploy a system to larger numbers of users, often in separate locations and time zones and with separate language requirements, scalability becomes increasingly important.

7.3.1 High availability and scalability of Cognos BI

In our project environment, we configure each Cognos BI component on one computer simply for proof of concept, ignoring high availability.

All IBM Cognos BI components have built-in failover features to ensure that IBM Cognos BI handles exceptions well.

You can configure components in each of the IBM Cognos BI tiers to enhance availability. As a general rule, make all IBM Cognos BI components available on at least two computers. If the computer on which an IBM Cognos BI component is running fails, another computer takes over.

If, for tuning reasons, you are not running all IBM Cognos BI components on every IBM Cognos BI server, ensure that each component is running on at least two servers. In the event of a computer failure, the remaining component processes requests. Although performance might degrade, there will be service.

Figure 7-1 on page 76 shows a typical Cognos BI high availability architecture. Note these details:

- All Cognos BI components, gateway, dispatcher, and content manager can be installed on two computers to provide high availability.
- Gateways on a web server can balance the workload to all dispatchers that are registered in the active Content Manager. Many kinds of load balancing methods exist.
- Only one Content Manager is active, and others are in standby mode. This failover mechanism works because dispatchers and the active Content Manager routinely communicate with each other. If a dispatcher can no longer reach the active Content Manager, the dispatcher signals a standby Content Manager, which becomes the active Content Manager.
- Content store and other databases reside in a DB2 data sharing group on a z/OS Parallel Sysplex, which provides high availability.
IBM Cognos BI was designed for scalability. It scales in two dimensions:

- **Vertical**: It scales vertically by using more powerful computers. For example, if you install Cognos BI on Linux, it can scale vertically by using a powerful System z machine.
- **Horizontal**: You can install and configure Cognos BI components on many computers to get horizontal scalability. The architecture is shown in Figure 7-1.

### 7.3.2 High availability and scalability of SPSS

From an infrastructure and hardware perspective, System z offers a high level of availability and scalability. In addition, you can benefit from capabilities that SPSS Modeler offers.

When you decide to run a single instance of SPSS Modeler Server, you are dependent on the availability of the physical and logical system that hosts this instance and also on the faultless execution of the instance. Clustering several SPSS Modeler Server instances can improve availability and scalability, and also your load balancing capabilities.

**Server cluster**: A server cluster is a group of servers that are interchangeable in terms of configuration and resources.
We can think of several clustering scenarios:

- One LPAR directly running Linux on System z with several SPSS Modeler instances
- Several LPARs directly running Linux on System z with several SPSS Modeler instances
- One LPAR running z/VM with 1-n Linux on System z guests, hosting 1-m SPSS Modeler instances.
- Several LPARs running z/VM with 1-n Linux on System z guests, hosting 1-m SPSS Modeler instances.

These various possibilities of running x LPARs with y Linux and z SPSS Modeler Server instances are only a sampling. Having your System z environment running in a Parallel Sysplex can further improve availability.

All of these options require some type of “manager” to control stream executions, load balancing, and instance availability.

With IBM SPSS Collaboration and Deployment Services, a plug-in named the Coordinator of Processes (COP) can be used to manage services in the network. See Figure 7-2. The COP provides these server management capabilities. Each service to be managed by a COP must be registered with the COP upon starting. The service sends updated status messages to the COP periodically. Any necessary configuration files can be stored in the IBM SPSS Collaboration and Deployment Services Repository and retrieved during initialization. The capability of clustering IBM SPSS Modeler Servers has been available in IBM SPSS Collaboration and Deployment Services since version 3.5.

![Figure 7-2  The Coordinator of Processes logical architecture](image-url)
The Coordinator of Processes determines which server is best suited to respond to a processing request, using an algorithm that will balance the load according to several criteria, including the server weights, user priorities, and current processing loads.

For more information, see the IBM SPSS Collaboration and Deployment Services 5 Coordinator of Processes Service Developer’s Guide:
opDevGuide.pdf

When you connect to a server or server cluster in SPSS Modeler, you have the option to ask COP to search for a server or cluster for you.

Coordinator of Processes configuration
To register an SPSS Modeler Server instance as a CoP service, you have to modify the configuration settings of the instance. The COP configuration settings panel is shown in Figure 7-3.

The configuration items are described in Table 7-1.

Table 7-1 Configuration settings

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host (cop_host)</td>
<td>Host name or IP address of the COP service.</td>
</tr>
<tr>
<td>Port Number (cop_port_number)</td>
<td>Port number of the COP service. The default is 8080.</td>
</tr>
<tr>
<td>Login Name (cop_user_name)</td>
<td>User name for authentication to the COP service (may include a security-provider prefix).</td>
</tr>
<tr>
<td>Password (cop_password)</td>
<td>Encrypted password for authentication to the COP service.</td>
</tr>
</tbody>
</table>
### 7.4 Data proximity

Data proximity is the relative distance of data placement to the application based on latency. Closer data proximity can reduce latency and improve application response time when accessing data. In our project environment, most of the data is stored in DB2 on z/OS.

- Cognos BI running on Linux accesses DB2 on z/OS through a high-speed HiperSockets network.
- SPSS server running on Linux also can access DB2 on z/OS through the HiperSockets network.
Monitoring performance in the zEnterprise hybrid environment

In this chapter, we describe the unique monitoring requirements for zEnterprise hybrid workload performance, how we used a suite of Tivoli monitoring solutions to manage this hybrid environment, and suggestions with additional monitoring tools for future consideration. For this project, we are using the Cognos Business Intelligence and SPSS Modeler as the application workloads to be monitored in a z196 and zBX ensemble environment that is running on the Smarter Banking Showcase System at the IBM Montpellier Data Center.
8.1 Management requirements: What to monitor

In our deployment scenario with the Business Intelligence workload on the zEnterprise environment, to ensure high performance throughput, we identified a set of key performance indicators (KPI) to be monitored at the systems resource level, and at the application and transaction level. The objective is to establish visibility and monitoring into all tiers of Cognos Business Intelligence and SPSS Modeler key components that support the infrastructure with an end-to-end view of the following information:

► Hardware
  – CPC (z196 in this case), zBX, Unified Resource Manager
  – On/Off status, exceptional wait or hung state, capacity statistics
  – LPAR weight definitions versus CPU utilization across zEnterprise Ensemble
  – System z Integrated Information Processor (zIIP) capacity and utilization exceptions that are consumed by the Cognos DB2 database

► Operating systems
  – z/OS, z/VM, Linux on System z, AIX, Windows OS
  – CPU, memory, I/O, paging rate, real and virtual storage utilization, highwater marks, and exception thresholds
  – Workload Manager statistics and service-level indicators
  – z/OS UNIX processes and file I/O for DB2 distributed threads, TCP/IP address space, and BI-related processes

► Networks
  – IEDN, INMN, HiperSockets, TCP/IP connections, Open System Adapter (OSA) performance
  – IEDN, INMN network traffic, OSA interface status, performance statistics within the zEnterprise Ensemble private network, and regular OSA performance for customer data network outside of an ensemble between open systems and z/OS

Two new OSA types (OSX and OSM) were introduced with the zEnterprise Ensemble. Monitoring the health of the intraensemble data network (IEDN) and the intranode management network (INMN) is critical because the communication and data transmission between CPC and zBX relies on this private networking availability. This new area for monitoring is described in later sections.

  – TCP/IP connection statistics associated by each application, DB2 connect gateway, DB2 subsystems, and Cognos-DB2 distributed threads, exceptional connections rejected or backlogged, TCP/IP buffer utilization thresholds
  – HiperSockets performance statistics between z/VM, Linux on System z, and z/OS, and exceptions
Chapter 8. Monitoring performance in the zEnterprise hybrid environment

8.2 Current hybrid workload monitoring solution

Given Cognos BI runs across multiple operating systems with multiple web and application tiers, we looked at the current available monitoring solutions that are provided by Cognos and individual domain system monitors. Most provide domain expert monitoring in silo mode without cross-system linkage and automatic discovery for all the components in the zEnterpise and zBX environment. We selected the Tivoli Monitoring Suite because it provides the most coverage with integrated single user interface and top-down monitoring approaches with the end-to-end big picture of all involved OS, databases, and middleware tiers, plus the monitoring capabilities for zEnterpise private networking. The following sections describe our monitoring tips and hints that we learned with the target BI workload on zEnterpise and zBX. In addition, a brief description of our practice with the Unified Resource Manager management functions and Cognos 10 monitoring functions is included.
8.2.1 Systems monitoring deployment approach

In our target test environment, we deployed the following solution suite to meet the basic monitoring requirements for Cognos BI and SPSS hybrid workloads on zEnterprise, within the project schedule:

- IBM Tivoli OMEGAMON® XE on z/OS V4.2.0
- IBM Tivoli OMEGAMON XE for DB2 Performance Expert V4.2.0
- IBM Tivoli OMEGAMON XE for Mainframe Networks V4.2.0
- IBM Tivoli OMEGAMON XE for z/VM
- IBM Tivoli Monitoring Agent for Linux on System z
- IBM Tivoli Monitoring Agent for AIX v6.2
- IBM Tivoli Monitoring Agent for Windows
- IBM Tivoli OMEGAMON Dashboard Edition for z/OS
- IBM Tivoli Composite Application Manager for Application Diagnostics (Monitoring WebSphere Application Server and HTTP Server)

By using the monitoring products, we can collect key performance statistics, track and monitor events in real-time, and send alerts to the designated support staff. The collected metric data and monitored events can feed into the OMEGAMON dashboard, which was customized for the Smarter Banking Showcase. The goal is to use the monitoring tool to automatically detect abnormal situations and take corrective actions or notifications. The following minimum set of key areas were used to set up the thresholds:

- **Hardware tier (z196, zBX)**
  - CPU utilization (percentage used, percentage free, all servers)
  - Memory utilization (percentage used, percentage free, all servers)
  - Disk utilization (percentage used, percentage free, all servers)
  - Disk I/O (all servers)

- **Operating system tier (z/OS, Linux on System z, AIX, Windows)**
  - Service availability (Cognos BI, Cognos TM1)
  - Process availability state (java.exe, HTTP (httpd), cgServer.sh, SPSS Modeler process)
  - Process utilization, DASD and file utilization, I/O rate, paging rate

- **Network tier**
  - TCP/IP connections, utilization, and highwater mark
  - Open System Adapter (OSA) performance statistics and status
  - Connection backlog rejected, zombies without activities
  - Buffers queued on TCP connections that might cause outages

- **Application tiers**
  - Cognos
    - HTTP process: Cognos Connection and Cognos gateway (HTTP)
    - Cognos Application Report Server Monitoring and Metrics
    - Cognos Dispatcher and Cognos Report Server (JVM)
  - SPSS Modeler 14.2 on Linux on System z
  - Database
    - Database performance
    - SQL query performance
    - DB2 Connect gateway performance
The monitoring infrastructure flags technical infrastructure events, such as a DB2 database lockout or a network component failure, and sends alert events to the Tivoli Enterprise Portal. Figure 8-1 shows how the Tivoli Enterprise Portal is used to provide a high-level view of the current health of the Cognos Business Intelligence Application running on the zEnterprise Smarter Banking Showcase infrastructure.

Figure 8-1 displays a business view for BI infrastructure status:
- BI multitier component status
- DB2 Data Warehouse status
- BI transaction arrival rate per second
- BI transaction response time
- Overall CPU usage
- Infrastructure events, for example server failure

8.2.2 Systems monitoring architecture

In this project scope, we deployed IBM Tivoli Monitoring Suite Version 6.2 as the foundation product. The monitoring suite provides a multitier, multi-platform, client/server architecture for maximum flexibility and scalability to correlate and aggregate cross-systems KPIs and systems events.

Tivoli Monitoring V6.2 includes four components:
- Tivoli Enterprise Portal
- Tivoli Enterprise Portal Server
- Tivoli Enterprise Monitoring Server
- Tivoli Enterprise Monitoring Agent
Figure 8-2 shows a high-level view of the architecture showing the OMEGAMON XE and Tivoli Monitoring clients, servers, and agents. The Tivoli Enterprise Monitoring agents for open systems and OMEGMAON agents for z/OS send sampling performance statistic data from the individual subsystems and operating systems to the Tivoli Enterprise Management Server. The Tivoli Enterprise Portal Server then extracts the data from the Tivoli Enterprise Management Serve hub, processes and aggregates the information, and presents it to the Tivoli Enterprise Portal.

In our Business Intelligence deployment scenario, we installed corresponding Tivoli monitoring agents for each operating system, DB2 for z/OS, TCP/IP networks, and WebSphere Application Server, to proactively manage the performance of BI infrastructure backbone.
Figure 8-3 shows a mapping of physical component architecture with related monitoring agent.

![Diagram showing a mapping of physical component architecture with related monitoring agents.](image)

**Figure 8-3  Monitoring agents deployed for BI infrastructure**
8.2.3 Monitoring operating systems

In this section, we introduce a top-down monitoring approach to managing the zEnterprise hybrid workload performance. We describe key performance indicators under z/OS, z/VM, Linux, AIX, and Windows that can quickly identify potential resource bottlenecks in a zEnterprise ensemble environment.

In general, the performance management functions that are available for use in a zEnterprise runtime environment depend on the suite associated with the Unified Resource Manager. Through a workload performance policy, you can define goals that the Unified Resource Manager uses to manage virtual servers:

- For virtual servers that run z/OS, you can apply these performance goals to the work requests that z/OS and its subsystems support.
- When the z/OS environment includes properly configured guest platform management providers and instrumented IBM middleware products, you can map ensemble workload performance goals to z/OS Workload Manager (WLM) service classes, thus achieving end-to-end goal-based performance management for multitier applications.

In this project scenario, for example, the Cognos BI application workload was defined to Unified Resource Manager as WKL_SmarterBankingShowcase_Dev_BIWorkload. Through the top-down logical tuning approach, we look at the Unified Resource Manager performance index first, to see whether the service level for this hybrid workload was achieved. A performance index that is greater than 1 implies that potential slow down or problems were hidden among the underneath components.

We then look at each operating system key performance indicators, including CPU, I/O and demand paging rate, and WLM under each OS. For z/OS, OMEGAMON XE on z/OS can be used to monitor its performance index and detect whether the z/OS WLM service class associated with this workload has achieved the goals. This approach works well, especially
when the workload service policies match between Unified Resource Manager and WLM under z/OS, provided that the z/OS WLM administrator defines new WLM service classes and classification rules for this hybrid work request consistently with the goals defined in the Unified Resource Manager. When the work request enters z/OS, WLM correlates the information about the work request with the work qualifiers in the defined classification rules. Optionally, specifying WLM report classes to monitor the performance of Unified Resource Manager work requests separately from local z/OS work is suggested.

For z/VM, the Unified Resource Manager and the z/VM Resource Manager can manage CPU resources among z/VM virtual servers, but only if the administrator enables CPU management through ensemble-management HMC. CPU management is supported for z/VM hypervisors running on the z196. OMEGAMON XE for z/VM can add value by displaying the CPU and memory resource utilization, and HiperSockets utilizations to help detect potential resource contention or shortage.

For Linux on System z, in addition to Unified Resource Manager management and monitoring features, Tivoli Monitoring Agent for Linux was deployed for this project. The workspace from Tivoli Monitoring for Linux (Figure 8-5) shows multiple processes CPU utilization by Cognos BI.

For AIX and Linux in a zBX environment, IBM PowerVM® Enterprise Edition virtualizes the blades with selective IBM POWER7® and IBM System x blades. PowerVM handles all the access to the hardware resources, providing a virtual I/O server function and the ability to create logical partitions. IBM PowerHA® performs the major functions at the cluster level including manage and monitor OS and HW resources, manage and monitor application processes, manage and monitor network resources, automate application procedures (start, stop, restart, move). Tivoli Monitoring Agent for AIX and Windows operating system added centralized event alerting capabilities and associated application processes and log file monitoring functions with a single monitoring window: the Tivoli Enterprise Portal. This way...
helps Unified Resource Manager with more detailed performance data for diagnosing problems faster, and analyzing root cause of problems. Figure 8-6 shows an example of centralized alert management from a customized workspace on Tivoli Enterprise Portal.

Figure 8-6  Customized dashboard for hybrid operating systems alerts

8.2.4 Monitoring zEnterprise networks

To monitor IEDN performance and whether customer data network affects IEDN or INMN throughput because of network bandwidth or congestions, we set up the situation thresholds through OMEGAMON XE for Mainframe Networks. It monitors the new OSA adapter OSX type and sends alerts if the connection is in an abnormal state. See Figure 8-7 on page 91.
You can quickly see how the IEDN and HiperSockets networks are running, and can detect any abnormal situations for Cognos BI and SPSS tasks between zBX and z196, and z/OS and Linux on System z. Figure 8-8 shows the OSA Adapter interface monitoring for the zEnterprise environment.
In addition to OSA Interface monitoring, OMEGAMON XE for Mainframe Networks can monitor any application that has a TCP/IP connection open on z/OS. This information can be used to determine the volume of data being requested from WebSphere or DB2 distributed threads, for example. When too many concurrent BI requests are flooding into the DB2 z/OS system, if the total number of connections exceeds the maximum allowed, z/OS Communication Server will reject the requests and put them in the backlog queue. The alert notification for excessive backlog rejections can help the BI administrator with early warnings. Figure 8-9 shows an example of the OMEGAMON workspace display and the number of backlog connections that were rejected. If the number gets high consistently over a period of time, the root cause should be investigated to eliminate such bottlenecks.

Tips to activate OSA Monitoring: By installation default, OSA data collection is not activated in OMEGAMON XE for Mainframe Networks. Make sure to start the SNMP subagent and configure the TCP/IP profile. For details, see the IBM Tivoli OMEGAMON XE for Mainframe Networks: Planning Configurations, SC27-2384 and at the Fix Pack 3 maintenance level or later.

During our project testing phase, we discovered that the OMEGAMON Mainframe Networks did not display OSA adapter information by the default installation. Several steps must be implemented before the data can be displayed in the OMEGAMON OSA workspace:

1. Use the Installation and Configuration Assistance Tool (ICAT) to enable OSA data collection.

2. Verify that the Licensed Internal Code of the OSA adapters meets the requirements that are listed in the OMEGAMON XE for Mainframe Networks Program Directory.

3. Configure and start the SNMP subagent. The SNMP subagent for OSA-Express Direct SNMP subagent is started by using the cataloged procedure, IOBSNMP. A sample IOBSNMP procedure is in the z/OS Communication Server target data set hlq.SEZAINST.

4. Configure your TCP/IP profile to match your OSA configuration. If you are using the TCP/IP SNMP subagent for OSA adapter data, specify OSAENABLED and OSASF on the SACONFIG statement in your TCP/IP profile. Reserve a port on the PORT statement, as in the following example:

```
SACONFIG OSAENABLED OSASF 721 COMMUNITY public
```

5. Define the OSA adapter to TCP/IP by using either DEVICE and LINK, or INTERFACE statements.

6. If you are using the OSA-Express Direct SNMP subagent for OSA adapter data, install the OSA MIB in the MIBS.DATA data set.

For more information about configuring and starting the OSA subagent, see chapter 3 of IBM Tivoli OMEGAMON XE for Mainframe Networks: Planning Configurations, SC27-2384.
8.2.5 Monitoring Cognos BI performance on zEnterprise

To ensure optimal application performance across heterogeneous systems on zEnterprise, we used several Tivoli monitoring agents to manage Cognos BI multitier architecture for the targeted BI application:

- **Presentation or web tier: IBM HTTP Server and Cognos gateway**
  The web tier provides user session connectivity to Cognos BI applications. The IBM Cognos components that fulfill this role are referred to as the IBM Cognos gateway. This component manages all web communications for the IBM Cognos Platform. The workload on the gateway requires minimal processing resources. Depending on the specific application requirements, monitoring and adjusting settings to optimize the HTTP web server performance is important. For high availability or scalability requirements, you can also deploy multiple redundant gateways along with an external HTTP load-balancing router.

  During the testing phase, IBM Tivoli Monitoring for Linux helped monitor the number of connections, and we learned the setting for `maxProcessors` needed to be modified from the default value of 75 to 1000 connections. This step helped improve the performance and scalability. This parameter determines the number of available threads that can be handled by the HTTP process. Also, changing the `acceptCount` from 100 to 500 helped.

- **Application tier (JVM): Cognos Dispatcher, Report Server, and Content Manager components with a collection of Java services**
  The application tier for the IBM Cognos Platform is made up of three main components:
  - IBM Cognos Dispatcher
  - IBM Cognos Report Server
  - IBM Cognos Content Manager

  The **Cognos Dispatcher** does the load balancing of requests at the application tier. This dispatcher component is a lightweight Java servlet that manages application services. At startup, each Cognos Dispatcher registers locally available services with the Cognos Content Manager. You can tune the performance of Cognos Platform by defining how the dispatcher handles requests and manages services.

  For this project, we followed a normal configuration for Cognos Dispatcher with two Cognos Report Server processes for each processor, and 8 - 10 threads per processor in four low-affinity threads plus one high-affinity thread. High-affinity connections are used to process absolute high-affinity requests from the report services and resource consumption is optimized for accessing cache when the request is routed back to the report service process that was used to execute the original process. The Tivoli Monitoring Agent can display the performance statistics at the process level. To monitor the process at a detailed thread level, we used Cognos Administration Console to display and manage the number of threads per reporting service process and reconfigure the connection settings when required.

  The main service for application-tier processing is the **report or query service** (often referred to as the `BIBusTKServerMain processes`). The Cognos Dispatcher starts **Report Server** processes dynamically as needed to handle the request load. An administrator can specify the maximum number of processes that these services can start, and also the minimum number of processes that should be running at non-peak times. In general, Cognos BI reporting service performance is closely tied to processor-clock speed and throughput capabilities. The number of processors in a server and their clock rates are the two primary factors to consider when planning for additional Report Server hardware capacity.
When configuring the Cognos application tier, you must set a Java heap size. The Cognos BI reporting and query service is made up of two underlying components:

- Java servlet-based Cognos Dispatcher services
- Report services that are launched using the Java Native Interface (JNI)

According to the Cognos configuration guideline, set the JVM heap-size allocation for Cognos Platform so that Java memory is only as large as necessary to accommodate the processing requirements of the Java based services. This setting ensures that as much memory as possible is available to the Cognos Report Service, which is not Java. You can determine the optimal Java heap size by using Java garbage collection statistics. For this project, we used IBM Tivoli Composite Application Manager (ITCAM) for WebSphere monitoring agent to track JVM and Garbage Collection statistics. Note that the JVM memory includes both JVM heap (where Java classes and objects are) and native heap (for non-Java native libraries, such as DB2 libraries or Cognos native-code parts).

Understanding this equation when tuning 31-bit/32-bit Cognos is important. The only way to increase the native heap is by decreasing the JVM heap setting. We did some basic experiments with JVM sizes but found the Cognos starting guidelines for JVM heap size to work best for our workloads:

- Content Manager: 512 MB
- Report Servers: 768 MB

We also increased the web threads session pool from 50 (default) to 500, allowing them to exceed the limit when required.

The third key component in the application tier is the Cognos Content Manager, which manages the storage of the customer application data including security settings and configurations, server configuration settings, packages, dashboards, metrics, report specifications, and report output. You can use the Cognos Content Manager to publish models, retrieve or store report specifications, handle scheduling information and manage the security name space. The Cognos Content Manager maintains information in the content store database. A minimum of one Cognos Content Manager service is required for each Cognos Platform implementation. Content Manager performance can benefit from the availability of high-speed RAM resources and typically requires one processor for every four processors that are allocated for IBM Cognos Report Server processing.

Query performance is typically bound to the performance of the server that hosts the data source for IBM Cognos BI. Relational data sources that are tuned to meet the access requirements usually perform better. During the testing phase, we also learned to take advantage of IBM Tivoli Monitoring real-time monitor to proactively capture abnormal situations or events by watching the IBM Tivoli Monitoring for Linux workspaces, which displayed warnings or informational messages.

**Data tier: Cognos Content Store, Security Namespace, and Data Source**

When we ran a DB2 content store and multiple instances of WebSphere Application Server for Cognos BI on the Linux, multiple JVMs and Java processes were observed under IBM Tivoli Monitoring for Linux agent “Processes” workspace. During the initial testing phase, we saw numerous warning messages about increasing too many open files on the Tivoli Enterprise Portal. IBM Tivoli Monitoring quickly detected problems and got our attention to determine how to correct the system-hang problem. See Figure 8-10 on page 95.
To solve this problem, we made the configuration changes that are shown in Table 8-1.

Table 8-1  Configuration changes

<table>
<thead>
<tr>
<th>Domain</th>
<th>Type</th>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>root</td>
<td>hard</td>
<td>nofile</td>
<td>32000</td>
</tr>
<tr>
<td>db2inst1</td>
<td>hard</td>
<td>nofile</td>
<td>21000</td>
</tr>
</tbody>
</table>

a. Set ulimit to 65536 for DB2 LUW content store. The setting can be as follows:

ulimit -a

b. We changed the nofile setting in the /etc/security/limits.conf file for both db2inst1 and root.

Using Cognos 10 monitoring features

In addition to the Tivoli Monitoring Suite, IBM Cognos 10 provides an Administration Console that displays Cognos internal performance metrics. Key individual metrics are monitored to provide administrators with better insight into the status and overall health of the Cognos BI various components, including the following examples:

- AverageTimeInQueue
- FailedRequestPercent and SuccessfulRequestPercent
- MillisecondsPerSuccessfulRequest
- NumberOfFailedRequests
- NumberOfProcessedRequests
- NumberOfRequests
- NumberOfSessions
- NumberOfSessionsHighWaterMark
- NumberOfSuccessfulRequests
- QueueLengthHighWaterMark
- ResponseTimeHighWaterMark
- ServiceTimeAllRequests
- ServiceTimeFailedRequests
- SuccessfulRequestsPerMinute
- TimeInQueue
- TimeInQueueHighWaterMark

The internal statistics might help the Cognos administrator or application analyst to fine-tune the Cognos-related configuration for better throughput.
Another complementary monitoring feature is to write custom scripts to look at various internal Cognos performance metric data from AIX, Linux on System z, and Windows. For example, some of the middleware components offer additional monitoring APIs that can be used to get a view of the inner workings of that component. For monitoring Cognos TM1, you can also execute the tm1perfmon.exe utility. A variety of metrics are available to help you determine the health of the TM1 server, including internal memory usage, thread creation and failures, and other counters. These can be scripted to provide only the metrics you want, or the tm1perfmon.exe program can be run in a loop for interactive monitoring of the TM1 server.

8.2.6 Monitoring DB2 for z/OS performance for Cognos

For our project testing, the data source was deployed on DB2 for z/OS for Cognos BI and SPSS to access. Because the main application tier of Cognos is on the distributed systems, in this case Linux on System z and AIX on Power7 BladeCenter, monitoring the DB2 distributed threads and DDF performance is important. The general best practices for monitoring DB2 distributed workload are similar for monitoring and optimizing Cognos DB2 performance:

- Monitor maximum concurrent threads and maximum distributed threads to meet concurrent number of user requests.
- Allocate sufficient DB2 buffer pool size and dedicate buffer pool for higher data-in-memory hit ratio to minimize the physical I/O delay.
- Optimize the Cognos DB2 physical table space and data set placement on the balanced I/O channel path and faster DASD device type such as DS8800.
- Take advantage of the DB2 10 latest optimizer enhancements for the lowest CPU cost and fastest SQL query response time.
- Store SQL statement in cache to best utilize the memory for faster access.
- Monitor deadlocks or timeouts to minimize locking contention to ensure better throughput.
- Monitor JDBC type-4 connectivity and DB2 Connect gateway performance by using both OMEGAMON XE for DB2 and OMEGAMON XE for Mainframe Networks to ensure the network connections, with no backlog or orphan state associated with Cognos applications.
- For end-to-end Cognos work requests spanning across CPC and zBX, use OMEGAMON XE for Mainframe Networks to monitor IEDN private network and multiple IBM Tivoli Monitoring for DB2 and OS, ITCAM for WebSphere, and OMEGAMON performance monitors to track underlying operating systems (z/OS, Linux on System z, AIX, Windows), JVM (on Linux and AIX), and databases KPIs, all at a glance. This end-to-end capability can help detect a long running SQL query from holding the locks and other DB2 resources while waiting on JVM, for instance, on the distributed system.

An efficient DB2 performance monitor can provide powerful insight into DB2 systems resource utilizations and detect potential application slow-down bottlenecks through real-time sampling technology. Examples include displaying warnings if the number of threads are approaching maximum, whether real storage for data in the cache is sufficient, calculating buffer pool hit ratio, dynamic SQL statement in cache, and monitoring CPU and I/O thresholds.
Figure 8-11 shows the DB2 subsystem key performance indicators view from the overview workspace of OMEGAMON XE for DB2 Performance Expert.

In general, the SQL query performance can be fine-tuned through consistent monitoring and adjusting resource allocations. For large table space scans, DB2 optimizer will dynamically invoke sequential pre-fetch methods for read efficiency, taking advantage of SQL statements in cache for faster reuse, and access big data in real storage. Monitoring DB2 getpages for each read I/O helps detect abnormal high I/O rate. Usually that is a warning sign for either big scans or a shortage of buffers. To monitor DB2 I/O activity, a quick “snapshot” from OMEGAMON DB2 gives an overview of all DB2 volume activity and physical VSAM data set extent numbers. Figure 8-12 shows activity.

![Figure 8-11](image1.png)

**Figure 8-11** DB2 system health overview for Cognos applications

![Figure 8-12](image2.png)

**Figure 8-12** DB2 I/O activity on all of DB2 volumes

---

<table>
<thead>
<tr>
<th>Volume Name</th>
<th>Utilization</th>
<th>Service Time</th>
<th>Total I/O</th>
<th>DB2 IO</th>
<th>Total I/O Rate</th>
<th>DB2 I/O Rate</th>
<th>Number of Data Sets</th>
<th>Number of Extents</th>
<th>Volume Use Percent</th>
<th>DB2 IO Percent</th>
<th>Extents Per Data Set Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAW004</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>73</td>
<td>113</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW010</td>
<td>0.0</td>
<td>0.0</td>
<td>3.0</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>87</td>
<td>182</td>
<td>8.5</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>BAW012</td>
<td>0.0</td>
<td>0.0</td>
<td>3.0</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>77</td>
<td>116</td>
<td>8.5</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW007</td>
<td>0.0</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>82</td>
<td>169</td>
<td>5.7</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>BAW005</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>37</td>
<td>81</td>
<td>2.8</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>BAW008</td>
<td>0.0</td>
<td>0.0</td>
<td>6.0</td>
<td>6.0</td>
<td>0.0</td>
<td>0.0</td>
<td>40</td>
<td>59</td>
<td>17.1</td>
<td>0.0</td>
<td>1.2</td>
</tr>
<tr>
<td>BAW009</td>
<td>0.0</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>30</td>
<td>46</td>
<td>5.7</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW003</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10</td>
<td>15</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW016</td>
<td>0.0</td>
<td>0.0</td>
<td>11</td>
<td>11</td>
<td>0.0</td>
<td>0.0</td>
<td>63</td>
<td>100</td>
<td>31.4</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW002</td>
<td>0.0</td>
<td>0.0</td>
<td>4.0</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
<td>77</td>
<td>91</td>
<td>11.4</td>
<td>0.0</td>
<td>1.1</td>
</tr>
<tr>
<td>BAW013</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>43</td>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>BAW011</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>11</td>
<td>137</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>
If the number of extents for a table space gets higher than 100, that might be a warning sign for a reorganization utility to be scheduled to eliminate excessive extents for a faster data fetch. Another usage scenario for monitoring excessive I/O slow-down is if the DB2 I/O number is low and total I/O is high, which indicates other non-DB2 I/O activities occurring on that volume, which might explain why your Cognos request was waiting.

8.2.7 Monitor hybrid workload using Unified Resource Manager

In addition to each component-monitoring and cross-system view from Tivoli Enterprise Portal and Tivoli Monitoring Suite, the zEnterprise architecture provides a built-in Unified Resource Manager to oversee the hybrid workload performance and whether the performance goals are met. The Unified Resource Manager provides basic performance functions and performance-data collection for all workloads for which you have activated service policies. If the goals are not being achieved, detailed performance data from Unified Resource Manager helps identify the source of performance problems. To enable the zEnterprise management functions, the administrator must define the workload and activate a performance service policy for that hybrid workload. The Unified Resource Manager provides the following basic support:

- Monitoring and data collection at the hypervisor and virtual server levels, with data provided through these reports: service class report, virtual server report, hypervisor report, resource adjustment reports by workload, virtual server and service class reports.
- Performance management according to the velocity goals that you defined for the service classes in the active policy
- CPU management that enables resource allocations to be adjusted dynamically between virtual servers that have the same hypervisor.
- Additional customization, which includes installing or starting guest platform management providers (GPMPs) where you can benefit from advanced capabilities and additional performance data:
  - Virtual server topology report, including operating system statistics
  - Hops report for a service class
- Collecting application data from IBM middleware products that have been instrumented with the Open Group Application Response Measurement (ARM) 4.0 standard.

The GPMPs are supported on the following virtual servers:

- The logical partitions (LPARs) running z/OS V1R12, V1R11, or V1R10.
- The z/VM guests running z/OS V1R12, V1R11, or V1R10
- The z/VM guests running Linux
- The virtual servers running AIX on a POWER blade

In this deployment project, we also tested “report tasks” in the primary HMC to verify workload performance reports for a zEnterprise ensemble. Many types of reports provide performance information from various dimensions. During testing, we examined major Unified Resource Manager reports: workload details and report; and service class, virtual server, resource adjustments, and virtual server topology reports.
Workload Details

Figure 8-13 shows the details of our defined workload. You can select the check boxes of the virtual servers that are included in the workload and the activated performance policy. You also can make changes here.

![Workload Details from Unified Resource Manager](image)

**Figure 8-13  Workload Details from Unified Resource Manager**

Workloads Report

This report provides high-level performance status and goal achievement information for all the workloads that are defined for the ensemble. The report in Figure 8-14 illustrates our test workload of running 25 concurrent users. We can see that 1.00 is the maximum performance index of our defined BI workload.

![Workloads Report](image)

**Figure 8-14  Workloads Report**

Service Classes Report

This report provides a list of all the service classes that are defined for the workload. For each service class, details include the active performance policy, goal and importance definitions, and actual performance data. If this report indicates performance problems, you can drill down to individual virtual server reports for additional details.
Figure 8-15 shows the service classes report of running a test scenario of 25 concurrent users. It shows the two service classes we defined for Cognos application and SPSS application respectively, and also the performance index of them during a 15-minute interval.

Virtual Servers Report
This report provides data for virtual servers associated with the workload or a service class. The data includes allocated resources, resource utilization data, and delay statistics.

Figure 8-16 shows the report of running 25 concurrent users. You can see defined virtual processors, current allocated memory, and current CPU utilization of each virtual server.
Also you can show a CPU utilization chart during the test period of each virtual server. Figure 8-17 shows the CPU utilization of COGNBI virtual server for the previous test.

**Resource Adjustments Report**
This report lists successful and failed resource adjustments for the selected workload, virtual server, or service class, over a specified interval.

For the BI workload, the AIX virtual server is defined with dedicated processors, so it is not eligible for resource adjustment.

The Linux virtual servers, such as COGNBI, are defined with two processors in shared mode. However, during the testing period, no applications competed for CPU resource, so COGNBI got all CPU cycles that it requested when it was dispatched. From our Service Classes Report, we can see that the performance index of Cognos service class is always one, which means the goal is met, so it does not show any resource adjustment for this virtual server.

**Virtual Servers Topology Report**
This report provides a graphical view of the relationships between virtual servers that are running the workload and providing the resources to complete the work. This report is available only if a guest platform management provider and ARM-instrumented applications are active on the virtual server.

Within our project time frame, Cognos TM1 and SPSS were not ARM-instrumented software products. Unified Resource Manager could not capture the total workload information and we were not able to display the actual virtual server topology on our HMC.
8.3 Additional monitoring tools for consideration

There are additional tools to monitor and track end-to-end transaction response times with drill-down problem diagnostic capabilities. This section describes tools that were not deployed in this project because of the limited time and scope. However, these tools can help manage total zEnterprise and zBX hybrid workload monitoring with intuitive integrated user interfaces, dynamic end-to-end topology and drill-down problem analysis, and performance trend reporting.

Other advanced management and monitoring functions and tools are recommended for consideration.

8.3.1 End-to-end transaction tracking

A challenge when managing hybrid workload performance is the ability to isolate problems and identify the possible location where the slowing down of work request resides across the multitiered heterogeneous server environment. The Unified Resource Manager provides transaction topology capabilities but requires applications to be ARM-instrumented, as discussed in 8.2.7, “Monitor hybrid workload using Unified Resource Manager” on page 98.

In regard to response time for a given transaction, is there a tool that displays elapsed and CPU times, by segment, across the hops or components? IBM Tivoli Composite Application Manager for Transactions Version 7.3 delivers an “agentless tracking” feature that can show end-to-end transaction flow with network statistics by hops or components, without requiring ARM instrumentation. This function provides a fast and simple way to see an overall view of your hybrid transaction workload performance (Figure 8-18). It displays the network times by components for an end-to-end transaction flow.

In addition to transaction response times by components, the Application Management Console feature of IBM Tivoli Composite Application Manager for Transactions provides a transaction topology view, dynamically with collaborative metrics from data collectors (Internet service monitor, web response time, and robotic scripting tester), and drill-down capabilities to the IBM Tivoli Monitoring or OMEGAMON resource monitors for faster problem diagnostics across zEnterprise virtual servers and networks.
Figure 8-19 illustrates a seamless integration between transaction tracking and in-depth resource bottleneck analysis.

8.3.2 Integrate BI application monitoring with zEnterprise

In 8.2, “Current hybrid workload monitoring solution” on page 83, we discussed using the current Tivoli Monitoring Suite for OS, WebSphere, and databases to monitor the key processes for Cognos BI web, application and data tiers, and using the Cognos BI Administration console to monitor Cognos internal performance thresholds and abnormal statistics. For longer term capacity-growth planning, you should establish an integrated console for visibility and control with both systems and application internal multitier monitoring to ensure business service goals be achieved.

To take advantage of the Tivoli Monitoring Infrastructure for cross system monitoring and IBM Tivoli Monitoring Agent Builder toolkit, you can customize the Tivoli Enterprise Portal with systems management data feeds supplied by Cognos, and present the monitoring data on Tivoli Enterprise Portal with Cognos services in context. You get in-depth performance statistics at the Cognos application tier levels, such as Cognos gateway, Content Store, and Report Server metric statistics, for real-time problem diagnostics and historical trending analysis. The benefit for the customers is to have an integrated dashboard and drill-down feature for BI problem determination across server components, all from one single management point; Tivoli Enterprise Portal provides proactive management for Cognos cross-system complex tiers as well as underneath physical servers and databases.
Using the Tivoli Agent Builder toolkit, you can write scripts to interface with Cognos Systems Management statistic API and display the attribute data on the Tivoli Enterprise Portal. Figure 8-21 illustrates that Tivoli Enterprise Portal Navigator on the left panel dynamically reflects Cognos components in context (Administration Console, Application Report Server, Content Managers, Content Store, Data Source, gateway Server). You can define key attributes and thresholds for each tier to be monitored, and Tivoli Enterprise Portal automatically displays alerts and events that are relevant from Cognos web, application, and data tiers.

You can also install and plug Tivoli UNIX Log Agent into the IBM Tivoli Monitoring infrastructure. This way helps monitor and trap Cognos Application log messages to send early warnings and alerts to the administrator.
8.3.3 Integrate Unified Resource Manager performance API data

IBM Tivoli zEnterprise Monitoring and Discovery Agent, which was developed by using Tivoli Monitoring Infrastructure, exploits the Unified Resource Manager Management API and externalizes the zEnterprise ensemble workload monitoring data on Tivoli Enterprise Portal. This solution helps with the high visibility of total end-to-end overall performance health monitoring and event management of CPC and zBX resource utilization and capacity, with correlated performance statistics from Unified Resource Manager, with its underlying capacity management from IBM PR/SM™, PowerVM and hypervisor.

The Tivoli zEnterprise Monitoring Agent is a monitoring application for the zEnterprise platform, built specifically to discover and monitor the components of the zEnterprise platform, including the physical, virtual, logical layers, workloads, and other related artifacts.

The Tivoli zEnterprise Monitoring Agent collects performance, availability, and configuration information from the hardware level up to the virtual server level. It is based on the IBM Tivoli Monitoring technology and as such, is integrated seamlessly into the monitoring infrastructure that is in place for other monitors such as OMEGAMON XE for z/OS.

The data that is collected by the Tivoli zEnterprise Monitoring Agent helps you to monitor the performance health and availability of the workloads across and within an zEnterprise ensemble. Specifically, this agent monitors the following items:

- The configuration of zEnterprise ensembles and the nodes in those ensembles
- The physical layer of the environment, such resources as central processing centers (CPCs), racks, chassis, and blades
- The virtual layer of the environment, such as virtual servers and virtual networks
- The performance characteristics of the environment, such as workloads, performance policies, service classes, performance indexes, and non-satisfaction indexes

To help you understand the underlying causes of potential problems, the zEnterprise Monitoring Agent provides workspaces that are ready for use and that relate zEnterprise workloads to the underlying physical and virtual infrastructure, including networking devices and storage resources. From high-level views, you can click down to more detailed views that answer specific questions about both physical and virtual resources, such as on what platform a virtual server is running and what other programs are running on the same hypervisor. Detailed information about workloads helps you understand service classes, the virtual servers that are associated with a particular service class, and whether these servers are meeting their service class goals. All of this easy-to-access and easy-to-understand information helps you deliver the 24x7 availability that your zEnterprise users expect.
Figure 8-22 shows the new IBM zEnterprise Monitoring and Discovery Agent through the common IBM Tivoli Monitoring infrastructure on Tivoli Enterprise Portal.

Note this predefined sample workspace is ready for use and displays zEnterprise ensemble topology, its per-platform CPU and memory usage information, and summary information for the central processor complexes (CPCs) and the zEnterprise BladeCenter Extensions (zBXs) that are associated with the ensemble.

The key enabler for this monitoring agent is a component named the Enterprise Common Collector, introduced in the Tivoli Monitoring Infrastructure. It provides a central collection point for zEnterprise data and provides added-value capabilities to complement Unified Resource Manager:

- Manages individual connections to zEnterprise ensembles.
- Tests connections zEnterprise components to verify the correctness of definitions.
- Collects data in parallel from multiple zEnterprise ensembles.
- Enables users to customize the scope and depth of data collection.
- Processes monitoring requests and background data collection activities concurrently.
- Notifies users of inventory, status and property changes and reflects those changes in reports requested through the collector API.

With Tivoli zEnterprise Monitoring Agent, the Enterprise Common Collector extends the existing Tivoli Monitoring Suite with new Unified Resource Manager management statistics, providing total visibility and control for managing the entire zEnterprise ensemble, from the top-level overview down to the source of the problems under the control of a single user interface.
The complementary value proposition is added to the Unified Resource Manager by design to offer the following benefits:

- Enables greater visibility of zEnterprise ensemble's system health on the centralized cross-platform event-automation console in the command center.
- Reduces the processing load on the HMC by providing an alternative source of performance and inventory data.
- Relieves client programs of the burden of message handling that is normally required to keep data current.
- Provides multiple concurrent users with alternative access to the HMC type of information and decreases the amount of traffic to and from the HMC console.
- Adds value to HMC performance information by deriving deltas and generating new metrics based on the sampled data.
- Integrates with existing workload monitors to ensure total performance goals are being met and detects exceptions for Linux on System z in all levels. For example, if the hybrid workload performance index exceeds one, and the service goal is not achieved, the administrator can drill down from the Tivoli Enterprise Portal overview workspace, side-by-side. In this way, the administrator can choose and select virtual server z/OS to look at the WLM service analysis, or look at z/VM monitoring workspace, or look at AIX or Windows for further poor performance indicators to determine the source that caused the bottleneck.
Implementation summary

This chapter summarizes the results of the activities that are associated with the configuration of the infrastructure and middleware, deployment of the workload, and the testing activities that are involved in this project.
9.1 Infrastructure and middleware implementation

The assessment phase (described in Using zEnterprise For Smart Analytics: Volume 1 Assessment, SG24-8007) identified the optimal product configuration across a range of operating systems within zEnterprise. However, we discovered some unsupported functionality that required a deviation in terms of overall architecture.

**Unsupported functionality:** This issue is common within IT departments. Although the architect defines the ideal configuration, the specialists must work with the products that are available to them in the currently supported versions.

We contacted the development labs, to request that these unsupported features be evaluated for possible inclusion in future releases of the products.

In the ideal world, the following situations would be available:

- Cognos TM1 would communicate directly with SPSS Modeler to execute predictive models providing result sets or database updates that could be used dynamically within TM1.
- Cognos Metric Studio would support DB2 for z/OS as the common store.
- Cognos Metric Studio would support WebSphere Application Server 64-bit.

Within IBM Montpellier, there are two principal network backbones, one for IBM internal usage and one for external usage. Because access to both networks was required during this project, a number of additional VLAN and security configurations were required. This requirement caused some additional effort.

With regards to the monitoring of this workload, although a number of reports and services can be used to display specific issues, establishing an enterprise-wide monitoring solution that encompasses the infrastructure, middleware, and user activity for this analytics workload is highly preferred.

The IBM Tivoli suite of monitoring products, including IBM Tivoli Monitoring, OMEGAMON, and ITCAM components are currently deployed with the Smarter Banking Showcase. These products were easily tailored to provide dedicated screens that capture and report on the availability and performance of the analytical services.

9.2 Customer Profitability Analytics blueprint deployment

This package was developed to portray the capabilities of a number of IBM analytical products. The sample data and configuration was built as a functional demonstration running in a Windows environment. However, many customers questioned how these products and components would perform within a high-volume, multi-platform, production-like environment.

After the infrastructure and middleware components were configured, the package was deployed by using the provided installation scripts. Most of the products are platform independent and therefore proved straightforward to install, although several prepackaged elements, such as TM1 objects, were created under Windows, which is case-insensitive. Deploying the same objects under AIX resulted in a mismatch between objects that were stored within libraries and classes. We contacted the labs for advice and were informed that a conversion toolkit was planned. In the meantime, we redeployed the TM1 package to execute within the Windows Server 2008 environment running on a zBX x86 blade.
9.3 Testing

IBM Rational Performance Tester was used to capture and replay a number of the user reporting requests. The display of dashboards, scorecards, and reports involved simulated users, accessing the Cognos BI gateway and executing a report request or selecting one or more of the display options.

The test executions included elements of wait times based on typical web usage and random report selections per execution group.

Within our development environment, we were constrained by network bandwidth and simultaneous development activities, so our simulation testing extended only to 25 users before network time-outs prevented workload from completing.

The comparison of results showed the following information:

- Linear increments of CPU and memory usage based on limited user volumes
- Extended response times when processing a greater proportion of dashboard requests, which use a significant number of HTML graphic objects
  Although this information can be addressed by performance tuning of the Cognos dispatcher service classes, this was outside of the scope and timescale of the project.
- No specific network or data access bottleneck

We plan to refine the performance requirements of this solution and test again with greater volumes. This solution will then be deployed within a production environment and made available for IBM demonstrations.
9.4 Conclusion

System z is traditionally the cornerstone for high-volume, batch-oriented transaction processing, and analytics often involves variable processing demands and the use of graphical business user tools to support a variety of reporting needs. This combination provided a number of conflicts when we considered only the z/OS or z/Linux environments. However, with the introduction of the zBladeCenter Extension that supports blades and operating systems such as AIX, Linux and Windows, analytical processing can exploit a rich set of capabilities within a closely-coupled runtime environment.

The key benefits of deploying the analytics products and a business package onto this environment are as follows:

- A common data store for all products and access to warehouse tables within a scalable database environment, DB2 10 for z/OS
- High performance network connectivity services:
  - HiperSockets between z/OS and Linux on System z
  - IEDN between the zBX blades and the z196 environment
- A range of high availability and scalability options to support growing demands for data, users and analytical content
- The benefit of using enterprise-wide tools to monitor the entire environment, warning about both hardware and software issues, and supporting automated responses to rapidly resolve these issues before they impact the business
- The use of advanced workload management capabilities through the Unified Resource Manager to establish performance policies and goals to meet the demands of running workloads across multiple components

Although this is a complicated project involving a number of components and personnel skills, the benefits of establishing a common framework for the analytical components within this environment can lead to many future deployments of packages to support the growing business requirements.
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