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IBM Network Management solutions

In this chapter, we introduce the IBM solutions for network management within the context of service availability. IBM Tivoli Network Manager, IBM Tivoli Netcool/OMNIbus, and IBM Tivoli Netcool Configuration Manager make up these solutions.

Note: These products will be referred as Tivoli Network Manager, Tivoli Netcool/OMNIbus, and Tivoli Netcool Configuration Manager respectively throughout this document.

By integrating Tivoli Netcool Configuration Manager with Tivoli Network Manager and Tivoli Netcool/OMNIbus, you enrich the diagnostic information available to the Tivoli Network Manager and Tivoli Netcool/OMNIbus operators by adding network configuration and policy management capability. You also reduce the need to maintain separate data records and discovery processes, and increase the ability to cross-reference between network events.

This chapter describes following topics:

- 1.1, “Products overview” on page 2
- 1.2, “Benefits” on page 9
- 1.3, “Integration scenarios” on page 11
- 1.4, “Publications” on page 15
1.1 Products overview

In this section, we briefly go over the products that make up this integration.

**Note:** If you are not familiar with the network management terms, refer to “Glossary” on page 145.

1.1.1 IBM Tivoli Integrated Portal

Tivoli Network Manager, Tivoli Netcool/OMNibus, and Tivoli Netcool Configuration Manager are web-based products. Web-based products built on the Tivoli Integrated Portal framework share a common user interface where you can launch applications and share information.

Tivoli Integrated Portal helps with the interaction and secure passing of data between Tivoli products through a common portal. You can launch from one application into another application and within the same dashboard view to research different aspects of your managed enterprise.

Tivoli Integrated Portal provides:

- Services to support a console for individual products and for integrating multiple products.
- Aggregated views that span server instances, such as the Tivoli Netcool/OMNibus ObjectServer and Tivoli Network Manager.
- A web-based user interface with inter-view messaging between products so that the data in, say, a single tabulated report, can be gathered from multiple products.
- A common task navigator for multiple products that allows convenient selection by the task and not necessarily by the product you need to use to perform that task.
- An integration point for Netcool products. Products that in previous versions were running on the Netcool GUI Foundation (NGF) now use Tivoli Integrated Portal. This enables greater interoperability among products that are built on this converged platform or are compatible with it.

1.1.2 Tivoli Network Manager

Tivoli Network Manager provides the network analysis software that is needed to manage complex networks.

Formerly known as Netcool/Precision IP, this network diagnostics software from Tivoli collects and distributes Layer 2 and 3 network data and builds and maintains knowledge about physical and logical network connectivity.

Tivoli Network Manager provides the following capabilities:

- Provides physical, port-to-port connectivity between devices.
- Captures logical connectivity information, including virtual private network (VPN), virtual local area network (VLAN), asynchronous transfer mode (ATM), frame relay, and multiprotocol label switching (MPLS) services.
- Integrates easily with operational support systems (OSS) and other mission-critical workflow applications.
Helps your operations personnel to quickly identify the source of network faults and to speed problem resolution with real-time root-cause analysis and network diagnostics.

Delivers highly accurate network analysis software with real-time information about network connectivity, availability, performance, usage, and inventory information that is vital to achieving flow-through provisioning and maximum return on network assets.

The Tivoli Network Manager architecture can be divided into three layers:

- Network layer
- Data layer
- Visualization layer

The network layer interacts directly with the network. This layer contains network discovery and polling functionality. Network discovery retrieves topology data and network polling retrieves event data.

The data layer stores the topology data retrieved by network discovery and the event data retrieved by network polling. Network polling also includes storage of polled SNMP data for reporting and analysis. This layer also provides root-cause analysis functionality that correlates topology and events to determine the source of network faults, and event enrichment functionality that adds topology data to events.

The visualization layer provides the tools operators and administrators need to view topology, view events, and run network troubleshooting tools.
Figure 1-1 shows a conceptual overview of the Tivoli Network Manager functional layers.

For further details and all other related product documentation, refer to the Tivoli Network Manager documentation available at the following address:

### 1.1.3 Tivoli Netcool/OMNIbus

Tivoli Netcool/OMNIbus operations management software consolidates complex IT and network operation management tasks. Tivoli Netcool/OMNIbus improves service availability and resiliency with real-time service management for data centers, network operations centers, and IT domains.
Tivoli Netcool/OMNIbus provides the following capabilities:

- Delivers a central point of real-time service management for business applications, network devices, Internet protocols, and security devices.
- Enables you to identify and resolve the most critical problems with automated event correlation, isolation, and resolution capabilities.
- Consolidates data in operational silos into real-time web dashboard views with customizable displays of events, service views, and operational indicators.
- Supports current and evolving standards and uses approved cryptographic providers to help ease security audits.
- Utilizes customizable lightweight agents to collect business and technology events from more than 1,000 sources in real time.
- Provides tight integration with the IBM Tivoli Monitoring family to measure performance and user experience with business applications and to monitor Tivoli Netcool/OMNIbus itself, generating alarms based on user-defined thresholds.
- Offers operations management software that integrates with the broader Tivoli portfolio for a single view of operations, including cross-domain correlation, and common visualization, navigation, security, and reporting and launch-in-context capabilities.

The Tivoli Netcool/OMNIbus components work together to collect and manage network event information.

The components of Tivoli Netcool/OMNIbus are:

- Probes
- Gateways
- The ObjectServer
- The Web GUI visualization component
- Desktop tools
- Administration tools

Probes send alerts to the local ObjectServer, and a gateway replicates these alerts in an additional ObjectServer in a failover configuration. Alerts that are sent to the ObjectServer can be viewed in the Active Event List in the Web GUI, or in the desktop event list. Additional gateways are also configured to forward alerts to other applications, such as a help desk or Customer Relationship Management (CRM) system, and a relational database management system (RDBMS). A Tivoli Netcool/OMNIbus administrator (and the other administration tools) can also be used to configure and manage the system.
Figure 1-2 shows an overview of the Tivoli Netcool/OMNIbus component architecture.

For further details and all other related product documentation, refer to the Tivoli Netcool/OMNIbus documentation available at the following address:


1.1.4 Tivoli Netcool Configuration Manager

Tivoli Netcool Configuration Manager provides a comprehensive network configuration and change management solution, as well as a policy-based network compliance solution for managing network devices in complex, rapidly changing environments. We briefly discuss the capabilities of the major functions of Tivoli Netcool Configuration Manager.

Network configuration and change management

The network configuration and change management function forms the foundation for Tivoli Netcool Configuration Manager. Initially, clients load network device definitions into the application and organize these definitions into their specified categories, such as geography or function. Following the initial setup, clients can begin to manage their device configuration changes and backups through Tivoli Netcool Configuration Manager.
The following capabilities are available under the network configuration and change management function of Tivoli Netcool Configuration Manager:

- Back up device configurations dynamically or on a scheduled basis:
  The product maintains historical configuration versions as defined by the client.
- Detect out-of-band configuration changes and trigger a configuration backup.
- Apply configuration changes to device configurations:
  - You can make changes to a single device configuration.
  - You can make mass changes to multiple devices simultaneously.
  - Scheduled changes can execute during normal maintenance windows.
  - Templated changes configured and applied using command sets reduce errors that can result from manually applied changes.
- Upgrade device operating systems:
  An automated upgrade process upgrades the operating system on multiple devices.
- Access device terminals through the GUI that allows for access to devices:
  - The device terminal logs all keystrokes for a user session.
  - The device terminal allows direct access to devices by building a secure tunnel to the device.
  - The device terminal allows for automatic configuration backup following each terminal session.

**Policy-based compliance management**

The policy-based compliance management function of Tivoli Netcool Configuration Manager provides a rules-based tool for checking and maintaining network device configuration compliance with various sets of policies. You can configure compliance checks to check for the presence or absence of specific commands or data in a device’s configuration or a response from a query to a device. Based on the results of the compliance check, the tool either reports the results or, if desired, initiates a configuration change to bring a device back into compliance. You can organize and group related compliance checks into higher-level policies. You can schedule compliance checks to execute on a dynamic or scheduled basis. Likewise, you can set up compliance checks to trigger automatically as a result of a configuration change on a device.

The following capabilities are available in the policy-based compliance management function of Tivoli Netcool Configuration Manager:

- Policy-based compliance management uses reusable building blocks for creating compliance checks:
  - **Definitions**: Definitions are the lowest level component that contains the configuration data to be checked.
  - **Rules**: Rules are composed of definitions and the actions to take if a device configuration passes or fails.
  - **Policies**: Policies are composed of rules, which can be grouped together across various device types and compliance checks.
  - **Processes**: Processes group one or more policies to execute against a set of devices on a scheduled basis.
- The function allows you to run compliance checks in either a dynamic, scheduled, or automatically triggered manner.
The function automatically fixes out-of-compliance device configurations to get them back in compliance.

Policy-based compliance management allows you to configure compliance reports for automatic generation and distribution.

The Tivoli Netcool Configuration Manager architecture considers three server layers, each of which can be deployed separately across multiple machines. Each layer scales and distributes independently for maximum flexibility:

- Add presentation servers as user sessions or API transaction rate increases (optional load balancer to share client sessions across the pool of servers).
- Add worker servers as devices or work throughput rate increases.
- Add database servers to support transaction throughput for the presentation and worker layers.

The deployment architecture of Tivoli Netcool Configuration Manager, with the layers discussed above, is shown in Figure 1-3.
1.2 Benefits

The integration of Tivoli Network Manager, Tivoli Netcool/OMNIbus, and Tivoli Netcool Configuration Manager provides a closed loop network management problem resolution in one single solution.
Figure 1-5 shows the closed loop problem resolution provided by the integration of Tivoli Network Manager, Tivoli Netcool/OMNIbus, and Tivoli Netcool Configuration Manager.

The integration scenario described in this documentation provides the following benefits:

- The integration reduces inefficiencies associated with separate products to monitor different aspects of the same network. By sharing specific device information and preserving device groupings and hierarchies between Tivoli Network Manager, Tivoli Netcool/OMNIbus and Tivoli Netcool Configuration Manager, you reduce the need to run separate discoveries. The integration ensures both Tivoli Network Manager and Tivoli Netcool Configuration Manager have the same view of the network, and one that is constantly updated as the network changes. This ensures the administrators for the two products have a consistent view of network outages and enables them to isolate root cause of outages easily.

- Device configuration problems can be difficult to isolate and identify. By integrating with Tivoli Netcool Configuration Manager, a unified view of events is created that helps operators isolate the problems caused by changes to network device configuration.
Tivoli Netcool Configuration Manager maintains a backup of network configuration, including audit trails. Accidental misconfigurations of a network device are easy to spot, isolate, and rectify, by simply rolling back the changes via Tivoli Netcool Configuration Manager.

The integration provides the ability to implement network policies and enforce compliance by utilizing the capability of Tivoli Netcool Configuration Manager to make a change to large number of devices in one go, while ensuring the changes are accurate without manual intervention. This reduces the time to value of network management implementation.

1.3 Integration scenarios

In this section, we provide an overview of the following integration scenarios:

- Seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager.
- Exploiting configuration information for problem isolation.
- Configuring a rollback after misconfiguration.
- Implementing a new network configuration standard.
- Ensuring that a configuration is appropriate to support a network service.

1.3.1 Integrated data flow

In an integrated Tivoli Netcool Configuration Manager, Tivoli Netcool/OMNibus, and Tivoli Network Manager solution, data travels from the network resources that are being managed through a number of product components and networking layers, until it is presented to the network operators.

At each stage of this journey, components and processes categorize, cross-reference, and enrich the collected network data. To enable these components and processes to integrate, you perform a number of tasks.

**Note:** Our focus is on data relevant to configuration and policy management, rather than all data.
Figure 1-6 shows the data flow between product components in an integrated environment.

Where:

1. When a configuration change or policy violation occurs in a network resource, information is sent to Tivoli Netcool Configuration Manager.
2. Tivoli Netcool Configuration Manager logs the data and sends a corresponding event to the Tivoli Netcool/OMNibus ObjectServer via the SNMP Probe.
3. Network topology data stored in the Tivoli Network Manager NCIM database is made available to the Event Gateway.
4. Tivoli Netcool Configuration Manager events are passed to the Event Gateway, where they are enriched with network topology data and then returned to the ObjectServer.
5. The Active Event List (Tivoli Netcool/OMNibus) displays configuration change and policy violation events stored in the ObjectServer.
6. Event information is shared by the Active Event List and Tivoli Network Manager views.
7. Tivoli Network Manager GUIs display network topology data stored in the NCIM database. This data is enriched by configuration change and policy event information from the ObjectServer.
8. Configuration changes and policy violations are displayed in the Tivoli Network Manager and Tivoli Netcool/OMNibus GUIs. Using the context menus, operators can launch across into IBM Tivoli Common Reporting, as well as into the Tivoli Netcool Configuration Manager GUIs, for further analysis.
9. The full Tivoli Netcool Configuration Manager functionality remains available through the Tivoli Netcool Configuration Manager GUIs.
1.3.2 Seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager

In this scenario, network devices discovered by Tivoli Network Manager for a specific domain are exported using the `itmGenerateITNCMSeedFile.pl` Perl script in the `$NCHOME/precision/scripts/perl/scripts/bin` directory.

The `itmGenerateITNCMSeedFile.pl` Perl script generates a CSV file containing the list of network devices held in one or more Tivoli Network Manager domains.

Each file produced contains comments describing how and when the seed file was generated, the format of the file, and an entry for each device that identifies the following device data:

- Tivoli Network Manager domain name
- Tivoli Network Manager entityId for the device
- Tivoli Network Manager device name
- Tivoli Network Manager host name or IP address through which the device can be contacted

Note that this scenario is implemented as part of the overall integration steps, because it is a prerequisite for the other integration scenarios. The implementation steps are described in 2.4.2, “Seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager” on page 26.

1.3.3 Exploiting configuration information for problem isolation

In this scenario, notifications of configuration changes are sent to OMNIbus, which are correlated to network faults and performance indicators to identify the root cause of a network outage.

This integration scenario consists of the following steps:

1. A change is made, such as shutting down an interface from Tivoli Netcool Configuration Manager.
2. Events show up on the Tivoli Netcool OMNIbus GUI.
3. The operator launches a report in context from the event.
4. The operator launches Tivoli Netcool Configuration Manager in context from the event.
5. The operator validates the change.
6. The operator corrects the problem by restarting the interface from Tivoli Netcool Configuration Manager.
7. Events are cleared on the Tivoli Netcool OMNIbus GUI.

This integration is described in Chapter 3, “Exploiting configuration information for problem isolation” on page 41.

1.3.4 Configuration rollback after misconfiguration

This integration scenario provides a launch-in-context from a network problem to restore network service.
This scenario consists of the following steps:

1. A device goes red.
2. The operator is watching the network map and notices the problem.
3. The operator launches a report in context from the device.
4. The operator launches Tivoli Netcool Configuration Manager in context from the device.
5. The operator identifies the configuration that needs to be rolled back.
6. The operator applies the rollback from Tivoli Netcool Configuration Manager.
7. The device goes green in the network map.

This integration is described in Chapter 4, “Configuring a rollback after a misconfiguration” on page 67.

1.3.5 Implementing a new network configuration standard

This scenario uses Tivoli Netcool Configuration Manager’s configuration command sets to implement configuration standards across all network devices.

The following steps describe the data flow:

1. The administrator has installed the mttrapd probe.
2. The administrator wants to enable the network SNMP traps.
3. The administrator launches Tivoli Netcool Configuration Manager.
4. The administrator creates multiple command sets for different devices (such as CISCO IOS, CISCO CATOS, or Juniper JUNOS).
5. The administrator applies the command sets for selected devices.
6. The administrator verifies that mttrapd events appear on Netcool OMNIbus.

This integration is described in Chapter 5, “Implementing a new network configuration standard” on page 87.

1.3.6 Ensuring that a configuration is appropriate to support a network service

This scenario uses Tivoli Network Manager’s view of network services to apply a compliance policy across a set of network resources to support the network service.

The data flow is described as follows:

1. A service provider receives an order to create a new VPN for a new client ZYX, with several branches.
2. Service provider wants to verify that VPN configuration is compliant across all client ZYX facing routers.
3. Tivoli Netcool Configuration Manager administrator creates a MPLS VPN policy for client ZYX.
4. The Tivoli Network Manager administrator launches Tivoli Network Manager and MPLS views.
5. In the Tivoli Network Manager and MPLS view, suitable routers are identified.
6. The Tivoli Netcool Configuration Manager administrator launches Tivoli Netcool Configuration Manager Compliance.

7. The Tivoli Netcool Configuration Manager administrator executes the policy against the selected devices.

After the policy runs, the Tivoli Network Manager administrator launches in-context compliance reports and sees if the identified devices support the new network service.

This integration is described in Chapter 6, “Ensuring that a configuration is appropriate for supporting a new network service” on page 115.

1.4 Publications

The publications in the Tivoli Netcool Configuration Manager PDF document set, and the prerequisite publications in the Tivoli Network Manager IP Edition and Tivoli Netcool/OMNibus library, can be found in “Related publications” on page 147.
Integration overview

In this chapter, we provide an overview about the technical integration of Tivoli Network Manager, Tivoli Netcool/OMNibus, and Tivoli Netcool Configuration Manager.

This chapter describes following topics:

- 2.1, “Prerequisites” on page 18
- 2.2, “Lab environment” on page 19
- 2.3, “Product deployment” on page 21
- 2.4, “Data integration” on page 24
- 2.5, “GUI integration” on page 29
2.1 Prerequisites

The products and components that support the integration must be installed, and must be in an operational state before you configure the integration.

All product deployments are considered non-root installations. The installations of all components are done by the user icosuser assigned to group icosgrp.

The default installation directory /opt/IBM/ is used for the installation of all related components within our lab environment.

Before installing the products, ensure that you review the hardware, operating system, software, and communication requirements, and consider your deployment options. Also take note of the user and system permissions that are required for the user performing the installation.

Note: Working within a Windows® environment, you need a Windows utility that supports .tar and .tar.gz file extractions.

Specific product versions are required to support the integration. Working knowledge of these products is assumed.

The required products are as follows:
- IBM Tivoli Netcool Configuration Manager Version 6.1
- IBM Tivoli Network Manager Version 3.8
- IBM Tivoli Netcool/OMNIbus ObjectServer Version 7.3
- IBM Tivoli Netcool/OMNIbus Web GUI Version 7.3

For a detailed list of product versions and builds used within the lab environment, refer to 2.3, “Product deployment” on page 21.

2.1.1 Product deployment procedure

The required installation and configuration steps are as follows:
1. Install Tivoli Network Manager, including Tivoli Netcool/OMNIbus ObjectServer.
2. Configure Tivoli Network Manager and Tivoli Netcool/OMNIbus ObjectServer.
3. Configure the MTTrapd Probe and Tivoli Netcool/OMNIbus Knowledge Library.
4. Install Tivoli Netcool Configuration Manager.
5. Configure Tivoli Netcool Configuration Manager - Base.
6. Configure Tivoli Netcool Configuration Manager - Compliance.
10. Install and configure Simnet Probe Version 1.7.
2.2 Lab environment

The lab environment presented in this book is based on the following described environment.

Within the lab environment, the database for Netcool Configuration Manager was installed on a separate due to system performance considerations. All Tivoli Netcool Configuration Manager components were installed on a single server system.

All Tivoli Network Manager components, including Tivoli Netcool/OMNIbus, are installed on a single server system as well.

We installed the following product components in our lab environment:

- Tivoli Network Manager and Tivoli Netcool/OMNIbus
  - Tivoli Integrated Portal
  - Tivoli Network Manager Topviz GUI
  - Tivoli Network Manager discovery processes
  - Tivoli Network Manager monitoring processes
  - Tivoli Network Manager NCIM database
  - Tivoli Netcool/OMNIbus Web GUI
  - Tivoli Netcool/OMNIbus ObjectServer
  - Netcool Knowledge Library
  - MTTrapd Probe
  - Syslog Probe
  - Simnet Probe
- Tivoli Netcool Configuration Manager
  - Tivoli Netcool Configuration Manager Base
  - Tivoli Netcool Configuration Manager Compliance
  - Tivoli Netcool Configuration Manager Device Drivers
- Oracle
  Oracle database instances for Tivoli Netcool Configuration Manager and Tivoli Netcool Configuration Manager Compliance

Tivoli Network Manager and Tivoli Netcool Configuration Manager are configured to access the network test labs in Southbank and Raleigh. The network test labs represent network devices for technologies such as MPLS, BPG, and others.

The SNMP Trap destination of the devices within the network test labs in Raleigh and Southbank are configured with the IP address of the MTTrapd Probe.
The lab environment structure is shown in Figure 2-1.

With the successful deployment of the lab environment, the processes shown in Example 2-1 are shown for Tivoli Network Manager, Tivoli Netcool/OMNIbus, and related Tivoli Netcool/OMNIbus Probes.

**Example 2-1  Tivoli Network Manager processes**

```
$ itm_status
OMNIbus:
  nco_pad         RUNNING  PID=29035  NCO_PA
  nco_objserv     RUNNING  PID=29784  NCOMS
  nco_p_mtrtrapd  RUNNING  PID=29846  NCOMS
  nco_p_simnet    RUNNING  PID=29850  NCOMS
Tivoli Network Manager:
  Domain:  Southbank
  ncp_ctrl       RUNNING  PID=1319   Southbank
  ncp_store      RUNNING  PID=2127   Southbank
  ncp_class      RUNNING  PID=2128   Southbank
  ncp_auth       RUNNING  PID=2129   Southbank
  ncp_model      RUNNING  PID=4121   Southbank
  ncp_disco      RUNNING  PID=4567   Southbank
  ncp_f_amos     RUNNING  PID=4568   Southbank
  ncp_d_helpserv RUNNING  PID=2130   Southbank
  ncp_config     RUNNING  PID=2131   Southbank
  ncp_poller     RUNNING  PID=7647   Southbank
  nco_p_ncpmonitor  RUNNING  PID=2135 Southbank
  ncp_ncogate    RUNNING  PID=6560   Southbank
  ncp_webtool    RUNNING  PID=2136   Southbank
  Domain:  Raleigh
  ncp_ctrl       RUNNING  PID=7348   Raleigh
```
2.3 Product deployment

For a review of all installed product, packages, components, and versions, use the following two scripts:

- The `listSw.sh` script provides a summarized output of all installed operating system packages.
- The `listIU.sh` script provides a summarized output of all deployed Tivoli products and components with detailed version information.

**Note:** You might have to source the correct environment provided by `setenv.sh` within the `/home/netcool/.acsi_netcool/` directory to be able to run the `listIU.sh` and `listSw.sh` commands.

Both commands are located in the `../acsi_username/bin/` directory, where username stands for the user for the deployment, which is done in a non-root installation. In the example, the deployment is done by the user netcool and the commands are located within `/home/netcool/acsi_netcool/bin/` directory.

**Note:** The correct environment is required before you apply any product Fix Packs. The installer cannot run if the `listIU.sh` and `listSw.sh` commands would fail to provide any outputs.
To make sure we have the correct environment set, we have enhanced the .bash_profile of the user icosuser within our lab environment.

The enhanced .bash_profile for the user icosuser is shown in Example 2-2.

**Example 2-2  Enhanced .bash_profile for the user icosuser**

```bash
# .bash_profile

# Get the aliases and functions
if [ -f ~/.bashrc ]; then
  . ~/.bashrc
fi

# User specific environment and startup programs

PATH=$PATH:$HOME/bin

export PATH

# [Begin] Added by IBM, D.Bahn 11.08.2010
echo "===================================================================
echo " Set IBM Tivoli Netcool environment "
echo " . /opt/IBM/tivoli/netcool/env.sh"
echo " . /opt/IBM/tivoli/netcool/env.sh"
echo "===================================================================

# [End] Added by IBM, D.Bahn 11.08.2010
```

### 2.3.1 Tivoli Network Manager

The following detailed product versions and builds are used for the Tivoli Network Manager deployment:

- IBM Tivoli Network Manager Version 3.8.0.50
- IBM Tivoli Network Manager Version 3.8.0.56 (Fix Pack 3)
- IBM Tivoli Network Manager Version 3.8.0.61 (Fix Pack 4)

Our deployment of the Tivoli Network Manager within the lab environment is based on and follows the general product installation guidelines for deploying a single, non-failover environment.

**Note:** The components of Tivoli Integrated Portal are installed automatically during the installation process of Tivoli Network Manager Topoviz GUI or Netcool/OMNibus Web GUI components.
The general guideline for deploying a Tivoli Network Manager environment is documented in the IBM Tivoli Network Manager - Installation and Configuration Guide, which can be found at the following address:


To logically split up the Southbank and Raleigh lab device locations, multi-domains are configured within the Tivoli Network Manager lab environment. The lab environment is configured with following domains:

- ITNM
- Southbank
- Raleigh

The Southbank and Raleigh domains are cloned domains based on the ITNM default domain. The ITNM default domain is configured during the default installation process.

Tivoli Network Manager multiple domains are configured within the lab environment to show more detailed technical information regarding the import of the Tivoli Network Manager devices within Tivoli Netcool Configuration Manager.

### 2.3.2 Tivoli Netcool/OMNIbus

The following detailed product versions and builds are used for the ObjectServer and Probe components of Netcool/OMNIbus within the Tivoli Network Manager deployment:

- IBM Tivoli Netcool/OMNIbus ObjectServer Version 7.3.0.0
- IBM Tivoli Netcool/OMNIbus ObjectServer Version 7.3.0.2 (Fix Pack 2)
- IBM Tivoli Netcool/OMNIbus MTTrapd Probe Version 1.10.0.0
- IBM Tivoli Netcool/OMNIbus Syslog Probe Version 1.5.0.0
- IBM Tivoli Netcool/OMNIbus Simnet Probe Version 1.7.0.0

The following detailed versions and builds are used for the Web GUI component of Netcool/OMNIbus within the Tivoli Network Manager deployment:

- IBM Tivoli Netcool/OMNIbus Web GUI Version 7.3.0.0
- IBM Tivoli Netcool/OMNIbus Web GUI Version 7.3.0.2 (Fix Pack2)

Our deployment of Netcool/OMNIbus within the lab environment is based on and follows the general guidelines for deploying a single, non-failover Netcool/OMNIbus environment.

**Note:** The components of Netcool/OMNIbus ObjectServer and Tivoli Netcool/OMNIbus Web GUI are installed automatically during the installation process of Tivoli Network Manager components.

The general guideline for deploying a Tivoli Netcool/OMNIbus environment is documented within the IBM Tivoli Netcool/OMNIbus - Installation and Deployment Guide, which can be found at the following address:


The default ObjectServer name of NCOMS is used during the deployment of Tivoli Netcool/OMNIbus.
The ObjectServer NCOMS is installed and pre-configured during the installation process of the Tivoli Network Manager.

The MTTrapd- and the Syslog-Probe are also installed and pre-configured during the installation process of the Tivoli Network Manager.

**2.3.3 Tivoli Netcool Configuration Manager**

The following product version and build is used for Tivoli Netcool Configuration Manager deployment:
- IBM Tivoli Netcool Configuration Manager Version 6.1

Our deployment of Tivoli Netcool Configuration Manager within our lab environment is based on and follows the general guidelines for deploying a single, non-failover Tivoli Netcool Configuration Manager deployment.

The general guideline for deploying a Tivoli Netcool Configuration Manager environment is documented within the following guides:

- **IBM Tivoli Netcool Configuration Manager - Base Installation and Configuration Guide**, found at the following address:

- **IBM Tivoli Netcool Configuration Manager - Driver Installation and Configuration Guide**, found at the following address:

- **IBM Tivoli Netcool Configuration Manager - OOBC Installation Guide**, found at the following address:

- **IBM Tivoli Netcool Configuration Manager - Compliance Installation and Upgrade Guide**, found at the following address:

- **IBM Tivoli Netcool Configuration Manager - Integration Guide**, found at the following address:

**2.4 Data integration**

This section describes the data integration of Tivoli Network Manager, Tivoli Netcool/OMNibus, and Tivoli Netcool Configuration Manager in technical detail.

**Note:** We recommend following the *IBM Tivoli Netcool Configuration Manager - Integration Guide* for step-by-step deployment instructions.
The data integration steps are:
1. Deploying default Tivoli Netcool Configuration Manager reports
2. Seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager
3. Applying customized rules for Tivoli Netcool Configuration Manager

The data integration steps for Tivoli Network Manager, Tivoli Netcool/OMNIbus, and Tivoli Netcool Configuration Manager are covered in details in the *IBM Tivoli Netcool Configuration Manager - Integration Guide*, found at following address:


### 2.4.1 Deploying default Tivoli Netcool Configuration Manager reports

To support reporting, a set of default reports is supplied with your Tivoli Netcool Configuration Manager deployment. You must add these reports to your Tivoli Common Reporting installation.

The detailed steps for deploying the reports are described in Chapter 3, “Integrating the products”, in *IBM Tivoli Netcool Configuration Manager - Integration Guide*. Refer to the following address for a detailed description of all the required steps:


The deployed Tivoli Netcool Configuration Manager reports are shown in Figure 2-2.

![Tivoli Netcool Configuration Manager reports](image)
2.4.2 Seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager

This section provides additional integration information regarding seeding Tivoli Netcool Configuration Manager devices from Tivoli Network Manager.

You must run a script to seed Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager. This enables Tivoli Netcool Configuration Manager to make use of the topology data in Tivoli Network Manager, and ensures common network resource identification between Tivoli Netcool Configuration Manager and Tivoli Network Manager.

The detailed steps for seeding Tivoli Netcool Configuration Manager with devices from Tivoli Network Manager can be found in Chapter 3, “Integrating the products”, in the IBM Tivoli Netcool Configuration Manager - Integration Guide. Refer to the following address for a detailed description of all required steps:


Configuring event enrichment in Tivoli Network Manager

You must also configure the Tivoli Network Manager Event Gateway, ncp_ncogate, to use the ItncmMonitoringEventNoRca event map to enrich events from the ObjectServer with topology data.

To configure enrichment of the events raised by Tivoli Netcool Configuration Manager, perform the detailed steps given in Chapter 3, “Integrating the products” in IBM Tivoli Netcool Configuration Manager - Integration Guide. Refer to the following address for a detailed description of all the required steps:


Running the itnmGenerateITNCMSeedFile.pl Perl script

Network devices discovered by Tivoli Network Manager for a specific domain are exported using the itnmGenerateITNCMSeedFile.pl Perl script, which is in the $NCHOME/precision/scripts/perl/scripts/bin directory.

The itnmGenerateITNCMSeedFile.pl Perl script generates a CSV file containing the list of network devices held in one or more Tivoli Network Manager domains.

Each file produced contains comments describing how and when the seed file was generated, the format of the file, and an entry for each device that identifies the following device data:

- Tivoli Network Manager domain name
- Tivoli Network Manager entityId for the device
- Tivoli Network Manager device name
- Tivoli Network Manager host name or IP address through which the device can be contacted

We recommend using the login parameters for the Tivoli Network Manager database called NCIM. The login parameters for the NCIM database are:

- -itncmUsername NCIM_USERNAME
- -itncmPassword NCIM_PASSWORD
NCIM_USERNAME and NCIM_PASSWORD are the user ID and password for the NCIM database, which is defined during the installation of the Tivoli Network Manager database.

For both parameters, make sure to use the correct NCIM database credentials, even if they are encrypted within the DbLogins.ITNMDOMAIN.cfg config file. Encrypting the NCIM database credentials can be done by running the ncp_crypt command.

If the `itnmGenerateITNCMSeedFile.pl` script is not able to log in into the NCIM database, you receive the error message shown in Example 2-3.

**Example 2-3  NCIM password error message**

```plaintext
Level: critical
Msg: The DB password must be provided on the command line for schema ncim as it is encrypted in the DbLogins file
```

```plaintext
critical: The DB password must be provided on the command line for schema ncim as it is encrypted in the DbLogins file at ./itnmGenerateITNCMSeedFile.pl line 314
```

**Note:** Make sure you have the correct IP addresses, host names, and domain names defined within `/etc/hosts` or resolved by DNS lookup. The `itnmGenerateITNCMSeedFile.pl` and `loadNCM.sh` scripts must have the correct IP addresses or host names.

The error message about the wrong IP address or host name for Tivoli Netcool Configuration Manager within the `-server` parameter of the `itnmGenerateITNCMSeedFile.pl` or `loadNCM.sh` scripts is shown in Example 2-4.

**Example 2-4  ITNCM server access exception**

```plaintext
Initializing connection to ITNCM...
Exception in thread "P=377099;O=0;CT" com.intelliden.icos.EjbAccessException: Unable to access ITNCM server.
    at com.intelliden.icos.api.impl.EjbSession.connect(EjbSession.java:207)
    at com.intelliden.icos.api.impl.EjbSession.connect(EjbSession.java:116)
    at com.intelliden.icos.api.ApiFactory.getSession(ApiFactory.java:90)
    at com.intelliden.icos.api.tools.deviceloader.DeviceLoader.connect(DeviceLoader.java:112)
    at com.intelliden.icos.api.tools.deviceloader.DeviceLoader.bulkload(DeviceLoader.java:87)
    at com.intelliden.icos.api.tools.deviceloader.DeviceLoader.main(DeviceLoader.java:265)
```

**Considering the Tivoli Network Manager multiple domains environment**

At least one Tivoli Netcool Configuration Manager realm is created when configuring the following Tivoli Netcool Configuration Manager - Base installation. Devices in Tivoli Network Manager are grouped within domains. As devices are loaded into Tivoli Netcool Configuration Manager from Tivoli Network Manager, sub-realms are automatically created for each Tivoli Network Manager domain.
The processes for running multiple `itnmGenerateITNCMSeedFile.pl` scripts with two Tivoli Network Manager domains (Southbank and Raleigh) on a single server system are shown in Example 2-5.

Example 2-5  `itnmGenerateITNCMSeedFile.pl` with two Tivoli Network Manager domains

icosuser 27063 20759  0 14:49 pts/2    00:00:00 ncp_perl -S ./itnmGenerateITNCMSeedFile.pl -domain Southbank -ncimUsername ncim -ncimPassword ncim -loadITNCM Y -itncmBaseIp dyn-9-196-131-164 -itncmPort 18102 -itncmUsername admin -itncmPassword admin -debug DEBUG -watch

icosuser 29352 20759  0 15:42 pts/2    00:00:00 ncp_perl -S ./itnmGenerateITNCMSeedFile.pl -domain Raleigh -ncimUsername ncim -ncimPassword ncim -loadITNCM Y -itncmBaseIp dyn-9-196-131-164 -itncmPort 18102 -itncmUsername admin -itncmPassword admin -debug DEBUG -watch

2.4.3 Applying customized rules for Tivoli Netcool Configuration Manager

The MTTrapd Probe and Tivoli Netcool/OMNibus Knowledge Library are installed on the Tivoli Netcool/OMNibus ObjectServer host during the Tivoli Network Manager installer portion of the Tivoli Netcool/OMNibus installation.

Note: If you install Tivoli Netcool/OMNibus, the MTTrapd Probe, and Tivoli Netcool/OMNibus Knowledge Library independently of the Tivoli Network Manager installation, you must apply manually the Tivoli Netcool/OMNibus Knowledge Library configurations.

In addition to the MTTrapd Probe, we also install the Simnet Probe within our lab environment. This Probe installation is done manually following the installation guidelines for the Tivoli Netcool/OMNibus Simnet Probe.

We used the Simnet Probe in our lab environment for simulating test events.

The detailed steps for configuring the MTTrapd Probe and Tivoli Netcool/OMNibus Knowledge Library are described in Chapter 2, “Installing and configuring the products”, in the *IBM Tivoli Netcool Configuration Manager - Integration Guide*. Refer to the following address for a detailed description of all the required steps:

2.5 GUI integration

This section describes the GUI integration of Tivoli Network Manager, Tivoli Netcool/OMNibus, Tivoli Netcool Configuration Manager, and Tivoli Integrated Portal in technical detail.

**Note**: We recommend referring to the *IBM Tivoli Netcool Configuration Manager - Integration Guide* for step-by-step deployment instructions.

The GUI integration steps are:

1. Configuring the Tivoli Netcool Configuration Manager menu and tools of the Web GUI Active Event List, and Tivoli Network Manager topology visualization GUI.
2. Configuring the Tivoli Netcool Configuration Manager menus of the Tivoli Integrated Portal GUI.

### 2.5.1 Configuring the Tivoli Netcool Configuration Manager menus of the Web GUI Active Event List and Tivoli Network Manager topology visualization GUI

You must add a menu and tools for Tivoli Netcool Configuration Manager events to the Tivoli Netcool/OMNibus Web GUI to enable you to run device-based reports and to launch the Tivoli Netcool Configuration Manager GUIs from the Active Event List.

You can run a script to add the menu and tools to the Tivoli Netcool/OMNibus Web GUI, and then use the Tivoli Integrated Portal console to add the menu as a submenu of the Alerts menu in the Active Event List.

The detailed steps to add menu and tools for Tivoli Netcool Configuration Manager and device-based reports are described in Chapter 3, “Integrating the products”, in *IBM Tivoli Netcool Configuration Manager - Integration Guide*. Refer to this online link for a detailed description of all the required steps:


You must add custom Tivoli Netcool Configuration Manager menu and tools to enable you to run device-based reports and launch the Tivoli Netcool Configuration Manager GUIs from the Tivoli Network Manager topology visualization GUIs (Topoviz).

The detailed steps to add custom menu and tools to the Tivoli Network Manager topology visualization GUIs are described in Chapter 3, “Integrating the products”, in *IBM Tivoli Netcool Configuration Manager - Integration Guide*. Refer to this online link for a detailed description of all the required steps:


### 2.5.2 Configuring the Tivoli Netcool Configuration Manager menus of the Tivoli Integrated Portal GUI

This section provides additional information regarding integrating Tivoli Netcool Configuration Manager and Tivoli Netcool Configuration Manager Compliance GUI within Tivoli Integrated Portal.
The graphical user interface integration provides an additional menu entry within the overall menu structure of Tivoli Integrated Portal. Within our lab environment, we configured two additional entries: One menu entry to launch Tivoli Netcool Configuration Manager and a second menu entry to launch Tivoli Netcool Configuration Manager Compliance.

You configure this additional integration by performing the following steps:

1. Adding a new folder in the Page Management tab
2. Adding a new page in the Page Management tab
3. Configuring a new folder called Configuration
4. Configuring a new page for Netcool Configuration Management
5. Configuring a new page for Netcool Configuration Compliance
6. Adding a URL for launching Netcool Configuration Management
7. Adding a URL for launching Netcool Configuration Compliance

Adding a new folder in the Page Management tab

To add a new page to launch Tivoli Netcool Configuration Manager and Tivoli Netcool Configuration Manager Compliance, create a new folder in the Page Management tab by selecting Settings → Page Management → New Folder.

Figure 2-3 shows how to add a new folder called Configuration in the Page Management tab.

Adding a new page in the Page Management tab

Perform the following steps:

1. To add a new page to launch Tivoli Netcool Configuration Manager and Tivoli Netcool Configuration Manager Compliance, select Settings → Page Management → New Page.
The portlet content type for both pages is Inline Frame.

After you create a page, you see an error message. This error messages belongs to a not yet specified URL for the Inline Frame type of the page. This error is shown in Figure 2-4.

![Figure 2-4  Error regarding a not yet specified URL within the Inline Frame](image)

The URL is configured as shown in Figure 2-6 on page 33.
The required parameters for saving the page are shown in Figure 2-5.

![Figure 2-5 Required parameters for saving the page](image)

2. In Figure 2-5, specify the following parameters:
   - Page name
   - Page location
   - Roles with access to this page

**Note:** Make sure you configure the correct roles regarding access to the pages and view membership.
The page preferences we specified within our lab environment are shown in Table 2-1.

Table 2-1 Page preferences

<table>
<thead>
<tr>
<th>Page name</th>
<th>Page location</th>
<th>Roles with access to this page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Netcool Configuration Management</td>
<td>console/Configuration/</td>
<td>Administrator</td>
</tr>
<tr>
<td>Netcool Configuration Compliance</td>
<td>console/Configuration/</td>
<td>Administrator</td>
</tr>
</tbody>
</table>

3. Click **Edit Defaults** at the upper right of the Inline Frame to specify the URL within the Inline Frame that launches Tivoli Netcool Configuration Manager or Tivoli Netcool Configuration Manager Compliance.

The URL configuration used within the Inline Frame is shown in Table 2-2.

Table 2-2 Inline Frame URL configuration

<table>
<thead>
<tr>
<th>Component</th>
<th>Page name</th>
<th>URL</th>
</tr>
</thead>
</table>

Figure 2-6 shows how to configure the URL within the Inline Frame.

Figure 2-6 Configuring the URL within the Inline Frame
Figure 2-7 shows how to configure the URL for Tivoli Netcool Configuration Manager.

![Figure 2-7 Configuring the URL for Tivoli Netcool Configuration Manager](image)

The final result shows a new menu entry called Configuration in the main Tivoli Integrated Portal menu structure. In this menu entry, there are two sub-menu entries for Netcool Configuration Management and Netcool Configuration Compliance.

The integrated Tivoli Netcool Configuration Manager GUI in the Tivoli Integrated Portal is shown in Figure 2-8.

![Figure 2-8 Integrated Tivoli Netcool Configuration Manager GUI](image)
The integrated Netcool Configuration Compliance GUI in the Tivoli Integrated Portal is shown in Figure 2-9.

![Integrated Tivoli Netcool Configuration Compliance GUI](image)

**Figure 2-9**  Integrated Tivoli Netcool Configuration Compliance GUI

### 2.5.3 Tivoli Netcool Configuration Manager Webstart GUI

We recommend the following Java™ Runtime Environment settings for the client systems when using the Tivoli Netcool Configuration Manager Webstart GUI.

**Note**: In addition to these settings, we also recommend that you clear all browser caches and clear your browsers’ recent history.

These settings can help you with any possible problems when launching any Web GUIs or web pages.

**Note**: These recommendations are helpful if you experience error messages such as Unable to launch the application or Error: Must authenticate before using this service when launching the Tivoli Netcool Configuration Manager Webstart GUI.

Perform the following steps:

1. To view the IBM Java Runtime Environment settings, select **Start → Control Panel → IBM Control Panel for Java**. To view the Oracle Java Runtime Environment settings, select **Start → Control Panel → Java**.
Figure 2-10 shows the Control Panel window of the Windows client system with the IBM Control Panel for Java(TM) icon selected.

![Figure 2-10](image)

Figure 2-10  Launching the IBM Java Runtime Environment settings

2. Double-click the icon to open the Java Control Panel window.

Figure 2-11 shows the Temporary Internet Files settings pane under the Java Control Panel’s General tab.

![Figure 2-11](image)

Figure 2-11  Java Runtime Environment for temporary Internet files settings

3. Click the **Settings...** button in the Temporary Internet Files pane.
Figure 2-12 shows how to change the temporary files settings to the recommended values.

![Temporary Files Settings](image)

**Note:** It is a best practice to remove the directory where the temporary files are kept. In our example, this directory is the `C:\Documents and Settings\Dietger Bahn\Application Data\Sun\Java\Deployment\cache` directory.

*Figure 2-12  Java Runtime Environment temporary files settings*
4. Select **Security** → **Certificates** → **Certificates**. Remove the certificate, as shown in Figure 2-13.

![Java Control Panel](image)

*Figure 2-13  Java Runtime Environment certificate settings*
5. You should remove the certificate, as shown in Figure 2-14.

![Certificates dialog box](image)

**Figure 2-14** Removing the IBM certificate
Exploiting configuration information for problem isolation

This chapter provides a scenario that describes the benefits of Tivoli Network Manager and Tivoli Netcool Configuration Manager integration for correlation of network faults and performance indicators to identify the root causes of network problems, including using the launch-in-context feature.

This chapter describes the following topics:

- 3.1, “Scenario” on page 42
- 3.2, “Monitoring configuration changes to resolve issues” on page 43
3.1 Scenario

This section describes a scenario where we determine the root cause of a network fault in Tivoli Network Manager and take action to resolve the problem in Tivoli Netcool Configuration Manager by launching it through the launch-in-context feature of Tivoli Network Manager.

3.1.1 Using configuration change information for problem isolation

Network operations are important for IT organizations, because they provide communication among the services. Without properly working network operations, it is hard to discuss the availability of the service of a business. Indeed, if an organization is a service provider, the importance of network operations is much higher because service availability affects all areas of the service provider’s business, so high availability of the network is required. Therefore, there is always a demand for network operations management solutions.

To increase the network operations performance, a monitoring solution that takes action in the shortest possible time is necessary. Integrating Tivoli Network Manager and Tivoli Netcool Configuration Manager lets you use the network monitoring tool to not only determine the root cause of a network problem, but also isolate a possible problem.

This scenario explains how the root cause of a network problem can be identified in Tivoli Network Manager and how the necessary action can be taken in Tivoli Netcool Configuration Manager. The scenario starts with a configuration change performed by a user in Tivoli Netcool Configuration Manager. This change is made by a network operator who monitors the network through Tivoli Network Manager. After making this configuration change, the operator discovers that the change in the configuration of a network device causes a network problem. The operator gathers details about the change from both Tivoli Network Manager and Tivoli Netcool Configuration Manager, and also uses launch-in-context feature that is provided by the integration of these two network tools. As a result, the operator corrects the problem quickly.

In summary, any change in the configuration can be monitored by a network operator, who has a control over the configuration changes in network devices and there shortens the time of resolution.

3.1.2 Benefits

The integration of Tivoli Network Manager and Tivoli Netcool Configuration Manager provides the following benefits:

- Integration allows automatic generation of alarms in the Active Event List of Tivoli Network Manager when any change is applied to a network device in Tivoli Netcool Configuration Manager, which provides more control over configuration changes in network devices.

- Automatic alarm generation in Tivoli Network Manager helps operators to make any configuration changes in a network device, and integration of the tools helps operators to check easily whether these changes cause any network problems.

- Using the launch-in-context feature, which results from the integration of Tivoli Netcool Configuration Manager and Tivoli Network Manager, helps the operator to check configuration changes in Tivoli Netcool Configuration Manager and take action in the shortest possible time.
3.1.3 Using configuration change information for the problem isolation flow

Figure 3-1 shows the high level operation flow when using configuration change information for problem isolation scenario.

3.2 Monitoring configuration changes to resolve issues

As described in the previous sections, monitoring with Tivoli Network Manager provides information about the health of the network devices. Integrating Tivoli Network Manager and Tivoli Netcool Configuration Manager provides the ability to monitor configuration changes performed in Tivoli Netcool Configuration Manager in Tivoli Network Manager. This scenario helps network operators not only to recognize the problem as soon as it occurs, but also to become able to understand the root cause of the problem more easily.

In this scenario, a configuration change is performed by UserA in Tivoli Netcool Configuration Manager. The operator sees an alarm in the Active Event List in Tivoli Network Manager. The operator checks the status of the device (that set off the alarm) in the network map. After recognizing the problem, the operator launches a report of unit work summary by using the launch-in-context feature and observes that there is a configuration change in the network device. Then, the operator launches Tivoli Netcool Configuration Manager from Tivoli Network Manager by using the launch-in-context feature and applies the necessary action to correct the problem. Afterwards, the status of that device is checked in Tivoli Netcool Configuration Manager and we note that the problem is resolved.
3.2.1 Changing the configuration in Tivoli Netcool Configuration Manager

To make a configuration change on a network device, log in to Tivoli Netcool Configuration Manager by opening a web browser and entering the appropriate address to reach the web console of the application.

For this scenario, Tivoli Netcool Configuration Manager is installed on server with that has the IP address 9.196.131.164 and uses port 7001:


Perform the following steps:
1. Enter the credentials to log in to the console, as shown in Figure 3-2, and click Login.

Figure 3-2  Tivoli Netcool Configuration Manager login window
2. After entering the credentials, a new page opens, as shown in Figure 3-3. Click ITNCM Webstart GUI and enter the credentials again.

![ITNCM Webstart GUI](image)

Figure 3-3  Tivoli Netcool Configuration Manager Webstart GUI (Web Start Client) window

In this scenario, the Gigabit Ethernet interface of the scotland1-cs35.sco.eu.test.lab integration, which is a Cisco switch, will be shut down. We must change the configuration of the network device by using the Tivoli Netcool Configuration Manager:

3. scotland1-cs35.sco.eu.test.lab is located in SouthBank realm, so expand Resource Browser → ITNCM → Southbank, as shown in Figure 3-4. Click Southbank. At the right, all network devices in the Southbank realm are listed. Find scotland1-cs35.sco.eu.test.lab and click it, as shown in Figure 3-4.

![Resource Browser](image)

Figure 3-4  Selecting the device to make a configuration change in Tivoli Netcool Configuration Manager

4. In the Configurations tab, double-click the configuration to open the Configuration Editor.
5. When the Configuration editor window opens, select `interface → GigabitEthernet → GigabitEthernet 0/1 → shutdown`. Check the check box to enable the shutdown option (Figure 3-5).

6. Click the `Save` icon.

7. Enter a proper name. (For this scenario, we used “shutdown Gige4”.) Click `OK`. 
8. In the Configuration tab, select the created draft configuration and click the **Submit** icon, as shown in Figure 3-6.

1. After selecting the related device, go to the **Configurations** tab.
2. Select the draft configuration created previously.
3. Click the **Submit** button.

Figure 3-6 Choosing the draft configuration change and submitting it for execution
9. In the Password Override window, leave the settings as they are unless the login credentials for a device have changed. Otherwise, the cached credentials are already stored in Tivoli Netcool Configuration Manager. Click **Next**, as shown in Figure 3-7.

![Password Override window](image)

**Figure 3-7 Password Override window**

10. The Config Change window opens (Figure 3-8). Note that we are using a draft version and that the date is indicated in parentheses. Confirm the configuration and click **Next**.

![Config Change window](image)

**Figure 3-8 Configuration Change window**
11. Figure 3-9 shows that the execution priority can be set. For this scenario, leave it as Medium and click **Next**.

---

**Figure 3-9  Execution Priority window**

12. In the Schedule Work window (Figure 3-10), there are options for single and recurring schedules. There is also an option for recurring schedules. In this scenario, select **Immediate** to apply the configuration change now, and click **Next**.

---

**Figure 3-10  Schedule Work window**
13. In Describe Work window, write a description of the work. For example, in this scenario, we write “Shutdown GigabitEthernet 0/1 interface”, as shown in Figure 3-11. Click **Finish** to finalize the configuration change.

![Figure 3-11 Describe Work window](image)

14. When the configuration change is submitted, the Unit Of Work (UOW) ID message appears, as shown in Figure 3-12. Note the UOWID, which is #476, as we refer to it in the following sections.

![Figure 3-12 Submission of configuration change message](image)

By submitting this configuration change, the user “UserA” has shut down an interface of the network device using Tivoli Netcool Configuration Manager. In the following section, we explain how to observe the related alarm in Tivoli Network Manager as an operator.
3.2.2 Monitoring Tivoli Network Manager for configuration changes done through Tivoli Netcool Configuration Manager

In this section, a user called “Operator”, who is responsible for monitoring the alarms in Tivoli Network Manager and taking necessary actions, takes note of the configuration change and checks its details by using the launch-in-context feature of Tivoli Network Manager.

For this scenario, Tivoli Network Manager is installed on a server that has the IP address 9.196.131.166. The link to reach the web console of Tivoli Network Manager is:

As mentioned earlier, web access to Tivoli Network Manager is built on Tivoli Integrated Portal. Log in as the Operator user, as shown in Figure 3-13.

![Figure 3-13 Tivoli Integrated Portal login window used to access Tivoli Netcool Manager](image)
To monitor and interpret events, perform the following steps:

1. Expand **Availability → Events**, and click **Active Event List (AEL)**, as shown in Figure 3-14.

![Active Event List (AEL) in Tivoli Network Manager](image)

The Active Event List is a list of alarms gathered from network devices through probes. As described in 2.4, "Data integration" on page 24, the integration of Tivoli Network Manager and Tivoli Netcool Configuration Manager provides a flow of information about the configuration changes performed in Tivoli Netcool Configuration Manager through the SNMP probe.

Events for configuration change operations performed in Tivoli Netcool Configuration Manager appear in the Active Event List in Tivoli Network Manager with the information "Configuration Changed via Command Line..." written in the Summary field by default. Considering that any change in a configuration does not lead to a problem every time, the severity of these type of events is at the Information level. However, rules may be defined at the probe level for events that come from a specific device on which configuration changes cause errors in the network, and the severity of these type of events can be increased by defining rules in the probe rules file. For further details and all other related product documentation, refer to the Tivoli Netcool/OMNIbus documentation available at the following address:


In this scenario, the default configuration of the probe rules file is used. Therefore the severity of these events is at the Information ( ) level.
2. In the Active Event List, as shown in Figure 3-15, there is a Configuration Change event for node 172.20.98.1.

![Figure 3-15  Configuration change event in Active Event List](image)

This event indicates that there has been a configuration change in device 172.20.98.1. However, the event does not give details about the configuration change. It can be any configuration change, such as changing the access list of an interface of the device or, more severely, shutting down the interface, as is the case in this scenario. To obtain more details, check the status of the device from the network topology map.

3. To reach the network topology map, select **Availability → Network Availability → Hop View**. You can choose only one domain and find the related node by zooming in or, because we know that scotland1-cs35.sco.eu.test.lab is the network device that we want to focus on, you can enter Southbank in the Domain field, scotland1-cs35.sco.eu.test.lab in the Seed field, choose 3 in the Hops field, and click **Submit ( )**.
4. In the Hop view, shown in Figure 3-16, it shows that there is a major event on scotland1-cs35.sco.eu.test.lab. In addition, there are network problems with scotland2-cs29.uk.eu.test.lab and scotland3-cs29.uk.eu.test.lab. This view indicates that ping tests from Tivoli Network Manager failed on both devices.

Based on the information from the Active Event List that there has been a configuration change on scotland1-cs35.sco.eu.test.lab, and considering that these network devices are related according to the network topology map, the network problems of these three devices might also be related.

So far, the Operator user has limited information: There are network problems on these three devices, the event severity level on scotland1-cs35.sco.eu.test.lab is Major, and “scotland2-cs29.uk.eu.test.lab” and “scotland3-cs29.uk.eu.test.lab” are not reachable according to ping test results in Tivoli Network Manager. However, the root cause of the network problem is still unknown. In the next section, we explain how to troubleshoot this situation.

3.2.3 Troubleshooting

The Unit Of Work (UOW) summary is helpful in obtaining more details about the configuration change. The summary is a brief description of works performed on a network device. It is a property of Tivoli Netcool Configuration Manager, but it can also be launched from Tivoli Network Manager by using the launch-in-context feature.
To use the UOW summary to help you troubleshoot, perform the following steps:

1. To launch “Device Unit Of Work Summary”, right-click the event. Select Configuration Management → ITNCM Reports → Device Unit Of Work Summary in the context menu shown in Figure 3-17.

Figure 3-17  Launching the Device Unit Of Work summary
The Device Unit Of Work Summary window gives a list of all configuration changes performed in the network device. In this scenario, we are focusing on the network device that has the IP address 172.20.98.1. As shown in Figure 3-18, the latest change is “Shutdown GigabitEthernet 0/1 interface”. This UOW explains the ping failures and network events for the scotland2-cs29.uk.eu.test.lab and scotland3-cs29.uk.eu.test.lab devices discussed in step 4 on page 54 and shown in Figure 3-16 on page 54.

In addition, Figure 3-18 shows when the action was performed and who performed it. Information is also available in the Device Unit Of Work Summary window.

Remember that in step 14 on page 50, when UserA submits the configuration change, the UOW ID is provided, which is #476. Note that it is the same as the latest UOW ID in the Device UOW Summary list (Figure 3-18).
2. To verify the change, log in to Tivoli Netcool Configuration Manager through Tivoli Network Manager by using the launch-in-context feature. Right-click the alarm and select Configuration Manager → Launch ITNCM (Figure 3-19).

![Figure 3-19 Launch Tivoli Netcool Configuration Manager using the launch-in-context feature](image)

1. Right-click the alarm.
2. Select Launch ITNCM.

3. In the login window, enter the login credentials for Tivoli Netcool Configuration Manager (Figure 3-20).

![Figure 3-20 Tivoli Netcool Configuration Manager login window](image)
4. You can view the finished work in the Queue Manager. You can use the UOW ID to specifically find the finished work. Figure 3-21 shows how to use the Queue Manager to view the finished work.

1. Expand Queue Manager.
2. Click Work That is Finished.
3. Click the UOW ID that you want to view. Information about the work can be seen in Summary tab. “Shutdown of interface of the resource” can be observed.

![Figure 3-21 Work That is Finished window in Tivoli Netcool Configuration Manager](image)

In the list, find the UOW ID (#476) that you found in the Device Unit Of Summary list. Check the information in the Summary tab. Figure 3-21 shows that the UOW ID refers to scotland1-cs35.sco.eu.test.lab.

5. To see the command that is run to change the configuration of the interface, double-click the UOW ID #476 and click the resource. The log (Figure 3-22) reveals that a shutdown command is run on the GigabitEthernet 0/1 interface as observed in configuration change description in the previous step.

![Figure 3-22 Resource log of unit of work performed to shut down the GigabitEthernet interface of the network device](image)
Because the change in configuration is identified, the next action by the Operator user is to undo the change, which will correct the problem.

3.2.4 Undoing the configuration change

In this section, we explain how to change the interface configuration back to the “no shutdown” configuration.

Perform the following steps:

1. To undo the configuration change performed by UserA, navigate to Resource Browser → Southbank and click scotland1-cs35.sco.eu.test.lab (Figure 3-23). Double-click the Apply Config ImportedConfiguration (shutdown Gige 4) configuration, which is the “Current” configuration.
2. Expand **interface** → **GigabitEthernet** → **GigabitEthernet 0/1** and click **shutdown**. Clear the shutdown option check box to undo the shutdown of the interface (Figure 3-24).

![Clear the check box to deselect the shutdown option.](image)

**Figure 3-24 Clear the shutdown check box in the GigabitEthernet 0/1 configuration**

3. To save the change, click **Save**.

   Enter a proper name that describes the configuration change, for example, “Change Gige interface to no shutdown”. Click **OK**.
4. When the draft configuration change is saved, find it in the Configuration tab and submit it (Figure 3-25).

Figure 3-25 Submitting the undo of the change to no shutdown

5. When the selected configuration change is submitted, the Submit Configuration Change window opens. The first step is the **Password Override** step, which is described in step 9 on page 48. Use the settings shown in Figure 3-26 for this step and click **Next**.

Figure 3-26 Password Override step
6. Figure 3-27 shows the Config Change step. Validate the configuration and click **Next**.

![Figure 3-27  Config Change step](image)

7. For the Execution Priority step, leave it at Medium and click **Next**.

8. For the Schedule Work step, accept the Immediate setting and click **Next**.

9. In Describe Work step, enter a proper description. We use the “Change the GigabitEthernet 0/1 interface back to no shut down” description in our scenario (Figure 3-28). Click **Finish** to finalize the submission of the change.

![Figure 3-28  Description of the configuration change for no shutdown](image)
10. When the configuration change is submitted, the Unit Of Work (UOW) ID message window opens (Figure 3-29). Note that the UOW ID is #477.

![Submit Configuration Change]

*Figure 3-29  UOW ID information when the “no shutdown interface” configuration change is submitted*
11. To check whether the submitted work has finished successfully, navigate to Queue Manager. As shown in Figure 3-30, select **Work That is Finished**. In the list, look for the UOW ID #477, which is provided when the configuration change is submitted in the previous step.

![Figure 3-30  Checking the status of the submitted configuration change for no shutdown](image)

Figure 3-30 shows that the configuration change for no shutdown has been performed successfully.
12. For more detail about the successfully executed configuration change, check the log. To view the log, double-click the UOW ID #477 and click the resource (Figure 3-31).

![Figure 3-31 Resource log of configuration change for no shutdown of interface with UOW ID #477](image)

In the log, note that “no shutdown” is set for interface GigabitEthernet 0/1.

We have undone successfully the configuration change. You can also better validate the configuration change in Tivoli Network Manager.

### 3.2.5 Validating the undo of the change

To validate the undo of the change from Tivoli Network Manager, log in to the Tivoli Network Manager console as the Operator user.

Because the configuration change is performed through Tivoli Netcool Configuration Manager, a configuration change event is generated in Tivoli Network Manager and can be observed in the Active Event List. However, this section focuses on the validation of the change in the device and not its generation., so there is no need to check the event and get the UOW ID. The status of the scotland1-cs35.sco.eu.test.lab network device can be checked directly from the network topology map.

To view the network topology map, select **Availability** → **Network Availability** → **Hop View**. As described in step 3 on page 53, specify **Domain**, **Seed**, and **Hops** to obtain the map of the network and view the status of the scotland1-cs35.sco.eu.test.lab, scotland3-cs29.uk.eu.test.lab, and scotland2-cs29.uk.eu.test.lab network devices.
As shown in Figure 3-32, the events for scotland2-cs29.uk.eu.test.lab and scotland3-cs29.uk.eu.test.lab are cleared, indicating that the network problem that was caused by a configuration change on the device has been corrected.

Figure 3-32  Network map showing that the network problem of the devices has been corrected
Chapter 4. Configuring a rollback after a misconfiguration

This chapter describes a scenario that uses the launch-in-context feature of the integration between Tivoli Network Manager and Tivoli Netcool Configuration Manager to restore a device's configuration to a previous version.

This chapter describes the following topics:

- 4.1, “Scenario” on page 68
- 4.2, “Device configuration troubleshooting” on page 69
- 4.3, “Device configuration restoration” on page 74
4.1 Scenario

The following section provides a brief overview of the scenario for restoring a device’s configuration to a network device when an incorrect configuration has been applied.

4.1.1 Restoring a device’s configuration

Organizations that operate large, complicated, and mission-critical networks require that these networks remain operating at a high level of availability. In the case of service providers, this availability is even more critical, because numerous businesses depend on the service provider for their network. Any network outage caused by a service provider results in a cascading effect across many entities. Because these requirements, organizations deploy network operations centers to maintain, monitor, and repair their networks.

A major responsibility of a network operations center is identifying and resolving problems in the network. In many instances, improperly configured network devices introduce network problems.

Network operators monitor the network for alarm conditions that indicate connectivity issues in the network. Network monitoring tools, such as Tivoli Network Manager, provide monitoring capabilities. However, when a network device configuration change is the root of a network problem, it is difficult to determine the change that was made to the configuration.

This scenario describes how network operators can use the integration between Tivoli Network Manager and Tivoli Netcool Configuration Manager to troubleshoot network problems caused by an incorrect device configuration. Likewise, the scenario demonstrates how a network operator can restore a device configuration to a known good state after a problem has been isolated to a specific device configuration.

The scenario describes the process in two parts:

1. Device configuration troubleshooting
2. Device configuration restoration

4.1.2 Benefits

The integration between Tivoli Network Manager and Tivoli Netcool Configuration Manager results in the following benefits:

- This integration provides the ability to launch from Tivoli Network Manager directly into the Tivoli Netcool Configuration Manager.
- Tivoli Netcool Configuration Manager stores historical versions of device configurations, which allows for restoring a device’s configuration to a previous state.
- Tivoli Netcool Configuration Manager provides an audit trail of the device’s configuration changes that have been made and identifies the users who made the changes.
- Tivoli Netcool Configuration Manager allows for intelligent restoration of a device configuration by determining the differences between the current and historical configuration and only applying the necessary changes to restore a device to a previous state.
4.1.3 Restoring a device’s configuration scenario operational flow

Figure 4-1 depicts this scenario’s high-level operational flow.

4.2 Device configuration troubleshooting

In this scenario, troubleshooting begins with a network operator monitoring the network with Tivoli Network Manager. The operator monitors both the map of the network and the Active Event List within the application. The network operator uses Tivoli Netcool Configuration Manager during troubleshooting for the analysis of the device’s configuration.

4.2.1 Identifying a network problem

To begin monitoring a network, log in to Tivoli Network Manager from the Tivoli Integrated Portal. In order to launch the Tivoli Integrated Portal, access a web browser, such as Internet Explorer, and insert the correct server link.

The following link provides access to the lab system that was used for this book:
http://9.196.131.166:16310/
Perform the following steps to begin monitoring a network:

1. After the login window opens, enter your User ID and Password in the appropriate fields (Figure 4-2) and click Log in.

![Figure 4-2 Tivoli Integrated Portal login window](image)

2. When the Welcome window opens, expand the Availability and Network Availability options in the left pane of the window (Figure 4-3).

![Figure 4-3 Tivoli Integrated Portal Welcome window](image)

3. Select Hop View to view the network topology map. For this scenario, the monitoring focuses on the scotland1-cs35.sco.eu.test.lab device located in the SouthBank domain. In this view, you see the devices that are in the network and their connections. You also see the state of the devices against which active events have occurred. To narrow the view to the scotland1-cs35.sco.eu.test.lab device, select Southbank in the Domain field, enter
In Figure 4-4, you see that the scotland1-cs35.sco.eu.test.lab device has a major event raised on it. Likewise, the scotland2-cs29.uk.eu.test.lab and scotland3-cs29.uk.eu.test.lab device events indicate an issue. Pings tests to both devices from Tivoli Network Manager have failed. Under this scenario, these events indicate that an incorrect configuration change may have been the trigger.

Figure 4-4  Tivoli Network Manager Hop View window

4. To determine if configuration changes have occurred, launch the Device Configuration Changes report. To launch the report from Tivoli Network Manager, select the device in Hop View, right-click, and select Configuration Management → ITNRM Reports → Device Configuration Changes.
By analyzing the report shown in Figure 4-5, you see that a device configuration change has recently occurred. There is a high probability that the configuration change caused the network problem. We investigate whether configuration changes were made to determine if the changes are the root cause of the problem.

![Device Configuration Changes report launched from Tivoli Network Manager](image)

Figure 4-5 Device Configuration Changes report launched from Tivoli Network Manager

#### 4.2.2 Investigating a device configuration

Now that we have identified a network problem and a device whose configuration must be investigated, we launch from the Tivoli Network Manager to the Tivoli Netcool Configuration Manager to begin the investigation of the device’s configurations.

Perform the following steps to investigate a device’s configuration:

1. To launch to Tivoli Netcool Configuration Manager from Tivoli Network Manager, select the device in the Hop View, right-click, and select **Configuration Management** → **Launch ITNCM**.
2. After the Tivoli Netcool Configuration Manager login window opens, enter the Username and Password (Figure 4-6).

![Tivoli Netcool Configuration Manager Login window](image)

Figure 4-6 Tivoli Netcool Configuration Manager Login window

3. In order to determine what has changed in the device's configuration, we use the Show Differences tool in the application. To launch the Show Differences tool, navigate to the realm where the device is located in the Resource Browser section of the graphical user interface (GUI). The scotland1-cs35.sco.eu.test.lab device is in the Southbank realm. Select the **Configurations** tab in the lower pane, the current configuration, and the latest versioned configuration. Right-click and select **Show Differences**.

Figure 4-7 shows the steps for invoking the Show Differences tool.

![Netcool Configuration Manager main window used to select device configurations for comparison](image)

Figure 4-7 Netcool Configuration Manager main window used to select device configurations for comparison
4. The Show Differences tool launches. Choose either the Modeled View or the Native View. For this scenario, choose **Native View** and click the **Finish** button. The Native Differences window opens (Figure 4-8).

![Native Differences](image)

**Figure 4-8**  Tivoli Netcool Configuration Manager Native Differences window

In Figure 4-8, you can see in the current configuration that the `shutdown` command was added to the Gigabit Ethernet 0/1 interface in the device configuration. This is the cause of the network problem.

### 4.3 Device configuration restoration

This section of the scenario describes how to restore a device configuration, verify that the configuration is correct, and verify that the network problem is resolved.

#### 4.3.1 Correcting the device configuration

Now that network problem is identified, correct it by applying the versioned configuration. Applying the versioned configuration removes the `shutdown` command from the device’s configuration for the GigabitEthernet 0/1 interface.

Perform the following steps:

1. To apply a versioned configuration to a device, navigate to the realm where the device is located through the Resource Browser section of the GUI. The `scotland1-cs35.sco.eu.test.lab` device is in the Southbank realm. Select the **Configurations** tab in the lower pane and select the configuration to restore. In this scenario, the correct configuration is dated August 26, 2010 11:29 a.m.
Figure 4-9 shows how to navigate to the desired configuration.

2. Right-click and select **Submit** from the menu. You will be presented with a Unit of Work (UOW) workflow that submits a Unit of Work to apply the selected configuration to the device.

   UOWs in Tivoli Netcool Configuration Manager are discrete actions requested by a user to perform a task against a device. UOWs are managed and tracked using the Queue Manager section of the GUI. For detailed documentation about the Queue Manager, including queue descriptions and column descriptions, refer to the *IBM Tivoli Netcool Configuration Manager - Base User Guide*, found at the following address:

3. The UOW workflow for restoring a versioned configuration begins with the Password Override window (Figure 4-10). This window can be used to change the login credentials for a device if they are different than the cached credentials stored in Tivoli Netcool Configuration Manager. For this scenario, click Next to proceed to the next window.

![Figure 4-10 Tivoli Netcool Configuration Manager workflow Password Override window](image)

4. The Config Change window opens next (Figure 4-11). This window displays the configuration information for the configuration you are restoring. You can verify in this window that you are restoring the correct versioned configuration. As you can see, the configuration is dated August 26, 2010 11:29 a.m., which is correct. The Disaster Recovery option is not used in this scenario. Click Next to proceed to the next window.

![Figure 4-11 Tivoli Netcool Configuration Manager workflow Config Change window](image)
5. The Execution Priority window opens next (Figure 4-12). Leave the priority at Medium and click **Next** to proceed to the next window.

![Figure 4-12  Tivoli Netcool Configuration Manager workflow Execution Priority window](image)

Figure 4-12  Tivoli Netcool Configuration Manager workflow Execution Priority window
6. The Schedule Work window opens next (Figure 4-13). This window allows you to schedule a configuration change to execute during a specified time period. Although recurring schedules are displayed as an option, in the case of a configuration restoration, you do not want to schedule the UOW to execute on a recurring basis. For this scenario, select **Immediate**, because we want the change to be applied now to correct the network problem. Click **Next** to proceed to the next window.

![Figure 4-13  Tivoli Netcool Configuration Manager workflow Schedule Work window](image)

7. The Description window opens next (Figure 4-14). You must enter a description for the UOW to complete the submission process. Enter your description and click **Finish** to submit the UOW.

![Figure 4-14  Tivoli Netcool Configuration Manager workflow Describe Work window](image)
8. After the UOW is submitted, the final workflow window opens (Figure 4-15). The UOW number is identified here, which can be used to track the UOW in the Queue Manager to determine if the configuration change was successful. You can see that we need to view UOW ID #507, which was submitted for our configuration change. Click **Close** to close the window and finish the workflow.

![Submit Configuration Change](image)

**Figure 4-15  Tivoli Netcool Configuration Manager workflow completion window**

### 4.3.2 Verifying the configuration change

Perform the following steps to verify the configuration change:

1. To verify that the configuration change was successful, navigate to the Queue Manager in the GUI and select the **Work That is Finished** queue. Search for the UOW ID #507 in the list of UOWs. You can see from the list of UOWs that the UOW ID #507 completed successfully, as noted by the Execution Status and the green color. However, we need to view the UOW log to ensure that the correct change was applied to the device configuration.
2. Select the UOW (Figure 4-16), right-click, and select **Log** to view the UOW log.

Figure 4-16  Tivoli Netcool Configuration Manager Queue Manager list window

3. The UOW log window for UOW ID #507 opens (Figure 4-17). The double pane shows the summary UOW data on the left and the UOW log on the right.

Figure 4-17  Tivoli Netcool Configuration Manager Resource Logs window
4. Double-click the UOW summary in the left pane of the window. This launches the log in a separate window for easier viewing (Figure 4-18).

![Figure 4-18  Tivoli Netcool Configuration Manager detailed UOW log window](image)

The following section (Example 4-1) from the UOW log for UOW ID #507 shows that no shutdown was issued on the GigabitEthernet 0/1 interface and a new version of the configuration was imported and stored in Tivoli Netcool Configuration Manager. For this scenario, this is the correct command to bring the interface back up and correct our network problem, so applying the historical configuration resolved the issue.

**Example 4-1  UOW log data that identifies the configuration applied to the device**

Native commands sent to network resource:
```
interface GigabitEthernet 0/1
no shutdown
end
```
```
Native Command Filename=/home/icosftp/int-cisco1282829869673.cfg
(92) Config applied to device
```
5. As an additional verification, select the realm for the device in the Resource Browser section of the GUI and select the device. Click the **Configurations** tab. Double-click the current device configuration in the list of configurations. Figure 4-19 displays the steps for viewing the current configuration.

---

**Figure 4-19**  Tivoli Netcool Configuration Manager configurations list window
6. The Configuration Editor window opens (Figure 4-20). This is a GUI representation of the
device configuration. To view sub-commands within the tree, expand + to the left of the
command. Commands that are configured for the device are noted by.

Figure 4-20 displays the GigabitEthernet 0/1 interface configuration. As you can see,
shutdown is no longer enabled on the interface.

Figure 4-20  Tivoli Netcool Configuration Manager configuration editor window
7. As an alternative to viewing the configuration in the GUI mode, Tivoli Netcool Configuration Manager allows you to view the configuration in native command mode. This view displays the commands as they would be displayed on the actual device. For our scenario, using a Cisco switch, this view is like having run `show running-configuration` on the actual device. Launch the native command view from the Configuration Editor window by selecting **File** → **Tools** → **View Native Commands**.

Figure 4-21 shows the device configuration in the native command mode. Notice again that shutdown is no longer enabled on the device.

```
00128: interface GigabitEthernet0/1
00129: description scotland2-cs29
00130: duplex full
00131: switchport trunk encapsulation dot1q
00132: switchport mode trunk
00133: !
00134: interface GigabitEthernet0/2
00135: description scotland4-cs35
00136: duplex full
00137: switchport trunk encapsulation dot1q
00138: switchport mode trunk
00139: !
00140: interface Vlan1
00141: ip address 172.20.95.1 255.255.255.0
00142: ip directed-broadcast
00143: no ip route-cache
00144: !
00145: ip default-gateway 172.20.95.61
00146: no ip http server
00147: logging 192.168.40.204
00148: logging 8.100.209.40
00149: access-list 1 permit 172.20.3.197
00150: access-list 1 permit 172.20.3.15
00151: snmp-server engineID local 00:00:00:00:00:00750733680
00152: snmp-server user noauthnopriv noauthnopriv v3
00153: snmp-server group authnopriv v3 auth read snmpview
00154: snmp-server group noauthnopriv v3 noauth read snmpview
00155: snmp-server group noauthnopriv v3 auth notify 'tv.FFFFFFFF.FFFFFFFF'
```

*Figure 4-21  Tivoli Netcool Configuration Manager native command view window*

### 4.3.3 Network problem resolved

To determine whether or not the network problem has been resolved, we need to return to Tivoli Network Manager. Following the steps outlined in 4.2.1, “Identifying a network problem” on page 69, return to the Hop View option to view the network topology map. Navigate to the Hop View for scotland1-cs35.sco.eu.test.lab.
As shown in Figure 4-22, the scotland2-cs29.uk.eu.test.lab and scotland3-cs29.uk.eu.test.lab events are clear, which indicates the success of ping tests to both devices from Tivoli Network Manager and that the interface from scotland1-cs35.sco.eu.test.lab to scotland2-cs29.uk.eu.test.lab is restored.

![Tivoli Network Manager Hop View window](image)
Implementing a new network configuration standard

This chapter discusses how to implement a new network configuration standard across multiple devices using the launch-in-context features of the integration between Tivoli Network Manager and Tivoli Netcool Configuration Manager.

This chapter describes the following topics:

- 5.1, “Scenario” on page 88
- 5.2, “Using Tivoli Netcool Configuration Manager to apply a configuration through a modelled command set” on page 88
- 5.3, “Using Tivoli Netcool Configuration Manager to apply a configuration through the native command set” on page 104
5.1 Scenario

Networks in large organizations are rarely static. Often, there is a need to change many network devices at once to ensure uniformity across the network environment. Regardless of the reason, whether to apply an operating system patch, to change access permissions, or roll out new configurations, making these changes can be a timely process and prone to errors. In this chapter, we examine the ways to update the configuration of many devices across the network at once.

5.1.1 Forwarding traps from network devices to mttrapd probe server

This scenario describes a situation where you have just implemented a new network management solution, including Tivoli Network Manager, Tivoli Netcool/OMNIbus, and mttrapd probe, and integrated the solution with Tivoli Netcool Configuration Manager. The mttrapd probe allows traps to be received from network devices and forwarded to Tivoli Netcool/OMNIbus and Tivoli Network Manager for root cause analysis, alerts, and topological representation of failures. In order for this process to be effective, the devices in the network must have their SNMP trap forwarding address set to the address of the mttrapd probe. This scenario demonstrates how to push this hardware configuration change out to multiple devices simultaneously by using Tivoli Netcool Configuration Manager, and verifying the success by observing that traps have been received by Tivoli Netcool/OMNIbus and are visible in the Active Event List (AEL).

The scenario shows examples of making changes through both the modelled and the native command sets in Tivoli Netcool Configuration Manager.

5.1.2 Benefits

The benefits demonstrated within this scenario are:

- Changes can be applied to many devices at one time.
- The changes are accurate and uniform.
- The time-to-value for the full implementation of your network management solution is reduced.

5.2 Using Tivoli Netcool Configuration Manager to apply a configuration through a modelled command set

In this section, we demonstrate how to use the modelled command set to create a configuration change to be applied to multiple devices. For our example, we are going to use a group of Cisco devices and apply the correct command for adding the mttrapd server's IP address into the configuration for trapd forwarding.
5.2.1 Creating the command set

Here are the steps required to create a command set to add the snmp-server host information, so that traps will be forwarded to our mttrapd server. Perform the following steps:

1. Launch the Tivoli Netcool Configuration Manager application. We perform this action from our Tivoli Integration Portal (TIP) console (Figure 5-1).

![Tivoli Netcool Configuration Manager login](Image)
2. In Tivoli Netcool Configuration Manager, navigate to Resource Browser and the top level realm, which is Tivoli Netcool Configuration Manager in our environment (Figure 5-2).

![Figure 5-2 Tivoli Netcool Configuration Manager](image)

3. From the File menu, select **New → Command Set** (Figure 5-3).

![Figure 5-3 Command set](image)
4. In the next window that opens (Figure 5-4), provide a unique name for your command set and information regarding Vendor, Type, Model, and Operating System (VTMOS). For our example, we used the following values:

<table>
<thead>
<tr>
<th>Name</th>
<th>Cisco Trap Forwarding (Modelled)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor</td>
<td>Cisco</td>
</tr>
<tr>
<td>Type</td>
<td>Router</td>
</tr>
<tr>
<td>Model</td>
<td>26*</td>
</tr>
<tr>
<td>OS</td>
<td><em>12.3</em></td>
</tr>
</tbody>
</table>

![Figure 5-4   New command set](image)

**Note:** Even though we are choosing a specific VTMOS during creation, when the command set is applied, because Cisco IOS based devices generally use the same command to set the value for trap forwarding, we can choose a broader range of any device of the same Vendor.
5. Back in the Tivoli Netcool Configuration Manager Resource Browser, we see we now have a new command set named “Cisco Trap Forwarding (Modelled)”. Right-click this command set and choose **Edit** to provide the configuration information (Figure 5-5).

![Cisco Trap Forwarding (Modelled) command set](image)

**Table 5-1  Cisco Trap Forwarding (Modelled) command set**

<table>
<thead>
<tr>
<th>Name</th>
<th>Realm</th>
<th>Modified At</th>
<th>Vendor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cisco Trap Forwarding (Modelled)</td>
<td>ITNCM</td>
<td>Aug 29, 2010 8:55 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>N bcp address family</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:58 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>N ip vrf</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:20 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>N Native Trap Forwarding</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:55 PM</td>
<td>Juniper</td>
</tr>
<tr>
<td>172.20.2.2</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:38 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>Trap Forwarding</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:56 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>N Native Trap Forwarding</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:38 AM</td>
<td>Cisco</td>
</tr>
<tr>
<td>Content</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:54 PM</td>
<td>Cisco</td>
</tr>
<tr>
<td>No Time</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:54 PM</td>
<td>Cisco</td>
</tr>
<tr>
<td>Raleigh</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:54 PM</td>
<td>Cisco</td>
</tr>
<tr>
<td>Southbank</td>
<td>ITNCM</td>
<td>Mar 17, 2010 8:54 PM</td>
<td>Cisco</td>
</tr>
</tbody>
</table>
6. We now see the modelled view of the configuration. From here, we want to navigate the tree to locate `snmp-server → host`, as shown by numbers 1 and 2 in Figure 5-6. Ensure that you have changed from Match mode to Replace mode by toggling the button that looks like two triangles stacked on top of one another, and verify the mode, as shown by numbers 3 and 4 of Figure 5-6. Click the + symbol for **Add host**, as shown by number 5 of Figure 5-6.

![Figure 5-6 Modelled view of the configuration](image)

**Note:** For more information about the use of Match Mode versus Replace Mode, see Chapter 10, “Configuration Editor”, of the *IBM Tivoli Netcool Configuration Manager 6.1 - Base User Guide*.

7. Expand the resulting blank host line (Figure 5-7).

![Figure 5-7 Host line](image)
The required fields will be highlighted in red and with an asterisk next to them (Figure 5-8).

8. Complete the fields with the values required, noted by the number 1. You might prefer for some values to be configurable at the time of the application of the command set. For example, we want to add in the SNMP Community String when we apply the command set, because we might be using different Community Strings for different devices. To configure these values, select the field for the Community String, as indicated by the number 2. Then click the Parameter button, the stylize “P”, as indicated by number 3 (Figure 5-9).
9. A window opens and prompts you for the name of the parameter (Figure 5-10). We use SNMP Community String for the name of this parameter. Click OK.

![Figure 5-10 Enter a parameter](image)

10. After you enter the completed parameters of all the values you want populated, click the **Save** button to save changes, as indicated by the number 1, then close the window by clicking the X in the upper right corner, indicated by the number 2 (Figure 5-11).

![Figure 5-11 Unsaved changes](image)

You have now created and populated a modelled command set intended to add the IP address of the new mttrapd probe system to your Cisco devices.

### 5.2.2 Applying the command set

This section describes the process for applying the new command set to add the snmp-server host information, so that traps are forwarded to our mttrapd server. We apply this command set to all Cisco devices within our environment.
Perform the following steps:

1. From the Tivoli Netcool Configuration Manager Resource Browser, right-click and click **Apply Command Set** (Figure 5-12).

![Figure 5-12 Apply Command Set](image)

2. Because we chose a specific command set to apply, the Cisco Trap Forwarding (Modelled) command set is already selected. Click **Next** (Figure 5-13).

![Figure 5-13 Cisco Trap Forwarding (Modelled) command set](image)
3. Next, we configure the scope for the application of the command set. The first option allows us to attempt to apply this command set to all devices of a specific VTMOS for an entire realm. The second option allows you to select individual devices, one at a time. For this example, we are using the first option. Click Next (Figure 5-14).

![Apply Command Sets](image)

**Figure 5-14** Scope for the application of the command set
4. In the next window, we have the options to select a realm and a VTMOS. In our example, we want to apply to both the Raleigh and the Southbank realms. To do this task, we select the **ITNCM realm**, and check the **Include Sub-realms** check box. For the VTMOS option, we want to apply to all Cisco devices, which is our default selection. Click **Next** (Figure 5-15).

**Figure 5-15  Select the Scope of Application**

**Note:** As noted previously, the flexibility of Tivoli Netcool Configuration Manager allows us to apply this configuration change to all Cisco devices, despite the fact that it was created specifically for the Cisco 26* Routers with IOS *12.3*. 

---

---
5. In the next window, you configure the execution options. Because we are applying a modelled command set, you may select either **Execute Mode** or **Report Only Mode**. For our example, to avoid duplication of steps, we run in Execute Mode. For all of the other options, choose the default values. Click **Next** (Figure 5-16).

![Figure 5-16 Configure Execution Options](image)

**Note:** The best practice for modelled configuration changes is to select the **Report Only Mode** first. This mode shows what changes would occur if run against the devices you have selected, based on the configuration information stored in Tivoli Netcool Configuration Manager. This is not an option when doing a Native Command Set.
6. Because we are adding a command, instead of changing or deleting one, we do not need to worry about a rollback if the configuration change fails. Thus, the Rollback Options can be safely skipped for our example. Note that if you have chosen Report Only Mode in the previous window, this window will not open. Click Next (Figure 5-17).

7. Because we added some parameters, the next windows prompt us with questions about those parameters. First, we are prompted about how we want to modify the parameters. For more detailed information about the parameters and how they can be used, see Chapter 7, “Command Sets”, of the IBM Tivoli Netcool Configuration Manager 6.1 - Base User Guide, which can be found at the following address:

For our example, we select **Local**. Click **Next** (Figure 5-18).

![Apply Command Sets](image)

**Figure 5-18** Select Local

8. The next window allows you to add in your parameter value. First, click the line with the parameter you want to modify, as indicated by the number 1. Then, where indicated by the number 2, enter the value you want to apply. Click **Next** (Figure 5-19).

![Apply Command Sets](image)

**Figure 5-19** Add in your parameter value
9. The next window allows you to change the login details for the devices. You may want to use this menu if you have used a different set of credentials to discover the devices than to the set of credentials that might be used to modify the device’s configuration. Click **Next** (Figure 5-20).

![Figure 5-20 Password Override](image)

10. The next window is about the priority of this change in comparison to any other Unit Of Work (UOW) that may be queued. In our case, the default priority of Medium is acceptable. Click **Next** (Figure 5-21).

![Figure 5-21 Execution Priority](image)
11. The next window prompts you to schedule the UOW. We want to execute it immediately, so we accept the default setting. Click **Next** (Figure 5-22).

**Figure 5-22 Schedule Work**

12. The next window prompts you for a short description of the UOW. This is a mandatory field, but can be any type of description you want. Click **Next** (Figure 5-23).

**Figure 5-23 Describe Work**
13. The last window is a summary of the UOW of the actions to be taken. Notice that because we chose Execution Mode instead of Report Only Mode, the Mode field has highlighted, in red, the fact that devices will be modified. Click **Finish** to open the final window (Figure 5-24).

![Apply Command Sets](image)

**Figure 5-24  Summary of the UOW**

14. A final window opens and informs you that the UOW was successfully submitted and provides you with the UOW ID number. Click **Close**.

After the UOW has been completed, you may review the logs in Tivoli Netcool Configuration Manager. For more information about how to review the Resource Logs, see Chapter 5. “Queue Manager”, of the *IBM Tivoli Netcool Configuration Manager 6.1 - Base User Guide*, found at the following address:


### 5.3 Using Tivoli Netcool Configuration Manager to apply a configuration through the native command set

In this section, we demonstrate how to use the native command set to create a configuration change to be applied to multiple devices. For this example, we use a group of Juniper devices and apply the correct command to add.
5.3.1 Creating the command set

To create the native command set, perform the following steps:

1. As shown in Figure 5-1 on page 89 and Figure 5-2 on page 90, log in to the Tivoli Netcool Configuration Manager Base GUI and navigate to the top-level ITNCM realm.

2. From the File menu, select **New → Native Command Set** (Figure 5-25).

![Figure 5-25   Native Command Set](image)
3. When prompted, provide a unique name for this command set and supply the VTMOS information (Figure 5-26). In our example, we used the following values:

<table>
<thead>
<tr>
<th>Name</th>
<th>Juniper Trap Forwarding (Native)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor</td>
<td>Juniper</td>
</tr>
<tr>
<td>Type</td>
<td>Router</td>
</tr>
<tr>
<td>Model</td>
<td>M*</td>
</tr>
<tr>
<td>OS</td>
<td>*</td>
</tr>
</tbody>
</table>

"Figure 5-26  Native Command Set"
4. Return to the Tivoli Netcool Configuration Manager GUI, locate the new native command set in the list, right-click, and select **Edit** (Figure 5-27).

![New native command set](image1)

**Figure 5-27**  New native command set

5. In the window that opens next, in the area indicated by the number 1, enter the command that should be executed on the device. Click the **Save** button, indicated by the 2, and close the window by clicking the X in the upper right corner, indicated by the 3. (Figure 5-28).

![Trap Forwarding](image2)

**Figure 5-28**  Trap Forwarding

We have completed the creation of the new native command set.
5.3.2 Applying the native command set

This section describes the process used to apply the native command set to a single Juniper device by choosing that device.

Perform the following steps:

1. In the Resource Browser, navigate to a realm containing the device you want to modify. Right-click the device and select **Apply Native Command Set** (Figure 5-29).

   ![Figure 5-29 Apply Native Command Set](image)
2. Highlight the native command set you want to apply, as indicated by the number 1, then click the **Add** button, indicated by the number 2, to move it over to the list of command sets to apply. Click **Next** (Figure 5-30).

![Figure 5-30 Click the Add button](image)

3. In the next window, you are prompted for the scope to which the native command set should be applied. We only want to apply to specific resource in this case. Click **Next** (Figure 5-31).

![Figure 5-31 Select the Scope](image)
4. The next window allows you to select the specific devices to which you want the configuration to be applied. Because we already selected the ny-pe1-jrm7i device, the selection has already been made. Click **Next** (Figure 5-32).

![Figure 5-32 Select the Scope of Application](image1)

5. As before, we have the ability to roll back the change in case of failure, but we will not configure any rollback options. Click **Next** (Figure 5-33).

![Figure 5-33 Rollback Options](image2)
6. As before, we are prompted about overriding the default login details for the device. We leave these details unchanged. Click **Next** (Figure 5-34).

![Figure 5-34 Password Override](image)

7. The next window is used to set the execution priority. We accept the default of Medium. Click **Next** (Figure 5-35).

![Figure 5-35 Execution Priority](image)
8. The next window prompts you to schedule this UOW. In this example, we accept the default, which is to execute it immediately (Figure 5-36).

Figure 5-36  Schedule Work

9. The last window shows the description of work. Again, enter a description that describes the UOW. Click Finish to see the UOW ID number assigned (Figure 5-37).

Figure 5-37  Describe Work
The UOW is placed in the queue and executed in turn. Review the Resource Logs for the status of the UOW.

### 5.4 Results of these configuration changes

To observe the results of these changes, take a look in the Active Event List (AEL) to see traps received from these devices. For example, we now have a trap from a Cisco device that we configured in 5.3.2, “Applying the native command set” on page 108. We can see that it is a Cisco Catalyst and that the mttrapd probe received and processed this trap (Figure 5-38).

![Figure 5-38 Results of these configuration changes](image)
Ensuring that a configuration is appropriate for supporting a new network service

This scenario outlines how we can use Tivoli Netcool Configuration Manager compliance policies to ensure that a configuration is consistent across a subset of managed routers. Tivoli Network Manager is used to decide to which devices to apply the compliance policy. We verify that the policy has been set by using both Tivoli Network Manager and within Tivoli Netcool Configuration Manager.

This chapter describes the following topics:

- 6.1, “Scenario” on page 116
- 6.2, “Creating an ip vrf command set” on page 117
- 6.3, “Creating the ip vrf definition” on page 119
- 6.4, “Creating an ip vrf remedial action” on page 123
- 6.5, “Creating an ip vrf rule” on page 127
- 6.6, “Creating a new ip vrf policy” on page 130
- 6.7, “Creating a new layer 3 VPN process” on page 132
- 6.8, “Executing the process” on page 136
6.1 Scenario

A service provider receives a request to provide a layer 3 MPLS Virtual Private Network (VPN) for a new customer named ZYX Industries. The service provider uses Tivoli Network Manager to select ZYX's office facing PE routers and apply an MPLS L3 VPN compliance policy to these devices.

There are three steps to create a new layer 3 MPLS VPN within a Cisco router. We use a compliance policy to apply two of these steps: Creating the customer’s ip vrf definition and creating a new customer named bgp address-family.

The following scenario describes how to create an ip vrf definition, remedial-action, rule, and policy. A new process is created that applies both the ip vrf and ip address-family policies to the PE routers. If the policy fails, the remedial action is applied to add the ip vrf and bgp address-family configurations to the routers.

There are several items that must be created to create a compliance policy within Tivoli Netcool Configuration Manager - Compliance:

1. A command set is the set of commands that are applied to the router. The command set can include variables. We use global variables for the BGP domain AS number and for the customer name. This single policy can then be used again and again for each new customer.

2. To determine if a router configuration contains a particular command set, we need a definition containing the most fundamental part of the command set.

3. We create a remedial action to provide details about what needs to be done if the definition is not satisfied and a configuration change is necessary.

4. We create a rule that determines how the definition and remedial action can be applied.

5. We create a policy to define the set rules run by a process.

6. We create a process to define which devices to run and to determine when to run a set of policies.
6.2 Creating an ip vrf command set

Perform the following steps to create an ip vrf command set:

1. Create two new global parameters named CUST and AS. In the Netcool Configuration Compliance Manager, select Parameters → Parameter Administration to open the Parameter Administration window. Select New to create a new parameter. Enter a description and a value for the parameter and select Apply (Figure 6-1).

![Parameter Administration Window](image)

Figure 6-1   Creating global parameters


1. Select Parameters → Parameter Administration to open the window.

2. Select New to add a new parameter.

3. Enter the parameter details and select Apply.
2. To create a new native command set, from the Tivoli Netcool Configuration Manager, select **File → New → Native Command Set**. Enter a name for the native command set, enter Cisco in the Vendor field and Router in the Type field, and select **OK** (Figure 6-2).

![Figure 6-2 Creating a new ip vrf command set](image1)

1. Select **File → New → Native Command Set** to open the window.
2. Complete the Name, Vendor, and Type fields for the command set.
3. Click **OK**.

3. Add the ip vrf command set. Enclose the AS and CUST parameters between ‘$’ signs (Figure 6-3).

![Figure 6-3 Adding the ip vrf command set](image2)
4. Add the ip address-family command set in a similar way (Figure 6-4).

![Figure 6-4 Adding the bgp address-family command set](image)

### 6.3 Creating the ip vrf definition

The following steps describe how to create a definition within the Tivoli Netcool Configuration Manager Compliance Manager. The text in the ip vrf ZYX definition is compared with the text in the configuration file to confirm that the ip vrf ZYX command set has been applied to the selected devices. A similar definition needs to be created for the bgp address-family policy.
Perform the following steps:

1. Within Tivoli Netcool Configuration Manager Compliance Manager, navigate to the **Policy Definitions** tab. Select **Definitions** from the drop-down tabs on the left side. Select **Create Definition** either from the Create drop-down menu or by selecting the green plus symbol (Figure 6-5).

1. Select the **Policy Definitions** tab.
2. Select the **Definitions** drop-down tab.
3. Select the plus symbol to add a new definition.

**Figure 6-5  Tivoli Netcool Configuration Manager - Compliance Definitions tab**
2. Enter a name and description for the definition. Select the **Create compliance definition using CLI configuration lines** radio button and select **Next** (Figure 6-6).

![Figure 6-6 Defining the ip vrf compliance definition](image-url)
3. Enter the evaluation definition details. We want to check that the configuration has been created for a new ip vrf. Enter the text “ip vrf:” and select the AS and CUST Global Parameters by clicking the **Insert Parameter** button. Click the **Add** button to add this command to the Evaluation List and select **Next** (Figure 6-7).

![Figure 6-7   Entering the ip vrf evaluation definition](image)
4. Select a location to which you save the new definition. It maybe useful to create a new realm to which you add all new configurations. Select Finish (Figure 6-8).

![Selecting a location to which you save the new ip vrf definition](image)

**Figure 6-8** Selecting a location to which you save the new ip vrf definition

### 6.4 Creating an ip vrf remedial action

When we run a rule, it compares the router configuration with the definition created in 6.3, “Creating the ip vrf definition” on page 119. If the configuration comparison fails, we need to define a remedial action that can be used to correct it. In this case, the remedial action is to run the command set to create a new ip vrf.
Perform the following steps:

1. Within Tivoli Netcool Configuration Manager Compliance Manager, navigate to the **Policy Definitions** tab. Select **Remedial actions** from the drop-down tabs on the left side. Select **Create Remedial action** either from the Create drop-down list or by selecting the green plus symbol (Figure 6-9).

![Figure 6-9 Tivoli Netcool Configuration Manager - Compliance Remedial Actions tab](image-url)
2. Enter a name and description for the remedial action. Select the **Remedial Action** radio button. Select **Next** (Figure 6-10).

![Figure 6-10 Defining the ip vrf remedial action](image)

*Figure 6-10  Defining the ip vrf remedial action*
3. Select the command set to run as the remedial action, in this case, the `ip vrf` command set (Figure 6-11). Select **Next**.

![Figure 6-11](image)

*Figure 6-11  Selecting the ip vrf command set for the remedial action*
4. Select a location to save the remedial action (Figure 6-12). Click Finish.

![Figure 6-12 Selecting a location to save the new remedial action](image)

**6.5 Creating an ip vrf rule**

Now that the definition and remedial action have been created, it is necessary to link these together using a rule.

Perform the following steps:

1. From the Tivoli Netcool Configuration Manager Compliance home page, click the Rule tab and create a new rule by selecting the green plus symbol.
2. Enter a name and description for the rule. Select **cisco** and **router** from the Application Device Filter (Figure 6-13). Select **Next**.

![Create a Rule](image)

*Figure 6-13  Defining the new ip vrf configuration rule*
Using the tools on the left hand side, build a graphical rule (Figure 6-14). Drag a Start (\( \downarrow \)) and Compliant (\( \checkmark \)) icon into the empty space on the right side. When you drag a definition (\( \Diamond \)) icon into the space, a select definition window opens (Figure 6-15 on page 130). This window is used to select the actual definition you want to use.

![Figure 6-14 Building an ip vrf graphical rule](image)
Back in the Edit Rule window (Figure 6-14 on page 129), drag the Non Compliant X icon on to the white space. A Select Remedial action window opens. Select the ip vrf remedial action. Connect the icons together with arrows by clicking the small circles and dragging the arrow connections to another icon.

3. Save the rule in a suitable location and click Finish.

### 6.6 Creating a new ip vrf policy

You can create a new ip vrf policy by performing the following steps:

1. From the Tivoli Netcool Configuration Manager Compliance home page, click the Policies tab and create a new policy by selecting the green plus symbol.
2. Enter a name and description for the policy. Select **Cisco** and **Router** from the Application Device Filter and include the ip vrf configuration rule from the Rules Included section (Figure 6-16). Select **Next**.
3. Select the **No Action** radio button and click **Next** (Figure 6-17).

![Figure 6-17  Selecting the ip vrf policy action](image)

4. Save the new policy in a suitable location and click **Finish**.

### 6.7 Creating a new layer 3 VPN process

To create a new layer 3 VPN process that includes the ip vrf and the bgp address-family policies, perform the following steps:

1. From the Tivoli Netcool Configuration Manager Compliance home page, create a new process by selecting the green plus symbol.
2. Enter a name and description for the layer 3 VPN process. Add both the ip vrf policy and the bgp address-family policy to the process (Figure 6-18). Select **Next**.
3. From the Network views within Tivoli Network Manager IP Edition, select the **MPLS Core view** and determine the PE routers that are connected to the ZYX’s customer environment (Figure 6-19).

![Figure 6-19  MPLS Core Network view from Tivoli Network Manager](image-url)
4. From within the Tivoli Netcool Configuration Manager Compliance process view, select the ZYX's customer-facing PE routers determined by Tivoli Network Manager (Figure 6-20). Select Next.

5. The next window provides options to add and edit the parameters for this process. Leave the parameters as the defaults and select Next.

6. It is possible to define a schedule for the process to run from the next window. Leave the definition as the default and select Next.

7. There are report options defined in the next window. Leave the options as the defaults and select Next.

8. It is possible to store or email reports from the next window. Leave the options as the defaults and select Next.

9. Choose a suitable place to save the new process and click Finish.
6.8 Executing the process

Now that we have created the process, we can execute it to determine if the commands are present or not. Perform the following steps:

1. From the Tivoli Netcool Configuration Manager - Compliance home page, select the **Execute** tab and the **By Process** drop-down table. Select the L3 VPN process just created and execute the process by pressing the **Execute** button. Click **Yes** in the dialog box that opens (Figure 6-21).

![Figure 6-21 Executing the L3 VPN process](image)

1. Select the **Execute** tab.
2. Select the **By Process** drop-down tab.
3. Select the **Execute** button to execute the process.
4. Click **Yes**.

5. Select the latest Process in the Process Execution Summary pane. The Policy Validation Summary is displayed. In this case, all eight rules failed (four for each policy).
6. Select one of the policies and select the **Details** button to discover why it failed (Figure 6-22).
7. This window displays all the devices against which the process was run. Select a device to display details about why it failed. Here you can see that a match for the ip vrf was not found (Figure 6-23).

![Policy results Search Result: NOT FOUND](Image)

Figure 6-23  Policy results Search Result: NOT FOUND
8. Select the **Remedial Action spanner** icon to discover the status of the remedial action. You see that the Remedial Action Status is Pending Approval (Figure 6-24).

![Figure 6-24  Remedial Action status view Status: Pending Approval](image)
9. Select the **Remedial Action Queue** drop-down menu to display the remedial actions for each device. Right-click each device to approve each remedial action (Figure 6-25).

![Remedial actions results view](image-url)
10. Open Tivoli Netcool Configuration Manager. Identify the UOW that applies to the `ip vrf` command set so you can confirm that the command set has been applied successfully (Figure 6-26).

Figure 6-26  Tivoli Netcool Configuration Manager UOW native command set applied successfully
11. Re-execute the L3 VPN Process. This time, the ip vrf policy rule is successful (Figure 6-27).

![Screenshot of policy results](image)

Figure 6-27  Policy results Search Result: FOUND

12. There are three steps to create a layer 3 MPLS VPN:
   a. Add a new customer ip vrf.
   b. Add a new customer bgp address family.
   c. Apply the ip vrf to the customer facing interface. It is possible to use a policy to apply the ip vrf as well, although it might be simpler to log in to the relevant PE routers and apply the command manually or through Tivoli Netcool Configuration Manager.
13. After performing a full/partial rediscovery through Tivoli Network Manager, you can see the VPN environment configured on the 4x ZXY-facing PE routers (Figure 6-28).

**Figure 6-28** MPLS VPN network view showing the routers participating in the ZYX layer 3 VPN
Glossary

AEL  Active Event List. A list of events in Tivoli Netcool/OMNibus.

ATM  Asynchronous transfer mode. A cell-based switching technique that uses asynchronous time division multiplexing. It encodes data into small fixed-sized cells (cell relay) and provides data link layer services that run over OSI Layer 1 physical links.

domain  Partitioning of devices in Tivoli Network Manager, which is typically based on geography, but can be based on any criteria required. The devices may exist in multiple domains simultaneously.

command set  Snippets of resource configurations that can be applied across multiple network resources in Tivoli Netcool Configuration Manager.

native command set  A command set that allows the user to send native (command-line interface (CLI)) commands to one or more network resource at a time in Tivoli Netcool Configuration Manager.

MPLS  Multiprotocol Label Switching. A mechanism in high-performance telecommunications networks that directs and carries data from one network node to the next. MPLS makes it easy to create "virtual links" between distant nodes. It can encapsulate packets of various network protocols.

realm  Partitioning of devices within Netcool Configuration Manager, which can be based on geography, device type, or any other criteria required. The devices may not exist in more than one realm.

UOW  Unit Of Work. Any action to be taken by Tivoli Netcool Configuration Manager.

UOW ID  Unit Of Work ID. A unique number assigned to each unit of work submitted in Tivoli Netcool Configuration Manager.

VLAN  Virtual local area network. A group of hosts with a common set of requirements that communicate as though they were attached to the same broadcast domain, regardless of their physical location. A VLAN has the same attributes as a physical LAN, but it allows for end stations to be grouped together even if they are not located on the same network switch.

VPN  Virtual private network. A network that uses a public telecommunication infrastructure and its technology, such as the Internet, to provide remote offices or individual users with secure access to their organization's network.

SNMP  Simple Network Management Protocol. A UDP-based network protocol that is used mostly in network management systems to monitor network-attached devices for conditions that warrant administrative attention.
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