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Preface

IBM® WebSphere® Process Server is the next generation business process integration server that has evolved from proven business integration concepts, application server technologies, and the latest open standards. In this IBM Redbooks® publication, we provide guidance about how to migrate IBM WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server. We provide this guidance for WebSphere InterChange Server users in general, and particularly for project managers, architects, and developers.

In this book, we discuss the critical concepts that are related to integration solution architecture, migration project planning, and the technical implementation approach. We also discuss the capabilities of the migration tools. We include various migration examples that show how you can upgrade WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server and WebSphere Adapters.

We divide this IBM Redbooks publication into four parts:

First, in Part 1, “Migration concepts” on page 1, we introduce the high-level concepts that are required to comprehend the migration roadmap. We begin with a software architecture perspective. We categorize the various design patterns that compose an integration solution and explain how they are implemented in WebSphere InterChange Server and WebSphere Process Server. Then we take a project perspective and provide a recommended approach for migration planning.

Next, in Part 2, “Migration implementation concepts” on page 71, we discuss relevant concepts to start the migration implementation. We begin with a product overview, introduce key technologies and capabilities, and explain how they relate to each other between the products. Then we provide recommendations to select the appropriate path with regard to the main technical challenges of the migration implementation.

Then in Part 3, “Migration tooling” on page 177, we cover the standard migration tools that are available for upgrading from WebSphere InterChange Server to WebSphere Process Server. We discuss the migration tools, including WebSphere Integration Developer, the Migration Wizard, the reposMigrate utility, and the tools that are dedicated to adapter migration. We explain the post migration tasks to execute for certain artifacts, such as database connection
pools and relationships. We conclude with the best practices to ease the usage of the migration tools and to optimize the generated artifacts.

Finally, in Part 4, “End-to-end technical solutions” on page 277, we provide step-by-step instructions to migrate three end-to-end integration solutions that are based on the commonly used data access and data synchronization interaction patterns. We follow a phased approach to migration by first migrating the WebSphere InterChange Server components as is by using the migration tool. Then we upgrade the WebSphere Business Integration Adapters to either WebSphere Adapters or native bindings as appropriate. We further enhance and optimize the migrated artifacts based on WebSphere Process Server implementation best practices when applicable.
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous editions. This edition might also include minor corrections and editorial changes that are not identified.

Summary of Changes
for SG24-7415-01
for Migrating WebSphere InterChange Server and Adapters to WebSphere Process Server V6.2
as created or updated on August 17, 2009.

The previous edition is IBM WebSphere InterChange Server Migration to WebSphere Process Server, SG24-7415-00:

August 2009, Second Edition

This revision reflects the addition, deletion, or modification of new and changed information described below.

New information
► Enhanced Migration Wizard

The Migration Wizard available with WebSphere Integration Developer V6.2 brings significant enhancements, especially for adapter migration. The new Migration Wizard supports three choices for adapter migration:

– Adapters can still be migrated to Java Message Service (JMS) bindings, which allow reusing the original WebSphere Business Integration Adapters.

– Technical adapters can be directly migrated to native bindings if they are supported as native bindings (MQ, JMS, HTTP, Web services, Enterprise JavaBeans™ (EJB™)).

– Also, if an adapter is detected as one that has an equivalent Java EE Connector Architecture (JCA) Adapter, it can be directly migrated by the Adapter Migration Wizard in WebSphere Integration Developer (JText, EMail, Java Database Connectivity (JDBC™), SAP®, and PeopleSoft® adapters, for example).
**Changed information**

All the content of the book has been updated to take into account new WebSphere Process Server V6.2 features that are relevant to migration.

The structure of the book has been modified and simplified:

- A new Chapter 6, “Product feature comparison” on page 109 has been added in Part 2, “Migration implementation concepts” on page 71.

- Technical examples (Part 4) and end-to-end technical solutions (Part 5) in the first edition of the book have been merged into a new Part 4, “End-to-end technical solutions”:
  - Most of the scenarios described in the old Part 4, Technical examples, have been removed or rewritten, because they were not accurate any longer with WebSphere Integration Developer V6.2.
  - When and where necessary, those technical scenarios have been rewritten to fit in the new end-to-end solutions covered in Part 4, “End-to-end technical solutions”.
  - Additionally, we added a new solution to demonstrate Data Synchronization with application adapters to integrate SAP and PeopleSoft to the two technical end-to-end solutions demonstrated in the the first edition of book.

- Several specific technical scenarios that are not covered in the new Part 4, “End-to-end technical solutions” have been updated for WebSphere Integration Developer V6.2 and moved into the appendixes:
  - Appendix A, “WBI Adapters in a secured WebSphere Process Server environment” on page 571
  - Appendix B, “Access EJB migration” on page 591
  - Appendix C, “Migrate WBI Adapter for EJB Architecture” on page 615
In Part 1, we introduce the high-level concepts that are required to comprehend the migration roadmap from the IBM WebSphere InterChange Server to the WebSphere Process Server. This part contains the following chapters:

- Chapter 1, “Introduction to this book” on page 3, provides preliminary information, such as the executive summary, the scope, and the intended audience of the book.

- Chapter 2, “Integration background” on page 9, takes a software solution evolution perspective and explains how an enterprise application integration solution, such as the WebSphere InterChange Server, evolves naturally toward a service-oriented architecture (SOA) or Business Process Management (BPM) platform, such as WebSphere Process Server.

- Chapter 3, “Usage patterns” on page 23, provides a categorization of architectural integration concepts and explains how WebSphere InterChange Server and WebSphere Process Server realize implementations of these concepts.

- Chapter 4, “Migration planning” on page 33, provides a recommended approach to plan the migration from a project perspective.
Introduction to this book

In this chapter, we discuss the following topics:

- 1.1, “Executive summary” on page 4
- 1.2, “Scope of the book” on page 5
- 1.3, “Intended audience” on page 5
- 1.4, “What is covered” on page 6
- 1.5, “What is not covered” on page 7
- 1.6, “Assumptions” on page 7
1.1 Executive summary

With the introduction of new integration technology and new products, such as IBM WebSphere Process Server and WebSphere Enterprise Service Bus, users are given standards-compliant and state-of-the-art tools to integrate enterprise business applications. The new technology, based on open standards, is well documented and familiar to developers who are hired from the marketplace or universities. Products based on such standards reduce the cost of skill development. Only the new product skill set needs to be built up and reconditioned. This approach contrasts an environment where existing products and new products have to run in conjunction to provide business integration solutions. In this case, the IT department must be skilled in both existing and new applications, products, and technologies.

The cost of hardware is another important aspect to consider for product upgrades. Migrating to new products can allow the consolidation of the hardware and software landscape. Developers need only one set of tools and computers for their development environment. A consolidated landscape also offers lower cost in terms of hardware maintenance, software licenses, and energy management.

Overall, the upgrade decision needs to be determined by various aspects of the total cost of ownership (TCO). Today, enterprises use IBM WebSphere Business Integration WebSphere InterChange Server and Adapters to interface with various Enterprise Information Systems (EISs) in complex and heterogeneous environments. With the introduction of new products, such as WebSphere Process Server and WebSphere Enterprise Service Bus, consider the benefits of an upgrade.

In this book, we provide guidance and upgrade considerations for WebSphere Business Integration in regard to WebSphere InterChange Server and Adapters. This book is written for WebSphere InterChange Server users in general, and particularly for project managers, architects, and developers.

The recommended migration roadmap involves the following preliminary tasks:

- Study up on WebSphere Process Server as soon as possible.
- If possible, use WebSphere Process Server for new projects before migrating an existing project.
- Investigate the new functionalities of WebSphere Process Server. The migration needs to be used as an opportunity to add value to the current IT environment and the business that it supports.
- Invest in an assessment and preparation phase to prepare for migration implementation.
Then begin with the migration implementation.

1.2 Scope of the book

In this book, we provide guidance about how to migrate WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server and WebSphere Adapters. We begin by discussing the critical concepts that are related to an integration solution architecture, migration project planning, and a technical implementation approach. Then we go into more detail and describe the capabilities of the migration tools. Finally, we show various examples of how you can upgrade WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server and WebSphere Adapters.

1.3 Intended audience

This book targets a broad audience beginning with managers, IT architects, solution designers, and integration developers who have been involved with WebSphere InterChange Server projects.

The following chapters are intended for architects and solution designers, and are also useful to developers:

- Chapter 2, “Integration background” on page 9 provides the integration history.
- Chapter 3, “Usage patterns” on page 23 examines the usage patterns for WebSphere InterChange Server.
- Chapter 4, “Migration planning” on page 33, is intended for project management.
- Chapter 5, “Product overview” on page 73, through Chapter 19, “Technical solutions: Troubleshooting” on page 559, are intended for developers. The content requires an intermediate technical skill level with regard to WebSphere Adapters, WebSphere Integration Developer, and WebSphere Process Server.
1.4 What is covered

This book is divided into the following parts:

- Part 1, “Migration concepts” on page 1
  In this part, we introduce the high-level concepts that are required to comprehend the migration roadmap. We begin with a software architecture perspective. We categorize the various design patterns that compose an integration solution and explain how they are implemented in WebSphere InterChange Server and WebSphere Process Server. Then we take a project perspective and provide a recommended approach for migration planning.

- Part 2, “Migration implementation concepts” on page 71
  In this part, we discuss relevant concepts to start the migration implementation. We begin with a product overview, introduce key technologies and capabilities, and explain how they relate to each other between the products. Then we provide recommendations to select the appropriate path with regard to the main technical challenges of the migration implementation.

- Part 3, “Migration tooling” on page 177
  In this part, we discuss the standard migration tools that are available for upgrading from WebSphere InterChange Server to WebSphere Process Server. We cover the migration tools, including WebSphere Integration Developer, the Migration Wizard, the reposMigrate utility, and the tools that are dedicated to adapter migration. We explain the post migration tasks to execute for certain artifacts, such as database connection pools and relationships. We conclude with the best practices to ease the usage of the migration tools and to optimize the generated artifacts.

- Part 4, “End-to-end technical solutions” on page 277
  In this part, we provide step-by-step instructions to migrate three end-to-end integration solutions that are based on the commonly used data access and data synchronization interaction patterns. We follow a staged approach to migrate WebSphere InterChange Server components to WebSphere Process Server components, and WebSphere Business Integration Adapters to native bindings or WebSphere Adapters. We further enhance and optimize the migrated artifacts based on WebSphere Process Server implementation best practices when applicable.

  We demonstrate these solutions through the following activities:
  - We perform premigration preparation of the hardware and software, as well as setup steps that you must perform before continuing with the migration examples.
We migrate a data access integration scenario to WebSphere Process Server that was originally designed for and implemented on WebSphere InterChange Server.

We migrate two data synchronization integration scenarios to WebSphere Process Server that were originally designed for and implemented on WebSphere InterChange Server. The first scenario focuses on technology adapters, and the second scenario focuses on application adapters.

We use WebSphere Process Server best practices to enhance migrated integration solutions.

We troubleshoot the issues that are encountered when running the end-to-end integration scenarios.

Also, we provide additional technical information through appendixes to cover the following specific topics:

- Using WebSphere Business Integration Adapters within a secured WebSphere Process Server environment
- Migration of the Access Enterprise JavaBeans (EJB)
- Upgrading WebSphere InterChange Server Access EJBs to EJB binding

1.5 What is not covered

This book does not cover details about the installation of software products, including WebSphere InterChange Server, IBM DB2® Universal Database™, WebSphere Business Integration Adapters, WebSphere Integration Developer, and WebSphere Process Server. Therefore, no step-by-step installation instructions are included.

1.6 Assumptions

In this book, we make the following assumptions:

- You are familiar with WebSphere InterChange Server and its related products:
  - WebSphere InterChange Server toolkit
  - WebSphere Business Integration Adapters framework
  - WebSphere Business Integration Adapters
  - WebSphere MQ
You have a clear understanding of the target platform and technologies:

- WebSphere Process Server concepts
- WebSphere Integration Developer

To follow the step-by-step instructions of the technical examples described in this book, you must have a development environment up and running for both WebSphere InterChange Server and WebSphere Process Server.
To clearly understand the differences between IBM WebSphere InterChange Server and WebSphere Process Server, you must understand the integration history. One model that you can use to understand integration history, and where both WebSphere InterChange Server and WebSphere Process Server fit into the current spectrum of integration, is the Service Integration Maturity Model (SIMM).

In this chapter, we discuss SIMM and the various SIMM levels. We include the following sections:

- 2.1, “Service Integration Maturity Model” on page 10
- 2.2, “SIMM level 1: Silo” on page 13
- 2.3, “SIMM level 2: Integrated (point-to-point)” on page 14
- 2.4, “SIMM level 3: Componentized (hub and spoke)” on page 15
- 2.5, “SIMM level 4: Services” on page 16
- 2.6, “SIMM level 5: Composite services” on page 17
- 2.7, “SIMM level 6: Virtualized services” on page 19
- 2.8, “SIMM level 7: Dynamically reconfigurable services” on page 20
- 2.9, “Summary” on page 21
2.1 Service Integration Maturity Model

The Service Integration Maturity Model (SIMM) helps to create an incremental transformation roadmap toward higher levels of service integration maturity. SIMM is used to determine which characteristics are desirable to achieve by attaining a new level of maturity. It determines whether problems encountered at a given level of maturity can be solved by evolving to the next level of service integration maturity.

The SIMM has the following purpose:

- Assess a client's current state in service integration and flexibility (including services orientation) and their desired or future state, for a line of business or enterprise
- Provide a model to assist a client in determining its architectural strategy when adopting service orientation for the following reasons:
  - Improve pain points in areas of flexibility or integration
  - Provide an architectural roadmap for one or more initiatives in existing transformation, package implementation or integration, application renovation, or systems integration
- Provide a model for determining scope, focus, and incremental steps (that is, an architectural roadmap) for a transformation toward service orientation with increasing integration maturity with defined business benefits
- Provide a framework to surface insights and identify IT improvements in areas of component development, service-oriented architecture (SOA), services integration, and IT processes (for example, governance) improvements

SIMM originates from IBM Global Business Services\(^1\). Further detail is available from the following IBM developerWorks Web page:


The model has been donated to The Open Group (TOG) and is known as the Open Group Service Integration Maturity Model. For further detail, refer to the following Web address:

http://www.opengroup.org/projects/osimm/

\(^1\) The SIMM description is from a presentation called “Service Integration Maturity Model (SIMM): Introduction” that was presented at The Open Group IT Architect Practitioners Conference in Miami, Florida, in 2006. The authors of the presentation are Ali Arsanjani, Ph.D., the Chief Architect, SOA Center of Excellence, and Jorge Diaz, Executive IT Architect, SCITA, both with IBM. For details, refer to http://www.openinnovations.us/events/q306/arsanjani-diaz.htm
With SIMM, companies can plan their current and strategic future positions in terms of business in the following domains:

- **Business view**

  The business view domain looks at the maturity of the business architecture, the relationship between business and IT, and how value can be achieved by moving to a service-oriented paradigm for the business.

- **Organization**

  The organization domain looks at the maturity of the enterprise, business units, or both in the context of organizational structure, processes, mechanisms, learning and knowledge enablement, and governance in support of service orientation.

- **Methods**

  The methods domain looks at the maturity of the enterprise, business units, or both in their use of system development methods, processes, and related development tools to support the SOA life cycle. This domain includes project management and project estimation considerations.

- **Application**

  The application domain looks at the maturity of the application portfolio to use service orientation. It focuses on the use of services for sharing and reuse of business functionality across business units and the ability to flexibly interchange functionality to meet changing business needs.

- **Architecture**

  The architecture domain looks at the maturity of various views of the architecture, specifically enterprise and application architecture to support service orientation.

- **Information**

  The information domain looks at the maturity of the information, data architecture, and management to support service orientation. It includes the notion of information as a service where service orientation combined with information architecture provides improved value.

- **Infrastructure**

  The infrastructure domain provides a view of the maturity of the IT environment to support a service-oriented ecosystem. Maturity addresses service monitoring and management, service security, and the technologies and tools to support the nonfunctional and operational requirements that are needed to operate.
SIMM also has the following integration service levels:

1. Silo
2. Integrated
3. Componentized
4. Services
5. Composite services
6. Virtualized services
7. Dynamically reconfigurable services

In this section, we focus on the service levels to ascertain how they reflect within WebSphere InterChange Server and WebSphere Process Server. Figure 2-1 represents SIMM.

![Service Integration Maturity Model](image)
2.2 SIMM level 1: Silo

In SIMM level 1, separate *siloed* applications have no knowledge of one another. No data passes from one system to another, other than by being re-typed by users as shown in Figure 2-2.

No direct integration exists at this level. Therefore, no product is applicable at this level. Because both WebSphere InterChange Server and WebSphere Process Server are products used for integration, they are not relevant.

*Figure 2-2 SIMM level 1: Siloed applications*
2.3 SIMM level 2: Integrated (point-to-point)

Point-to-point integration directly connects one application to another. One application acts as the consumer, and the other application acts as the provider as shown in Figure 2-3. A provider in applications can also be a consumer; however for simplification, we label them as one or the other. Each additional consumer or provider requires a growing amount of connector code or configuration. The resultant number of connections increases geometrically, quickly becoming unmanageable.

Both WebSphere InterChange Server and WebSphere Process Server have connectors and, therefore, can provide the connectivity that is required for point-to-point integration.

![Figure 2-3 SIMM level 2: Point-to-point integration](image-url)
2.4 SIMM level 3: Componentized (hub and spoke)

Figure 2-4 illustrates the flow of hub and spoke integration. Neither consumers nor providers can talk in a common protocol. Adapters or connectors are used to bridge the protocol or data format gap and allow communication to the hub. Adding a new consumer requires preparation of new maps and possibly the addition of a new connector or adapter. The hub treats consumers and providers similarly, providing routing, transformation, and integration logic to enable them to communicate with one another.

WebSphere InterChange Server with its adapters implements the hub and spoke principle. WebSphere Business Integration Adapters act as the connectors, and WebSphere InterChange Server acts as the hub. Most of WebSphere InterChange Server implementations are at this level.

WebSphere Process Server can also act as a hub and spoke. The WebSphere Adapters act as the connectors, and the WebSphere Process Server acts as the hub.
2.5 SIMM level 4: Services

Figure 2-5 illustrates the services level, which is the first level where organizations begin to benefit from an SOA. Here the enterprise service bus (ESB) gateway provides controlled access to enterprise services over standardized protocols, as well as operational and business metrics.

Implementers of services can publish service interface definitions to a registry. Consumers can then retrieve the details from the registry for use at development time. The services themselves can either be atomic or aggregates of atomic services.

Consumers no longer need connectors to communicate to the hub due to standardized SOA protocols. New consumers can be added easily, because the contract with the hub is represented in a standard way.

In theory, as the SOA matures, more service providers make standardized protocols available. However, older systems might require deeper integration and, therefore, need connectors or adapters.

The hub continues to provide mediation functions, such as mapping, data formatting, and aggregation. Emphasis is placed on qualities of service (QoS), such as store-forward, retry, error handling, and so on, to ensure service level
agreement (SLA) compliance with the more unpredictable workload from potentially unknown consumers.

It is possible to build services with WebSphere InterChange Server, although it is generally less standard and less efficient than with WebSphere Process Server. The tools and the run time are less optimized for standards.

The approach to expose standard services with WebSphere InterChange Server relies on WebSphere Business Integration Adapters. Of these adapters, the Java Message Service (JMS) and Web services adapters expose standard services. WebSphere Business Integration Adapters use their own Java virtual machine (JVM™). When invoking a service through the WebSphere InterChange Server, at least three run times can be used, because adapters are required on the source side and the destination side, independent of the back-end application that provides much of the logic. Therefore, this type of service invocation does not perform as well as WebSphere Process Server, because it takes longer to expose the service at build time and to use it at run time.

Another possible approach with the WebSphere InterChange Server is to expose nonstandard services. This approach is possible by using the Server Access Interface to directly call services that are exposed as collaborations. With such an approach, the client code must be customized to use the nonstandard APIs of the Server Access Interface.

WebSphere Process Server is designed from the ground up to build and enable services. The services can be easily exposed as service bindings. WebSphere Process Server includes WebSphere Enterprise Service Bus (ESB), which excels at acting as an ESB gateway. Services can be mediated and act as both a logical and physical layer between service consumer and service implementation.

### 2.6 SIMM level 5: Composite services

Figure 2-6 on page 18 illustrates the flow of composite services, where a service calls another service. Often this is a choreography of services. WebSphere Process Server has a choreography engine, which is based on Business Process Execution Language (BPEL). This engine is the business flow manager. WebSphere Process Server also has a state machine representation called the business state machine, which uses the same engine. Both the business flow manager and the business state machine are meant for choreographing business processes. In the case where the business process is also exposed as a service, then it creates a composite service.
A service registry is optional and recommended at this level; however, it is not mandatory. A Dynamic Assembler is also optional and recommended at this level. In a Dynamic Assembler, the atomic services can be assembled at run time based on business policies, roles, and channels. IBM WebSphere Business Services Fabric has a Dynamic Assembler component.

WebSphere InterChange Server presents possibilities to orchestrate services, based on the collaboration templates and collaboration groups; however, it lacks the support of standards and has no dedicated artifact to orchestrate standard services. Therefore, the WebSphere InterChange Server is less efficient than WebSphere Process Server from this perspective.
2.7 SIMM level 6: Virtualized services

Figure 2-7 illustrates the flow of virtualized services. At this level, the service consumer calls a virtual service provider, and the ESB calls the actual service provider. The calls require a Service Registry, such as WebSphere Registry and Repository. Service virtualization can be used, for example, to dynamically select the best service implementation for a specific consumer, depending on the current context, which allows respect of the SLA in a flexible way. WebSphere InterChange Server has no standard integration with a registry. Therefore, it is incapable of providing virtualized services.
2.8 SIMM level 7: Dynamically reconfigurable services

By using dynamically reconfigurable services as shown in Figure 2-8, a business user can dynamically call, change, and even choreograph the service providers that are used to implement a service. WebSphere Business Services Fabric can assist WebSphere Process Server with this task. With the Dynamic Assembler component, the business user can dynamically change the service implementation called by the consumer. The business user can also match the service consumer’s requirements and the service provider’s capabilities.

WebSphere InterChange Server does not work with WebSphere Business Services Fabric and has no equivalent component to the Dynamic Assembler. Therefore, WebSphere InterChange Server cannot be used for dynamically reconfigurable services.

Figure 2-8 SIMM level 7: Dynamically reconfigurable services
2.9 Summary

WebSphere InterChange Server can be used in SIMM levels 2 to 5, although it is primarily used at SIMM level 3. WebSphere Process Server can be used at SIMM levels 2 to 7, although it excels at levels 4 and higher, especially when used in conjunction with other WebSphere products. Refer to Table 2-1 in which we compare the SIMM levels for WebSphere InterChange Server and WebSphere Process Server.

<table>
<thead>
<tr>
<th>SIMM level</th>
<th>WebSphere InterChange Server</th>
<th>WebSphere Process Server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silo</td>
<td>Not applicable</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Integrated</td>
<td>Full support</td>
<td>Full support</td>
</tr>
<tr>
<td>Componentized</td>
<td>Full support</td>
<td>Full support</td>
</tr>
<tr>
<td>Services</td>
<td>Partial support</td>
<td>Full support</td>
</tr>
<tr>
<td>Composite services</td>
<td>Partial support</td>
<td>Full support</td>
</tr>
<tr>
<td>Virtualized services</td>
<td>No support</td>
<td>Full support with WebSphere Registry and Repository</td>
</tr>
<tr>
<td>Dynamically reconfigurable services</td>
<td>No support</td>
<td>Full support with Services Fabric</td>
</tr>
</tbody>
</table>
Chapter 3. Usage patterns

To understand how to best migrate from WebSphere InterChange Server to WebSphere Process Server, you must understand how WebSphere InterChange Server is used. Primarily, WebSphere InterChange Server is used for integration, where WebSphere Process Server is used for integration, process choreography, and service exposition.

WebSphere InterChange Server has five major usage patterns, although the first three are the most widely used. By using patterns, you can categorize a problem, the context of the problem, and the solution. By using patterns, you can classify the major applications of a technology. After you know the classification, guidance is clearer on how you can reapply the usage pattern on a different technology.

In this chapter, we examine the usage patterns for WebSphere InterChange Server. We also provide general migration guidance about how to implement the usage patterns with WebSphere Process Server.

**Important:** We do not provide specific migration recommendations in this chapter, because each organization has unique migration requirements.

In this chapter, we include the following sections:

- 3.1, “Data synchronization pattern” on page 25
- 3.2, “Data synchronization with dependencies pattern” on page 26
- 3.3, “Data access pattern” on page 27
- 3.4, “Services pattern (accompanying a framework)” on page 29
- 3.5, “Business process or workflow pattern” on page 31
3.1 Data synchronization pattern

In the data synchronization pattern (Figure 3-1), a change in one Enterprise Information System (EIS) results in updating one or more EISs with the same logical data. In this pattern, WebSphere InterChange Server is used solely for integration to provide data synchronization between source and target applications. We cannot trivialize the collaborations as “moving data.” Here, the collaborations are used for transaction control, batch, routing, validation, transformation, enhancement of the adapter logic, and so on. For the most part, this pattern accounts for between 60% and 80% of all collaborations that were ever implemented on WebSphere InterChange Server.

![Figure 3-1  WebSphere InterChange Server data synchronization pattern](image)

**Migration recommendation**

The usage of a data synchronization pattern depends on the specific details of the tasks that are being performed in the collaboration. Typically, most of the tasks are related to integration logic, not business logic. It is often better to manually redo these collaborations on WebSphere Process Server with the best applicable technology.

Most often, you use the following WebSphere Process Server components:

- The mediation flow components for simple and medium integration logic
The Business Process Execution Language (BPEL) components if more complex integration logic is required (for example, if complex error handling with compensation is required)

If business logic represents a non-negligible part of the collaboration tasks, refer to 3.5, “Business process or workflow pattern” on page 31.

### 3.2 Data synchronization with dependencies pattern

Most of the WebSphere InterChange Server collaboration groups fall into the category of data synchronization with dependencies as illustrated in Figure 3-2. For example, in a sales order processing (SOP) collaboration group, you must synchronize order information. However, to send an order to an EIS, the EIS must have current customer and item information. If the EIS is not the system of record for customer and item, that synchronization triggers other synchronizations for those data dependencies.

![Figure 3-2 WebSphere InterChange Server data synchronization with dependencies pattern](image)

In the case of an SOP, the following collaborations exist:

- SOP collaboration
- Customer wrapper collaboration
- Customer sync collaboration
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- Item wrapper collaboration
- Item Sync collaboration
- Other wrapper and sync collaborations for each amount of dependent data

The wrapper collaborations are responsible for retrieving the data from the system of record and sending it to the synchronization collaboration, which sends it to the destination EIS.

Migration recommendation
The usage of the data synchronization with dependencies pattern depends on the specific details of the tasks that are being performed in the collaboration group. Generally, the collaboration group migration requires a dedicated master process to orchestrate the group interaction, for which BPEL is often the best choice for this implementation. Your integration layer, which includes the wrapper and synchronization collaborations, does not differ from the data synchronization pattern except that it responds to the control BPEL.

3.3 Data access pattern

The data access pattern, which is illustrated in Figure 3-3 on page 28, exposes data from the back-end EIS in a near real-time manner by using technology adapters on the front end (MQ/Java Message Service (JMS) or Web services) with primarily pass-through collaborations. The primary characteristics of this pattern are a fast response time and high availability. Most often this pattern is used by a Web front end that services a request from a person who is waiting for the response.
Figure 3-3  WebSphere InterChange Server data access pattern
Migration recommendation

For the data access pattern, a BPEL component is often not required, because the integration logic is simple (retrieving data from a back-end system typically). Therefore, the migration generally consists of implementing mediation flow components.

Because response time is paramount, replace the source technology WebSphere Business Integration Adapter with a native WebSphere Process Server Binding. By replacing this technology, you can reduce the interaction by two hops and open possibilities for native clustering and load balancing. Keeping a WebSphere Business Integration Adapter means using a separate Java virtual machine (JVM) from the process server, passing the data through JMS communication, and having extra serializations and deserializations between the server and the adapter. Also, WebSphere Business Integration Adapters cannot be easily used with a WebSphere Process Server cluster. However, it is fully supported with a native binding, such as the Web Services binding.

Note: The data synchronization, data synchronization with dependencies, and data access patterns represent the vast majority of WebSphere InterChange Server implementations that are in existence.

3.4 Services pattern (accompanying a framework)

Several implementations use collaborations as either coarse-grained or fine-grained services. Mostly these implementations are large implementations in which a lot is invested into building custom frameworks for logging, auditing, and notification. They normally do a good job at service definition; however, they are often customized due to collaboration limitations. Figure 3-4 on page 30 illustrates the flow of the services pattern.
Migration recommendation

Any real framework based on the service collaboration pattern must be ported to the WebSphere Process Server platform. In general, a complete rewrite is necessary by using the best available components in WebSphere Process Server. Because WebSphere Process Server is based on the WebSphere Application Server platform, it offers a wide range of J2EE™ and Web services components that can be useful to re-implement the old framework in a more standard way. Standard migration tools cannot help with this process, because they are unable to migrate custom code.
3.5 Business process or workflow pattern

Certain WebSphere InterChange Server implementations focus on business logic to distinguish themselves from typical integration logic implementations. Business logic means that business users can take more control of the process. Generally this control requires advanced functionalities, such as human tasks, business rules, and workflow capability.

The WebSphere InterChange Server does not provide specific components to implement business logic, except the long-lived business process (LLBP) collaborations. With LLBPs, typically you can implement a workflow pattern based on a stateful process as illustrated in Figure 3-5. In such a process, the solution can communicate asynchronously with the back-end system, allowing long response times. The solution can also persist data that represents the process state. However, with the WebSphere InterChange Server, a comprehensive solution implementation generally requires custom code to store the state of the business process that is accessed, for example, across multiple collaborations.

Figure 3-5 WebSphere InterChange Server workflow pattern
Migration recommendation

The WebSphere InterChange Server implementation is generally specific and customized for that pattern. Moreover, the standard migration tool cannot differentiate between process logic and integration logic that is contained in the collaboration code. In general, the best way to migrate this type of solution is to rewrite it from scratch in WebSphere Process Server. You can rewrite it by using long running BPEL component capabilities and additional new native components, such as business rules, human tasks, and business state machines.

Migrating long-lived processes might also require a parallel run, because the instance data cannot be directly migrated from WebSphere InterChange Server to WebSphere Process Server.
Migration planning

In this chapter, we discuss the considerations for migration planning. This chapter is written to help the project management team to plan the migration. The output is a recommended approach that can be driven through three major project phases:

- The assessment phase, which is the first phase, leads to an assessment of the impacts and risks, as well as high-level planning in accordance with the requirements.
- The preparation phase, which is the second phase, ensures that the necessary level of skills and experience is reached to secure the migration project.
- The implementation phase, which is the third phase, regroups the tasks that are needed to deliver the migration.

We include the following sections:

- 4.1, “Considerations for planning the migration” on page 34
- 4.2, “Assessment phase” on page 39
- 4.3, “Preparation phase” on page 64
- 4.4, “Implementation phase” on page 67
4.1 Considerations for planning the migration

In the following section, we explain why the migration must be driven generally through a dedicated project and the key items that you must consider.

4.1.1 Migration path evaluation

WebSphere InterChange Server projects are large scale projects that deal with an inherent complexity related to Enterprise Application Integration (EAI) concepts. As explained in Chapter 2, “Integration background” on page 9, WebSphere Process Server is far more than a new version of the WebSphere InterChange Server. WebSphere Process Server includes many new concepts related to service-oriented architecture (SOA) and Business Process Management (BPM).

WebSphere InterChange Server and WebSphere Process Server are different products. Even if most of the WebSphere InterChange Server concepts have been integrated into WebSphere Process Server, the runtime aspects differ:

- The WebSphere InterChange Server runtime data, such as long-lived business process (LLBP) instances and unresolved flows, cannot be migrated directly. There is no “in-place” migration for runtime data. Therefore, from this perspective, the supported path is to drain the WebSphere InterChange Server flows and to enable the WebSphere Process Server flows in parallel.

- Even if there is no runtime data, a given WebSphere InterChange Server environment cannot be migrated directly. There is no “in-place” migration for runtime components. Therefore, from this perspective, the supported path is to perform the following tasks:
  - Start from the development environment to migrate the build-time components.
  - Follow the usual project life cycle to build, test, and deploy the migrated code into the production environment.

Clearly, the migration involves more effort than a simple software upgrade. The effort can be analyzed this way:

- You might decide to stay at the same technical level and try to migrate “as is,” keeping the exact same functionalities. For such an approach, the return on investment (ROI) might be poor or even unacceptable.

- A second idea is to consider a global solution level. The migration is about moving from an EAI solution to an SOA or BPM solution. Then the migration
is seen as an opportunity to add value to the current business by using the
new functionalities that are provided by WebSphere Process Server.

For all of these reasons, adopt a project approach for the migration. With such an
approach, you can assess, optimize, budget, prepare, and deliver the migration
properly and get as much ROI as possible.

4.1.2 Internal IT factors

In this section, we look at the major IT factors that are related to the
implementation of a WebSphere InterChange Server migration project. Such
factors are called *internal*, because they focus only on the following aspects:

- The current technical implementation scope of the WebSphere InterChange
  Server project
- The corresponding technical implementation capabilities of WebSphere
  Process Server

**Important:**

- The migration project must not focus only on internal IT factors.
- Consider carefully the external IT factors, such as the external applications
  roadmap and the global IT infrastructure roadmap.
- Because WebSphere Process Server offers many new features that are
  related to SOA and BPM, investigate how these features can enhance the
  current solution and add business value.

**Beneficial internal IT factors**

The following major internal IT factors are beneficial:

- WebSphere InterChange Server implementations that primarily use the data
  access pattern and expose data from the back-end Enterprise Information
  System (EIS) in a near real-time manner by using technology adapters on the
  front end with primarily pass-through collaborations

  The client typically accesses the WebSphere InterChange Server through the
  Server Access Interface or technology adapters with synchronous
  capabilities, such as WebSphere MQ, Java Message Service (JMS), and
  Web services adapters.

- WebSphere InterChange Server implementations that use LLBP
  collaborations, providing long running process capabilities
WebSphere InterChange Server implementations where XML/SOAP is the main data format to interact with the EIS and where there are only a few custom data handlers

WebSphere InterChange Server implementations where Technology adapters such as Java Database Connectivity (JDBC) are used

WebSphere InterChange Server implementations where maps are designed using mostly move, split, or join transformations and all custom coding is done in the Visual Java™ Snippet Editor

Small WebSphere InterChange Server implementations with fewer than a dozen interfaces

WebSphere InterChange Server implementations where there is scarce use of the system manager for administration (neither fat nor thin client), but rather use of instrumentation at the source to time Service Level Agreements (SLAs) and statistics

Customers having a strong experience with WebSphere Application Server and J2EE, for example, running WebSphere Portal or WebSphere Application Server Network Deployment and also wanting to consolidate run times to simplify administration

Customers having high availability (HA) requirements

**Non-beneficial internal IT factors**

The following internal IT factors are non-beneficial:

- Customers used to relying on the flow control capabilities of the WebSphere InterChange Server. For example, there are no equivalent capabilities in WebSphere Process Server with J2EE Connector Architecture (J2C) adapters regarding Store and Forward. Another example is the recovery concept, which is no longer available with WebSphere Process Server. In summary, the flow control mechanism is not the same in both products, because the engines are different.

- WebSphere InterChange Server implementations where many collaboration groups are used.

- WebSphere InterChange Server implementations where many custom Java libraries are used.

- WebSphere InterChange Server implementations where batch processing is used.

- WebSphere InterChange Server implementations where custom frameworks are heavily used, for example, built-in frameworks for error handling, auditing, and monitoring.
- WebSphere InterChange Server implementations where extensive custom coding was done in collaborations and maps.
- WebSphere InterChange Server implementations where the collaborations and maps are already the result of a migration (coming from older versions of the WebSphere InterChange Server product).
- WebSphere InterChange Server projects where administration teams heavily rely on the system manager (fat and thin clients), for example, to follow up flow statistics, to monitor the health of the components, and to start and stop individual fine-grained components.
- Clients having no experience with WebSphere Application Server and J2EE.

### 4.1.3 Recommendations for defining the migration path

In this section, we summarize the guidelines to define the migration path. These guidelines lead to a project approach that consists of three main phases that are described in 4.2, “Assessment phase” on page 39, 4.3, “Preparation phase” on page 64, and 4.4, “Implementation phase” on page 67.

**Know your target**

Generally speaking, because the intent is to move from a known source environment (WebSphere InterChange Server) to a new target environment (WebSphere Process Server), know the target before you start the migration implementation. Use a project approach for this purpose:

- Start using WebSphere Process Server for new development as soon as possible. Because you need comprehensive experience with the new platform, from development to production system, a real project is ideal for this purpose.
- Choose a new project to begin acquiring and building skills on the SOA or BPM platform. A pilot project is generally the best compromise to reach this goal with reduced risks.
- Start building WebSphere Process Server skills *now*, along with WebSphere Application Server skills if needed. By running a pilot project, with a well-defined and tailored technical scope, you can select the points of interest and build relevant key skills.
- Avoid starting the WebSphere Process Server experience with a pure migration project. By using a brand new pilot project, you can identify new and interesting capabilities that will bring value to your organization and to your business. A first pilot project also helps you get used to the new platform, before you focus on the migration implementation.
In summary, go through a full life cycle from development to going live with WebSphere Process Server so that you get a proven production infrastructure before migrating. This approach smooths out the learning curve and optimizes the migration effort.

**Get prepared**
To get prepared, sooner is often better, but the tasks must also be executed in the correct order:

- Start planning your migration now.
  - That does not mean that you start the migration implementation now.
- Execute the migration path through a dedicated migration project. Take the migration through the main phases as presented in the following sections:
  - 4.2, “Assessment phase” on page 39
  - 4.3, “Preparation phase” on page 64
  - 4.4, “Implementation phase” on page 67
- Invest in the assessment and preparation phases, because they help to secure the migration implementation phase.

**Optimize your migration**
Consider the migration as an opportunity and not a constraint:

- Identify your business objective and the value of the modified solution:
  - Enhance the solution with capabilities that previously were not possible.
  - Use the new functions.
- Generally, avoid an “all or nothing” approach:
  - Unless your WebSphere InterChange Server project is small, do not migrate everything at one time. Doing so is generally considered too risky.
  - Migrate by viable technical stages, for example, by first migrating the server and the supported adapters, and then the unsupported adapters. You can also rely on interoperability capabilities between WebSphere InterChange Server and WebSphere Process Server.
  - Migrate by functional stages. For example, first migrate a pilot project, then start migrating noncritical flows, and then progressively migrate functional and coherent sets of flows.
  - Compensate parallel infrastructure costs by implementing new functionalities that bring added value, such as Human Tasks, for example.
- As a cost-effective measure, combine migration with the next application or infrastructure change the next time that you need to upgrade either your applications or the infrastructure.
4.2 Assessment phase

The migration project must begin with an assessment phase. In general, because the intent is to move from a known source environment (WebSphere InterChange Server) to a new target environment (WebSphere Process Server), follow this path:

1. Provide a precise assessment of the existing WebSphere InterChange Server environment. That is, define where you stand.
2. Proceed to requirements gathering and analysis. Define where you are going.
3. Drive impact analysis and risk assessment. Define the right path.

4.2.1 Current environment

In this section, we describe the input that is related to the current environment.

**Current IT environment context**

Before you address the project scope of WebSphere InterChange Server, collect input that is related to the global IT environment. The following examples are related to this task:

- What are the identified dependencies between the WebSphere InterChange Server project and other domains?
  - What is the project roadmap for the connected applications?
- What is the SOA strategy and its maturity?
  - Is there an ongoing task about providing reusable services?
- What governance model is currently in place?
  - How are the projects and the common assets funded?

**Current WebSphere InterChange Server project context**

The following examples are input to collect in order to assess the current WebSphere InterChange Server solution:

- Business or functional input
  - Functional description and business relevance of interfaces
- Architectural input
  - Architectural pattern description of interfaces
4.2.2 Requirements gathering

Gather requirements from IT and business departments and consolidate them with current environment assessment results. The requirements include changes in SLA, functionality changes that can be connected with the migration, technological changes, and other changes.

It is important to assess whether you intend to migrate the current solution “as is” or to add value to the current solution. You must determine if the migration is driven by constraint, opportunity, or both, because that determination influences the ROI.

4.2.3 Impact analysis

In addition to migrating a product, you are also moving from an Enterprise Application Integration solution to an SOA solution. Therefore, you must tackle the project with a comprehensive vision. Each project has its unique set of specific constraints and priorities. In this section, we provide a list for you to use as input to build your own impact assessment.

We discuss the following topics:

- “Organizational aspects” on page 41
- “Project delivery” on page 42
- “Methodology” on page 45
- “Architecture and design” on page 47
- “Development” on page 47
- “Testing” on page 49
- “Deployment” on page 50
- “Run time, quality of service, and security” on page 54
- “Operations” on page 58
Organizational aspects
In this section, we identify possible relationships between the migration project and organizational aspects.

SOA and IT governance
SOA governance is an extension of IT governance that focuses on the life cycle of services and composite applications in an organization's SOA. For an introduction to SOA governance, refer to the following Web address:

WebSphere Process Server, in conjunction with other products, such as WebSphere Service Registry and Repository, is an enabler to implement organizational concepts.

BPM enabled by SOA, business, and IT alignment
To understand how SOA and BPM can work together to facilitate business and IT alignment, refer to the paper BPM and SOA: Better Together at the following Web address:

WebSphere Process Server, in conjunction with other products, such as WebSphere Business Modeler and WebSphere Business Monitor, is also an enabler to implement organizational changes.

Center of Excellence
For large-scale Integration Solution implementations, it is common to have a Center of Excellence (CoE) in place. The same concept applies to SOA. The migration project can either use or be an opportunity to initiate such an organizational structure.

A CoE is a proven organizational model for driving architecture and design capabilities, which in turn, enable the successful delivery of a business strategy. A CoE has the following goals:

- Communicate the architectural framework, best practices, assets, patterns, and methods.
- Conduct independent architecture reviews.
- Provide architecture vitality.
  - Continuously assess and refine the architecture framework and support assets based on internal and external influences.
- Provide project support (direct project assistance to drive the architecture).
Provide skills transfer and early proof of concept.
Identify skill gaps, create development road maps, and drive the use of new technologies.

Promote asset adoption.
Manage component, pattern, and data reuse processes to reduce project risk and accelerate delivery.

Provide best practice policy and procedures.
Provide expert resources to accelerate the delivery of critical architecture practices.

Support production.
Enable infrastructure teams to execute on build and deploy, tuning, and metrics reporting.

Project delivery
In the following sections, we present topics that are related to project delivery and that might be impacted by the migration.

Project costs and funding
Because WebSphere Process Server offers new SOA concepts, its deployment during the migration project can impact the usual project costs and funding model:

Hardware
For example, WebSphere Process Server is supported on new platforms. Therefore, it can use the new hardware. The migration project generally implies a transition phase that can increase the license and hardware costs in the case of a parallel run.

Data management
For example, because the internal data model is richer in WebSphere Process Server than in WebSphere InterChange Server, data management can be impacted by archiving and warehousing costs to maintain the long running instances of business processes.

License procurement and maintenance
Investigate what you can do with the Extended Entitlement, which is described at the following Web address:

Funding

Because WebSphere Process Server participates in the SOA vision, it brings new concepts around project funding. A typical example is the way in which SOA intends to identify and reference services to ensure that they are shared by multiple entities or projects in an optimal way:

- Capacity to reuse an existing service
- Capacity for the service to scale up properly with growing consumers

This act of sharing can impact the current funding model by raising the following types of questions:

- Who pays to develop and maintain the common services?
- How does the consumer pay to use them?

The migration project

You can raise the ROI of the project, for example:

- The parallel infrastructure cost can be mitigated through the enablement of a means of interoperability between WebSphere InterChange Server and WebSphere Process Server. For example, WebSphere Process Server can reuse existing WebSphere InterChange Server developments through a Web service call, which spares the corresponding new development costs. Another example is that WebSphere Process Server and WebSphere InterChange Server can use the same existing relationships, which spares certain database-related costs.

- Use extended license entitlements for migration. Installed base licensees with an active subscription can activate entitlement to the WebSphere Process Server and receive support for both old and new products during the migration.

- Identify new functions that add value to the migrated solution.

Project resources and skills enablement

The people involved in the migration can have different skill sets:

- Typically, WebSphere InterChange Server users have a good understanding of the following concepts:
  - EAI concepts with a hub and spoke architecture
  - Java and stand-alone server management, because WebSphere InterChange Server is a proprietary product based on a Java 2 Platform, Standard Edition (J2SE™)-based single server
WebSphere Process Server users typically have a background that includes the following concepts:

- J2EE, SOA, and BPM
- Service Component Architecture (SCA), Business Process Execution Language (BPEL), and natively clustered environments, because WebSphere Process Server is based on WebSphere Application Server Network Deployment and new open standards

Many WebSphere InterChange Server concepts, such as adapters, business objects, maps, and relationships, are used in WebSphere Process Server. Therefore, consider that WebSphere InterChange Server is a subset of WebSphere Process Server. The details of the products, including the runtime architecture, component granularity, quality of service (QoS), and so on, are quite different. Also, WebSphere Process Server addresses concepts, such as SCA and BPEL.

Therefore, the learning curve is expected to be relatively steep when implementing the first WebSphere Process Server project, regardless of whether the team has a background in WebSphere InterChange Server or J2EE/Web services. Skills enablement must not be underestimated, because this learning curve applies to both the development and operations teams.

**Project timeline and product roadmap**

Among the factors that impact the project timeline is the *product roadmap*. During the transition phase of going from WebSphere InterChange Server to WebSphere Process Server, the migration project must manage both product road maps:

- For the WebSphere InterChange Server, the main factor is the “end of support” date:
  - The end of support has not yet been announced for WebSphere InterChange Server 4.2.2 and 4.3 (or WebSphere Business Integration Server). IBM intends to support these products until at least September 2013, with extended support availability planned until at least April 2016.
  - To the extent that these products include third-party prerequisite software, such as WebSphere Business Integration Adapters for enterprise applications, continued service for such software during this period can be determined on a case-by-case basis and in the sole discretion of IBM.

- For WebSphere Process Server, the main factor is the way that the new releases of the product fill in possible functional gaps, easing technical migration, for example, and add new functionalities, providing business differentiators, for example.
Service level agreement

A Service Level Agreement is a formally negotiated agreement between two parties. It is a contract that exists between customers and their service provider, or between service providers. It records the common understanding about services, priorities, responsibilities, guarantees, and collectively, the level of service. For example, it can specify the levels of availability, serviceability, performance, operation, or other attributes of the service, such as billing and penalties in the case of a violation of the SLA.

An SLA might be more complex with an SOA solution than with an EAI solution, because WebSphere Process Server offers a richer set of integration patterns. For example, WebSphere InterChange Server is rarely used as a Web services gateway, where WebSphere Process Server does it well within a cluster deployment. Therefore, performances and QoS might have to be measured differently depending on the implementation of the new integration patterns. Also, combined or aggregated SLAs might appear in the context of a global SOA solution and are generally quite complex to handle.

For all of these reasons, the way in which SLAs are defined might be impacted by the migration.

More information: We discuss the technical aspects of the SLA, such as QoS and performance, in “Run time, quality of service, and security” on page 54.

Methodology

The word methodology can have various meanings depending on the context. In this section, we use it in a generic manner.

In this section, we discuss how various methodologies can be impacted by or related to the migration project. There are reasons that can lead to defining new methodologies and to the modification and enrichment of current methodologies.

The following examples are about methodologies that might be needed to support the migration implementation, but also about existing methodologies that might be impacted by the migration:

- A proven methodology can be used to structure the detailed migration study. Typically based on best practices and experience collected from previous projects, this kind of methodology generally comes from a consulting entity. Sometimes, it is required, because WebSphere Process Server is new to the project, and external help is required to complete items, such as a gap analysis of the new product functionalities.
A methodology for regression testing might have to be defined to secure the migrations phase. If a methodology is pre-existing, it might be impacted by the migration. Refer to “Testing” on page 49 for more details.

From a system life-cycle perspective, a Transition for Operations methodology might have to be defined to secure skill building for this team. Refer to “Operations” on page 58 for more details.

The following considerations relate to the WebSphere Process Server architecture and open standards:

- The WebSphere InterChange Server has a simple and efficient architectural model:
  - The hub-and-spoke model has a canonical format (application-specific business object (ASBO)-generic business object (GBO) model).
  - Connectivity is done by using adapters (protocol and data translation).
  - Structured data transformation occurs in maps.
  - Integration logic is done by using collaborations.
  - With such a constrained model, it is almost impossible to get an incorrect implementation. The architectural model is so simple that you cannot deviate from it. WebSphere InterChange Server implements a single general integration pattern (hub and spokes).

- In comparison, WebSphere Process Server is more open, because it already relies on rich and open standards, such as J2EE, Web services, Service Data Objects (SDO), and the SCA. WebSphere Process Server also implements BPM concepts to extend the architectural possibilities around the integration field.

- Openness can have a paradoxical side effect. It might raise the risk of mistakes and misuse. How do you mitigate this risk?
  
  You mitigate the risk by applying proven design methodologies and best practices. Today, the concept of a design pattern is widely spread over the IT community. The following examples can be of great interest for the migration:
  - Object design patterns
  - J2EE and SOA design patterns
  - BPM and workflow design patterns as described at the following address:
    http://www.workflowpatterns.com

  For more information about integration design patterns, refer to Chapter 3, “Usage patterns” on page 23. In this book, we encourage you to use these patterns as a general design approach for the architectural aspects of the migration project.
The following considerations are related to project life-cycle management:

- From the general project life-cycle perspective, the major project phases are the same as when implementing an SOA or an EAI project.

- SOA can bring new concepts, such as an extensive focus on external environment dependencies at the enterprise level. For instance, activities that are related to common services identification and exposure might need to be added in the current project activities.

- If you look for well-proven methodologies and tools related to SOA project life-cycle management, you might investigate Service-oriented Modeling and Architecture (SOMA) and Rational® Unified Process (RUP) for SOA. The IBM SOMA methodology helps address SOA implementation through dedicated phases, such as services identification, specification, and realization. It uses a holistic approach that combines top-down and bottom-up analysis.

**Architecture and design**

Design patterns provide a way to describe the current WebSphere InterChange Server solution and the target WebSphere Process Server solution from the architecture design perspective. Such a common architecture language is useful to categorize the concepts that are in both EAI and SOA solutions and to define a migration path between the product specific implementations. Refer to Chapter 3, “Usage patterns” on page 23, for relevant information.

**Development**

In this section, we discuss points that are related to the development phase of the usual project life cycle. The WebSphere InterChange Server development team is impacted by the migration. The WebSphere Process Server development tool (WebSphere Integration Developer) is a new tool that is completely independent from the WebSphere InterChange Server development tool (WebSphere InterChange Server toolkit).

WebSphere Integration Developer is the development environment for building integrated business applications that are targeted for WebSphere Process Server. SOA support in WebSphere Process Server is based on a new programming model that is referred to as the Service Component Architecture. One of the primary purposes of WebSphere Integration Developer is to provide the appropriate tools to easily build and test SCA-based applications that are targeted for WebSphere Process Server. Both SCA and the tools support for SCA help developers decouple the business logic from the implementation details.
WebSphere Integration Developer is built on the Rational Software Development Platform. Rational Software Development Platform is based on Eclipse 3 technology. Each IBM product that is built on this platform can coexist and share plug-ins with other Rational Software Development Platform-based products.

**Supported platforms for build time**

Investigate precisely the supported platforms for the build time (WebSphere Integration Developer) in terms of hardware and operating system. You can obtain this information in the product’s support pages and in the WebSphere Integration Developer information center at the following address:

http://publib.boulder.ibm.com/infocenter/dmndhelp/v6r2mx/index.jsp

**Note:** The main part of the standard migration tool is in WebSphere Integration Developer. During the transition phase, you might have to use the WebSphere InterChange Server and WebSphere Process Server development tools in parallel. Therefore, you must also verify the feasibility of their coexistence on a common platform, such as the compatibility of products to run on a single machine, the required memory, and so on.

**Software upgrade process for build time**

Fix packs are provided regularly to fix programming errors and provide enhancements through minor product upgrades. Because WebSphere Integration Developer differs from the WebSphere InterChange Server and Adapters toolkit, investigate the supported software upgrade process for WebSphere Integration Developer. You can find such information on the support pages of the product.

**New development concepts and skills building**

WebSphere Process Server provides a new programming model that is based on concepts, such as SCA, BPEL, Mediation Flow Component, and business rules.

Developing for WebSphere Process Server in the most efficient way also implies that you must investigate more advanced concepts, such as the following examples:

- Versioning and dynamicity
- Error handling
- Quality of service

Therefore, the development team must build a new skill set to be operational on the WebSphere Process Server.
Team development

With WebSphere Integration Developer, you can develop applications in a team environment by sharing resources with a central repository. Through Eclipse, WebSphere Integration Developer provides a client for the Concurrent Versions System (CVS). You can also share a project by using Rational ClearCase® or other repositories.

Verify the supported repositories and their versions to anticipate any impact if a Version Control System (VCS) is already used with the WebSphere InterChange Server toolset.

Further information

For further information about the development tasks, refer to the product documentation and the WebSphere Integration Developer information center at the following address:


Testing

In this section, we discuss points related to the test phase of the typical project life cycle.

Unit testing

Unit testing with WebSphere Integration Developer is far richer than with the WebSphere InterChange Server toolset. It is now possible to create test suites that contain variable data and to fully automate testing and results analysis. These capabilities definitely add value by reducing the testing time and improving the test quality. We therefore advise you to investigate such new capabilities for WebSphere Process Server developments.

Regression testing

When possible, to simplify migration, a best practice is to have regression test tools that are located on the edges, external to the WebSphere InterChange Server solution, or in the applications, and not to use WebSphere InterChange

Constraints of migration tools: The development team must investigate the constraints of the standard migration tools. For example, the migration tools can automatically migrate maps and collaboration templates into WebSphere Process Server artifacts. However, this use requires that you follow best practices, which can impact the original WebSphere InterChange Server artifacts. Refer to Chapter 13, “Best practices” on page 263, for input to this task.
Server APIs or tools. This way, the regression test tools are less impacted or even not impacted by the migration.

Regression testing generally focuses on functional tests. However, in the case of migration, it is important to ensure that the nonfunctional requirements are met. Verify nonfunctional items, such as the following items:

- QoS (global resilience of the solution, flow control and throttling capabilities, for example)
- The Operations team’s ability to monitor and administer the new platform

**Performance testing and benchmarking**

Because the WebSphere InterChange Server and WebSphere Process Server run times and deployment configurations differ, run dedicated performance tests as early as possible to assess the capacity of the migrated solution.

**Deployment**

In this section, we discuss points that are related to the deployment phase of a typical project life cycle.

**Packaging**

Investigate the capabilities of the WebSphere Process Server platform regarding the packaging process by using a GUI and automation tools. WebSphere InterChange Server and WebSphere Process Server differ in this perspective, which impacts the following areas:

- Generation of software packages to be deployed
- Inter-environment adaptation procedures
- Procedures for deployment to the run time environment

**Component architecture of the solution**

The component architecture of the solution differs between WebSphere Process Server and WebSphere InterChange Server. WebSphere InterChange Server needs at least a separate Object Request Broker (ORB) process, a database, and generally a WebSphere MQ queue manager. WebSphere Process Server is based on WebSphere Application Server architecture and requires a database with a richer set of tables than the WebSphere InterChange Server database.

The solution can also interact with other third-party products, such as the following examples:

- A Lightweight Directory Access Protocol (LDAP) directory, such as IBM Tivoli® Directory Server
- A security system, such as Tivoli Access Manager
- Monitoring tools, such as Tivoli monitoring tools
Obviously, the migration can impact the third-party products that are used with the solution. The information related to third-party products is in the support pages of the product and in the WebSphere Process Server information center at the following address:

http://publib.boulder.ibm.com/infocenter/dmndhelp/v6r2mx/index.jsp

**Topology for high availability and scalability**

The deployment topology of WebSphere InterChange Server differs from WebSphere Process Server. Therefore, your current environment must be assessed from an availability and scalability point of view. In addition, the corresponding deployment topology of WebSphere Process Server must be selected to ensure a desired level of business continuity. The overall availability of your environment is closely related to costs, and your decision will trade off between cost and availability factors. The topology has the following levels of availability:

- **Basic systems**
  
  There is protection of backups only, not of data and services.

- **Redundant data**
  
  Disk redundancy or disk mirroring is used to protect against data loss.

- **Component failover**
  
  Hardware and software components are doubled, which means that there are at least two instances of the same component in the system. In case of the failure of one instance, the second instance takes over the load. Differentiate *vertical clustering*, such as running two or more instances of WebSphere Process Server on one hardware node, from *horizontal clustering*, such as running two or more hardware nodes with WebSphere Process Server.

- **System failover**
  
  A standby or backup system is used to take over for the primary system if the primary system fails. Usually, clustering software monitors the health of the system and automatically fails over the load to a secondary system.

- **Disaster recovery**
  
  Disaster recovery is similar to a system failover, but the primary system and the secondary system are at separate geographical locations (primary site and backup site). The secondary system takes over the complete load in case of primary site loss.
The High Availability (HA) of the WebSphere InterChange Server system, in general, is performed by using a hardware clustering solution. For correct failover and recovery behavior, the broker depends on the following two items:

- Message resilience and message availability provided by the underlying transport layer
- Event and transaction information provided by a highly available database

For WebSphere InterChange Server, the smallest unit of failover is a server, ORB, and the WebSphere InterChange Server queue manager. To make the WebSphere InterChange Server highly available, the ORB must be included as part of the WebSphere InterChange Server HA cluster resource group, because it is not possible to start WebSphere InterChange Server without restarting the ORB.

For more in-depth information about how to make the WebSphere InterChange Server highly available by using hardware clustering software and for details about the resource groups and grouping of components, refer to *Highly Available WebSphere Business Integration Solutions*, SG24-6328.

The High Availability of the WebSphere Process Server involves components other than the WebSphere InterChange Server. At a high level, every WebSphere Process Server environment can be broken down into three fundamental layers as shown in Figure 4-1.

![Figure 4-1 Components to be clustered in WebSphere Process Server](image)

We explain each layer:

- WebSphere Process Server applications
  
  A clustering of WebSphere Process Server applications does not significantly differ from clustering a plain J2EE application in a WebSphere Application Server V6 environment.
Relational databases

WebSphere Process Server requires certain application configuration and runtime information to be stored in relational database tables. The messaging infrastructure also uses relational database tables for persistence.

Messaging infrastructure

WebSphere Process Server requires the use of a messaging infrastructure. Part of the messaging infrastructure must use WebSphere Application Server Service Integration Bus (SIBus) and the WebSphere Default Messaging JMS provider. Because the SIBus requires a WebSphere Application Server to run, the messaging infrastructure can also be clustered by using the WebSphere clustering techniques.

In conclusion, you must consider a number of aspects when selecting the topology to adopt. For more information about key production topologies of WebSphere Process Server clustering, see the following references:

- *Production Topologies for WebSphere Process Server and WebSphere ESB V6*, SG24-7413
- *WebSphere Business Process Management V6.1.2 Production Topologies*, SG24-7665

**Capacity planning**

Capacity planning is dependent on the chosen deployment topology. Because WebSphere InterChange Server and WebSphere Process Server run times differ, it is generally not a straightforward exercise to determine the capacity of the migrated solution. IBM can provide estimates based on Techline tools and benchmark studies. However, be sure to run performance tests on-site as early as possible to get realistic data.

**Product coexistence**

WebSphere Process Server and WebSphere InterChange Server environments must coexist under the following circumstances:

- Both environments are up and running during the piloting phase.
- Applications are migrated in several stages.
- A period of coexistence must be achieved in order to finish LLBP collaborations or to resubmit unresolved flow on WebSphere InterChange Server while starting and working on migrated processes in the new WebSphere Process Server environment.
Product coexistence has a potential effect on costs, because it implies parallel infrastructure, which affects hardware consumption and license consumption. However, parallel infrastructure reduces risks. You can reduce costs in the following ways:

- WebSphere Process Server and WebSphere InterChange Server can call each other through Web services or JMS. This interoperability between WebSphere InterChange Server and WebSphere Process Server provides flexibility in how existing WebSphere InterChange Server solutions are reused and when they are migrated to WebSphere Process Server. A side effect is cost reduction when the WebSphere Process Server calls an existing service hosted in WebSphere InterChange Server, sparing the effort and cost of new developments.

- WebSphere Process Server can use the relationship tables that are created and used by the WebSphere InterChange Server environment, saving on investment by sharing common data that does not need migration.

- The extended entitlement can reduce costs that are related to licenses.

Therefore, investigate these possibilities carefully to optimize the transition phase.

**Run time, quality of service, and security**
In this section, we discuss notions that are related to run time, quality of service, and security.

*Installed run time*

The installed run time of WebSphere InterChange Server does not migrate directly to the run time of WebSphere Process Server:

- There is no standard migration path for instance data, such as unresolved flow events and LLBPs. The only supported approach is to let them terminate in the WebSphere InterChange Server environment.

- There is no standard migration path for system configuration. The only supported way is to redo the configuration steps for WebSphere Process Server. Redo, for example, server tuning parameters, server security settings, and system monitoring.

- You must use the usual project life cycle, from development to production, with installation, setting, and tuning of the new product to set up your new production system with migrated applications.

The relationship tables are an exception to this rule, because WebSphere Process Server can reuse them.
Supported platforms for run time
Investigate precisely the supported platforms for the WebSphere Process Server run time in terms of hardware and the operating system. You can find that information in the product’s support pages and in the WebSphere Process Server information center at the following address:

http://publib.boulder.ibm.com/infocenter/dmndhelp/v6r2mx/index.jsp

Note: The same question arises for the third-party products, such as databases and LDAP for example. The answer is also in the support pages. During the transition phase, WebSphere InterChange Server and WebSphere Process Server run times might have to be used in parallel. If so, verify the feasibility of their coexistence on a common platform (compatibility to run on a single machine, required memory, and so on).

Software upgrade process for run time
Fix packs are provided regularly to fix bugs and provide enhancements through minor product upgrades. Because WebSphere Process Server is different from WebSphere InterChange Server, investigate the supported software upgrade process for WebSphere Process Server. You can find this information on the WebSphere Process Server support pages.

Quality of service
Because WebSphere InterChange Server and WebSphere Process Server have different run times, the QoS that they provide is not always identical. It can effect runtime behavior. Because we cannot systematically document every difference, we mention the typical ones:

▶ Store and forward
The WebSphere InterChange Server can detect whether a WebSphere Business Integration Adapter agent is down and then store the event until the agent comes up. There is no equivalent capability in the J2EE Connector architecture (J2C) layer.

▶ Flow control
As a reminder, in the WebSphere InterChange Server, you can use flow control, which is a configurable service, to manage the flow of connector and collaboration object queues. You can either configure the parameters for flow control system-wide or on individual components. There is no equivalent capability in WebSphere Process Server.

▶ Event sequencing
WebSphere InterChange Server and WebSphere Process Server have similar capabilities in regard to event sequencing. However, because WebSphere Process Server brings new support for native clustering, the
support of event sequencing can be affected, depending on the cluster topology that is deployed.

- **Error handling**

  There is no native capability in WebSphere InterChange Server to retry a service call in case of failure. It is now a native capability in WebSphere Process Server V6.2 through Mediation Flow Component support (retry settings in the mediation flow).

**Security**

To secure critical business data, WebSphere InterChange Server includes the following security features:

- **End-to-end privacy**, also labeled *end-to-end security*, secures data as it flows from a source adapter process, through the WebSphere InterChange Server, to the destination adapter process.

  End-to-end privacy uses asymmetric and dynamic security in addressing authentication, integrity, and privacy.

- **Role-based access control** restricts access to parts of the system based on who the authenticated user is and the permissions that the user has been granted.

  Role-based access control addresses access control and authentication.

WebSphere InterChange Server supports the following levels of security:

- **None**

  No security level is set. Therefore, messages are sent from an adapter or WebSphere InterChange Server as normal which is the default level of security.

- **Integrity**

  The sender, either an adapter or WebSphere InterChange Server, adds a digital signature to the message. The receiver verifies the signature by using the public key of the sender.

- **Privacy**

  The sender completely encrypts the message. The receiver decrypts the message and passes it on for further processing. The secret key is encrypted with the public key of the receiver. The encrypted secret key can be decrypted only with the private key of the receiver, so the message is secure because only the receiver has access to its own private key.

- **Integrity plus privacy**

  The sender adds a digital signature to each message, as described for integrity, and then completely encrypts the message, as described for privacy.
User registry

The user registry is the system that stores user names and passwords. By default, users and passwords are stored in the local InterChange Server repository. The user registry configuration parameters can be used to configure WebSphere InterChange Server to use an LDAP directory as a user registry. The provider is set to LDAP to use an LDAP directory for the user repository, while it is set to REPOS to use the local WebSphere InterChange Server repository as the user registry.

WebSphere Process Server security is based on WebSphere Application Server security. Security tasks can be divided into the security of the WebSphere Process Server environment and the security of applications running in WebSphere Process Server:

- Securing the WebSphere Process Server environment
  This type of security involves enabling global administrative security, creating profiles with security, and restricting access to critical functions to selected users.

- Securing an application
  This type of security involves the following major aspects:
  - Authentication. A user or a process that invokes an application must be authenticated.
  - Access control. Whether the authenticated user has permission to perform an operation.
  - Integrity and privacy of the data that is accessed by an application.
  - Identity propagation with single sign-on (SSO), which permits a user to provide authentication data once and then passes this authentication information to downstream components.

- User registry
  Based on WebSphere Application Server capabilities, either federated repositories, the local operating system, LDAP, or a custom user registry can be used.

The implementations for security are quite different between WebSphere InterChange Server and WebSphere Process Server. Investigate the security model for WebSphere Process Server to understand the possible impacts. An example is the different granularity that is offered to administer components through role-based access control when comparing the WebSphere InterChange Server System Manager and the WebSphere Process Server administrative console. Another example is the different ways in which protocols can be secured in WebSphere InterChange Server and WebSphere Process Server.
The following developerWorks article provides an excellent introduction to WebSphere Process Server security:


**Performance and tuning**

From the migrated code perspective, sometimes it is better to modify or redesign migrated components for better performance, if it is in accordance with business requirements.

From the system tuning perspective, WebSphere InterChange Server and WebSphere Process Server offer a broad range of tuning parameters to optimize the system performances of a deployed solution. The tuning parameters are different when comparing WebSphere InterChange Server and WebSphere Process Server.

For example, with the WebSphere InterChange Server, you can define the multi-threading for each collaboration object. In WebSphere Process Server, you can tune thread pools and activation specifications in a more global manner (different granularity). Also, because WebSphere Process Server offers native support for clustering, there are a lot of new possibilities for global system tuning. Therefore, investigate the best practices of WebSphere Process Server tuning, which you can find in developerWorks articles, IBM Redbooks and Redpapers publications, and other IBM publications.

**Operations**

Because the WebSphere InterChange Server and WebSphere Process Server run times are different, the tools and procedures that are available for operations are also generally quite different and cannot be migrated directly.

**Monitoring**

In this section, we enumerate the main monitoring facilities and tools that are available for WebSphere InterChange Server and WebSphere Process Server. Monitoring falls generally into two categories, business monitoring and technical monitoring, both of which are discussed in this section.

Monitoring the overall health of the *WebSphere InterChange Server* system includes monitoring all WebSphere InterChange Server components, such as connectors and collaboration objects, as well as the connection to all integrated applications. Several tools exist for monitoring the system. For example, internal tools, such as System Monitor, the InterChange Server Component Management view of System Manager, and Simple Network Management Protocol (SNMP) agent, as well as external tools are available.
You can use the WebSphere InterChange Server Component Management view in System Manager to monitor the WebSphere InterChange Server system and to obtain informational messages for all component status changes in the system. System Monitor is a Web-based tool for monitoring WebSphere InterChange Server. It is configurable to view the current monitoring data and the historical data.

The SNMP agent that is installed with the WebSphere InterChange Server allows an internal SNMP manager to monitor multiple WebSphere InterChange Server instances, collaborations, and connectors, based on a Management Information Base (MIB).

Other technical monitoring products can also be used to monitor the WebSphere InterChange Server, such as IBM Tivoli Monitoring for Business Integration or OMEGAMON® XE.

WebSphere Business Integration Monitor is a stand-alone monitor. By using this monitor, you can monitor a variety of servers, one of which is WebSphere InterChange Server. WebSphere Business Integration Monitor is part of the WebSphere Business Integration Modeler and Monitor product. WebSphere InterChange Server works with WebSphere Business Integration Monitor Version 4.2.4, in conjunction with the WebSphere Business Integration MQ Workflow adapter.

In regard to monitoring for the WebSphere Process Server, the WebSphere Process Server operates on top of an installation of WebSphere Application Server. Consequently, it uses much of the functionality of the application server infrastructure for monitoring system performance and troubleshooting metrics. It also includes additional functionality that is specifically designed for monitoring process server service components.

The Performance Monitoring Infrastructure (PMI) section of the administrative console has the options to specify the particular event points and their associated performance measurements. After starting the monitoring service component performance, the generated statistics are published at certain intervals to the Tivoli Performance Viewer. This viewer can be used to observe the results as they occur on the system, and, optionally, log the results to a file that can be later viewed and analyzed within the same viewer.

Common Event Infrastructure (CEI) and Common Business Events can be used for problem determination and business process monitoring. WebSphere Process Server provides native support so that you can perform the following functions:

- Emit events from SCA, J2C, and BPEL components.
Track the events through standard facilities and tools, such as log files, the Common Business Event browser (WebSphere Application Server-based), and the Business Process Choreographer Observer.

With CEI, you can develop specific frameworks and applications to emit events programmatically and collect and process them in a customized way. CEI can be clustered and allows central monitoring of the distributed WebSphere Process Server cluster topology.

Other specialized technical monitoring products can also be used to monitor the WebSphere Process Server, such as IBM Tivoli Composite Application Manager for SOA.

IBM also provides WebSphere Business Monitor Version 6 and native support in WebSphere Integration Developer and WebSphere Process Server to use key performance indicators (KPIs).

**Error management**

In this section, we focus on error management as it relates to integration logic that is deployed and executed in the server. It has similarities and differences when comparing WebSphere InterChange Server and WebSphere Process Server.

In the context of integration servers, such as WebSphere InterChange Server and WebSphere Process Server, an *event* is a request that is received by the server. It can come from an external source through an asynchronous interaction, such as an inbound application adapter, or through a synchronous interaction.

In the case of synchronous interaction, generally error management is under the responsibility of the caller because the error is sent back to this person. In the case of asynchronous interaction, generally error management is under the responsibility of the integration server. The event then comprises a reference to the business logic that it wants to operate and its data, which is typically stored in a business object.

You can use two tools in WebSphere InterChange Server to locate, view, and process failed events:

- Failed Event Manager. A browser-based tool with role-based security with which you can work with failed events from the Web.
- Flow Manager. A tool installed with the WebSphere InterChange Server product.

With WebSphere Process Server, you can use a richer set of components for implementing integration patterns. It relies on separate layers, such as
WebSphere Application Server, the Service Integration Bus, the SCA, and the business process engine. Therefore, error management is more complex than with the WebSphere InterChange Server. In case of an error during an asynchronous interaction, the error can fall into the following categories:

- **Messaging-based dead letter queues**
  This situation can happen if a JMS or MQ binding, for example, is used. The data is then stored in the messaging layer (Service Integration Bus). Such tools as the WebSphere Process Server administrative console, the Service Integration Bus explorer, and certain Java Management Extensions (JMX™) APIs can be used to manage errors at this level.

- **Business Process instances in failed state**
  This situation can occur when an error is raised during a long running process execution. The data is stored in the business process engine database (BPEDB). The Business Process Choreographer Explorer and the Business Flow Manager APIs can be used to manage errors at this level.

- **Failed Event**
  This situation can happen when an error occurs during an SCA asynchronous interaction, for example. The failed event manager (FEM), which is available through the WebSphere Process Server administrative console, and several JMX APIs can be used to manage errors at this level. The FEM for WebSphere Process Server is quite comparable to the FEM for WebSphere InterChange Server. However, FEM provides additional functionalities, such as:
    - Changing the payload of the event before resubmission
    - Providing a unique interface to access the three main types of errors described previously (Messaging-based dead letter queues, Business Process instances in failed state, and Failed Events)

**Administrative tasks**

Consider investigating the following points regarding the impact of the migration on administrative tasks:

- **Administrative consoles**
  Because of differences in the deployment model, the component functionalities, and administration granularity, the administrative consoles are quite different:
    - In WebSphere InterChange Server:
      - For the administrative tasks, you can use the Component Management view in System Manager to start, stop, pause, and shut down WebSphere InterChange Server components and change component
properties. By using the System Monitor Web interface, you can perform similar actions.

- Several other dedicated tools are also available, such as the Relationship Manager.

  - In WebSphere Process Server:
    
    - By using the WebSphere Application Server-based administrative console, you can execute the major administration tasks, such as configuring clusters and deploying, starting, or stopping applications.
    
    - Several other dedicated tools are also available through the administrative console, such as the Relationship Manager and the Business Rules Manager.

    - A new Web 2.0 interface called *Business Space* allows you to access those functionalities in a more user-friendly way (for example, to assemble widgets).

  - **Scripting for administration**

    WebSphere InterChange Server and WebSphere Process Server provide a rich set of scripts that can be extended and customized for the specific needs of the operation teams. However, the scripts rely on different technologies and cannot be migrated directly. Therefore, the migration has a non-negligible impact on scripting.

  - **Scheduling**

    Scheduling is covered by the standard migration tools, as described in 12.2.3, “Scheduler” on page 257.

**New operations concepts and skills building**

WebSphere Process Server offers numerous new concepts in regard to the operations tasks. Therefore, the operations team must build a new set of skills, procedures, and tools to be operational on the WebSphere Process Server platform.

**Further information**

You can find further information about administrative tasks and monitoring tools for both WebSphere InterChange Server and WebSphere Process Server in the product documentation.

### 4.2.4 Deliverables

In this section, we provide a list of possible outputs and deliverables to expect from the assessment phase. They are neither exhaustive nor mandatory.
Requirements list
Business and IT requirements must be in the list that summarizes the requirements. A key point related to the ROI is to define if the requirements are driven by constraints, such as an end-of-support date, or opportunity, such as adding business value through new product capabilities.

Main options to deliver the requirements
At this stage, define the main options to fulfill the requirements. Also, certain decisions cannot be made yet because of a lack of information or experience.

The preparation phase, which is described in 4.3, “Preparation phase” on page 64, helps to resolve the missing points, which include the collection of additional information, decisions, and precise estimates.

Return on investment study
The assessment phase can include an ROI study.

Risk assessment and mitigation plan
The risk assessment must also provide a mitigation plan for each identified risk. The preparation phase can be used to mitigate or even remove certain risks.

Table 4-1 illustrates the following topics:

- A question or a concern in relation to the migration project
- The corresponding risk area
- A proposed mitigation plan

<table>
<thead>
<tr>
<th>Question or concern</th>
<th>Risk area</th>
<th>Mitigation plan</th>
</tr>
</thead>
</table>
| What is the capacity of the development team to deliver migrated components         | Development skills                 | ➤ Build WebSphere Process Server and WebSphere Integration Developer skills with training.  
| optimized for the WebSphere Process Server run time?                               |                                    | ➤ Get help from the consulting group for best practices.                          |
| Is the operations team ready to administer the new WebSphere Process Server solution? | Operations team skills and tools   | ➤ Build WebSphere Process Server skills with training.                            
|                                                                                     |                                    | ➤ Run a pilot project before the migration project to create and test new administrative tools and procedures.  
|                                                                                     |                                    | ➤ Get help from the CoE or consulting for best practices.                          |
4.3 Preparation phase

The preparation phase is intended to ensure that the project team is ready to implement the migration.

4.3.1 Building skills

Ensure that the skill set is properly updated to fulfill the migration implementation needs. The purpose is to have sufficient knowledge of WebSphere Process Server. Education and training are a prerequisite, but it is generally insufficient. Take time to have a real practice.

4.3.2 Using the WebSphere Process Server project experience

Ideally, run a WebSphere Process Server project before doing the actual migration implementation. If the project team has already gone through a full life cycle with WebSphere Process Server and has a working WebSphere Process Server.
Server infrastructure, all the related risks are already eliminated, and you can concentrate on the pure migration tasks.

A real experience can be obtained by performing a pilot project. A pilot project has two advantages:

- The scope can be adapted to fit in a restricted budget.
- It does not put the business at risk.

A pilot project must have the following objectives:

- To build overall skills around WebSphere Process Server
  Consider the following examples:
  - Development skills
    Set up best practices, a methodology, and so on.
  - Operations skills
    Set up new procedures and tools to administer the solution properly.
  - Project management skills
    Update or set up new project activities and refine estimates to get them delivered (workload assessment).

- To enable the new infrastructure for the WebSphere Process Server solution
  A typical example is the effort around clustering and security. WebSphere Process Server provides native clustering for HA management, load balancing, and integration with security managers to define roles. These concepts are generally new to WebSphere InterChange Server users and require practical experience to be implemented efficiently as in the following examples:
  - Establish best practices to set up the cluster topology and the security roles through an LDAP directory or custom registry.
  - Establish best practices to use and administer the cluster. For example, determine how you want to monitor a distributed platform or perform log collection and analysis. Another example is to determine the required infrastructure for shared resources that are highly available.

- To deliver new functionalities that add business and IT value, compared to the previous WebSphere InterChange Server solution, as in the following examples:
  - Use human tasks to create an application that is dedicated to functional error and is used by business users, which in consequence spares IT resources that are usually dedicated to support users.
– Enable business rules to leave certain control and dynamic decisions to the business users.
– Set up WebSphere Process Server clustering to raise high availability and load balancing capabilities.
– Enable technical event tracking or business monitoring through KPIs, based on CEI capabilities.

- To gain an independent point of view of the capabilities of the standard migration tools regarding integration patterns

By implementing integration patterns from scratch in WebSphere Process Server, the project team will have a more accurate idea about the capabilities of the standard migration tools regarding integration patterns.

4.3.3 Refining the assessment

If the assessment cannot be sufficiently detailed during the first phase, you must refine it. You can lead a detailed study to complete the missing points.

Detailed study

A detailed study might be required to specify the technical migration path to migrate the WebSphere InterChange Server artifacts, composing the EAI solution, into the WebSphere Process Server artifacts, composing the SOA solution.

For example, a gap analysis might be required for an accurate status of the functional parity between the WebSphere InterChange Server and WebSphere Process Server products. Such an analysis covers the following topics:

- It identifies new features in WebSphere Process Server.
- It identifies features that have disappeared or are not equivalent in WebSphere Process Server.
- It provides solutions to fill in the gaps.

Chapter 9, “Migration implementation approach” on page 151, is dedicated to product implementation details, and it can be used as a source for input in the detailed study and the gap analysis.

Effort estimation

Based on the decided approach for migration, a precise migration effort estimate needs to be performed. The estimate will become a guide to the scale of effort required to migrate the interfaces. IBM uses a methodology called the Business Integration Value Assessment (BIVA) method. It is used to estimate the standard effort for new development and testing. This estimation methodology takes a
census of the solution artifacts that have been developed and is a basis for the migration assessment. The detailed discussion of the estimation methodology is beyond the scope of this book. IBM Software Services for WebSphere can help in this exercise.

**Reducing migration effort**
There are several ways to reduce the migration effort. Following one or more of these techniques can result in reduced migration effort. It is certainly not an exhaustive list:

- **Use more experienced resources.**
  The first and foremost method is to use development resources with extensive WebSphere Process Server implementation experience, at the very least as an advisor or technical lead to mentor the other developers. A very experienced WebSphere Process Server Architect and migration expert acting as an advisor or technical lead to mentor the other developers helps reduce costs as well.

- **Exploit improved building and testing features.**
  Another method is to exploit the improved testing features in WebSphere Process Server V6.2 to automate the building, deployment, and testing (including regression) of the deployed code.

- **Use Patterns-Based Engineering.**
  Pattern identification can be performed, and patterns can be created using JET2 technology for repeating design patterns used.

IBM Software Services for WebSphere can help in all of these activities.

**Decisions and precise estimates for effort and budget**
At this stage, you can choose between the remaining options that come from the assessment phase and assess precisely the corresponding resources of effort and budget.

### 4.4 Implementation phase
Before starting the implementation phase, complete the following prerequisite tasks:

- Complete the assessment and preparation phases to ensure that the correct resources and skills are ready and set up to deliver the migration project.
Define precisely the overall strategy for migration, such as decisions about migrating WebSphere InterChange Server flows in stages, by using functional decomposition or technical decomposition.

In the following sections, we describe the steps to execute the implementation phase. Provided that the assessment and the preparation phases have been conducted successfully, the implementation phase closes the usual project life cycle.

4.4.1 Development

The development team must define the technical migration path. For example, it must decide which artifacts can be migrated with the standard migration tools and what needs to be customized and newly developed. Completely new modules can be also considered.

See “Development” on page 47 for further considerations about this phase.

4.4.2 Test

The test phase includes tasks, such as the following examples:

- Functional and integration testing (for new developments)
- Regression tests (for migrated developments)
- Performance tests
- Robustness tests

See “Testing” on page 49 for further considerations about this phase.

4.4.3 Deployment

The WebSphere Process Server environment must be set up (installation and configuration subphases). Then the migrated components can be deployed into it. As a reminder, it is possible that, during the transition period, a parallel infrastructure is necessary.

For further considerations about this phase, see the following sections:

- “Deployment” on page 50
- “Run time, quality of service, and security” on page 54
4.4.4 Go live

As a reminder, the operations team must be able to administer the migrated solution properly. See “Operations” on page 58 for further considerations about this phase.
In this part, we discuss the relevant concepts to get started with the migration implementation. This part includes the following chapters:

- In Chapter 5, “Product overview” on page 73, we provide a product overview of WebSphere InterChange Server, WebSphere Business Integration Adapters, and WebSphere Process Server.
- In Chapter 6, “Product feature comparison” on page 109, we provide a feature comparison between WebSphere InterChange Server and WebSphere Process Server.
- In Chapter 7, “Server component upgrade” on page 123, we review the WebSphere InterChange Server components upgrade.
- In Chapter 8, “Adapters and data handlers upgrade” on page 131, we review the WebSphere Business Integration Adapters and WebSphere Business Integration data handlers upgrade.
In Chapter 7, “Server component upgrade” on page 123 and Chapter 8, “Adapters and data handlers upgrade” on page 131, we describe specifically how various artifact types in WebSphere InterChange Server and WebSphere Business Integration Adapter correspond to WebSphere Process Server components. We also discuss the technical benefits and limitations of upgrading.

► In Chapter 9, “Migration implementation approach” on page 151, we progress to the solution perspective and discuss an approach to determine the best technical path for migration implementation. We begin with an exposition of relevant integration principles. Then we explain the technical challenges to be expected during the migration implementation. Finally, we provide recommendations to select the appropriate migration path.
Product overview

As an introduction to the implementation migration concepts, in this chapter, we explain the main features of the IBM WebSphere InterChange Server and the WebSphere Process Server products.

We include the following sections:

- 5.1, “WebSphere InterChange Server” on page 74
- 5.2, “WebSphere Business Integration Adapters” on page 82
- 5.3, “WebSphere Business Integration data handlers” on page 87
- 5.4, “WebSphere Process Server” on page 90
- 5.5, “WebSphere Adapters” on page 99
- 5.6, “WebSphere Process Server bindings” on page 101
- 5.7, “WebSphere Process Server data bindings” on page 104

The first three sections are relevant to WebSphere InterChange Server, and the last four sections are relevant to WebSphere Process Server.
5.1 WebSphere InterChange Server

In this section, we focus on concepts that are related to WebSphere InterChange Server. For more information, see 5.2, “WebSphere Business Integration Adapters” on page 82, and 5.3, “WebSphere Business Integration data handlers” on page 87.

5.1.1 Introduction to WebSphere InterChange Server

WebSphere InterChange Server is an integration broker with a set of adapters that allows heterogeneous business applications to exchange data, in the form of business objects. A distributed, hub-and-spoke infrastructure enables the execution of business processes across the Internet and across applications on local networks.

5.1.2 Architectural overview of WebSphere InterChange Server

WebSphere InterChange Server uses adapters that are part of the WebSphere Business Integration Adapters product, together with modular and customizable components, such as collaborations, business objects, and maps, to perform these integration tasks. Figure 5-1 on page 75 illustrates the main components of the WebSphere InterChange Server architecture. We explain these components in the following sections.
Collaborations

WebSphere InterChange Server collaborations are software modules, which contain logic that describes a business process. A collaboration can be a simple business process that consists of a few steps, or it can be a complex model that involves a group of collaborations. Collaborations act as the hub through which data is exchanged in the form of business objects.

Collaborations can be distributed across any number of applications, handle synchronous and asynchronous service calls, and support long-lived business processes (LLBP). The toolset that is available with WebSphere InterChange Server includes a collaboration design tool called Process Designer, which can be used to customize and create collaboration templates.
Business objects

Business objects represent the data and processing instructions between an integration broker and connected applications in a business integration system. Business objects can represent one of the following types:

- A request to an adapter from an integration broker
- An event from an adapter to an integration broker
- A call from an external site using server access interface

The communication between two disparate applications is ensured by using adapters, WebSphere InterChange Server, application-specific business objects, and generic business objects.

Application-specific business objects

Information is exchanged between the WebSphere Business Integration Adapter and the WebSphere InterChange Server in the form of application-specific business objects. These application-specific business objects model the appropriate application entries and the adapters communicate with their applications by using the information that is available in their application-specific entities.

Generic business objects

Generic business objects contain the superset of information for the application entities that need to communicate. Maps are used to transform data from one application-specific business object into a generic business object and then from the generic business object to another application-specific business object. The communication between two disparate applications is thereby ensured by using adapters, WebSphere InterChange Server, application-specific business objects, and generic business objects.

To summarize, adapters use application-specific business objects to transfer data between the WebSphere InterChange Server and the particular application. These application-specific business objects are unique to the adapter and reflect the application’s data model. Data that is processed within the logic of a collaboration is in the form of a generic business object. Generic business objects are application-independent and, therefore, can be reused in the future.

Maps

Maps transform data to and from generic business objects and application-specific business objects. This way, adapters can communicate with their applications by using application-specific entities, while collaborations can apply integration logic in an application-independent way.

Typically, application-specific business objects are mapped to generic business objects when they are received by the WebSphere InterChange Server. When a
business object is sent to an adapter, the generic business object is mapped to the appropriate application-specific business object. The response back from the application is mapped back to the generic business object.

**Adapters**
From the WebSphere InterChange Server perspective, adapters are decomposed into the following parts:

- A controller part that runs inside the WebSphere InterChange Server
- An agent part that runs in a separate Java virtual machine (JVM) outside the WebSphere InterChange Server JVM

The controller communicates with the agent by exchanging serialized application-specific business objects (ASBOs) through a configurable transport protocol, such as MQ, Internet Inter-ORB Protocol (IIOP), or Java Message Service (JMS). The controller is also in charge of executing the maps. For historical reasons, sometimes the WebSphere Business Integration Adapter is also called a **connector**.

For information about WebSphere Business Integration Adapter agents, see 5.2, “WebSphere Business Integration Adapters” on page 82.

**WebSphere Business Integration Toolset**
The WebSphere Business Integration Toolset provides administrative and development tools for use with WebSphere InterChange Server. The toolset includes the following administrative tools:

- System Manager
- System Monitor
- Flow Manager
- Log Viewer
- Relationship Manager

The toolset includes the following development tools:

- Map Designer
- Relationship Manager
- Process Designer
- Business Object Designer
- Connector Configurator
These tools enable you to perform the following actions:

- Develop and customize components.
- Organize your components into projects for deployment in successive stages of development and production.
- Monitor a deployed WebSphere InterChange Server integration system.

5.1.3 Features of WebSphere InterChange Server

In this section, we describe the services and features of WebSphere InterChange Server.

Event management service
WebSphere InterChange Server persistently stores every business object that it receives during the execution of a collaboration. By storing every business object, the server can recover from an unexpected termination or from the failure of a collaboration without losing event notifications or calls.

Connector controllers
A connector controller is an interface between the client-side of a connector and WebSphere InterChange Server. A connector controller routes business objects as they traverse the WebSphere InterChange Server system, linking the client-side of connectors to collaborations and managing the mapping process.

Through the connector controller, an administrator can perform the following functions:
- Trace interactions between WebSphere InterChange Server and the connector agent.
- Enable and disable interactions between WebSphere InterChange Server and the connector agent.
- Specify the type of mapping to perform for each business object arriving from or departing to the connector agent.

Repository
WebSphere InterChange Server maintains configuration information and definitions of all objects in a persistent store called the InterChange Server repository, which consists of a set of tables in a relational database. The tables store object definitions and configuration information in the form of Extensible Markup Language (XML) documents.
Database connectivity service
The database connectivity service manages interactions between WebSphere InterChange Server and the repository. The database connectivity service interacts with the repository by means of the Java Database Connectivity (JDBC) API.

Database connection pools
The System Manager tool of the WebSphere InterChange Server system can be used to define database connection pools. User-defined database connection pools make it possible for developers to directly access relational databases from within a collaboration or map.

The database connection pools provide support for the following features:

- Automated database connection life-cycle management
- Simplified APIs for SQL statements and stored procedure execution
- Container-managed transaction bracketing

High availability
The WebSphere InterChange Server system can be configured in conjunction with an external clustering system to provide high availability (HA). When a hardware failure is detected, the HA configuration provides shutdown, automatic migration, and restart of the WebSphere InterChange Server on the cluster backup system and the third-party software and HA-supported connectors. The cluster backup server becomes the active server, assuming the cluster name and IP address of the primary server. This backup server automatically takes over system processing until the time at which the failure is corrected on the primary server and a failback is initiated.

Transaction service
Any application integration solution encounters risks when it moves data from one application to another. When data leaves the protected realm of one application and its database and travels across a network to another application, any number of problems can occur, such as the following examples:

- The network might go down.
- The destination application might crash before receiving the data.
- An error might occur in the destination application before it has a chance to process the new data.

Traditionally, painstaking cross-checking was required, or the data remained faulty until someone noticed the problem. However, the WebSphere InterChange Server system offers a higher level of service with strict controls to which you can
trust enterprise data, with services that can run a collaboration as though it were a type of transaction.

**Transactional collaborations**

Transactional qualities are desirable and achievable for collaborations where data consistency is important across applications. Like other transactions, a transactional collaboration involves a set of steps. If an error occurs, WebSphere InterChange Server can undo each completed step, performing a transaction-like rollback.

However, collaborations differ from traditional transactions in the following important ways:

- Collaboration actions are distributed, and there is no centralized control over the participating databases.
- Collaborations that respond to events (as in the publish-and-subscribe model) are long-lived. The collaborations execute asynchronously, because isolation of the application data while the collaborations execute adversely affects application users.
- Applications save data changes that are caused by collaborations, thereby providing a distributed, cross-application form of durability. However, if a collaboration must roll back, it might need to undo previously saved operations.

Therefore, the techniques that WebSphere InterChange Server uses to support transactional collaborations differ from those that support traditional transactions. The transaction levels that are associated with collaborations define the rigor with which WebSphere InterChange Server enforces transactional semantics.

**Recovery features**

The WebSphere InterChange Server implementation provides the following features to improve the time that it takes the server to reboot after a failure, to make WebSphere InterChange Server available for other work before all flows have been recovered, and to control the resubmission of failed events:

- **Asynchronous recovery**

  WebSphere InterChange Server does not wait for collaborations and connectors to recover before it completes startup. Collaborations and connectors are allowed to recover asynchronously after WebSphere InterChange Server has started. This makes it possible to use System Manager troubleshooting tools, such as System Monitor and the Administer Unresolved Flows window, while the connectors and collaborations are still recovering.
Deferred recovery

Use of the deferred recovery feature is optional and is configured through the use of collaboration object properties. If this feature is enabled for a collaboration when an WebSphere InterChange Server failure occurs, the recovery of the collaboration's work-in-progress flows is deferred until after the server has rebooted, thereby saving the memory usage that is associated with those flows. After the server has rebooted, use the Administer Unresolved Flows window in System Manager to resubmit the events.

Persist service call in-transit state

You might want to prevent a recovery from automatically resubmitting all service calls that were in transit when a failure occurred. You can do this to avoid the possibility of a non-transactional collaboration sending duplicate events to a destination application.

To accomplish the persist service call in-transit state, configure the collaboration prior to the server failure so that it persists any service call event in the in-transit state when a failure and a recovery occur. When WebSphere InterChange Server recovers, the flows that were processing service calls remain in the in-transit state. You can use the Administer Unresolved Flows window to examine individual unresolved flows and control when (or if) they are resubmitted.

Guaranteed event delivery features

For JMS-enabled connectors, the following optional features can be useful for guaranteed event delivery in recovery situations. These features are used only with connectors that use JMS as their transport mechanism:

- Container-managed events
  The container-managed events feature is valid for JMS-enabled connectors that use a JMS event store. It ensures that, if a system crash and a recovery occur, an event that was in process between the event store and the connector framework is received exactly once by the connector framework and is not delivered twice.

- Duplicate event elimination
  The duplicate event elimination feature is valid for JMS-enabled connectors. This feature uses unique event identifiers in the application-specific code of the connector to ensure that events are not delivered in duplicate to the delivery queue.
5.2 WebSphere Business Integration Adapters

The WebSphere Business Integration Adapters consist of two components. The WebSphere Business Integration Adapter Framework provides a common environment for the various adapters while each adapter implements the Enterprise Information System (EIS)-specific connectivity.

5.2.1 WebSphere Business Integration Adapter Framework

The IBM implementation of the WebSphere Business Integration Adapters has a general component called *WebSphere Business Integration Adapter Framework*. This component is the common runtime environment that is a prerequisite for all WebSphere Business Integration Adapters and for the WebSphere Business Integration Adapter Development Kit. The framework includes a combination of runtime libraries and operational administrative tools. The runtime libraries can be deployed on all supported operating systems.

5.2.2 WebSphere Business Integration Adapters

WebSphere Business Integration Adapters (Figure 5-2) represent a collection of software programs, tools, and APIs that an enterprise can use to enable EISs to exchange business data with an integration server.

![Figure 5-2 WebSphere Business Integration Adapters](image)

This collection can include WebSphere InterChange Server, WebSphere Message Broker, WebSphere Process Server, WebSphere Enterprise Service Bus, and WebSphere Application Server Enterprise. Each EIS requires its own application-specific adapter to participate in the business integration system.
WebSphere Business Integration Adapter includes the following tools:

- A connector that links the application to the integration server
- Tools with GUIs to help the user configure the connector and create the business object definitions that are needed for the EIS
- An Object Discovery Agent (ODA) for several of the adapters, which introspects EIS metadata to generate business objects
- An Adapter Development Kit (ADK), which provides a framework for developing custom adapters in Java or C++ technology if an adapter for a particular existing or specialized EIS is unavailable

An adapter mediates between an application and one or more WebSphere InterChange Server collaborations. Adapters can be specific to an application, such as SAP, or to a technology, such as a data format or protocol (JMS, Web services, JDBC, JText, XML, electronic data interchange (EDI), and so on).

An adapter communicates with the WebSphere InterChange Server in two ways:

- Application event notifications
- Request processing

Adapters can be configured for applications that reside on the local network and for remote applications that reside across an Internet firewall. Most adapters share certain common behaviors, differing only in the manner in which they interact with applications and application-specific business objects.

In the following sections, we describe the adapters that we use or discuss in this book.

**WebSphere Business Integration Adapter for SAP**

In this book, we use the Business Application Programming Interface (BAPI®) Module and the Application Link Enabling (ALE) Module. Those modules are Java-written subcomponents of the adapter that enable the integration broker to communicate with an SAP R/3® application server for outbound and inbound operations. The modules use the standard SAP Java Connector (SAP JCo) to establish a connection to the SAP system.

The BAPI Module can access any remote-enabled function module in the SAP system. As an SAP JCo client application, this module invokes the SAP Remote Function Call (RFC) library to connect to the SAP Gateway of the respective application server.

The ALE Module is best used for objects, such as batch objects, that are asynchronous in nature. It uses *push* technology that requires a server listening for events. Processes called *registering* and *installing* notify the server about
what to listen to and from whom to expect information. Registering involves using a program identifier to give the SAP Gateway a communication point with listener threads (servers). The ALE Module uses the RFC Server Module for event handling.

Both modules represent a noninvasive integration approach with SAP system. They do not require heavy modification or adjustments in the accessed SAP back-end system.

More modules are available in the SAP adapter to fulfill different missions. For information about the Hierarchical Dynamic Retrieve Module, RFC Server Module, Application Link Enabling (ALE) Module, ABAP™ Extension Module, BAPI Module, see the Redbooks publication *WebSphere Business Integration for SAP*, SG24-6354.

**WebSphere Business Integration Adapter for PeopleSoft**
The connector, which is written in Java, complies with IBM business integration system standards for adapters. It establishes a PeopleSoft session object and uses the standard connector methods to process components. The connector requires a PeopleSoft Business Component and Component Interface for each hierarchical business object that it processes.

At startup, the connector creates a session object through which it connects to the PeopleSoft Application Server. Connecting to the Application Server gives the connector access to the APIs for all the Component Interfaces that correspond to its supported business objects. The server also provides access to the PeopleCode and the Application Designer objects included with the adapter for event notification.

**WebSphere Business Integration Adapter for JText**
The adapter for JText enables an integration broker to communicate with an application by exchanging text or binary files. This connector facilitates the integration of data with applications that lack an API.

Use the JText adapter in the following situations:

- An application does not have a C, C++, or Java standard API through which an integration broker can communicate.
- It is not feasible to have an event table for a custom-built application.
- String or binary files are the most appropriate method for exchanging data.

In all of these cases, the simplest method for integrating an application into a larger system might be by exchanging string or binary files through the JText connector.
WebSphere Business Integration Adapter for Java Message Service

The connector for JMS is a runtime component of the WebSphere Business Integration Adapter for JMS. By using the connector, WebSphere integration brokers can exchange business objects with applications that send or receive data in the form of JMS messages. JMS is an open-standard API for accessing enterprise-messaging systems. It allows business applications to send and receive business data and events defined as messages.

The adapter supports both the point-to-point messaging and publish-and-subscribe (pub/sub) messaging interfaces that are defined by the JMS standard. These styles are also commonly referred to as queue-based messaging and topic-based messaging. A single instance of the adapter supports only one messaging style at a time. That is, topics and queues cannot be mixed in the configuration. However, both messaging styles can be supported by running multiple instances of the adapter in parallel with instances configured for either point-to-point or publish-and-subscribe.

For details about configuring this adapter, see the “User Guide for Adapters” at the following address:


WebSphere Business Integration Adapter for Enterprise JavaBeans

The connector for Enterprise JavaBeans (EJB) architecture is a runtime component of the WebSphere Business Integration Adapter for the EJB architecture. The EJB architecture adapter includes a connector, message files, configuration tools, and an ODA. With this connector, the WebSphere integration broker can exchange business objects with enterprise beans that have been designed by using the EJB architecture and deployed on an application server. The connector enables business processes in the broker to pass data to one or more enterprise bean business methods and receive returned data. The adapter is unidirectional; it provides request processing functionality only. It does not perform event notification.

The request processing scenario described here assumes the following points:

- The enterprise beans are deployed on a Java Platform 2, Enterprise Edition (J2EE)-compliant enterprise application server, such as WebSphere Application Server.
- The application server is installed and running.
The connector has been initialized, which loads the ProviderURL and InitialContextFactory connector-specific properties. These properties help to obtain the Java Naming and Directory Interface (JNDI) initial context, which is required to initiate the connection to the EJB server and locate the enterprise bean’s home interface.

**WebSphere Business Integration Adapter for Web services**
The connector is a runtime component of the WebSphere Business Integration Adapter for Web services. With this connector, businesses can aggregate, publish, and consume Web services. The connector and other components provide the functionality that is needed to exchange business object information in the body of a SOAP message. WebSphere Business Integration Adapter for Web services supports SOAP 1.1 and 1.2 in conformance with the Web Services-Interoperability (WS-I) Organization.

The WebSphere Business Integration Adapter for Web services exposes WebSphere integration broker modules as Web services. This adapter can also communicate to externally hosted Web services with enhanced configurability. A Web Services Description Language (WSDL) ODA eases the generation and deployment of business objects.

**WebSphere Business Integration Adapter for WebSphere MQ**
The connector for WebSphere MQ is a runtime component of the WebSphere Business Integration Adapter for WebSphere MQ. With this connector, the WebSphere integration broker can exchange business objects with applications that send or receive data in the form of WebSphere MQ messages.

The connector uses the WebSphere MQ implementation of the JMS. The JMS is an open-standard API for accessing enterprise messaging systems. By using this API, business applications can asynchronously send and receive business data and events. Accordingly, you must have a compatible version of the WebSphere MQ software installed. In addition to that, you must have the WebSphere MQ Java Client Libraries.

**WebSphere Business Integration Adapter for JDBC**
The connector for JDBC enables the integration broker to exchange business objects with an application that is built on any database that is supported by a driver that follows the JDBC 2.0 or later specification.

The connector executes SQL statements or stored procedures to retrieve or change data in the database or application. To build dynamic SQL statements or stored procedures, the connector uses application-specific metadata. These SQL statements and stored procedures perform the required retrieval from or changes to the database or application.
Custom WebSphere Business Integration Adapter
IBM provides a Java Connector Development Kit so that you can design custom WebSphere Business Integration Adapters. The connector framework contains all the code that is necessary for the connector to interact with an integration broker and provides a basic infrastructure for interaction with the specific application.

5.3 WebSphere Business Integration data handlers

A data handler is a Java class instance that converts a data object between a particular serialized data format and its in-memory representation, usually a form of business object. Data handlers are used by the components of a business integration system that transfers information between a WebSphere business integration broker and an external process. Often, the external process uses a common format, such as XML, for its native serialized data.

Rather than having every adapter (or access client) handle the transformation between these common formats and business objects, the WebSphere Business Integration system provides several IBM-delivered data handlers. In addition, you can create custom data handlers to handle conversion between your own native format. The adapter (or access client) can then call the appropriate data handler to perform the data conversion based on the Multipurpose Internet Mail Extension (MIME) type of the serialized data.

In the following sections, we describe the most popular WebSphere Business Integration data handlers.

5.3.1 XML data handler

The XML data handler is a data-conversion module whose primary role is to convert business objects to and from XML documents. An XML document is serialized data with the text or XML MIME type.

The XML data handler uses business-object definitions when it converts between business objects and XML documents. It determines how to perform the conversion by using the structure of the business object definition and its application-specific information. A properly-constructed business object definition ensures that the data handler can correctly convert a business object to an XML document and an XML document to a business object.

The XML data handler uses following components to convert XML data to a business object:

- Name handler
5.3.2 Delimited data handler

The delimited data handler is a data-conversion module whose primary role is to convert business objects to and from delimited-formatted strings or streams. A delimited-formatted string or stream is serialized data with the text or delimited MIME type. The data handler parses text data based on a specified delimiter that separates the individual fields of a business object’s data. This type of data conversion is used primarily where the efficiency of machine reading is most important.

By using the delimited data handler, you can set the following strings:

- **Delimiter**
  
  The data handler uses a delimiter to separate the fields in the delimited data. You can set the delimiter meta-object attribute to the desired delimiter for your data.

  By default, the data handler uses the tilde character (~), because the delimiter is the size of the attribute property MaxLength to determine how to read and write data. MaxLength is an business object attribute property that defines the maximum number of characters of the attribute value, including padding to allow for right-justified or left-justified text. MaxLength is read from the definition of the business object in the repository. Accordingly, the main requirement for a business object is that the MaxLength for each string attribute is set appropriately.

- **Escape string**
  
  The data handler uses an escape string to configure a string to escape the delimiter and escape strings. The escape string allows the attribute value data to contain delimiter-like and escape-like strings. You can set the escape meta-object attribute to configure the escape string. By default, the data handler uses the backslash character (\) as the escape string.

5.3.3 FixedWidth data handler

The FixedWidth data handler is a data-conversion module whose primary role is to convert business objects to and from strings or streams that have a format of fixed-width fields. A fixed-width string or stream is serialized data with the text or...
fixed-width MIME type. The data handler parses text data by using fixed-width fields. The field lengths are specified by the MaxLength property of each business object attribute. The value of this property is stored in the business object definition.

The FixedWidth data handler uses the value of the MaxLength property of attributes in a business object definition to determine how to read and write data. You can configure a pad character that represents spaces to add to or remove from the data for alignment. These pad characters are added when converting business objects to strings. They are removed when converting strings to business objects. You can also configure the alignment of a business object attribute value to be left-justified or right-justified, which makes it possible for the attribute value data to retain meaningful characters.

### 5.3.4 Complex data handler

The *complex data handler* is a data-conversion module whose primary role is to convert business objects to and from specific data formats. The complex data data handler uses the ContentMaster product, from Itemfield, Inc., and the WebSphere Business Integration XML data handler to perform these conversions.

### 5.3.5 EDI data handler

The *EDI data handler* is a data-conversion module whose primary role is to convert business objects to and from EDI documents. An *EDI document* is a standardized format for conveying business information. The EDI data handler supports two message standards: X.12 and EDIFACT.

### 5.3.6 Custom data handler

As with the other IBM-delivered data handlers, a *custom data handler* converts a business object to a specific serialized data format. It also converts serialized data in a specific format to a business object.

Data handlers are written in Java. The Data Handler API provides the abstract DataHandler base class to facilitate the development of a custom data handler. This class contains the methods that populate a business object with values extracted from input data. It also contains methods that serialize a business object into a string or a stream. In addition, the class includes utility methods that a custom data handler can use.
5.4 WebSphere Process Server

In this section, we introduce WebSphere Process Server concepts and architecture.

5.4.1 Introduction to WebSphere Process Server

WebSphere Process Server is an advanced business process integration server that is built over the industry standard service-oriented architecture (SOA). WebSphere Process Server uses the Service Component Architecture (SCA) programming model and the Service Data Object (SDO) data model. Business objects are transformed, routed, and mapped by using the SCA components.

WebSphere Adapters, Native Data Bindings, and WebSphere Business Integration Adapters provide the connectivity to the back-end EIS. WebSphere Process Server uses Web Services Business Process Execution Language (WS-BPEL) to define the business processes with the IBM extensions to BPEL for human tasks and business rules. WebSphere Enterprise Service Bus is built into the WebSphere Process Server and can be used to provide connectivity to Web services and the mediation flows. Within WebSphere Process Server, Common Event Infrastructure (CEI) can be used for the monitoring of business events that can occur in the applications that run on WebSphere Process Server.

WebSphere Process Server is complemented by WebSphere Integration Developer, which is a tool for developers to easily develop and deploy business integration solutions to WebSphere Process Server. WebSphere Business Modeler can be used to model the business processes for WebSphere Process Server, and WebSphere Business Monitor can be used to monitor the business processes that run on WebSphere Process Server.

WebSphere Process Server is based on the J2EE infrastructure and the WebSphere Application Server platform. It is built on WebSphere Application Server, Network Deployment.

5.4.2 Architectural overview of WebSphere Process Server

WebSphere Process Server is a BPEL-based business process engine that is built on an SOA integration platform. The integration platform relies on a uniform invocation programming model and a uniform data representation model. The uniform invocation model is called Service Component Architecture (SCA). The uniform data representation model is called Service Data Object. WebSphere Process Server provides components that are built over the SCA and grouped into modules to provide decoupling and the separation of concerns. This model
allows you to separate the business logic from the integration logic in a clear fashion.

WebSphere Application Server Network Deployment provides the base runtime infrastructure for WebSphere Process Server. It provides qualities, such as clustering, failover, scalability, and security, to WebSphere Process Server.

WebSphere Process Server has three logical layers as illustrated in Figure 5-3:

- The **SOA core layer** consists of the SCA, the business objects, and the CEI component. The SCA and the business objects provide the universal invocation and the data representation programming models. The CEI generates events for monitoring applications that are running on WebSphere Process Server.

- The **supporting services layer** provides the components that are necessary for transformation of business objects and the interfaces.

- The **service components layer** provides the functional components that are required for composite applications.

The combination of all the components in WebSphere Process Server and the development environment provided by WebSphere Integration Developer, coupled with the usage of WebSphere Adapters and Native Bindings, facilitates quick development and the deployment of integration solutions.

---

**Figure 5-3** Components of WebSphere Process Server

<table>
<thead>
<tr>
<th>Business Processes</th>
<th>Business State Machines</th>
<th>Business Rules</th>
<th>Human Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mediation (ESB)</td>
<td>Interface Maps</td>
<td>Business Object Maps</td>
<td>Relationships</td>
</tr>
<tr>
<td>Dynamic Service Selection</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

WebSphere Application Server ND (J2EE Run Time)
Service-oriented architecture core

The SOA core of WebSphere Process Server provides universal invocation (SCA) and data-representation (business objects) programming models for the applications that run on WebSphere Process Server. It also provides monitoring and management capabilities (CEI) for these applications. See Figure 5-4.

![Service-oriented architecture core layer of WebSphere Process Server](image)

Figure 5-4  Service-oriented architecture core layer of WebSphere Process Server

**Service Component Architecture**

The SCA (Figure 5-5 on page 93) provides an abstraction layer around the service components. All integration artifacts that run on WebSphere Process Server are represented as components with well-defined interfaces. Within the SCA, a service component defines a service implementation. All service components, also called SCA components, have an interface and can be wired together to form a module that is deployed to WebSphere Process Server. This capability enables changing any part of the application without changing the other parts by changing the corresponding SCA component. SCA components can also interact with other applications on an EIS by using WebSphere Adapters and Native Bindings. A component within the SCA has an interface (so that the service can be used or invoked), an implementation, and a reference if the component wants to use the services of another component.
Service Data Objects and Business Objects

Data that is exchanged between the components that are running on WebSphere Process Server is represented by using business objects. A business object contains a set of attributes that represent the business data, an action on the data (such as a create or a delete action), and instructions for processing the data.

Business objects in WebSphere Process Server are based on Service Data Objects (SDOs). An SDO is a framework for the data application development. An SDO abstracts the data in a service-oriented way and provides a technology-independent representation of the data. It enables the developers to work with the data without having to worry about the technology-specific API to access and use the data.

Business objects include several extensions to SDOs that are important for integration solutions and are used to further describe the data that is being exchanged between the SCA components.

Common Event Infrastructure

The CEI within WebSphere Process Server provides event management services. The CEI provides functionality for generation, propagation, persistence, and consumption of events that represent service component processes. Events are represented by using the Common Base Event model, which is a standard,
XML-based format that defines the structure of an event. The CEI provides standard interfaces and services for the applications to create, store, send, and retrieve events.

**WebSphere Enterprise Service Bus**

WebSphere Enterprise Service Bus provides the connectivity and the integration needs of Web service applications and the data. It routes and transforms messages between the service requestor and service provider. It also transforms the transportation protocol (for example, SOAP/HTTP to SOAP/JMS) between the service requestor and the service provider.

**Supporting services**

The supporting services layer (Figure 5-6) in WebSphere Process Server addresses the transformation challenges for connecting components and the external artifacts. Mediation flows, business object maps, relationships, and selectors form the supporting services layer of WebSphere Process Server and address the transformation challenges for integrating applications.

![Supporting services layer of WebSphere Process Server](image)

**Mediation flows**

Mediation flows are part of the WebSphere Enterprise Service Bus. They intercept and modify messages that are passed between existing services and clients that use those services. A mediation flow mediates or intervenes to provide functions, such as message logging, data transformation, routing, automatic retry, and dynamic endpoint selection.
**Interface maps**

An interface is a channel through which data is exchanged between components that run on WebSphere Process Server. *Interface maps* resolve the differences between components that have different interfaces and enable them to communicate.

**Business object maps**

*Business object maps* support mapping between the source and the target business objects. Business object maps support services components within WebSphere Process Server that transform one business object to another. The mapping can be a simple copy of a source attribute value to a destination attribute. Alternatively, it can involve complex transformations to assign a value to the attribute in the destination business object, based on a value in the attribute of a source business object.

**Relationships**

*Relationships* correlate semantically equivalent business objects that are represented in different formats. Relationships support services components within WebSphere Process Server applications that establish an association between data from two or more data types.

**Selectors**

*Selectors* are the supporting services components that provide for the flexibility in processing service components during run time. A selector takes one invocation and allows for different targets to be called based on the selection criteria during run time. Selectors provide the flexibility in business processes to call new partners without having to change the design of the business process.

**Service components**

*Service components*, also called *Business Service components*, are the type of SCA components that are optimized for business for example, business processes, business rules, human tasks, and business state machines. See Figure 5-7 on page 96.
Business processes

Business processes are service components that provide the primary means through which enterprise services are integrated from the business point of view. A business process is a procedure that an organization uses to achieve a business goal. A business process consists of a series of tasks (also known as activities) and the order in which the tasks are executed.

A business process component implements a fully supported Web services BPEL engine. WebSphere Process Server includes a business process choreography engine on top of WebSphere Application Server that fully supports the BPEL specifications and IBM extensions to BPEL, such as the human tasks and timeouts for activities.

Human tasks

Human tasks are stand-alone service components that can be used to assign work to employees or to invoke other services. Human tasks can be used to implement staff activities in business processes that require human interactions, such as approvals or manual exception handling. WebSphere Process Server supports dynamic staff assignment and multi-level escalations for human tasks.

Business state machines

The business state machine component in WebSphere Process Server provides a way to define a business process based on states and events rather than a sequential business process model.
**Business rules**

*Business rules* are service components that declare a policy or conditions that must be satisfied within a business. Business rules make business processes more flexible. By using business rules within a business process, applications can respond quickly to changing business needs.

### 5.4.3 Features of WebSphere Process Server

WebSphere Process Server is a combination of the best capabilities of WebSphere InterChange Server, WebSphere MQ Workflow, and WebSphere Business Integration Server Foundation. It fully supports SOA and uses WebSphere Application Server as the underlying platform. The benefits of WebSphere Process Server include improved flexibility and scalability, as well as a streamlined development environment and a simplified operational environment.

WebSphere Process Server supports the following features:

- Business processes that are built on the SOA and that use the Web services BPEL.
  
  The BPEL is an industry standard specification.

- The SCA, which is the invocation model, describes every integration component through an interface. The interface is completely decoupled from the underlying implementation:
  
  - With the SCA, a developer can concentrate on the component implementation to provide a new service or functionality, without worrying about the interaction with other components.
  
  - The new service components can then be easily assembled and grouped into modules, thus enabling a very flexible and encapsulated solution.

- A deployment environment for applications that is developed in WebSphere Integration Developer

  WebSphere Integration Developer is a simplified development tool with visual editors for component development, assembly, integrated testing, and deployment.

- Support for human tasks, role-based task assignments, and multilevel escalations:
  
  - Tasks within a process can be assigned to users for manual completion.
  
  - Task assignments to staff can be based on the role of the staff.
  
  - Tasks that require multilevel approvals can be escalated.
Business rules, business state machines, and selectors to dynamically choose interfaces based on business scenarios:

- With the embedded business rules engine, the user can define the business rules in the process and design the process based on the outcome of the execution of business rules.
- By using the business rules engine, the user can dynamically change the behavior of the business process without having to change the business process.
- With a business state machine, the business process can be modelled based on states and transitions (ad hoc) rather than sequential order.

A broad reach in integration with the support for WebSphere Adapters, Native Bindings and WebSphere Business Integration Adapters

A number of WebSphere and WebSphere Business Integration Adapters are available off the shelf to connect to various EISs.

The managing and monitoring of events by using the CEI

Service governance with dynamic runtime lookup and invocation of services if used in conjunction with WebSphere Service Registry and Repository

The ability to change business processes with minimal programming skills, without redeploying the application

Dynamic endpoint administration that allows administrators to react to changing business needs by enabling the reconfiguration of service endpoints

Integration with Tivoli monitoring functionality, including Performance Monitoring Infrastructure (PMI), Application Response Measurement (ARM), and support for the Tivoli Composite Application Manager suite of products

Integrated ESB with prebuilt mediation primitives that increase technical flexibility and responsiveness and enhance usability, saving time and development costs

Architecture built over WebSphere Application Server, Network Deployment and uses the transaction, security, clustering, and workload management capabilities of WebSphere Application Server

Advanced modeling and monitoring of business processes if used in conjunction with WebSphere Modeler and WebSphere Monitor:

- With WebSphere Modeler, business analysts can develop the process models along with business measures.
- WebSphere Monitor can be used to monitor the events in the running processes.
5.5 WebSphere Adapters

WebSphere Adapters are compliant with Java EE Connector Architecture (JCA) Version 1.5. JCA is an open standard and a part of the J2EE specification, which handles EIS connectivity. JCA provides a managed framework. That is, quality of service (QoS) is provided by the application server, which offers life-cycle management and security to transactions.

WebSphere Adapters (Figure 5-8) can be imported in the WebSphere Process Server run time through a resource adapter archive (RAR) file. Resource adapters in WebSphere Integration Developer are used within the context of an import or an export. You develop an import or an export with the external service wizard and, in developing it, include the resource adapter.

An EIS import or EIS export is created with a particular resource adapter. By using an EIS import, your application can invoke a service on an EIS system. By using an EIS export, your application on an EIS system can invoke a service that is developed in WebSphere Integration Developer.

The following IBM WebSphere Adapters are available for WebSphere Process Server:

- IBM WebSphere Adapter for E-mail
- IBM WebSphere Adapter for Flat Files
- IBM WebSphere Adapter for FTP
- IBM WebSphere Adapter for JDBC
- IBM WebSphere Adapter for PeopleSoft Enterprise
- IBM WebSphere Adapter for SAP Software
- IBM WebSphere Adapter for J.D. Edwards EnterpriseOne
- IBM WebSphere Adapter for Oracle® E-Business Suite
- IBM WebSphere Adapter for Siebel® Business Applications
To illustrate the typical capabilities of the application adapters and technical adapters, we provide an overview of the WebSphere Adapter for SAP and the WebSphere Adapter for Flat Files in the following sections.

### 5.5.1 WebSphere Adapter for SAP

The WebSphere Adapter for SAP software is an application adapter that connects to SAP systems, by using the SAP Java interface called *SAP Java Connector (JCo)*. It does so by making calls, modeled as business objects, to the SAP native interfaces and passing data to and from the SAP system. The adapter supports SAP integration interfaces, such as BAPI and ALE, as well as SAP RFC function modules.

The adapter supports outbound processing (from the adapter to the SAP system) and inbound processing (from the SAP system to the adapter) of events.

**Outbound event processing**

With outbound support, a client can make calls to the adapter to perform a specific operation in the SAP system. The client requests a connection, which in turn is passed from the adapter to SAP.

Outbound event processing, which the adapter supports for the BAPI and ALE interfaces, consists of the following actions:

1. An SCA component invokes an interaction with SAP.
2. As a result of the invoked interaction, a business object that represents the SAP function call is passed from the component application to the adapter.
3. The adapter extracts the elements from the business object, and by using the metadata information from the business object, recognizes the SAP interface to use (BAPI or ALE).
4. By using the SAP JCo, the adapter converts the business object data to the appropriate SAP function call.
5. The adapter executes the function on the destination SAP software system, sending the event data to SAP.

**Inbound event processing**

Inbound event processing, which the adapter supports for the ALE interface, consists of the following actions:

1. The adapter spawns listener threads, acting as an RFC Server.
2. Whenever an event occurs in SAP, the event is pushed to the adapter through the event listeners.
3. The adapter can track and recover events in case of an abrupt termination by using the data source to persist the event state in an event recovery table. The adapter supports container-managed sign-on and basic authentication.

5.5.2 WebSphere Adapter for Flat Files

WebSphere Adapter for Flat Files enables integration with applications that provide a basic flat file interface. This adapter can be used with applications that do not provide programmable or service interfaces, and for which integration at the data tier is impractical.

This JCA resource adapter facilitates the bidirectional exchange of any type of text or binary file and provides the following capabilities:

- Parses and serializes native data formats to and from SDO
- Writes to new files
- Appends to or overwrites existing files
- Polls a directory and its subdirectories for new files to deliver to the server
- Lists, retrieves, and deletes target files in a directory

5.6 WebSphere Process Server bindings

An SCA module can have one or more import or export components as shown in Figure 5-9 on page 102. An import enables a component reference to invoke a remote service, while an export exposes a component service outside the current module.

Each import and export contains a binding definition. A binding describes a protocol for calling a piece of code. The binding then determines how the import or export interacts with clients outside the module where the import and export reside.

Bindings for imports and exports have different purposes. An export binding describes how that export (or service) is published or made available to clients outside the module. The kind of binding determines the kind of client that is supported. For example, a Web service binding makes the service available to any Web Service-based client, while an SCA binding makes it available to other SCA modules.

Import bindings tell the SCA runtime processes how to access an external service. For example, if a service is published with an SCA export binding, an import with a JMS binding is unable to successfully call it.
In the following sections, we provide an overview of the types of bindings. See the WebSphere Integration Developer information center for more information at the following address:


### 5.6.1 EIS binding

SCA EIS bindings provide connectivity between SCA components and external systems. This communication is mediated by EIS exports and EIS imports.

Your SCA components might require that data be transferred to or from an external EIS. When you create SCA modules that require such connectivity, you must include (in addition to your SCA component) EIS imports, EIS exports, or both for communication with specific external EISs.

EIS bindings are used mostly to interact with JCA adapters (WebSphere Adapters).

### 5.6.2 EJB binding

An **EJB binding** is also known as a *stateless session bean binding*. WebSphere Process Server supports only outbound invocation of EJB services. An EJB import binding facilitates the communication between an SCA service and a remote stateless session bean.
5.6.3 Web service binding

A Web service binding facilitates the communication between an SCA service and an external Web service. A Web service export exposes an SCA service as a publicly accessible Web service. A Web service import enables a component reference to invoke a remote Web service. In Web service invocations, because the native message data format is always in the SOAP format, data conversion is performed in a standard way without any pluggable data bindings.

5.6.4 HTTP binding

The HTTP binding provides connectivity to HTTP. This connectivity allows existing or newly developed HTTP applications to participate in SOA environments. The format handling is taken care of by pluggable data bindings.

5.6.5 JMS binding

A JMS binding allows JMS interactions by using the WebSphere Application Server default messaging provider, which is based on the Service integration bus. The format handling is taken care of by pluggable data bindings.

5.6.6 Generic JMS binding

The generic JMS import and export bindings provide connectivity to third-party JMS 1.1-compliant providers. The operation is similar to that of JMS bindings. The service provided through a generic JMS binding allows an SCA module to make calls or receive messages from external JMS systems. The format handling is taken care of by pluggable data bindings.

5.6.7 WebSphere MQ JMS binding

When WebSphere MQ is acting as a JMS provider, WebSphere MQ JMS bindings allow interoperation with J2EE applications that are deployed to WebSphere MQ. WebSphere MQ JMS bindings provide a framework for J2EE and SOA applications communicating through WebSphere MQ. WebSphere MQ JMS bindings expose the same model as other JMS bindings. The format handling is taken care of by pluggable data bindings.
5.6.8 WebSphere MQ binding

WebSphere MQ bindings expose a model that is more familiar to a WebSphere MQ audience. WebSphere MQ bindings allow interoperation with native WebSphere MQ or WebSphere Message Broker applications. In doing so, WebSphere MQ bindings bring these applications into the SOA framework by providing mediation between, and communication with, them. The specific MQ headers, such as RFH, are taken care of by the MQ binding and a specialized mediation primitive. The format handling is taken care of by pluggable data bindings. When installing an SCA module that contains WebSphere MQ bindings, the run time is automatically configured to allow connectivity with WebSphere MQ. However, the MQ systems administrator must configure the WebSphere MQ queue managers, because these WebSphere MQ queue managers are not part of the WebSphere Process Server solution and therefore are not automatically configured.

5.7 WebSphere Process Server data bindings

Data bindings handle the transformation of data that is passed as an SDO in an SCA-based application and the native format for an EIS J2C adapter, a HTTP application, or a messaging JMS system. The data binding function handles the request and response arguments for both inbound and outbound communication.

When an EIS, HTTP, or messaging import is invoked, a data binding is used to transform the content of an SDO into the native format of the EIS, HTTP, or messaging system. When the reply (if any) is received from the EIS, HTTP, or messaging import, the data binding is used to transform the native data format into an SDO.

Similarly, when an EIS, HTTP, or messaging export is invoked, a data binding is used to transform the native data format into an SDO. When a reply (if any) is sent back to the caller, the data binding is used to transform the content of the SDO into the native format of the EIS, HTTP, or messaging system.
Figure 5-10 shows a schematic representation of the a WebSphere Process Server data binding when communicating with an EIS, which is also perfectly valid for HTTP and Messaging Imports/Exports.

![Diagram of WebSphere Process Server data binding](image)

In the following sections, we look at the various types of data bindings.

**Note:** The information in the following sections is relevant to WebSphere Process Server Version 6.2. It does not apply completely to former versions of WebSphere Process Server.

### 5.7.1 EIS data bindings

Data bindings allow EIS import or EIS export implementation to convert argument data to the native format that is expected by the J2C. You can define the data binding implementation class or classes in the import or export files. *DataBinding* is the root data binding interface.

For example, the following prepackaged databindings and data format transformations are available for the E-mail and Flat File adapters:

- For EMail adapter:
  - Simple databinding
  - Fixed Structure databinding
  - Wrapper databinding
- For Flat File adapter:
  - Delimited
  - Fixed Width
  - WTX
  - XML
  - JSON
  - Java Architecture for XML Binding (JAXB)
More information can be found in each adapter's documentation.

It is also possible to write a custom data binding (based on a RecordDataBinding, for example, with J2C) or to configure a data binding to take care of specific formats through a data handler. We describe these custom options in 5.7.5, "Custom data bindings and data handlers" on page 108.

### 5.7.2 JMS data bindings

A JMS data binding converts data between the JMS native message format and the SDO format that is used by SCA. There are built-in JMS data binding implementations for each of the JMS message formats. JMS data bindings are used by the JMS, generic JMS, and the WebSphere MQ JMS import/export bindings.

For example, the following data bindings and data format transformations are predefined for JMS bindings:

- Serialized Java Object
- Wrapped bytes
- Wrapped stream message
- Wrapped map entry
- Wrapped object
- Wrapped text
- Delimited
- FixedWidth
- XML
- SOAP
- JSON
- JAXB
- Atom
- WTX

Alternatively, users can implement a custom data binding that is based on the JMSDataBinding interface or custom datahandlers.

See the following link for comprehensive information about the JMS data bindings:

5.7.3 WebSphere MQ data bindings

A WebSphere MQ data binding converts data between the MQ native message format and the SDO format that is used by SCA. WebSphere MQ data bindings are used by the WebSphere import/export bindings. There are built-in WebSphere MQ data bindings and data format transformations for different MQ message body types:

- Delimited
- Fixed Width
- MQ serialized business object XML
- MQ serialized Java object
- MQ unstructured binary message
- MQ unstructured text message
- XML
- JSON data binding for MQ
- JAXB
- Atom
- WTX data binding

Alternatively, users can implement custom data bindings that are based on the MQHeaderDataBinding and MQBodyDataBinding interfaces or custom datahandlers.

See the following link for comprehensive information about the MQ data bindings:

5.7.4 HTTP data bindings

An HTTP data binding converts data between the HTTP message and SDO format that is used by the SCA. HTTP data bindings are used by the HTTP import and export bindings.

The following types are prepackaged data format transformations for HTTP:

- Delimited
- Fixed Width
- XML
- SOAP
- JAXB
- JSON
- Atom
- WTX
- Wrapped text
- Wrapped bytes
See the following link for comprehensive information about the HTTP data binding and associated built-in data format transformations:


Alternatively, users can implement specific data format transformation logic using custom data handlers.

5.7.5 Custom data bindings and data handlers

Users can implement custom data bindings. A data handler can then be used to work with a data binding. The data handler is not the WebSphere Business Integration Adapter data handler that comes from the WebSphere InterChange Server. It is a similar concept, but it is implemented with WebSphere Process Server technology and APIs.

The data binding can delegate the transformation logic to the data handler. That is, the data binding works as a mediator between the transport-dependent protocol and the transport-independent protocol of the data handler. The following data handlers are predefined, but you can also develop custom data handlers:

- Delimited data handler
- FixedWidth data handler
- XML data handler
- SOAP data handler
- JSON data handler
- Atom data handler
- WTX data handler

See the following link for comprehensive information about the WebSphere Process Server data handlers:

Product feature comparison

Conceptually, WebSphere InterChange Server features supported by components, such as adapters, business objects, maps, and relationships, are available in WebSphere Process Server as well. In this way, WebSphere Process Server extends the functionality of WebSphere InterChange Server.

Although, other features of these two products, including the runtime architecture, component granularity, and quality of service (QoS), differ greatly. WebSphere Process Server provides a service-oriented architecture (SOA) runtime and addresses and concepts, such as Service Component Architecture (SCA) and Business Process Execution Language (BPEL).

In this section, we compare several of the features provided by the WebSphere InterChange Server and WebSphere Process Server products.

We include the following sections:

- 6.1, “Architecture and design aspects” on page 110
- 6.2, “Development and testing” on page 111
- 6.3, “Deployment” on page 112
- 6.4, “Run time” on page 113
- 6.5, “Feature comparison summary” on page 119
6.1 Architecture and design aspects

WebSphere Process Server architecture is an extension of the WebSphere InterChange Server base. But, it has several key differences and add-ons, making WebSphere Process Server an overall better architecture-based product.

6.1.1 Server architecture

The WebSphere InterChange Server is based on the standards and programming model of the Java Platform Standard Edition (J2SE) technologies. Integration solutions are organized into components, such as collaborations, adapters, business objects, maps, and relationships, which are organized together into collaboration objects, each of which manages the execution required for one or a specific part of an integration usage scenario.

WebSphere Process Server has support for an extremely powerful Java 2 Platform Enterprise Edition (J2EE) environment. WebSphere Process Server is implemented using the J2EE programming model and is supplied as a collection of features that execute on the class-leading WebSphere Application Server software platform. Integration solutions are composed of service components, such as processes, adapters, interfaces, business objects, interface maps, data maps, and relationships, which are organized into modules, each of which is built for one or a specific part of an integration usage scenario.

6.1.2 Programing model

The significant change of platform from J2SE to J2EE brings a significant change to the programming model used to implement integration solutions. The interaction between components in WebSphere InterChange Server takes place through the exchange of events or requests performed either over MQ messaging or over a synchronous distributed request protocol, such as Internet Inter-Object Request Broker (ORB) Protocol (IIOP). Each component's interface definition, that is, the set of message or request types that are acceptable at that component, is built into the component’s definition in a proprietary manner.

In WebSphere Process Server, all components are defined using the Service Component Architecture meta-model, which is a formal technique that is currently being standardized by the Apache Tuscany project. Each component exposes an abstract interface, which can be defined either as a Java Interface or as a Web Services Description Language (WSDL) port type. Components are accessed via the operations defined on these interfaces. The number of types of interaction, the data types exchanged, and the interaction style involved (one-way, request-response, and so forth) are wholly defined in the set of
operations and their signatures. The physical data formats and transport and access protocols are determined through binding specifications.

WebSphere Process Server has better logical separation of concerns, with dedicated and specialized components, which enables the user to better separate business and integration logic.

6.2 Development and testing

The WebSphere Process Server development environment relies on the same principles as the WebSphere InterChange Server environment:

- Build-time environment tooling that is based on Eclipse
- Embedded test server

WebSphere Process Server brings valuable enhancements, especially regarding source control and testing.

6.2.1 Source control

In WebSphere InterChange Server, the source control system is not tightly connected to the WebSphere InterChange Server tooling during development. It requires separate source control of the WebSphere InterChange Server artifacts.

WebSphere Process Server tooling has support for several source control systems. WebSphere Integration Developer is based on the Eclipse platform and the WebSphere Integration Developer artifacts can be used with a source control (Concurrent Versions System (CVS) or Rational ClearCase) at the component level.

6.2.2 Testing

WebSphere InterChange Server provides tools, such as the Test Connector, to speed up the testing process of an interface. But, it lacks other more elaborate testing features around data pooling and regression testing. Almost always, testing within the WebSphere InterChange Server environment remains a manual process.

WebSphere Process Server has better facilities for build and test automation. It has much better management and sharing of test data, has the ability to test any scope of the components (individual or multiple modules) and the ability to perform automated regression testing. The data can be saved in a data pool within WebSphere Integration Developer (WID). It also provides the ability to
share the data pool for input and output by saving the data in a file in a directory for the component test. This approach accelerates testing by being able to share test data in multiple tests and automatically compare results. The Test Client within WID has the ability to import test data from a file, XML, or an HTTP link. For Web Services testing, a SOAP message can be imported or stripped out of the http message. You can create the test values using the XML Editor so that you can edit the SOAP header and body and import data in any format. A full XML Editor is included in the test client, which allows you to Format, Find/Replace, Copy/Paste, and perform Syntax validation.

6.3 Deployment

WebSphere Process Server and WebSphere InterChange Server differ greatly regarding the deployment model due to the underlying infrastructure on which they rely: J2SE for WebSphere InterChange Server and J2EE for WebSphere Process Server. We outline the major differences in the following sections.

6.3.1 Packaging and deployment model

In WebSphere InterChange Server, you create integration components in a library in your local file system and deploy them to a WebSphere InterChange Server instance to make them executable. When components are deployed to the server, the server run time is updated so that they can be used immediately. You can use either the System Manager graphical interface or the repos_copy command-line interface to deploy a package of integration components. To use the repos_copy command-line interface for this task, you must first create a packaged JAR file.

In WebSphere Process Server, there are flexible ways of packaging and deploying the modules. You can design monolithic modules or decide to have a finer-grained design by separating business logic from integration logic, for example. After your modules are designed, they become Enterprise Application Archives (EARs) to be deployed into deployment targets. A deployment target can be a server or a cluster.

6.3.2 Inter-environment deployment

WebSphere InterChange Server provides a feature called Deployment Descriptor. In WebSphere InterChange Server, deployment time properties are those properties of an artifact that are configured at the time of deployment, rather than at design time. System Manager allows you to specify deployment time properties specific to a server. When an artifact is deployed to a server,
System Manager applies the deployment time properties for that artifact before deploying it. You can also copy the properties of an artifact to more than one server, which keeps you from having to keep track of all the properties of the various components for the separate servers.

There is no direct equivalent feature in WebSphere Process Server. However, using scripting, you can use environment variables and promotable properties to reach an equivalent level of service for inter-environment deployment automation needs.

### 6.3.3 Versioning

Versioning support does not exist in WebSphere InterChange Server, whereas WebSphere Process Server supports versioning at several levels, including Modules and Service Component Architecture (SCA), Business Process Execution Language (BPEL), and Human Tasks.

In WebSphere Process Server, you can specify the Module versioning using the version scheme set in the dependencies editor for the SCA modules and libraries so that, at run time, multiple versions of SCA modules can exist. You can use the version number to differentiate the components so that you can use a specified version number for SCA imports and Endpoint Lookup Primitive Library references. You can develop and deploy one or more versions of a module and its artifacts into the runtime environment for use by specific clients.

Just as a module can have a version number, so can the SCA import and export bindings in a module. SCA bindings inherit their version information from the module with which they are associated. Although, SCA bindings are the only binding type that can be versioned. Libraries can also be versioned. Modules that use a library have a dependency on a specific version of that library, and libraries can also have dependencies on specific versions of other libraries.

WebSphere Process Server also supports versioning of Human Tasks and Business Processes based on the valid-from date.

### 6.4 Run time

WebSphere Process Server and WebSphere InterChange Server differ greatly regarding the runtime model mainly due to the underlying infrastructure on which they rely: J2SE for WebSphere InterChange Server and J2EE for WebSphere Process Server. We outline the major differences in the following sections.
6.4.1 High availability and clustering

To satisfy a service level agreement (SLA) for a service, availability needs to be built in while designing a solution. High availability (HA) is used to describe a system that can detect a failure of any component of the system and to react to it automatically within a matter of a few minutes. To the user, a system with high availability will continue to operate, even after a brief delay.

A *cluster* is a grouping of two or more interconnected systems that are viewed and used as a single system resource. Clustering solutions provide the prevalent mechanism to achieve high levels of availability.

The availability of the WebSphere InterChange Server system is built on an external hardware and software clustering solution. For WebSphere InterChange Server, HA is available on the following operating systems:

- For UNIX®-based systems: Sample scripts with a readme file are provided as part of an IBM SupportPac, for example, IBM High Availability Cluster Multi-Processing for AIX® (HACMP™).

- Windows 2000: Refer to *The System Installation Guide for Windows*, which is available at this Web site:
  

  This guide provides a set of instructions to set up HA using Microsoft Cluster Server (MSCS) software. An IBM Category 2 SupportPac provides dynamic link library (.dll) files for use with MSCS.

All clustering approaches provide various mechanisms to define resources that are going to be managed by the HA clustering software. For the remote environment, you can create an exact replica in the hardware and software of the original production environment. All releases of software to the production environment can also be performed on the remote environment. In the event of failover to the remote server, the status of the production WebSphere InterChange Server environment’s transactional data must be synchronized with the remote system. Also, a backup strategy needs to be in place for backing up the WebSphere InterChange Server repository and queues (including adapter queues).

The WebSphere InterChange Server HA solution is a somewhat complex solution and requires additional steps outside of the WebSphere InterChange Server stack to achieve true HA service.

WebSphere Process Server provides many ways to use clustering techniques to achieve availability. WebSphere Process Server includes innate HA based on the capabilities of the underlying WebSphere Application Server server. It also
allows several clustering topologies to support HA configuration, such as Golden Topology.

A *WebSphere Process Server cluster* is a logical collection of WebSphere Process Servers configured to perform the same task. The member servers can be distributed across one or more nodes in any configuration. In a WebSphere Process Server Network Deployment (ND) environment, you can cluster your applications so that the applications are protected from the failure of a single server for HA or distribute the workload of the applications across a number of equivalent servers for workload balancing. It supports both vertical and horizontal clustering, with a deployment manager for the management and configuration. In a vertical cluster, multiple application servers are placed onto the same node in order to better utilize the available resources. In a horizontal cluster, multiple application servers are distributed across nodes in order to utilize more physical resource.

Overall, WebSphere Process Server offers a solid base for clients to build a scalable and highly available application environment.

### 6.4.2 Transactionality

In WebSphere InterChange Server, collaboration can be made transactional so that the data modifications can be rolled back. Like database transactions, transactional collaborations are all-or-nothing operations: Either the entire collaboration succeeds or the entire collaboration fails. In addition, a transactional collaboration can detect and react to data isolation violations that might compromise the logic of its data operations. Transactional collaborations are based on the principles established in database transactions and two-phase commit protocols. A transactional collaboration executes under the control of the WebSphere InterChange Server's transaction service, which controls execution, rollback, and isolation checking.

Collaboration's transaction level determines the mechanisms by which the system executes the scenarios in the collaboration. A collaboration template's Minimum Transaction Level property determines whether the collaboration is transactional, and applies to all of its scenarios. All collaboration objects created from a template inherit its minimum transaction level.

Collaboration becomes transactional at the development phase, when its developer determines whether the collaboration requires transactional execution. If it does, the developer adds compensation steps to the scenarios in the template and specifies the collaboration's transaction level. Every collaboration has one of the following transaction levels: None, Minimal Effort, Best Effort, or Stringent.
As specified in the migration notes, there is no direct mapping of the levels of transaction between WebSphere InterChange Server collaborations and WebSphere Process Server BPEL. Therefore, during the migration, the transaction level specified in the WebSphere InterChange Server collaboration is ignored and the default BPEL transaction level will be used in the migrated application. You need to understand BPEL transactions and adjust your migrated applications accordingly to get the desired functionality.

6.4.3 Compensation

A WebSphere InterChange Server’s transactional collaboration rolls back if it encounters an error that stops its execution. For rollback to be successful, each scenario must have compensation specified for each sub-transaction step. The transactional collaboration uses the compensation defined for its sub-transactions or Service calls to perform the actual rollback. A Service call is an operation in which the collaboration sends a request that causes a transactional data change in an application data store.

Compensation is a logical undo action. That is, if execution of a collaboration object fails; it causes rollback of the previously executed operations. When rollback occurs, the collaboration runtime environment steps backward through the path of execution, executing a compensation step for every normal step that has already executed and that has compensation defined. Rollback thereby logically returns data to the state that it was in before the transactional collaboration started to execute.

In WebSphere InterChange Server, compensation is supported for both synchronous service calls and asynchronous outbound service calls. If the collaboration is transactional, and if the verb for this service call requests a data modification, you can specify the compensation operation that rolls back the regular service call. You can define the compensation by clicking the Compensation property check box.

Compensation in WebSphere Process Server differs from the compensation techniques that are used in WebSphere InterChange Server. In WebSphere Process Server, there are two ways in which you can compensate a business process. The two options are compensation pairs and compensation handler:

- Compensation pairs

  Compensation pairs are the original properties of each of the individual parts of a business process. These properties are saved so that they can be restored if the process cannot be committed and must be rolled back. The original status of the activity is stored in an operation and its value in a variable.
Compensation handler

A compensation handler is a series of isolated activities that are associated with an activity within a business process. The activities within a compensation handler will only run when a fault is thrown, and after the parent activity has already been committed. The goal of a compensation handler is to return a failed process to a balanced state.

After migration, evaluate the new types of compensation offered by WebSphere Process Server and choose the type that best suits your application.

6.4.4 Event Sequencing

In WebSphere InterChange Server, Event Sequencing is an assurance that the server provides that collaboration processes multiple events that relate to the same business object one at a time and in the same order in which the events arrive. If multiple events have the same business object type and key values, the server queues them and delivers them in order of arrival. Only events with the same key values are sequenced. Events with different keys continue to be processed in parallel.

Due to the inherent support for Event Sequencing in WebSphere InterChange Server, extremely little administrative work is required on the part of the collaboration template developer to take advantage of the Event Sequencing feature. The minimal work that is required involves toggling the ControllerEventSequencing property of a given connector to true or false.

WebSphere Process Server implements Event Sequencing in a finer grained way. Instead of delegating the function of Event Sequencing to the server globally, the components within a module can be set up individually to enforce Event Sequencing. Event Sequencing is supported only for components that are invoked using the asynchronous invocation style. In a Network Deployment (ND) environment, Event Sequencing requires that there is only one active messaging engine per cluster. For an ND environment with servers that are not in a cluster, Event Sequencing requires that each server has an active messaging engine.

6.4.5 Flow control

WebSphere Process Server currently lacks direct equivalence for several of the finer grained features controlling critical aspects of non-functional execution behavior. One of the major examples is flow control, which allows WebSphere InterChange Server to work in a store and forward mode. Flow control is only supported in WebSphere Process Server as an additional design feature of the interface.
6.4.6 Security

The security of messages and business data on a system is critical. In WebSphere InterChange Server, building a secure system is based on the system infrastructure security configurations. Securing data in any system includes three security services: authentication, message integrity, and privacy. Authentication involves verifying that someone is who they claim to be. Authentication governs access control, which restricts access to parts of the system based on who the authenticated user is and what permissions the user has been granted. Message integrity ensures that the data has not been modified. Privacy ensures that only authorized users can view data. Integrity, privacy and authentication can be accomplished with encryption, while Role Based Access Control (RBAC) can be accomplished by setting up user IDs and passwords.

For data security, messages can be encrypted in the message layer. In WebSphere InterChange Server, data is secured from the moment it leaves a source adapter, through its journey into the WebSphere InterChange Server, right up until it reaches a destination adapter. Critical to any secure system is endpoint verification. In order to use end-to-end privacy to protect your messages, you must activate it in the appropriate configuration file. End-to-end privacy can be turned on or off for each adapter.

Administrative security is provided by the supported RBAC authentication capability. This feature provides the ability to authorize permissions for users accessing the system using roles. Roles can easily be defined by the Administrator and assigned to a group of users, restricting access to key components only to verified users. Roles can be assigned along functional associations, which greatly reduces the administrative burden. Assigning a role to a user or users allows them to access only the components of the system that are included in the role definition.

WebSphere Process Server Security is based on the underlying powerful WebSphere Application Server Security architecture. The J2EE layer security provides role-based access control for applications. WebSphere Application Server provides a security infrastructure and mechanisms that protect sensitive J2EE resources and administrative resources. WebSphere Application Server security is broken down into three components:

- Application security
- Administrative security
- Java 2 security

Application security provides application isolation and requirements for authenticating users and controlling their access to the applications in the environment. It provides authentication and access control with a single sign-on
Authentication includes HTTP Authentication, Web services Security (WS-Security), Java Authentication and Authorization Service (JAAS), and Secure Sockets Layer (SSL) client authentication.

Administrative security represents the security configuration that affects the entire security domain. The security domain consists of all the servers that are configured with the same user registry realm name. The basic requirement for a security domain is that the access ID returned by the registry from one server is the same access ID as that returned from the registry on any other servers within the same security domain.

Java 2 security provides a policy-based, fine-grained access control mechanism that increases overall system integrity by checking for permissions before allowing access to certain protected system resources. Java 2 security guards access to system resources, such as file I/O, sockets, and properties. J2EE security guards access to Web resources, such as servlets, JavaServer™ Pages (JSP™) files, and Enterprise JavaBeans (EJB) methods.

### 6.5 Feature comparison summary

We provide a list of comparative elements regarding product features in three cases:

- WebSphere Process Server provides equivalent capability as WebSphere InterChange Server
- WebSphere Process Server provides better capability than WebSphere InterChange Server
- WebSphere Process Server does not provide equivalent capability as WebSphere InterChange Server

### 6.5.1 Functional gaps closed with WebSphere Process Server 6.2

These gaps have been closed:

- Direct migration to JCA/Native binding counterparts is available for some WebSphere Business Integrator Adapters.
- All technical WebSphere Business Integrator Adapters are supported through standard migration tooling in WID.
- WebSphere Business Integrator Data Handler migration is supported through the Heritage API.
- Basic WebSphere Business Integrator Data Handlers have WebSphere Process Server counterparts (Fixed Width and Delimited).
- WebSphere Process Server Native support for COBOL copy books (eliminated the need for third-party mapping, that is, Complex Data Handler)
- Event Sequencing at the edge (Java Message Service (JMS) export)
- Integration Logic at the Edge (WESB Mediation support for Gateway pattern, Service Invoke, Retry, and Fan-out/Fan-in)
- Auto-mapping and Reverse Mapping in BO Maps

### 6.5.2 WebSphere Process Server features superior to WebSphere InterChange Server features

These WebSphere Process Server features are superior:

- WebSphere Process Server provides superior architecture features:
  - Innate HA
  - Better separation of concerns
  - Very powerful J2EE environment
- Better Web Service support
- Better messaging (JMS/MQ) integration
- Adapters much more efficient (less memory) and more manageable
- More automatable administration with scripting
- More automatable procedures for build/test/deploy
- Programming model (and tools) are finer grained
- Strategic product, which covers both Integration and BPM spaces

### 6.5.3 WebSphere InterChange Server features still superior to WebSphere Process Server features

These WebSphere Interchange™ Server features are still superior:

- There is no equivalent to WBIA remote connector agent capability with JCA adapters.
- WebSphere Process Server lacks flow control:
  - Controller Store and Forward (for J2C Adapters)
  - Poll period and quantity for bindings
  - Overall flow control (thresholds)
- WebSphere Process Server lacks certain administration capabilities.
  No RBAC at the component level.
Administration capabilities in WebSphere Process Server are coarse-grained. The WebSphere Process Server administrative console does not provide a solution view today (modules aggregated as end-to-end flows).
Server component upgrade

In this chapter, we focus on the upgrade path for the server artifacts, from WebSphere InterChange Server to WebSphere Process Server. First, we review the major technical characteristics of the server migration. Then, for each WebSphere InterChange Server artifact type, we explain the equivalent concept in WebSphere Process Server. We conclude with the major benefits and limitations of the upgrade.

This chapter is complemented with Chapter 8, “Adapters and data handlers upgrade” on page 131, which focuses on the adapters and data handlers. Chapter 9, “Migration implementation approach” on page 151 progresses to the solution perspective and analyzes the possible migration paths.

We include the following sections:

- 7.1, “Overview of the upgrade” on page 124
- 7.2, “Component mapping” on page 125
- 7.3, “Benefits” on page 128
- 7.4, “Limitations” on page 129
7.1 Overview of the upgrade

WebSphere InterChange Server and WebSphere Process Server are separate products that induce certain constraints for the migration path. In the following sections, we describe the major factors to consider.

7.1.1 Planning

Because WebSphere Process Server brings many new concepts and covers a larger scope than Enterprise Application Integration (EAI), implement the migration through a dedicated project. Through such a project, you can assess the right scope for migration and prepare it properly from more than a technical point of view. See Chapter 4, “Migration planning” on page 33 for recommendations about project planning.

7.1.2 Server migration constraints

Because the runtime architectures for the two products differ, there is no “in place” migration of a given WebSphere InterChange Server running environment. Therefore, the following constraints exist:

► No standard migration support exists for WebSphere InterChange Server runtime data, such as unresolved flows and long-lived business processes (LLBPs). The only supported way to handle runtime data is to let the corresponding flows terminate in the WebSphere InterChange Server environment.

► No standard migration support exists for the WebSphere InterChange Server system configuration. The only supported way to handle system configuration migration is to redo the configuration steps in the new WebSphere Process Server environment, for example, server tuning parameters, server security settings, and so on.

► No standard migration support exists for WebSphere InterChange Server monitoring, scripting, and deployment procedures.

► For the server artifacts, the supported migration path is to upgrade them in the new build time and then deploy them into the new run time. The WebSphere InterChange Server artifacts cannot run directly in the new run time.

► Sometimes the migrated components or their equivalent in the new run time do not provide exactly the same level of service, runtime behavior, or performance.
For those reasons, you must go through the usual project life cycle, from development to test and production. The migration life cycle requires you to migrate the artifacts, set up the new production platform and deployment procedures, and ensure that the new production environment can host the migrated applications with a satisfactory quality of service (QoS).

7.1.3 Server artifact migration

In 7.2, “Component mapping” on page 125, we describe how you can convert WebSphere InterChange Server components into equivalent WebSphere Process Server components. Be aware that an artifact perspective is not sufficient to assess the overall upgrade path.

Ensure that you read Chapter 8, “Adapters and data handlers upgrade” on page 131 and Chapter 9, “Migration implementation approach” on page 151, because this information is mandatory in order to understand the migration implementation path.

7.2 Component mapping

There is an architectural difference between WebSphere InterChange Server and WebSphere Process Server. WebSphere Process Server is built by keeping the best features of WebSphere InterChange Server and by including industry standards, such as service-oriented architecture (SOA) and Business Process Execution Language (BPEL).

Certain concepts of the WebSphere InterChange Server have straightforward equivalents in the WebSphere Process Server, but others do not. In Table 7-1 on page 126 and Table 7-2 on page 127, we list the artifacts in WebSphere InterChange Server, the possible equivalents in WebSphere Process Server, and what is supported by the standard migration tools.

For more information: For information about the standard migration tools, see Chapter 10, “Overview of migration tools” on page 179.
Table 7-1 Mapping the most usual WebSphere InterChange Server components

<table>
<thead>
<tr>
<th>WebSphere InterChange Server artifact</th>
<th>WebSphere Process Server artifact or concept</th>
<th>Support from the migration tools for WebSphere Process Server V6.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business objects</td>
<td>Business objects or Service Data Objects (SDOs)</td>
<td>The migration tool generates two SDOs (BusinessGraph and BusinessObject) per WebSphere InterChange Server business object.</td>
</tr>
<tr>
<td>Maps</td>
<td>Business object maps</td>
<td>The migration tool generates two business object maps per WebSphere InterChange Server map.</td>
</tr>
<tr>
<td>Relationships</td>
<td>Relationships</td>
<td>The migration tool generates relationship definitions and a Jython script to reuse existing WebSphere InterChange Server relationships.</td>
</tr>
<tr>
<td>Collaboration templates</td>
<td>BPEL processes</td>
<td>The migration tool generates BPEL.</td>
</tr>
<tr>
<td></td>
<td>Mediation flow components</td>
<td></td>
</tr>
<tr>
<td>Collaboration objects</td>
<td>No directly equivalent feature</td>
<td>The migration tool creates a process module that contains the BPEL and other Service Component Architecture (SCA) components, such as interface maps, and SCA wiring.</td>
</tr>
<tr>
<td>Collaboration object group</td>
<td>No directly equivalent feature</td>
<td>Partial. The migration tool generates one module per collaboration. Modules are to be wired together manually.</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter definition</td>
<td>J2EE Connector Architecture (J2C) adapter WebSphere Process Server native binding (Web service, Java Message Service (JMS), HTTP, and EJB)</td>
<td>Depending on the type of WBI adapter, the migration tool creates a module that contains a JMS binding (to reuse the WBI adapter) or a Native binding (MQ/JMS/HTTP/EJB). The migration tool also generates Mediation Flow Components to provide integration logic around the adapter. If a J2C adapter is available to replace the WBI adapter, the tool allows you to proceed with the upgrade (JDBC, JText, EMail, SAP, and PeopleSoft are currently supported).</td>
</tr>
</tbody>
</table>
**Mapping collaboration templates to BPEL processes:** It can be tempting to map WebSphere InterChange Server collaboration templates to WebSphere Process Server BPEL processes only. However, Mediation Flow Components can be the better choice here. See Chapter 9, “Migration implementation approach” on page 151 for more information.

Table 7-2 describes less usual artifacts.

**Table 7-2   Artifact mapping for other less common WebSphere InterChange Server components**

<table>
<thead>
<tr>
<th>WebSphere InterChange Server artifact</th>
<th>WebSphere Process Server artifact or concept</th>
<th>Support from the migration tools for WebSphere Process Server V6.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB connection pools</td>
<td>JDBC data sources</td>
<td>The migration tool generates a Jython script that is able to create the relevant JDBC data sources. See the following link for more information.</td>
</tr>
<tr>
<td>Scheduler</td>
<td>Scheduler</td>
<td>The migration tool generates a Jython script that is able to create Scheduler entries. See the following link for more information.</td>
</tr>
<tr>
<td>Server access interface</td>
<td>No equivalent feature. Must be replaced with another technology, such as Web services</td>
<td>No support.</td>
</tr>
<tr>
<td>Access EJB Clients</td>
<td>Any synchronous invocation mechanism</td>
<td>Yes, based on new Access EJB implementation and custom Selector, with manual rework. See the following link for more information.</td>
</tr>
</tbody>
</table>
| DynamicSend API                      | Selector
Dynamic endpoint in Mediation Flow Component (MFC) | Yes, based on custom Selector, with manual rework. See the following link for more information. |
| FailedEvent API                      | No equivalent feature                        | No                                                                  |
| Benchmark                            | No equivalent feature                        | No                                                                  |
| Business object probe                | Technical monitoring or business monitoring. Monitoring can be based on logging or Common Event Infrastructure (CEI). | No                                                                  |
To complement the previous build-time aspects, Table 7-3 lists other features that are available in WebSphere InterChange Server and their equivalent features in WebSphere Process Server.

<table>
<thead>
<tr>
<th>Feature of WebSphere InterChange Server</th>
<th>Equivalent feature in WebSphere Process Server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-lived business process</td>
<td>Long running BPEL. Supported by the standard migration tools.</td>
</tr>
<tr>
<td>Event Sequencing</td>
<td>Process Server Event Sequencing, which is slightly different from WebSphere InterChange Server Event Sequencing. Supported by the standard migration tools.</td>
</tr>
<tr>
<td>Failed event manager</td>
<td>Failed Event Manager is the equivalent feature. It supports regular failed events as well as BPEL failed instances and SCA exception queues. It brings new capabilities, such as changing the message payload before resubmission. There is no support from the standard migration tools to upgrade unresolved flow instances.</td>
</tr>
<tr>
<td>Administration using System Manager and scripts</td>
<td>Administrative console and \texttt{wsadmin} command-line capabilities, which are quite different from WebSphere InterChange Server System Manager and scripts. There is no support from the standard migration tools to upgrade existing scripts or administrative procedures.</td>
</tr>
</tbody>
</table>

### 7.3 Benefits

WebSphere Process Server provides the following benefits, compared to WebSphere InterChange Server:

- WebSphere Process Server is a robust platform based on WebSphere Application Server, Network Deployment, which allows native clustering for high availability and load balancing.
- WebSphere Process Server provides more capabilities to automate administration procedures (using \texttt{wsadmin} command line).
WebSphere Adapters and Native Bindings are embedded in the server and require a smaller memory footprint compared to WebSphere Business Integration Adapters.

WebSphere Process Server implements a superior architecture built over standards and SOA.

WebSphere Process Server brings enhanced support for Web services.

WebSphere Process Server brings enhanced support for messaging with the help of bindings support for WebSphere MQ and JMS.

WebSphere Process Server supports human intervention in the business process.

WebSphere Process Server supports dynamic runtime change of service endpoints (late binding).

### 7.4 Limitations

WebSphere InterChange Server has the following native capabilities that do not have counterparts in WebSphere Process Server:

- **Flow control**
  In WebSphere InterChange Server, flow control is a configurable service that you can use to manage the flow of connector and collaboration object queues. You can set it up at the system-wide level, connector level, and collaboration level. There is no similar capability in WebSphere Process Server.

- **Fine-grained administration capabilities**
  In the WebSphere InterChange Server, you can change the status of individual components, such as collaborations, maps, and connectors. For example, you can pause a collaboration or a connector. Because the component model is different in WebSphere Process Server, the administration capabilities are more coarse-grained (at the application level generally, except for BPEL components). Also, the pause functionality does not exist in WebSphere Process Server.
Adapters and data handlers upgrade

In this chapter, we focus on the upgrade path for the WebSphere Business Integration Adapters and WebSphere Business Integration data handlers. First we provide an overview of the various adapter types and the equivalent concepts in WebSphere Process Server. Then we provide more details about the upgrade path for each type of adapter and the data handlers. We conclude with the major benefits and limitations of the upgrade.

This chapter complements Chapter 7, “Server component upgrade” on page 123, which focuses on the server artifacts. Chapter 9, “Migration implementation approach” on page 151 returns to the solution perspective and synthesizes the possible migration paths.

We include the following sections:

- 8.1, “Overview of WebSphere Business Integration Adapters” on page 132
- 8.2, “Adapter types” on page 134
- 8.3, “Adapter mapping” on page 134
- 8.4, “Equivalence of adapter functions” on page 136
- 8.5, “Upgrade paths” on page 137
- 8.6, “Benefits” on page 148
- 8.7, “Limitations” on page 149
8.1 Overview of WebSphere Business Integration Adapters

Adapters provide connectivity between the integration broker and a specific Enterprise Information System (EIS) or technology. WebSphere Business Integration Adapters can be used in conjunction with various IBM integration brokers, such as the WebSphere InterChange Server.

Because WebSphere Process Server can use the WebSphere Business Integration Adapters, there are two options to upgrade a WebSphere Business Integration Adapter:

- Keep the WebSphere Business Integration Adapter, which is illustrated in Figure 8-1.

![Figure 8-1 WebSphere Business Integration Adapters overview](image-url)
Upgrade the WebSphere Business Integration adapter to either a Java 2 Platform, Enterprise Edition (J2EE) Connector Architecture (J2C) Adapter or a WebSphere Process Server binding, depending on the specific adapter type. This approach is illustrated in Figure 8-2.

In this chapter, we explain the adapter upgrade considerations and provide a detailed description of the possible adapter upgrade paths. You must carefully evaluate the upgrade paths that are described in this chapter for each WebSphere Business Integration Adapter in your Business Integration project. By performing this evaluation, you can determine if an upgrade to a more optimal solution is appropriate.

Each WebSphere Business Integration Adapter has a predefined upgrade path. The upgrade path depends on the following key factors:

- The type of WebSphere Business Integration Adapter
- The availability of upgrade solutions
- Support of the features that you require

In the remaining sections in this chapter, we describe the adapter types, adapter mappings, and functionally equivalent adapters. We follow this discussion by high-level descriptions of the upgrade paths, a summary of upgrade considerations, and best practices.
8.2 Adapter types

WebSphere Business Integration Adapters can be classified into one of two categories:

- *Application adapters* are designed to interface with a specific API for a specific version of an EIS.

- *Technology adapters* are designed to support a standard technology interface to any EIS that supports the same interface.

Application adapters are typically upgraded to a corresponding J2C-based adapter. These adapters are provided by IBM, in the form of WebSphere Adapters, or written by the user or Independent Software Vendor (ISV) by using the WebSphere Adapter Toolkit. Technology adapters are typically upgraded to corresponding WebSphere Process Server native bindings that are provided by WebSphere Process Server or WebSphere Enterprise Service Bus.

In all cases, where an appropriate J2C adapter or WebSphere Process Server binding does not exist, you have the option to continue using WebSphere Business Integration Adapters (or custom adapters) by using the migration runtime support that is provided in WebSphere Process Server.

8.3 Adapter mapping

WebSphere Business Integration Adapters can be upgraded to WebSphere Adapters or WebSphere Process Server bindings. The general rule is that WebSphere Business Integration application adapters can be upgraded to WebSphere Adapters, while WebSphere Business Integration technology adapters can be upgraded to WebSphere Process Server bindings. However, there are always exceptions to the rules. The tables in this section specify the correlation between WebSphere Business Integration Adapters and their upgrade counterparts.
Table 8-1 provides a correlation between specific WebSphere Business Integration Adapters and WebSphere Adapters.

**Table 8-1 Adapter to adapter correlation**

<table>
<thead>
<tr>
<th>IBM WebSphere Business Integration Adapter for</th>
<th>WebSphere Adapters for</th>
</tr>
</thead>
<tbody>
<tr>
<td>mySAP™.com®</td>
<td>SAP Software</td>
</tr>
<tr>
<td>PeopleSoft</td>
<td>PeopleSoft</td>
</tr>
<tr>
<td>Siebel</td>
<td>Siebel</td>
</tr>
<tr>
<td>Java Database Connectivity (JDBC)</td>
<td>JDBC</td>
</tr>
<tr>
<td>Oracle Applications</td>
<td>Oracle E-Business</td>
</tr>
<tr>
<td>JD Edwards®</td>
<td>JD Edwards</td>
</tr>
<tr>
<td>JText</td>
<td>Flat Files or FTP</td>
</tr>
<tr>
<td>E-mail</td>
<td>E-mail</td>
</tr>
</tbody>
</table>

Table 8-2 provides the correlation between specific WebSphere Business Integration Adapters and WebSphere Process Server bindings.

**Table 8-2 Adapter to binding correlation**

<table>
<thead>
<tr>
<th>WebSphere Business Integration Adapter for</th>
<th>WebSphere Process Server binding type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MQ</td>
<td>MQ Java Message Service (JMS) or MQ</td>
</tr>
<tr>
<td>JMS</td>
<td>Internal JMS, MQ JMS, or generic JMS</td>
</tr>
<tr>
<td>Web services</td>
<td>Web services or HTTP</td>
</tr>
<tr>
<td>Enterprise JavaBeans (EJB)</td>
<td>EJB (or Web services)</td>
</tr>
<tr>
<td>HTTP</td>
<td>HTTP</td>
</tr>
</tbody>
</table>
Table 8-3 summarizes the possible options to cover other cases.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Possible options</th>
</tr>
</thead>
</table>
| No WebSphere Adapter counterpart exists for the current WebSphere Business Integration Adapter. | ▶ Keep the current WebSphere Business Integration Adapter.  
▶ Get a WebSphere Adapter from an ISV.  
▶ Develop a custom WebSphere Adapter. |
| You have developed a custom WebSphere Business Integration Adapter. | ▶ Keep the current WebSphere Business Integration Adapter.  
▶ Develop a custom WebSphere Adapter. |

### 8.4 Equivalence of adapter functions

In addition to the benefits of J2C adapters over WebSphere Business Integration Adapters, generally WebSphere Adapters provide a broader set of features than their WebSphere Business Integration Adapter counterparts. However, it is important to familiarize yourself with the feature set of the WebSphere Adapters that you intend to use so that you can identify any potential issues before you begin the upgrade process.

WebSphere Adapters are constantly being updated to provide the broadest possible range of features and functionality. You must ensure that the features and functions on which you rely for your business integration scenarios are supported by the appropriate WebSphere Adapters. You can find this information in the relevant adapter user guide at the following Web address:

8.5 Upgrade paths

There are three primary upgrade paths for WebSphere Business Integration Adapters. Based on the adapter type, the adapter mapping, and the functional equivalence provided in the previous sections, you can use one of the following upgrade paths:

- Implementing a WebSphere Business Integration Adapter with WebSphere Process Server
- Upgrading a WebSphere Business Integration Adapter to a WebSphere Adapter
- Replacing a WebSphere Business Integration Adapter with a WebSphere Process Server binding

For completeness, you might have to investigate the following two additional upgrade options:

- Replacing a WebSphere Business Integration Data Handler with WebSphere Process Server data binding

  If you upgrade a WebSphere Business Integration technology adapter to either a WebSphere Adapter or WebSphere Process Server binding, you generally have to handle the task of transforming data from the native format to (and from) business objects. In WebSphere Business Integration, this task is performed by using a Data Handler. In WebSphere Process Server, this task is performed by using data bindings.

- Writing a J2C adapter by using the WebSphere Adapter Toolkit

  The WebSphere Adapter Toolkit allows you to develop J2C adapters to meet your unique business requirements. The toolkit helps you to create either a basic Java EE Connector Architecture (JCA) 1.5 adapter or an adapter that uses the additional capabilities of the Adapter Foundation Classes that are used by WebSphere Adapters.

We describe each of these paths in this section. In addition, read Chapter 9, “Migration implementation approach” on page 151 to gain a broader picture of...
the overall upgrade path. Detailed examples are provided in Part 4, “End-to-end technical solutions” on page 277.

Table 8-4 provides a quick reference to specific examples that are related to each upgrade path.

<table>
<thead>
<tr>
<th>Upgrade path</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementing a WebSphere Business Integration Adapter with WebSphere Process Server</td>
<td>▶ Appendix A, “WBI Adapters in a secured WebSphere Process Server environment” on page 571</td>
</tr>
</tbody>
</table>
| Upgrading a WebSphere Business Integration Adapter to a WebSphere Adapter | ▶ Chapter 15, “Data access scenario with technology adapters” on page 293  
▶ Chapter 16, “Data synchronization scenario with technology adapters” on page 343  
▶ Chapter 17, “Data synchronization scenario with application adapters” on page 431 |
| Replacing a WebSphere Business Integration Adapter with a WebSphere Process Server binding | ▶ Chapter 15, “Data access scenario with technology adapters” on page 293  
▶ Chapter 16, “Data synchronization scenario with technology adapters” on page 343 |
| Replacing a WebSphere Business Integration Data Handler with WebSphere Process Server data binding | ▶ Chapter 15, “Data access scenario with technology adapters” on page 293  
▶ Chapter 16, “Data synchronization scenario with technology adapters” on page 343 |
| Writing a J2C adapter by using the WebSphere Adapter Toolkit     | See WebSphere Adapter Development, SG24-6387.                             |

### 8.5.1 Implementing a WebSphere Business Integration Adapter with WebSphere Process Server

WebSphere Business Integration Adapters can be used with WebSphere Process Server. To use the adapter in this manner, you must create an enterprise application (enterprise archive (EAR) or module) that interfaces with the WebSphere Business Integration Adapter. This application must perform the following actions:

▶ Mediate between the WebSphere Business Integration business objects and the Service Data Objects (SDOs) that are used by WebSphere Process Server

▶ Resolve the differences in the interfaces that are exposed by the WebSphere Business Integration Adapter and the migrated business process
WebSphere Integration Developer offers several tools to help you automatically create this application:

- If you migrated from WebSphere InterChange Server to WebSphere Process Server by using the **reposMigrate** command or the WebSphere InterChange Server JAR File import wizard, these tools automatically create the required applications and resources as part of the overall migration.

- If you migrated from another broker, or you chose not to use **reposMigrate** or the WebSphere InterChange Server JAR file import wizard, you can use the WebSphere Business Integration Artifact Importer wizard. This wizard creates the application that is necessary to interface with your WebSphere Business Integration Adapter.

Figure 8-3 illustrates the generated topology in either case.

The enterprise application (module) contains a JMS binding (export or import) that is used to communicate with the WebSphere Business Integration Adapter through JMS queues.

An intermediary MQ Client Link configuration is used as a bridge between the JMS binding and the WebSphere Business Integration Adapter agent JVM for the following reasons:

- The adapter agent must be configured to use JMS as a delivery transport, which means MQ underneath.
- The JMS binding communicates with the Service Integration Bus (SIBus) only (internal messaging layer).
- The MQ Client Link, which is hosted in the SIBus layer, can simulate a WebSphere MQ queue manager.
8.5.2 Upgrading a WebSphere Business Integration Adapter to a WebSphere Adapter

If an analogous WebSphere Adapter exists for your WebSphere Business Integration Adapter, you can choose to upgrade your WebSphere Business Integration Adapter to a WebSphere Adapter. Figure 8-4 illustrates this configuration.

![Figure 8-4  WebSphere Adapters with WebSphere Process Server](image)

You can compare the configuration in Figure 8-4 with the one shown in Figure 8-3 on page 139. With a WebSphere Adapter configuration, the JMS binding shown in Figure 8-3 on page 139 is no longer needed, because the WebSphere Business Integration Adapter is not used anymore. Instead, EIS bindings (import and export) are created by the Enterprise Service Discovery wizard to allow usage of the specific WebSphere Adapter.
8.5.3 Upgrading a WebSphere Business Integration Adapter with a binding

If an analogous binding exists in WebSphere Process Server for your WebSphere Business Integration Adapter, you can choose to replace your adapter with the appropriate WebSphere Process Server binding. Figure 8-5 illustrates this configuration.

![Diagram showing WebSphere Process Server bindings](image)

You can compare the configuration in Figure 8-5 with the one in Figure 8-3 on page 139. With a WebSphere Process Server binding configuration, the JMS binding that is shown in Figure 8-3 on page 139 is no longer needed, because the WebSphere Business Integration Adapter is not used anymore. Instead, the appropriate WebSphere Process Server binding type is created, depending on the specific binding to use, either generic JMS, MQ JMS, MQ, Web services, HTTP, or Enterprise Java Bean (EJB). We provide details about each kind of binding in the following sections.
Replacing the WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture

By using the WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture, a WebSphere InterChange Server collaboration can exchange data with and invoke a stateless enterprise bean that resides on an application server. Figure 8-6 shows the configuration if the WebSphere Business Integration Adapter for EJB is used with WebSphere Process Server.

Figure 8-6   WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture used with WebSphere Process Server

Figure 8-7 shows the corresponding configuration by using a WebSphere Process Server EJB binding. Currently, only outbound operations (import) are supported with the EJB binding.

Figure 8-7   EJB Import binding

Replacing the WebSphere Business Integration Adapters for WebSphere MQ and JMS

The WebSphere Business Integration Adapter for WebSphere MQ is used to exchange MQ messages with WebSphere MQ. By using the WebSphere Business Integration Adapter for JMS, WebSphere integration brokers can exchange data with applications or EISs that send or receive data in the form of JMS messages. Figure 8-8 on page 143 shows the configuration that is obtained...
if we reuse the WebSphere Business Integration Adapter with WebSphere Process Server.

Figure 8-8  WebSphere Business Integration Adapter for WebSphere MQ or for JMS used in conjunction with WebSphere Process Server

Figure 8-9 shows the corresponding configuration by using a WebSphere Process Server binding.

Figure 8-9  MQ or MQ JMS binding after adapter replacement
Replacing the WebSphere Business Integration Adapter for Web Services

The WebSphere Business Integration Adapter for Web Services provides the functionality to exchange business object information in the body of a SOAP message. With this adapter, WebSphere InterChange Server collaborations can invoke external Web services, and other clients can invoke WebSphere InterChange Server collaborations as Web services. Figure 8-10 shows the configuration prior to migrating from WebSphere InterChange Server to WebSphere Process Server.

![Diagram](image_url)

Figure 8-10 WebSphere Business Integration Adapter for Web Services before migrating to WebSphere Process Server
When migrating to WebSphere Process Server, we can replace the WebSphere Business Integration Adapter with a WebSphere Process Server binding as shown in Figure 8-11.

Replacing the WebSphere Business Integration Adapter for HTTP
The WebSphere Business Integration Adapter for HTTP is quite similar to the WebSphere Business Integration Adapter for Web services. Therefore, we do not provide additional detail here. The WebSphere Business Integration Adapter for HTTP can be replaced by a WebSphere Process Server HTTP binding.

8.5.4 Replacing a WebSphere Business Integration Data Handler
If you upgrade a WebSphere Business Integration technology adapter to either a WebSphere Adapter or WebSphere Process Server binding, you might have to handle the task of transforming data from the native format to (and from) business objects. In WebSphere Business Integration, this task is performed by using a Data Handler. In WebSphere Process Server, this task is performed by using data bindings.

To provide more background information, we first discuss data transformation. \textit{Data transformation} refers to the process by which data is converted from an application native format to a business object or from a business object to an application native format. Data transformation differs fundamentally from data mapping, which is the process by which data elements are mapped (and possibly manipulated) from one business object to another business object.
WebSphere Business Integration Adapters perform data transformation in one of two ways, internally or externally:

- If the transformation is specific to the native data format of an EIS, the data transformation is handled internally by the adapter (such as JDBC or SAP).
- If the transformation is not specific to the native data format of an EIS, or the transformation depends on the contents of the native data, the data transformation is handled externally by a WebSphere Business Integration data handler.

Typically, WebSphere Business Integration application adapters handle data transformation internally. WebSphere Business Integration technology adapters, such as JText, MQ, or EMail, delegate the data transformation task to WebSphere Business Integration data handlers.

In contrast, in a WebSphere Process Server environment, data transformation is performed by a data binding. A data binding performs the same basic function as a WebSphere Business Integration data handler. However, rather than converting to and from a WebSphere Business Integration business object, the conversion is to and from an SDO. Another difference is that data bindings are typically invoked from import and export bindings that are specified in an Service Component Architecture (SCA) module.

Although WebSphere Business Integration data handlers and WebSphere Process Server data bindings are functionally equivalent, they are based on fundamentally different technologies. WebSphere Business Integration data handlers are based on the data handler interface within the WebSphere Business Integration Adapter Framework. Data bindings are based on SCA programming model extensions. When upgrading from a WebSphere Business Integration Adapter that uses an external WebSphere Business Integration data handler, to either a WebSphere Adapter or Process Server binding, an equivalent data binding must be provided.

The following options are available to provide an equivalent data binding:

- Reuse the WebSphere Business Integration data handler through a compatibility API called the Heritage API (HAPI). There are a few limitations related to this API, regarding performance and binary streams. Therefore, investigate the precise capabilities before adopting such a solution. However, generally speaking, HAPI can handle any text-based WebSphere Business Integration data handlers and therefore provides an interesting option for a tactical, short-term solution. For more information, see “Support for WebSphere Business Integration data handlers” in the WebSphere Process Server information center at the following address:

Use an analogous WebSphere Process Server data binding, either by using an existing data binding or by writing a new custom one. The data bindings are detailed in the WebSphere Process Server documentation and the major ones are described in Chapter 5, “Product overview” on page 73.

Figure 8-12 illustrates the support of WebSphere Business Integration data handlers in WebSphere Process Server through HAPI.

8.5.5 Writing a custom adapter using the WebSphere Adapter Toolkit

With the WebSphere Adapter Toolkit, you can develop J2C adapters to meet your unique business requirements. The toolkit helps you to create either a basic JCA 1.5 adapter or an adapter that uses the additional capabilities of the Adapter Foundation Classes that are used by WebSphere Adapters.

See the Redbooks publication *WebSphere Adapter Development*, SG24-6387, which describes the adapter development process and how to use the WebSphere Adapter Toolkit.
8.6 Benefits

Upgrading your WebSphere Business Integration Adapter to either an analogous WebSphere Adapter or WebSphere Process Server binding has the following benefits, among others:

- Runtime integration

WebSphere Adapters and WebSphere Process Server bindings are integrated into WebSphere Process Server. WebSphere Business Integration Adapters are outside the application server. Communication overhead, memory footprint, and points of failure are reduced, while administration and monitoring are improved. Also, WebSphere Adapters can run natively as singletons in a WebSphere Process Server cluster, which is not the case for WebSphere Business Integration Adapters.

- Tools integration

All tools for WebSphere Adapters and WebSphere Process Server bindings are included in WebSphere Integration Developer. WebSphere Business Integration Adapters have separate tools for business object editing, connector configuration, data mapping, and process creation.

It is also much easier to deploy and debug issues when WebSphere Adapters and WebSphere Process Server bindings are used. WebSphere Adapters use Common Event Infrastructure (CEI) for logging.

- Open standards-based implementation

WebSphere Adapters and WebSphere Process Server bindings are based on the J2C and SCA specifications respectively. WebSphere Business Integration Adapters are based on a proprietary framework.

- Managed runtime environment

Both WebSphere Adapter and WebSphere Process Server bindings run in a managed application server environment. In this environment, they provide higher qualities of services, such as life cycle and connection management, security, and scalability. WebSphere Business Integration Adapters run in a non-managed environment and do not provide these benefits.

- Improved features and functionality

Overall, WebSphere Adapters provide a superior set of features and functionality compared to their WebSphere Business Integration Adapter counterparts.
The following improvements have been made to features and functions that are available in WebSphere Adapters:

- Synchronous outbound request with an XA or local transaction within the adapter
- Inbound request with assured “once and only once” delivery of inbound events
- Event management of the incoming events for the inbound request
  Only asynchronous event delivery is supported by the WebSphere Adapters.
- Support for CEI
- Globalization with support for bidirectional data
- High availability support
- Filtering capabilities
- Multiple endpoint support
- First-failure data capture (FFDC) and Performance Monitoring Infrastructure (PMI) support

Although a limited set of WebSphere Adapters is available, use them wherever possible.

8.7 Limitations

When comparing the WebSphere Adapter and WebSphere Process Server bindings to the WebSphere Business Integration Adapters, the following limitations exist:

- Remote agent support

Remote agent support functionality is not provided with WebSphere Process Server, because the adapter or the binding is embedded in the server. Not having this support can be an issue in the following circumstances:

- Having a remote adapter that is local to the application to improve performance for event polling
- Having a remote adapter that is local to the application to allow access through an intermediate firewall

If these situations exist, investigate the possible options for WebSphere Process Server deployment to find an equivalent level of functionality.
Native store and forward capability

As a reminder, within the WebSphere InterChange Server, you can specify Store and Forward mode and indicate how a connector controller will respond to a collaboration’s request in a situation where the connector agent is unavailable:

- If you set the property to True, the connector controller does not fail any collaboration requests even if the connector agent is unavailable. A request is blocked until the connector agent is operational. This blockage causes a collaboration to wait until the connector agent is operational before it completes the processing flow for the request.

- If you set the property to False, the connector controller fails all collaboration requests if the connector agent is unavailable. This failure causes a collaboration to complete the processing of the request according to its business logic for processing a failed request.

This native capability does not exist with WebSphere Process Server. Therefore, custom design and development might be required to have similar functionality.
Migration implementation approach

In this chapter, we describe an approach to define the best technical path to implement the migration. We begin by describing integration principles that are useful to put the migration implementation into a solution perspective. Then we explain the major technical challenges to be expected during the migration implementation. Finally, we provide recommendations to select the appropriate migration path.

The focus of this chapter is on the technical implementation scope for the migration. Prior to reading this chapter, first read Chapter 4, “Migration planning” on page 33, which provides information about the overall migration scope. You can use the present chapter as an input for the Assessment and Preparation phases that are described in Chapter 4, “Migration planning” on page 33.

We include the following sections:

- 9.1, “Integration solutions perspective” on page 152
- 9.2, “Migration implementation challenges” on page 160
- 9.3, “Selection criteria for migration implementation” on page 169
9.1 Integration solutions perspective

In this section, we provide background information about integration concepts and integration solutions, in relation to the WebSphere InterChange Server to WebSphere Process Server migration implementation. Because we provide various and complementary views on the topic, this section serves as a relevant introduction before going into more detail about the technical challenges of the migration implementation.

9.1.1 Architectural design patterns and migration implementation

Architectural design patterns are a convenient way to describe any integration solution, such as WebSphere InterChange Server or WebSphere Process Server, without entering into implementation details (product specifics). Design patterns are helpful to start with a migration implementation, because they can be used as a common language. They allow WebSphere InterChange Server and WebSphere Process Server specialists to talk to each other with a limited risk of misunderstanding.

The next step is to see how design patterns can be used as a basis to build advanced migration tools (automatic migration). Ideally, we can imagine a migration tool that can perform the following tasks:

- Analyze the WebSphere InterChange Server artifacts
- Understand how they work together and their architectural purpose
- Translate the functionality into a solution view, decomposed into integration patterns
- Based on the solution view, generate the relevant artifacts in the new WebSphere Process Server programming model

These tasks are challenging, because the tool must be clever, especially for the recognition phase. Remember that the current standard migration tools approach has little to do with that phase. The major characteristics of the current standard migration tools are discussed in 9.3, "Selection criteria for migration implementation" on page 169. For a detailed explanation about the current standard migration tools, see Part 3, "Migration tooling" on page 177.

Even if such a powerful design pattern-based migration tool is not available, the design pattern approach remains a valid option to ensure that the migrated solution in WebSphere Process Server is compliant with design best practices.
For information about the design pattern approach and to find more pattern synergy, see Chapter 2, “Integration background” on page 9 and Chapter 3, “Usage patterns” on page 23.

9.1.2 Component model and integration layers

In this section, we provide a simple way to compare the WebSphere InterChange Server and WebSphere Process Server component models, which is important when determining the best migration path. A good starting point is to take an integration solution perspective.

Integration is the logical sharing of the same data between multiple physical systems. As an example, WebSphere InterChange Server is used mostly for Enterprise Application Integration (EAI), which is data driven. WebSphere InterChange Server is also middleware. Therefore, it is never the system of record for business data, except when storing data that is required for transformation (relationships).

In regard to the fundamental components of an integration solution, we look at a bottom-up approach, which is in the context of migration from WebSphere InterChange Server to WebSphere Process Server. Therefore, an integration solution already exists along with prerequisite systems and their methods of access.

To avoid any confusion with the products’ component models, we use the term layer. An integration solution can be divided into three layers. The layers are connectivity, data transformation, and integration logic, which are explained in the following sections.

Note: WebSphere InterChange Server examples are discussed with an understanding that you are familiar with WebSphere InterChange Server.

Connectivity
To begin, we either access a system of record or make data (or even services) available to other systems, which requires connectivity. In WebSphere InterChange Server, we use WebSphere Business Integration Adapters or the Server Access Interface for connectivity. Without connectivity, we do not have integration.

Data transformation
The second concern is data transformation (sometimes called data translation). The data is represented in a variety of formats as diverse as the systems of record and technologies to which we must connect. Of importance to users is
that you can represent the data in its native format, which can be the following types:

- Unstructured (binary, such as .pdf, .doc, .xls, and so on)
- Semi-structured (CCB, fixedwidth, delimited, name-value, IDOCs, and so on)
- Structured (Java Database Connectivity (JDBC) result set, Business Application Programming Interface (BAPI), XML and XML Schema Definition Language (XSD), prepackaged APIs, and so on)

WebSphere InterChange Server creates the business object to allow for consistency in invoking the WebSphere Business Integration Adapters. In addition, the business objects provide structured transformation (business object maps) and interaction logic (collaborations).

WebSphere Business Integration data handlers are used to handle semi-structured to structured transformation (and the reverse is also true), where the structured data is always a WebSphere InterChange Server business object. The prepackaged applications (SAP, PeopleSoft, Siebel, Oracle Applications, and so on) have well defined APIs and data formats. For them, the data handler is embedded in the WebSphere Business Integration Adapter.

**Integration logic**
The third concern is integration logic. Integration logic is the logic when the access method, granularity, or number of systems does not match the desired representation.

Examples of integration logic include actions by a single system. It can refer to a retrieve that is done before the action when data enrichment is required. It can be that the granularity of the API does not match the unit of work of the business object. For example, the API might be unable to process a list of child objects at one time. It can be that the prescribed operation does not match the back-end data set. For example, an update must be changed to a create and a create must be changed to an update.

Examples of integration logic also include the actions of multiple systems. The data might need to be acted upon in a coordinated manner (because the systems are interdependent). Either all systems are updated, or none are updated. Another example is when we need data from one system for data enrichment to act upon another.

Certain integration logic is performed in WebSphere Business Integration Adapters, but most of it is, in the end, performed in collaborations. The USE RETRIEVE, CONVERT CREATE, CONVERT_UPDATE, and ADDITIONAL RETRIEVE properties are standard in all collaborations (based on WebSphere Business Integration Collaboration Foundation). When dealing with
multiple systems, collaborations have the ability to enable compensation on all service calls (also called *logical rollback*).

Connectivity, data transformation, and integration logic are the key functional areas of integration. Without these layers, integration is impossible. They make up the core integration solution. Obviously, the layers depend on the following items:

- The physical location of the data
- The access methods for the data
- The format of the data in the access methods
- The relationships between the desired data representation and the locations and access calls that are required to perform the actions

These areas build upon each other with connectivity as the base, data transformation dependent on connectivity, and integration logic dependent on data transformation.

Figure 9-1 represents the component models of WebSphere InterChange Server and WebSphere Process Server through the core integration solution view.

![Figure 9-1](Integration layers and the components in WebSphere InterChange Server and WebSphere Process Server)

### 9.1.3 Separation of concerns

To complement the preceding section about integration layers, in this section, we discuss an important concept called *separation of concerns*. Separation of concerns is a design best practice about doing the right thing, in the right place. Take this concept into account when determining the technical migration path.
Separation of concerns in the WebSphere InterChange Server

From this perspective, the WebSphere InterChange Server component model is straightforward:

- WebSphere Business Integration Adapter to handle connectivity
- Business object maps and data handlers to handle data translation
- Collaborations to handle integration logic

However, even with the simple WebSphere InterChange Server component model, in certain situations, the implementation might deviate from the design best practice. This deviation can be due to compelling reasons, such as performance enhancement or product limitations, but sometimes it is the result of a bad practice. The following two examples are typical of where the separation of concerns is not respected:

- Using JDBC code directly from a collaboration, instead of using a JDBC adapter
- Using an application-specific business object (ASBO) directly in a collaboration service call, instead of using the generic business object (GBO) and a map

Integration logic and business logic

Before we continue, to avoid confusion, you must understand that business process logic (also called business logic) has nothing to do with integration logic. We extend Figure 9-1 on page 155 with a new layer that represents business logic as shown in Figure 9-2.
WebSphere InterChange Server is not optimized to handle business process logic, but it can handle integration logic. Obviously, collaborations can be used to a certain extent for business logic by calling an external rule engine through an adapter, for example. However, the WebSphere InterChange Server does not provide specific capabilities to handle that, except for long-lived business processes (LLBPs) in certain cases. Alternatively, WebSphere Process Server provides the following dedicated components to fulfill business logic implementation needs:

- Business Process Execution Language (BPEL)
- Business state machines
- Business rules
- Human tasks

In regard to possible upgrade paths between components, WebSphere InterChange Server collaborations do not necessarily map into WebSphere Process Server BPEL templates. There is no simple upgrade path rule, because collaborations are quite often a mix of integration logic and business logic, which is not good in terms of separation of concerns. However, here, it is due to the WebSphere InterChange Server component model limitation. Table 9-1 provides a basic categorization.

<table>
<thead>
<tr>
<th>Type of logic</th>
<th>WebSphere InterChange Server</th>
<th>WebSphere Process Server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple integration logic</td>
<td>Simple collaboration (for example, pass-through from A to B, and simple data access pattern)</td>
<td>Mediation flow</td>
</tr>
<tr>
<td>Complex integration logic</td>
<td>Complex collaboration (for example, data enrichment and verb change handling, complex error handling and compensation, and LLBP for asynchronous or callback interaction)</td>
<td>Short running BPEL (microflow) or long running BPEL (macroflow)</td>
</tr>
<tr>
<td>Business logic</td>
<td>Collaboration doing business logic (for example, LLBP to handle business logic through human interactions, or collaboration calling an external rule engine)</td>
<td>Long running BPEL (macroflow) or business state machine, human tasks, or business rules</td>
</tr>
</tbody>
</table>

**Separation of concerns and WebSphere Process Server**
In regard to WebSphere Process Server, separation of concerns is about using the right granularity for modules. The general rule is to create separate modules for integration logic and business logic, but note that there might be exceptions.
We illustrate the common rule with two examples. In the first example (Figure 9-3), we show four modules that interact to provide an integration solution.

In this example, note the following points:

- The integration logic is isolated in its own module called the integration logic module. The module uses a Mediation Flow Component called IntLogicMediation.

- Each application endpoint has also its own dedicated module:
  - App1 module contains a Mediation Flow Component called Mediation1. It represents the inbound endpoint of the integration solution.
  - App2 module contains a Mediation Flow Component called Mediation2. It represents the first outbound endpoint of the integration solution.
  - App3 module contains a Mediation Flow Component called Mediation3. It represents the second outbound endpoint of the integration solution.
This example shows how the three integration layers can be covered with WebSphere Process Server modules:

- The integration logic module handles data aggregation from App2 and App3 (integration logic) and sends it back to App1.
- The App modules handle data translation (business object mapping or XSL transformation, for example) and connectivity (through a WebSphere Adapter, for example) to communicate with each application properly.

Note that this example does not intend to provide a best general practice.

In the second example, shown in Figure 9-4, four modules interact to provide a business solution. This example is a bit artificial, but its purpose is to show how business logic and integration logic can be completely separated in WebSphere Process Server.

![Figure 9-4 Separation of concerns in WebSphere Process Server: Business logic example](image-url)
In this example, note the following points:

- The business logic module uses business components, such as human tasks and business rules. Instead of also implementing integration logic, it reuses the one available in the previous integration logic module.
- The other three modules are the same as in the preceding example (integration logic module, App2 module, and App3 module).

**Benefits of separation of concerns**

The major benefits of separation of concerns are related to the development and the deployment fields:

- Reuse (correct granularity of modules facilitates reuse)
- Team development (easy separation of tasks)
- Dynamicity and versioning (correct granularity of modules to facilitate advanced concepts)

See “Versioning and dynamicity with WebSphere Process Server” at the following Web address for more information:


- Flexible deployment
  The correct granularity of the modules reduces the impact and eases deployment operations.

### 9.2 Migration implementation challenges

In this section, we describe the major technical challenges that can affect any migration implementation. It is important that you first read 9.1, “Integration solutions perspective” on page 152, because the concepts in this section rely on the concepts that we explained in the previous section.
9.2.1 Upgrade of WebSphere Business Integration Adapters

To introduce the challenge of upgrading WebSphere Business Integration Adapters, we return to the integration layers that we describe in 9.1.2, “Component model and integration layers” on page 153. It is important to understand that the three integration layers are interrelated and depend on each other. It is particularly obvious for the case where we want to know what happens when we change something in the connectivity layer:

- Generally, the data representation is also changed. This change always leads to changing the data transformation. That sometimes implies a change to the integration logic depending on how much the data representation has changed. For example, the new connectivity means might require only a single call to get all the relevant data, where before you needed two separate calls.

- A change in the connectivity layer can also impact aspects of the run time, such as the quality of service (QoS). If QoS is impacted, it is sometimes necessary to compensate this change by adding new (or changing) features in the connectivity or in the integration logic layer, for example, to implement or remove an automatic retry.

We now investigate what it means for the migration implementation.

Impact on ASBOs and maps

What happens if we change a WebSphere Business Integration Adapter into a WebSphere Adapter or a WebSphere Process Server binding? There is possibly an impact at the ASBO level, because ASBOs depend upon the connectivity means. That is, ASBOs that are related to WebSphere Business Integration Adapters might be different from the ASBOs that are related to WebSphere Adapters and WebSphere Process Server bindings.

As a consequence of ASBO changes, business object maps might also be impacted. The maps must be modified or even replaced if new ASBOs, with a different structure, are required. Figure 9-5 on page 162 and Figure 9-6 on page 162 show the different ASBOs and maps, in relation to the WebSphere InterChange Server run time and the WebSphere Process Server run time.
WebSphere Business Integration Adapters are technologically different from WebSphere Adapters and WebSphere Process Server bindings, at first glance. However, there is no reason why the WebSphere InterChange Server ASBO (called ASBO in our illustration) is the same as the WebSphere Process Server ASBO (called ASBO2 in our illustration). As a consequence, if the structure of the ASBO is changed, the maps cannot be the same neither. Here, the ASBO-GBO map in the WebSphere InterChange Server is different from the ASBO2-GBO1 map in WebSphere Process Server.

There is no real point to compare components that live in different run times. These components must obviously differ if you think of the Java implementation on which they rely. Therefore, we must go a step further and see how
WebSphere InterChange Server components, such as business objects, are translated into WebSphere Process Server business objects (Service Data Objects (SDOs)).

**Translation of business objects into Service Data Objects**

In Figure 9-7 on page 164, we show how a WebSphere Business Integration Adapter that was previously used with the WebSphere InterChange Server can be reused with WebSphere Process Server. Note the following points:

- The WebSphere InterChange Server uses business objects as its runtime data format.
- WebSphere Process Server uses SDOs as its runtime data format.
- Often the term *business object* is also used in the WebSphere Process Server context, but the underlying implementation is always an SDO.

You might wonder how the WebSphere Business Integration Adapter is able to communicate with the WebSphere Process Server, because they do not use the same runtime data format.

WebSphere Process Server incorporates a series of artifacts (MQ client link (not shown here) and Java Message Service (JMS) export) that acts as an intermediary layer with the WebSphere Business Integration Adapter. Therefore, the adapter remains entirely unaware of the real server run time and continues to exchange serialized WebSphere InterChange Server business objects with the server through JMS.

The JMS export can then convert the serialized WebSphere InterChange Server ASBO into a live SDO and the reverse, too. This conversion is possible, because WebSphere Integration Developer incorporates an upgrade logic that can import any WebSphere InterChange Server business object definition (XML schema) and convert it into a corresponding SDO definition (XML schema close to the previous one but slightly different).

The resulting SDO is close to the original WebSphere InterChange Server business object, because it relies on the same definition. However, because it lives in the WebSphere Process Server run time, it is different. That is why we used different names: ASBO becomes ASBO1 and GBO becomes GBO1 when you compare Figure 9-5 on page 162 and Figure 9-7 on page 164.
Now that we understand the difference between the WebSphere InterChange Server business object and the WebSphere Process Server SDO, we return to understanding the impact on the ASBOs and business object maps when upgrading a WebSphere Business Integration Adapter.

**ASBOs and mappings**

WebSphere Business Integration Adapters are technologically different from WebSphere Adapters and WebSphere Process Server bindings. We now compare Figure 9-6 on page 162 and Figure 9-7. Note the following points:

- ASBO1 is an SDO that corresponds to the original WebSphere Business Integration Adapter.
- ASBO2 is the SDO that corresponds to a new WebSphere Adapter or a WebSphere Process Server binding.
- ASBO2 might be different from ASBO1, because the connectivity component that uses it is different.
- If ASBO2 is structurally different from ASBO1, there is an impact on maps, because new maps are needed to transform ASBO2 into a canonical representation (GBO1) to allow proper downstream processing.

In summary, the impacts that are related to the adapter upgrade mainly depend on the differences between ASBO1 and ASBO2. There are two scenarios:

- In the first scenario, the ASBO1 and ASBO2 definitions are close or even identical. In this case, the WebSphere Business Integration Adapter upgrade does not bring extra effort to the overall migration effort, because its replacement is transparent. The differences between the definitions for ASBO1 and ASBO2 depend on the specific WebSphere Business Integration Adapter used and the complexity of the original ASBO. It must be investigated on a case-by-case basis. For example, the standard migration tooling...
available with WebSphere Process Server 6.2 supports migration of JDBC and SAP adapters. The migration tooling is specifically designed to generate new ASBOs that are very close to the original ones. Only the Application Specific Information is different, and therefore, mappings are not impacted.

- In the second scenario, we must deal with a different ASBO2 definition. In this case, the following options are possible:
  - Redevelop the mappings from scratch (as shown in Figure 9-6 on page 162).
    In this case, you must create new maps to convert ASBO2 into GBO1 and GBO1 into ASBO2. This option produces the most optimized code but is the more costly in terms of new developments. However, it can be a valid option if the new maps are straightforward (small BO definitions, or simple transformations, such as moves, for example).
  - Add an extra mapping to reuse the migrated mappings.
    The WebSphere Integration Developer tool can provide artifacts that correspond to GBO1, ASBO1 and ASBO1-GBO1, and GBO1-ASBO1 maps. It can then reuse the available migrated components and add new secondary maps (ASBO2-ASBO1 and ASBO1-ASBO2 maps), as shown in Figure 9-8.

The standard migration tools available for V6.0.2 and V6.1 were designed with this approach. They included support to generate the secondary maps (through a tool called a BOconverter in WebSphere Process Server V6.0.2 and V6.1). This option spares development time but might not be optimal in terms of performance and maintainability. That is why the standard migration tooling has been enhanced in V6.2 for certain adapters (such as JDBC and SAP) to produce ASBOs that do not impact the migrated maps and do not require additional maps.
Impact on run time
Upgrading a WebSphere Business Integration Adapter to a WebSphere Adapter or a WebSphere Process Server binding might impact the resulting QoS or performance at run time, because the components are not strictly equivalent:

- When replacing with a WebSphere Adapter, the following capabilities among others might require investigation:
  - Performance
  - Automatic reconnection
  - Automatic retry in case of a communication error
  - Store and forward

- When replacing with a WebSphere Process Server binding, the following capabilities, among others, can be impacted:
  - Performance
  - Poll quantity tuning
  - Poll period tuning
  - Automatic reconnection
  - Automatic retry in case of a communication error

Therefore, it is necessary to verify if QoS and performance requirements are met after the upgrade. If they are not met, you might be required to develop the missing capabilities to fill in the gaps. Depending on the situation, the required extra developments can be located in the connectivity layer (module containing the WebSphere Adapter or the WebSphere Process Server binding artifacts). Alternatively, the developments can be in the integration logic layer (module containing the components in charge of the integration logic, such as the main Mediation Flow Component or BPEL component).

9.2.2 Functional gaps between products

The challenge of functional gaps between products is related to the differences between the run times of WebSphere InterChange Server and WebSphere Process Server. It is also related to how run times can affect the resulting QoS and runtime behavior of the migrated solution. This challenge comes with the following concerns:

- Flow control

  In WebSphere InterChange Server, flow control is a configurable service with which you can manage the flow of connector and collaboration object queues. The parameters for configuring flow control can be configured system-wide or on individual components. There is no equivalent capability in WebSphere Process Server.
Event sequencing

WebSphere InterChange Server and WebSphere Process Server present similar concepts around event sequencing. However, WebSphere Process Server provides a richer set of interaction styles (synchronous and asynchronous) and a richer model for deployment (native clustering). Therefore, event sequencing in WebSphere Process Server can be more powerful but also more complex than in WebSphere InterChange Server.

Error handling

WebSphere Process Server provides a richer set of components to implement integration patterns, compared to the WebSphere InterChange Server. WebSphere Process Server relies on different layers, such as WebSphere Application Server, Service Integration Bus, Service Component Architecture (SCA), and the business process choreography engine. For these reasons, error handling is generally more powerful, but also more complex than with the WebSphere InterChange Server. As an example, when an error occurs during an asynchronous flow, it can fall into three categories:

- Messaging-based dead letter queues

  Messaging-based dead letter queues can happen if a JMS binding is used. The data is then stored in the internal messaging layer (Service Integration Bus).

- Failed event

  A failed event can happen in the case of an error during an asynchronous interaction between two SCA components. The data is then stored into specific tables that are quite similar to the WebSphere InterChange Server work-in-progress tables. WebSphere Process Server provides a new and useful functionality with which you can modify the data before resubmission.

- Business process instance in a failed or stopped state

  Having a business process instance in a failed or stopped state can happen when an error is raised during a long running process execution. The data is then stored in the Business Process Choreographer layer (BPEDB) and can be resubmitted at the process instance or process activity level.

In summary, you might need more thorough investigation into these topics to ensure that the migration implementation is optimal. Sometimes you can redesign in a specific way to use new technical functionalities or to develop extra components to fill in gaps, depending on the requirements of the target platform.
**9.2.3 Specific Java developments**

The challenge of specific Java developments is that they are related to the customizations that are possibly done on the WebSphere InterChange Server project. It is common for any WebSphere InterChange Server project to have custom developments done in Java to fulfill specific needs that the product cannot provide natively.

Custom Java libraries or Java code snippets are typically used for the following purposes:

- Extensive custom Java coding in collaboration templates
- Extensive custom Java coding in maps
- Custom WebSphere Business Integration data handlers
- Custom WebSphere Business Integration Adapters
- Custom frameworks (for example, error handling, auditing, and monitoring)

The possibility to migrate the specific Java code into the new WebSphere Process Server run time depends on the following three categories:

- **Usage of public and documented WebSphere InterChange Server APIs** (including WebSphere Business Integration Adapter APIs)

  WebSphere Process Server provides support to directly reuse the WebSphere InterChange Server Java public APIs in its run time, through a compatibility layer called the *Heritage API* (HAPI). The supported APIs are described in “Supported WebSphere InterChange Server or WebSphere Business Integration Server Express APIs” in the WebSphere Process Server information center at the following Web address:


  However, keeping old APIs in the new run time can impact the performance and maintainability of the solution. Therefore, consider this approach only for the short term. The problem is that translating an API into another API is also a complex task. There are few chances that this can be done automatically, which is not how the current migration tools work.

- **Usage of non-public or non-documented WebSphere InterChange Server APIs**

  There is no support for this usage. The impacts related to the upgrade must be examined on a case by case basis. The migration implementation can be seen as an opportunity to remove these APIs calls.

- **Non-WebSphere InterChange Server APIs**

  There is no support for these external APIs. The impact that is related to the upgrade must be examined on a case-by-case basis. Because the new
platform is J2EE-based, and the old one is Java 2 Platform Standard Edition (J2SE)-based, a good part of the impact depends on the backward compatibility of Java. Also, the J2EE specification brings new concepts and best practices around transactionality and container-managed components that can impact the usage of certain APIs (JDBC, threads, or I/O).

Always verify whether the new run time can provide equivalent (or even better) native capability to avoid custom Java code as much as possible.

9.3 Selection criteria for migration implementation

In this section, we discuss the possible technical approaches to implement the migration and the related selection criteria to consider. The two first criteria to take into account are obviously the capability of the migration to fulfill the technical requirements and the overall cost of the migration.

**More information:** We focus on the technical scope in this section. As a reminder, the migration project is much broader than a technical upgrade path. See Chapter 4, “Migration planning” on page 33 for general considerations about project planning.

9.3.1 Technical approaches

There are two major and opposite approaches regarding the technical migration path:

- Rely completely on the standard migration tools (maximum automation).
- Redesign and develop completely from nothing (maximum customization).

Both approaches present advantages and limitations. Generally, the best choice is somewhere in between and can be executed in two ways:

- Use the standard migration tools and rework the results afterward to enhance the migrated artifacts. A typical scheme is to fully rely on the standard migration tool to generate the artifacts and spend the necessary time to fix the errors or issues that arise. We call this scheme the *just make it work* approach.
- Redesign completely for certain parts, and produce new developments in conjunction with automatically migrated artifacts from the standard migration tools to accelerate certain upgrade steps. A typical scheme here is to rely on the standard migration tool to generate the simplest and most numerous artifacts, such as BOs, maps, and relationships, and then to rewrite the
integration logic from the beginning. We call this the *redesign integration logic* approach.

So, we have to choose between four major approaches. Obviously, the overall migration project might decide to use several approaches, depending on the complexity and the requirements of the different interfaces to migrate. Figure 9-9 summarizes the four approaches and their capacity to provide general quality as compared to the quick delivery of the migrated solution.

![Figure 9-9 Approaches comparison](image)

In addition to the previous considerations, the WebSphere Business Integration Adapters weigh heavily on the scale. Regarding the upgrade of the adapters, there are two approaches:

- **The two-step approach for adapters** consists of the following actions:
  
  a. Migrate the server artifacts only into the new WebSphere Process Server run time, keeping the WebSphere Business Integration Adapters.
  
  b. Upgrade the WebSphere Business Integration Adapters to WebSphere Process Server bindings or WebSphere Adapters.

- **The server and adapters all together approach** consists of migrating the adapters and the server artifacts conjointly at the same time.

Again, both approaches present advantages and limitations. However, we consider that the *server and adapters all together approach* is preferable due to the strong impact adapters have on the overall design, the runtime behavior, and QoS. Consider the *two-step approach for adapters* only on an exception basis.
and always as a tactical, short-term solution. For example, custom WebSphere Business Integration Adapters cannot be migrated directly with the standard migration tools. It is possible to reuse them as is with WebSphere Process Server, but an effort needs to be made to rewrite them with JCA technology to get a long-term solution.

In the next sections, we provide more detailed information about the factors to consider to select the approach that best fulfills the specific project needs.

**Comparison of the migration approaches**

Consider several factors before deciding to use either approach. One of the factors is the effort estimation, which can be a driver for the migration project. To make the decision, we need to compare the approaches for migration.

Table 9-2 compares the migration approaches along with the potential benefits.

<table>
<thead>
<tr>
<th>Benefit</th>
<th>WebSphere InterChange Server: No migration</th>
<th>WebSphere Process Server: Small migration effort (just make it work approach)</th>
<th>WebSphere Process Server: Large migration effort (redesign integration logic approach)</th>
<th>WebSphere Process Server: Large migration effort, plus migrating all WBI Adapters to J2C</th>
<th>WebSphere Process Server: Complete rewrite (from scratch approach)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Better error handling</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Better Availability</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Optimal</td>
<td>Optimal</td>
</tr>
<tr>
<td>Better Scalability</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Lower memory resources</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Optimal</td>
<td>Optimal</td>
</tr>
<tr>
<td>Improved response time performance</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Optimal</td>
<td>Optimal</td>
</tr>
<tr>
<td>Better testing</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Automated build</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
In the following sections, we provide additional details to complete this discussion about the possible technical approaches.

### 9.3.2 Technical approaches and the standard migration tools

The standard migration tool is optimized to reuse existing components. It was designed originally to follow the two-step approach for adapters described in the previous section. However, starting with Version 6.2, it is able to follow the server and adapters all together approach, for certain adapters. Here is a quick overview of the capabilities of the standard tooling with regard to the technical approaches described previously:

- WebSphere Integration Developer migration tool provides support to migrate server components (business objects, business object maps, collaborations, and adapter definitions):
– The custom Java snippet code in the WebSphere InterChange Server artifacts, such as collaborations and business object maps, is copied into the new artifacts nearly unchanged. It exploits the runtime support for the WebSphere InterChange Server APIs in WebSphere Process Server.

– The tool provides support to reuse the existing WebSphere Business Integration Adapters through JMS binding.

– The tool is now able to migrate WebSphere Business Integration Adapters to native bindings and JCA adapters. Currently, all technical adapters are supported, and application adapters, such as SAP and PeopleSoft adapters, are also supported.

With the former (before V6.2), external, non-WebSphere Integration Developer standard migration tool that was dedicated to WebSphere Business Integration Adapters, you can still upgrade several WebSphere Business Integration Adapters that are not supported in Version 6.2 and get a solution that reuses existing ASBOs and maps (BOConverter tool to implement the secondary maps).

See Part 3, “Migration tooling” on page 177, for more information about the standard migration tools.

9.3.3 Custom code and standard migration tool constraints

The standard migration tools require that you apply best premigration practices to properly migrate collaborations and maps that contain custom Java code. Often, you must modify the existing WebSphere InterChange Server collaboration templates and map artifacts to allow their upgrade by the standard migration tools.

For more details, see Chapter 13, “Best practices” on page 263 and “Premigration considerations” in the WebSphere Process Server information center at the following address:


9.3.4 Quality of automatically migrated code

The following potential issues are related to the quality of the generated code by the standard migration tools:

► Custom Java code

The custom Java code in the WebSphere InterChange Server artifacts, such as collaborations and business object maps, is copied into the new artifacts
nearly unchanged. It exploits the runtime support for the WebSphere InterChange Server APIs in WebSphere Process Server, which is practical to accelerate the upgrade phase.

The disadvantage is that the generated WebSphere Process Server artifacts still contain old WebSphere InterChange Server API calls, which can have a negative effect on maintainability of the Java code. A WebSphere Process Server developer might find it strange to deal with old WebSphere InterChange Server APIs.

- Component and module generation

The standard migration tools generate WebSphere Process Server artifacts and modules to produce a similar application to the original application running in WebSphere InterChange Server. The new application can be used to replace the old application from a functionality perspective. However, the new application is not a “textbook example” of a WebSphere Process Server application that can be developed by completely redesigning the application with the new WebSphere Process Server programming model in mind.

For example, the current migration tools do not migrate a collaboration into a Mediation Flow Component, which sometimes might be the best choice. The tools can be practical to accelerate the upgrade phase. However, the disadvantage is that it can negatively affect the maintainability and flexibility of the solution.

### 9.3.5 Performance of automatically migrated code

The following potential issues are related to the performance of the generated code by the standard migration tools:

- Custom Java code

  Runtime support for the WebSphere InterChange Server APIs in WebSphere Process Server is provided by the Heritage API. This support allows direct portability of the WebSphere InterChange Server code into the WebSphere Process Server run time. During execution, in the background, “bridge code” is run to transform the WebSphere InterChange Server constructs (business objects) into WebSphere Process Server constructs (SDOs) and the reverse is also true. This code generates overhead during execution and can negatively affect the performance of the application.

- Keeping WebSphere Business Integration Adapters

  The *two-step approach for adapters* keeps the WebSphere Business Integration Adapters during the first phase. The issue is that WebSphere Business Integration Adapters are better optimized to work with WebSphere InterChange Server than with WebSphere Process Server.
With WebSphere Process Server, WebSphere Business Integration Adapters generally consume more memory, because JMS transport must be used. JMS transport consumes more memory than the native Internet Inter-ORB Protocol (IIOP) transport that is available with the WebSphere InterChange Server. Also, more communication hops exist (several JVMs, intermediate Service Integration Bus layer). Therefore, you can expect performance impacts, depending on the usage of the adapter.
In this part, we cover the standard migration tools that are available for upgrading from WebSphere InterChange Server to WebSphere Process Server:

- In Chapter 10, “Overview of migration tools” on page 179, we provide an overview of the migration tools with WebSphere Integration Developer, the Migration Wizard, the reposMigrate utility, and the tools that are dedicated to the adapter migration.
- In Chapter 11, “Artifacts migration” on page 215, we provide more details about the standard migration tool support for server artifacts, provided by the Migration Wizard and reposMigrate tools.
- In Chapter 12, “Post-migration tasks” on page 253, we explain the post migration tasks to be executed for certain artifacts, such as database connection pools and relationships.
- In Chapter 13, “Best practices” on page 263, we provide best practices to ease the usage of the migration tools and to optimize the generated artifacts.
Overview of migration tools

In this chapter, we discuss the migration tools that are available for migration from IBM WebSphere InterChange Server to WebSphere Process Server. We begin with an overview of the WebSphere Integration Developer environment. Then we introduce the Migration Wizard, which is the main graphical tool to use when upgrading WebSphere InterChange Server artifacts in IBM WebSphere Integration Developer. Next, we describe the equivalent command-line tool, called reposMigrate. Finally, we focus on the adapter Migration Wizard.

We include the following sections:

- 10.1, “Migration tools” on page 180
- 10.2, “WebSphere Integration Developer” on page 181
- 10.3, “Migration Wizard” on page 192
- 10.4, “The reposMigrate utility” on page 205
- 10.5, “Migration tools specific to WebSphere Business Integration Adapters” on page 208
10.1 Migration tools

IBM provides migration tools that assist in migrating existing WebSphere InterChange Server and WebSphere Business Integration Adapter source artifacts into WebSphere Process Server artifacts. With WebSphere Process Server Version 6.2, the main part of the migration tools is embedded with the build-time and the runtime environments, that is, WebSphere Integration Developer and WebSphere Process Server. A separate tool is dedicated to help with the WebSphere Business Integration Adapters to WebSphere Adapters migration.

The migration tools can be used to support the migration implementation, but they are generally insufficient to provide a completely optimized migrated solution. See Part 2, “Migration implementation concepts” on page 71 and especially Chapter 9, “Migration implementation approach” on page 151 for more information about the migration implementation approach.

The technical implementation for the migration is only a part of the overall migration scope. See Part 1, “Migration concepts” on page 1, for more information about the overall migration strategy.

In the following sections, we review the migration tools.

10.1.1 Supported versions

The standard migration tools support the WebSphere InterChange Server product versions as summarized in Table 10-1.

<table>
<thead>
<tr>
<th>Migration pathways</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere InterChange Server Version 4.3</td>
<td>Use the migration tools that are provided with WebSphere Process Server.</td>
</tr>
<tr>
<td>WebSphere InterChange Server Version 4.2.2 and prior to Version 4.2.2</td>
<td>Migrate to Version 4.3 of WebSphere InterChange Server before migrating to WebSphere Process Server.</td>
</tr>
</tbody>
</table>
10.2 WebSphere Integration Developer

As an introduction to the embedded migration tools, which are the Migration Wizard and the reposMigrate utility, we provide an overview of the WebSphere Process Server build-time environment. WebSphere Integration Developer is the development environment for building integrated business applications that are targeted for WebSphere Process Server. It contains a broad array of capabilities, including all the tools and development aids that are necessary to build service-oriented architecture (SOA) and process integration solutions.

WebSphere Integration Developer is built on the Rational Software Development Platform, which is based on Eclipse 3.0 technology. It provides full integration with other IBM tools and products. A primary purpose of WebSphere Integration Developer is to provide the appropriate tools to build and test Service Component Architecture (SCA)-based applications easily.

Eclipse: For more information about Eclipse and tutorials, see the following Web address and explore the Getting Started pages:
http://www.eclipse.org

In this section, we introduce the basic terms and concepts of WebSphere Integration Developer that are used in migrating the WebSphere InterChange Server V4.3 source artifacts. We include the following concepts in our discussion:

► Workbench
► Editors (assembly, process, business object, interface, interface mapping, mediation flow, business object map, relationship, and visual snippet)
► Module
► Shared library
► Integration test client
When a new workspace is started, the Welcome window is displayed as shown in Figure 10-1. From this window, you can access information, such as the product overview, tutorials, samples, migration information, and Web resources.

Close the Welcome page and click **Go to the Business Integration perspective** in the upper right corner.
The Business Integration perspective and workbench open as shown in Figure 10-2. In this window, you develop and author the migrated artifacts and other integration modules. The window offers a choice of perspectives and an array of toolbars and menu items that are used to accomplish a variety of tasks.

![Workbench](image)

**Figure 10-2  Workbench**

### 10.2.1 Editors

An *editor* is a tool to create and to modify files. Depending on the type of file that is being edited, the appropriate editor opens in the center or main pane of the workbench. For example, a Text Editor opens when you double-click a text file, and business objects open in the Business Object Editor.
Assembly Editor
You use the WebSphere Integration Developer Assembly Editor to build applications by assembling the SCA components. You drag SCA components, such as Business Process, components, imports, and exports, to the canvas. Then you specify their interfaces and bindings and wire them together by using the Assembly Diagram Editor as shown in Figure 10-3.

![Figure 10-3 Assembly Editor](image)

Business Object Editor
The Business Object Editor enables the building and editing of business objects, their attributes, and business graphs through a graphical interface as shown in Figure 10-4. You use this editor to add, delete, and reorder attributes and to change the type of an attribute.

![Figure 10-4 Business Object Editor](image)
**Process Editor**

The *Process Editor* is a graphical programming environment, with which developers can visually create and manipulate business processes as shown in Figure 10-5.

![Image of Process Editor](image-url)
Interface Editor

The Interface Editor is used to build Web Services Description Language (WSDL) Port Type interfaces that are used to define SCA components as shown in Figure 10-6. You use this editor to add and to remove operations and specify operation inputs and outputs.

![Interface Editor](image)

Figure 10-6  Interface Editor

Interface Mapping Editor

The Interface Mapping Editor enables you to build and edit interface maps through a graphical interface as shown in Figure 10-7. The Interface Mapping Editor provides the methodology to deal with the differences between interfaces and to reconcile them for your integrated development environment (IDE).

![Interface Mapping Editor](image)

Figure 10-7  Interface Mapping Editor

Mediation Flow Editor

The Mediation Flow Editor is a graphical programming environment that you use to visually create and manipulate mediation flows as shown in Figure 10-8 on page 187. You can visually compose a mediation flow by defining the source and target operations in the Operation connections section, and then visually
adding and wiring mediation primitives in the flow section. You then add properties for the primitives in the properties view.

![Mediation Flow Editor](image)

**Figure 10-8  Mediation Flow Editor**

**Business Object Mapping Editor**

The Business Object Mapping Editor is a graphical interface, with which you can build and edit business object maps and their attributes as shown in Figure 10-9 on page 188. This editor allows developers to define the mapping of data between business objects.
Figure 10-9  Business Object Mapping Editor
**Relationship Editor**

With the *Relationship Editor* in WebSphere Integration Developer, you can build and edit relationships and their attributes through a graphical interface as shown in Figure 10-10.

![Relationship Editor](image)

**Visual Snippet Editor**

The *Visual Snippet Editor* is a programming environment that you can use to graphically create and manipulate Java code. This editor provides two options to develop snippet code: Visual and Java. Figure 10-11 shows Java code in the Visual Snippet Editor.

```java
try {
    BusObj fromBusObj = new BusObj("employee");
    BusObj toBusObj = new BusObj("employee");
}
```

![Visual Snippet Editor](image)
10.2.2 Module

A module is a Business Integration project for developing SCA-based applications. It is the basic unit of deployment to WebSphere Process Server. A module is packaged in an enterprise archive (EAR) file and contains the following artifacts:

- SCA resources and module assembly
- Java 2 Platform, Enterprise Edition (J2EE) projects
- Java projects
- Dependent libraries

Dependent libraries, Java projects, and J2EE projects can be added to a module and deployed with the module.

10.2.3 Shared library

A shared library is a Business Integration project for storing artifacts that are shared between multiple modules. In order for a module to use the resources from a library, it must be added as a dependent to the module by using the Dependencies Editor as shown in Figure 10-12.

![Dependencies Editor](image)

*Figure 10-12  Dependencies Editor*
A library cannot be deployed by itself. However, a library can be added to the module and selected to be deployed with the module. At run time, libraries are not shared, but they are deployed with the module that depends on the library. Also, library dependencies can be added to a library.

### 10.2.4 Integration test client

The integration test client in WebSphere Integration Developer is the designated tool for testing modules and components. The test client features a sophisticated user interface that enables you to easily manage and precisely control your tests.

Figure 10-13 shows the integration test client.
10.3 Migration Wizard

Migration from WebSphere InterChange Server to WebSphere Process Server is supported by using the Migration Wizard that is available in WebSphere Integration Developer. The wizard generates the migrated artifacts in WebSphere Integration Developer as modules, libraries, and components so that you can review the artifacts and modify them if necessary.

10.3.1 Using the Migration Wizard

WebSphere Integration Developer provides a Migration Wizard for migrating the WebSphere InterChange Server artifacts. You can start the Migration Wizard in one of two ways:

1. From the File menu option, either select File → Import, or, in the Import window (Figure 10-14 on page 193), select WebSphere InterChange Server Repository, and then click Next to invoke the Migration Wizard.
2. From the Help menu option:
   a. Select **Help → Welcome**.
   b. In the welcome window in WebSphere Integration Developer, click the **Returning Users** icon (Figure 10-15 on page 194).
3. In the Returning Users window (Figure 10-16 on page 195), in the left pane, click **Migration**.
Figure 10-16  Returning users page
4. In the Migration pane (Figure 10-17), click **Migrate a WebSphere ICS repository**.

![Migration page](image)

*Figure 10-17  Migration page*

5. The Migration Wizard window (Figure 10-18 on page 197) opens by using either approach.
6. In Figure 10-18:
   
   a. Enter the WebSphere InterChange Server repository path or click Browse JARs to select the JAR file to use in the migration process.

   b. Enter the name of a new or existing WebSphere Integration Developer library.

   You can also add a WebSphere InterChange Server Assembly Editor template to be loaded and used for XML to Java conversion. If custom APIs (My Library) are created for use in the Activity Editor, the migration tool must refer to the custom activity editor template to determine how to migrate the custom API to Java. These templates can be found in the root directory .wbiActEditorSettings located in the WebSphere InterChange Server workspace directory. Generally, the template files have a .bbt file extension. Ensure that you load these templates in the template box. If
you do not add a template, the Standard Assembly Editor Template V4.3.3 will be used for XML to Java conversion.

c. Click **Next** to configure the migration settings for each connector.

7. From this page as shown in Figure 10-19, you can select the appropriate target binding and data handlers for each connector being migrated. Select the connector from the list and choose a target binding and then a custom data handler JAR file if it applies. Note that the Migration Wizard will not allow the migration process to proceed until all connector values are set.

![Configure Connector Migration](image)

*Figure 10-19  Configure Connector Migration*

Note the adapter migration is a two-step process. The first step is represented by the Configure Connector Migration window (Figure 10-19), and it consists of defining the target implementation for the adapter. The first step is a prerequisite for the second step.
Here are more details about the two steps for adapter migration:

- The first step allows you to keep and reuse the old WebSphere Business Integration Adapter and can provide a Java Message Service (JMS) binding for this purpose.

- The first step directly converts WebSphere Business Integration Adapters, which have equivalent native binding counterparts in WebSphere Process Server. This step applies to the following WebSphere Business Integration Adapters: MQ, JMS, HTTP, Web Services, and Enterprise JavaBeans (EJBs). More details are given in Table 10-2 on page 200 and also in 12.3, “Bindings” on page 258.

- The first step cannot directly convert WebSphere Business Integration Adapters that have a WebSphere Java EE Connector Architecture (JCA) adapter counterpart in WebSphere Process Server. But, it is able to prepare the work for step two by importing the necessary JCA adapter libraries.

- The second step converts WebSphere Business Integration Adapters that have a WebSphere JCA adapter counterpart in WebSphere Process Server. It currently supports the following WebSphere Business Integration Adapters: Java Database Connectivity (JDBC), Email, JText, SAP, and PeopleSoft. More adapters will be covered with upcoming fix packs.

- The second step is done later, using a dedicated adapter Migration Wizard, after the first step of the migration is completed. It is described in detail in “Using the Migration Wizard” on page 192.

Table 10-2 on page 200 summarizes the migration options proposed by the migration tools for WebSphere Business Integration Adapters.
<table>
<thead>
<tr>
<th>WebSphere Business Integration Adapter type</th>
<th>Migration options</th>
</tr>
</thead>
</table>
| WebSphere Business Integration Adapter for JMS | Option 1: WebSphere Process Server JMS binding (covered by step 1)  
Option 2: WebSphere Process Server generic JMS binding (covered by step 1)  
Option 3: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for JMS (covered by step 1) |
| WebSphere Business Integration Adapter for MQ | Option 1: WebSphere Process Server MQ binding (covered by step 1)  
Option 2: WebSphere Process Server MQ JMS binding (covered by step 1)  
Option 3: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for MQ (covered by step 1) |
| WebSphere Business Integration Adapter for WebServices | Option 1: WebSphere Process Server HTTP binding (covered by step 1). Note: Migration to Web Services binding is targeted for an upcoming fix pack.  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for WebServices (covered by step 1) |
| WebSphere Business Integration Adapter for HTTP | Option 1: WebSphere Process Server HTTP binding (covered by step 1)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for HTTP (covered by step 1) |
| WebSphere Business Integration Adapter for EJB | Option 1: WebSphere Process Server Stateless Session Bean (covered by step 1)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for EJB (covered by step 1) |
<table>
<thead>
<tr>
<th>WebSphere Business Integration Adapter type</th>
<th>Migration options</th>
</tr>
</thead>
</table>
| WebSphere Business Integration Adapter for JDBC | Option 1: WebSphere Adapter for JDBC (covered by steps 1 and 2)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for JDBC (covered by step 1) |
| WebSphere Business Integration Adapter for JText | Option 1: WebSphere Adapter for FlatFile (covered by steps 1 and 2)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for JText (covered by step 1) |
| WebSphere Business Integration Adapter for EMail | Option 1: WebSphere Adapter for EMail (covered by steps 1 and 2)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for EMail (covered by step 1) |
| WebSphere Business Integration Adapter for SAP | Option 1: WebSphere Adapter for SAP (covered by steps 1 and 2)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for SAP (covered by step 1) |
| WebSphere Business Integration Adapter for PeopleSoft | Option 1: WebSphere Adapter for PeopleSoft (covered by steps 1 and 2)  
Option 2: WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter for PeopleSoft (covered by step 1) |
| Any other WebSphere Business Integration Adapter | WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter (covered by step 1). IBM plans to support the migration of more adapters in upcoming fix packs. |

In Figure 10-19 on page 198, click **Next**.
8. The Conversion Options page opens. From here, you can accept the recommended options or change them as shown in Figure 10-20.

Click **Next** on Figure 10-20.
9. A Migration Summary page opens similar to Figure 10-21.

![Migration Summary](image)

**Figure 10-21  Migration Summary**

10. After you have reviewed the summary details, click **Finish** to begin the migration process.
11. A progress bar at the bottom of the migration dialog indicates the progress of the migration. When the process completes, the dialog disappears and the Migration Results window opens as shown in Figure 10-22.

![WebSphere InterChange Server Import Wizard](image)

**Figure 10-22  Migration Results**

Click **Close** to finish the process and to build the new workspace. You can clear the check box “Build workspace on close” if you do not want the workspace to build at this time.

12. At this stage, you have finished the first step of the migration. You have to apply the second step to completely migrate WebSphere Business Integration Adapters that have a WebSphere JCA adapter counterpart. We describe the second step in “Migrating using the Adapter Migration Wizard” on page 211.
10.4 The reposMigrate utility

The reposMigrate utility is the scripting equivalent to the graphical Migration Wizard. You can invoke the reposMigrate utility from a command line. In the following section, we explain how to use the reposMigrate utility during the migration in more detail.

10.4.1 Migrating by using the reposMigrate utility

The reposMigrate utility is in the bin directory of WebSphere Process Server runtime installation. You invoke this utility from a command line.

To use the reposMigrate utility:

1. Identify the Java archive (JAR) file that contains the pre-exported WebSphere InterChange Server artifacts that are to be converted to WebSphere Process Server deployable artifacts.
2. Invoke the reposMigrate utility from a command-line prompt. Specify the required arguments and any optional arguments that are required.
3. Modify the resulting JAR file if applicable.
4. Run the serviceDeploy command to create a deployable EAR file for each JAR file.
5. Use the wsadmin command to install the EAR files on WebSphere Process Server. By invoking wsadmin with the generated Jython script, resources are created in the WebSphere Process Server system for all target resources, such as JDBC data sources and WBIScheduler entries.

The reposMigrate utility requires a WebSphere InterChange Server repository JAR file as input. This JAR file needs to be self-contained with respect to the applications that are being migrated. That is, all artifacts referenced by any of the artifacts in the JAR file must also be contained in the JAR file.

Export these artifacts and create the JAR file by using the WebSphere InterChange Server repos_copy command with the -o option as shown in Example 10-1.

Example 10-1 Exporting WebSphere InterChange Server artifacts by using the repos_copy command

repos_copy.bat -sWICS43Server -uadmin -pnull -eCollaboration:EmployeeSync+ConnectionPool:empdb+Relationship:ContactR -oEmployeeSync.jar -deep
See “Using repos_copy” in the IBM WebSphere InterChange Server V4.3 information center at the following address for more details about the repos_copy command:


The reposMigrate utility converts all of the WebSphere InterChange Server artifacts in a repository JAR file into WebSphere Process Server deployable artifacts.

For each migrated collaboration object and connector definition, a JAR file is created by the reposMigrate utility as shown in Figure 10-23. For other artifacts, such as business objects, maps, and relationships, a copy of the artifacts that are generated from the input JAR file is included in each JAR file. If no collaboration objects or connectors are migrated, a single JAR file is created that contains a module of all the shared artifacts.

After the new JAR files are created, use the serviceDeploy command to deploy these artifacts to the WebSphere Process Server. The serviceDeploy command utility for WebSphere Process Server is used to compile and package the SCA
and J2EE artifacts programmatically. The `reposMigrate` utility receives the WebSphere InterChange Server JAR file, creates the SCA components, and then invokes the `serviceDeploy` utility to create the J2EE EAR file.

For WebSphere InterChange Server artifacts that have no corresponding artifact in WebSphere Process Server, a Jython script is generated during migration that can be run by using the `wsadmin` command to create WebSphere Process Server configuration definitions that correspond to the original WebSphere InterChange Server artifacts. The `wsadmin` tool in WebSphere Application Server V6 runs the administrative scripts.

The `reposMigrate` utility has the following syntax:

```
reposMigrate [-options] input repository module output directory
```

Note the following explanation:

- The `input repository` indicates the input JAR file.
- The `module output directory` indicates the output file directory.

Table 10-3 shows the command-line options for the `reposMigrate` utility.

<table>
<thead>
<tr>
<th>Command-line option</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>-lv</td>
<td>Sets the log level to verbose.</td>
</tr>
<tr>
<td>-wi</td>
<td>Ignores Java conversion errors (only displays warnings).</td>
</tr>
<tr>
<td>-fh</td>
<td>Halts the migration at first failure.</td>
</tr>
<tr>
<td>-es</td>
<td>Enables event sequencing on all generated artifacts.</td>
</tr>
<tr>
<td>-ml</td>
<td>Maintains a loop structure when migrating collaboration templates.</td>
</tr>
<tr>
<td>-td <code>template directory</code></td>
<td>Specifies the directory that contains the custom template files.</td>
</tr>
</tbody>
</table>

The following example shows a successful `reposMigrate` command:

```
reposmigrate Custom.jar C:\Modules -lv -wi
```

**Important:** The `reposMigrate` command only supports migrating a WebSphere Business Integration Adapter to WebSphere Process Server JMS binding connecting to the existing WebSphere Business Integration Adapter. In other words, you have to use WebSphere Integration Developer to migrate the WebSphere Business Integration Adapter to an equivalent WebSphere Process Server native binding or JCA adapter.
10.5 Migration tools specific to WebSphere Business Integration Adapters

The WebSphere Business Integration Adapter Artifact Importer and the Adapter Migration Wizard are two separate tools that are dedicated to helping with the migration of WebSphere Business Integration Adapters.

You can use the Adapter Artifacts Importer to import a WebSphere Business Integration Adapter definition into WebSphere Integration Developer. Therefore, the WebSphere Business Integration Adapter can be reused with a WebSphere Process Server environment through Java Message Service (JMS) communication. The functionality provided by this tool is similar to what is available in the Migration Wizard. The only difference is that the Adapter Artifacts Importer relies on the adapter configuration file (.cfg) and the schemas of the business object definitions as separate files. The Migration Wizard relies on the definitions that are stored in the repos_copy JAR file.

Generally, the Adapter Artifacts Importer is not needed for a WebSphere InterChange Server project migration, because the Migration Wizard already does everything that is needed. It is useful for projects that use different broker products, such as WebSphere Business Integration Server Foundation or WebSphere Business Integration Message Broker.

The Adapter Migration Wizard is extremely useful to migrate WebSphere Business Integration Adapters that have a WebSphere JCA adapter counterpart. However, the Adapter Migration Wizard cannot migrate all kinds of WebSphere Business Integration Adapters to all kinds of WebSphere JCA adapters. The list of supported adapters is given in Table 10-2 on page 200. The Adapter Migration Wizard can be run on any WebSphere Process Server module that contains WebSphere Business Integration Adapter artifacts. It updates specific artifacts, such as the schemas and service definition files (.import, .export, .xsd, and .wsdl), for use with the new JCA adapter. When you finish running the Adapter Migration wizard, the migration is complete and the module uses a new WebSphere JCA adapter.

Before running the Adapter Migration Wizard, run the WebSphere InterChange Server Migration Wizard to get project modules ready for the adapter upgrade.

10.5.1 WebSphere Business Integration Adapter Artifact Importer

WebSphere Business Integration Adapter Artifact Importer is provided by WebSphere Integration Developer to clients, who only want to create WebSphere Process Server configurations for the existing WebSphere Business
Integration Adapter. These clients do not want to migrate the entire repository or project to WebSphere Process Server.

To start WebSphere Business Integration Adapter Artifact Importer:

1. In WebSphere Integration Developer, select **File → New → External Service**.

2. In the External Service window (Figure 10-24), click **Messaging**, select **WebSphere Business Integration Adapters**, and click **Next**.

![Figure 10-24 External Service](image-url)
3. In the Select a Messaging Agent window (Figure 10-25), select the **WBI Adapter Artifact Importer**, and click **Next**.

![Figure 10-25 Select a Messaging Agent](image-url)
4. In the Discovery Configuration window (Figure 10-26), click **Browse**, and specify the connector configuration file and business object schema directory. Then, click **Finish**.

![Discovery Configuration](image)

**Figure 10-26  Discovery Configuration**

### 10.5.2 Migrating using the Adapter Migration Wizard

In the WebSphere Integration Developer workspace, you can launch the Adapter Migration Wizard by right-clicking the module project in the Business Integration perspective and selecting **Update → Migrate Adapter Artifacts**. Figure 10-27 on page 212 describes the functional areas of the wizard.
When you launch the Migration Wizard, by default all the dependent artifact projects are selected. If you clear the check mark next to a dependent artifact project, that project is not migrated.

As shown in Figure 10-28 on page 213 on the Review Changes window, you can review the migration changes that will occur in each of the artifacts that you migrate by clicking the + (plus) sign.
Click **Finish** to perform the migration.

Before performing the migration process, the wizard backs up all of the projects that are affected by the migration. The projects are backed up to a temporary folder within the workspace. If the migration fails for any reason, or if you decide to cancel the migration before it completes, the wizard deletes the modified projects and replaces them with the backup projects.
Artifacts migration

In this chapter, we provide details about the standard migration tools support for server artifacts that is provided by the Migration Wizard and reposMigrate tools. We discuss the major WebSphere InterChange Server artifacts and features, such as the business objects, maps, relationships, collaborations, WebSphere Business Integration Adapter definitions, and the Server Access interface. We also show how you can upgrade these artifacts and features to an equivalent component or functionality in WebSphere Process Server.

We include the following sections:

- 11.1, “Migration prerequisites and constraints” on page 216
- 11.2, “Files generated during migration” on page 216
- 11.3, “Business objects” on page 217
- 11.4, “Maps” on page 222
- 11.5, “Collaborations” on page 227
- 11.6, “Relationships” on page 237
- 11.7, “WebSphere Business Integration Adapters” on page 240
- 11.8, “WebSphere InterChange Server Access Interface” on page 248
11.1 Migration prerequisites and constraints

The following prerequisites and constraints, among others, of the migration tools are known:

- The WebSphere Process Server only supports migration from WebSphere InterChange Server Version 4.3.
- When migrating large repository files with the Migration Wizard, you might need to increase the heap size in WebSphere Integration Developer so that the migration completes without running out of memory. If you do this, a typical setting is `-Xmx1024m`. The `reposMigrate` command-line tool consumes less memory and can be another option to circumvent this potential issue.
- The migration tools rely on best practices that are described in Chapter 13, “Best practices” on page 263.

For information about other specific limitations, see “Limitations when migrating from WebSphere InterChange Server” in the WebSphere Process Server, Version 6.2 information center at the following Web address:


11.2 Files generated during migration

Table 11-1 on page 217 shows the artifacts that are created in WebSphere Process Server after migrating a typical WebSphere InterChange Server repository file.
Table 11-1 *Generated artifacts after migrating*

<table>
<thead>
<tr>
<th>Generated file</th>
<th>File extension</th>
<th>File content</th>
</tr>
</thead>
<tbody>
<tr>
<td>XML Schema Definition (XSD)</td>
<td>.xsd</td>
<td>XSD of WebSphere InterChange Server data objects</td>
</tr>
<tr>
<td>Web services Description Language (WSDL)</td>
<td>.wsdl</td>
<td>Interface, binding, and address information of Web services</td>
</tr>
<tr>
<td>Business Process Execution Language (BPEL)</td>
<td>.bpel and .bpelex</td>
<td>Business process modeled by using BPEL standards and the IBM BPEL extension definitions</td>
</tr>
<tr>
<td>Service Component Architecture (SCA) component</td>
<td>.component</td>
<td>SCA definitions</td>
</tr>
<tr>
<td>Java</td>
<td>.java</td>
<td>Java implementation for an SCA component</td>
</tr>
<tr>
<td>Map</td>
<td>.map</td>
<td>Business object mapping definitions</td>
</tr>
<tr>
<td>Mediation</td>
<td>.mfc</td>
<td>Mediation flow definitions</td>
</tr>
<tr>
<td>Interface map</td>
<td>.ifm</td>
<td>Interface mapping definitions</td>
</tr>
<tr>
<td>Relationship</td>
<td>.rel</td>
<td>XML description of a relationship, role, roleObject, and key attributes</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter</td>
<td>.import .export .wbia</td>
<td>WebSphere Business Integration adapter configuration definitions</td>
</tr>
</tbody>
</table>

11.3 Business objects

In the following sections, we describe the concept of business objects. We explain how they are migrated from WebSphere InterChange Server to WebSphere Process Server when using the standard migration tools.

11.3.1 Business objects in WebSphere InterChange Server

In WebSphere InterChange Server, information that is sent or received between components is packaged in the form of a business object:

- For data that is transferred between an adapter and WebSphere InterChange Server, application-specific business objects (ASBOs) are used that model the appropriate application entities.
For data that is processed within the business logic of WebSphere InterChange Server collaboration, generic business objects (GBOs) are used. They contain a superset of information for the application-specific entities.

Maps transform data between GBOs and ASBOs so that adapters can communicate with their applications by using application-specific entities. Collaboration objects can apply business logic in an application-independent way.

Both ASBOs and GBOs are modeled during design time as business object definitions, which are stored in the business integration system. At run time, data is populated in a business object instance, which is based on the appropriate definition. The business object moves through the business integration system as dictated by its routing and integration or business logic rules.

11.3.2 Service Data Objects in WebSphere Process Server

The WebSphere Process Server business object framework provides a data abstraction for the SCA. It has capabilities that are similar to WebSphere InterChange Server business objects and mitigates complexities that are related to working with federated and disparate business data.

Service Data Objects (SDOs) are used as a unified pattern for data representation, transport, and persistence across application layers. WebSphere Process Server introduces business objects, which are enhanced SDOs. Business objects are part of the service-oriented architecture (SOA) core of WebSphere Process Server components as shown in Figure 11-1.
Business objects include extensions that are important for integration solutions and are used to further describe the data that is being exchanged between SCA services. A *business object* is a set of attributes that represents a business entity, such as an employee; an action on the data, such as create, read, update, and delete operations; and instructions for processing the data.

Business objects are flexible, because they can represent many kinds of data. For example, in addition to supporting the data synchronization model of traditional integration servers, they also can represent data that is returned from a synchronous Enterprise JavaBeans (EJB) session bean facade or a synchronous business process. Then, they can be bound to WebSphere Portal portlets and JavaServer Faces (JSF) components.

Business objects are the primary data abstraction for the SCA. Figure 11-2 illustrates how the SCA provides the framework to define service components and compose these services into an integrated application. It also shows that business objects represent the data that flows between each service. Regardless of whether the interface associated with a particular service component is defined as a Java interface or a WSDL port type, the input and output parameters are represented by using business objects.

*Figure 11-2  WebSphere Process Server business objects*
11.3.3 Migration of business objects

The migration utility generates a WebSphere Process Server business object and a business graph for each WebSphere InterChange Server business object packaged in a repository JAR file. The business graph is a wrapper around business objects that contain change and event summaries along with verb information. The business graph is defined by the SDO JSR235 specification. It is used in WebSphere Process Server to provide increased quality of service (QoS) support.

Figure 11-3 shows business objects in a project under Data Types.

Figure 11-3 Business objects that are listed under Data Types
Figure 11-4 shows the business object of Employee.

Figure 11-4   Employee business object

Figure 11-5 shows the corresponding business graph.

Figure 11-5   Employee business graph
Table 11-2 summarizes each of these concepts.

### Table 11-2  SDO business object key concepts

<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business object</td>
<td>A business object contains attributes, each of which has a name, a type (scalar type of another business object), a default value (for scalar types), and cardinality.</td>
</tr>
<tr>
<td>Business graph</td>
<td>A business graph is a wrapper that is added around a simple business object or a hierarchy of business objects to provide additional capabilities, such as carrying a change summary, event summary, and verb information that is related to the business objects in the business graph.</td>
</tr>
<tr>
<td>Business object metadata</td>
<td>Metadata provides the ability to annotate business objects with application-specific information. This metadata is added to the business object's XML schema definition, which is also known as the xs:annotation and xs:appinfo elements.</td>
</tr>
<tr>
<td>Business object services</td>
<td>Business object services are the SDO API. It is the set of services for creating and manipulating business objects. Examples include services, such as create, copy, equality, and serialization.</td>
</tr>
</tbody>
</table>

For more information about business objects, see the following resources:

- WebSphere Process Server information center
- The SDO JSR 235 specification

### 11.4 Maps

In the following sections, we describe the concept of maps and how they are migrated from WebSphere InterChange Server to WebSphere Process Server.

#### 11.4.1 Maps in WebSphere InterChange Server

Maps in WebSphere InterChange Server are used to transform one business object to another. Maps assign a value to the attribute of a target business object based on the value or values of the attribute or attributes in the source business object. The mapping transformation rules specify how the data is mapped from a source business object to the destination business object.
Table 11-3 outlines and describes the rules in WebSphere InterChange Server for mapping.

<table>
<thead>
<tr>
<th>Mapping rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move</td>
<td>Copies the value of the source attribute to the destination attribute.</td>
</tr>
<tr>
<td>Set value</td>
<td>Specifies a value in the destination attribute.</td>
</tr>
<tr>
<td>Join</td>
<td>Joins two or more source attribute values into a single destination attribute. Can also specify a delimiter that is used to join the two source attributes.</td>
</tr>
<tr>
<td>Split</td>
<td>Splits a source attribute into two or more destination attributes based on the delimiter specified.</td>
</tr>
<tr>
<td>Submap</td>
<td>Calls a map for child business objects.</td>
</tr>
<tr>
<td>Cross-reference</td>
<td>Maintains the identity relationships for the business objects.</td>
</tr>
<tr>
<td>Custom</td>
<td>Writes Java code for transformations other than the standard transformation rules.</td>
</tr>
</tbody>
</table>

11.4.2 Maps in WebSphere Process Server

WebSphere Process Server provides two kinds of maps: interface maps and the business object maps. *Interface maps* resolve the differences between components that have different interfaces and allow them to communicate.

*Business object maps* in WebSphere Process Server are used to specify a value in the attribute of a target business object based on the value of the attribute in the source business object. The data mapping can be a simple copy of a source attribute value to a destination attribute. Also, complex transformation to assign a value to the attribute in the destination business object, based on a value in the attribute of a source business object, can be involved.
Table 11-4 outlines and describes the rules in WebSphere Process Server for business object mapping.

<table>
<thead>
<tr>
<th>Mapping rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Move</td>
<td>Copies the value of the source attribute to the destination attribute.</td>
</tr>
<tr>
<td>Extract</td>
<td>Extracts a portion of the source attribute. The source attribute must be of type String.</td>
</tr>
<tr>
<td>Join</td>
<td>Joins two or more source attribute values into a single destination attribute. The target of a join transform must be of type String.</td>
</tr>
<tr>
<td>Submap</td>
<td>The source and the target must be business objects. This transform calls a map that has the same source and the target business objects.</td>
</tr>
<tr>
<td>Assign</td>
<td>Sets a constant value to the target attribute.</td>
</tr>
<tr>
<td>Relationship</td>
<td>Performs identity relationship management. The source and the target must be business objects.</td>
</tr>
<tr>
<td>Custom</td>
<td>Allows the user to write logic for transformation by using Java code.</td>
</tr>
<tr>
<td>Custom assign</td>
<td>This rule is similar to the Custom rule, but it does not take any input.</td>
</tr>
<tr>
<td>Custom callout</td>
<td>This callout is similar to Custom, but it does not provide any output. It is useful for initializing before executing other transformations.</td>
</tr>
</tbody>
</table>

### 11.4.3 Migration of maps

Business object maps in WebSphere Process Server are equivalent to the maps in WebSphere InterChange Server with a slight difference because of the difference in the business objects of the two systems. Business objects in WebSphere InterChange Server represent the messages that need to flow between one system to another. They contain the verb information, which represents how the system must process the data, such as by using the create, delete, update, and retrieve operations.

In WebSphere Process Server, the verb information is stored in the business graphs, which are the wrappers added around business objects. In addition to the verb, the business graphs provide capabilities, such as the event summary and the change summary.
When a map is migrated, for every map in WebSphere InterChange Server, two maps are generated in WebSphere Process Server:

- One map for the mapping between source and the target business graph
- One map for the mapping of business objects

Figure 11-6 shows a map in WebSphere InterChange Server.

Figure 11-7 on page 226 and Figure 11-8 on page 227 show the generated maps in WebSphere Process Server, when the map in Figure 11-6 is migrated from WebSphere InterChange Server.
Figure 11-7 shows the business object map in WebSphere Process Server.

Figure 11-7  Business object map in WebSphere Process Server

Figure 11-8 on page 227 shows the business graph map in WebSphere Process Server.
WebSphere Process Server provides support for usage of custom libraries in maps and process components. Custom transformations in WebSphere InterChange Server maps are usually coded in Java and can use custom libraries. In such cases, in the migrated WebSphere Process Server map, the custom libraries must be added explicitly under the custom transformation so that the custom APIs continue to work.

### 11.5 Collaborations

In this section, we describe the concept of collaborations and how are they migrated from WebSphere InterChange Server to WebSphere Process Server.

**11.5.1 Collaborations in WebSphere InterChange Server**

*Collaborations* contain the business and integration logic that is necessary to allow proper interactions between applications. Collaborations in WebSphere InterChange Server typically receive a business object from the source application and send the business objects to one or more destination applications. The verb within the business object tells the application the action, such as create or delete, that it needs to take on the data in the business object.
A collaboration is a two part entity: the collaboration template and the collaboration object. A collaboration template consists of all the collaboration’s logic, but it is not executable. A collaboration object makes the collaboration executable by providing all the bindings to the adapters or other collaboration objects and other configuration properties.

Figure 11-9 shows a sample collaboration template in WebSphere InterChange Server.

![Figure 11-9 Sample collaboration template in WebSphere InterChange Server](image)

Figure 11-10 shows a sample collaboration object in WebSphere InterChange Server.

![Figure 11-10 Sample collaboration object in WebSphere InterChange Server](image)

### 11.5.2 Business processes in WebSphere Process Server

Business processes in WebSphere Process Server provide the means through which applications are integrated. Business processes are written based on the Web services BPEL industry standard in WebSphere Process Server. A business process is an SCA component that enables it to interact with other SCA components.

Business processes in WebSphere Process Server can be interruptible and non-interruptible processes. An interruptible process is a long running business
process and waits at specific activities in a process until an appropriate action is taken. An activity can wait until it receives a response from the external system. Such a process is an *uninterruptible process*. Business processes in WebSphere Process Server support compensations that allow for actions to occur when an undesirable state is reached during the normal execution of the process.

WebSphere Process Server also has human task activities that you can use in a business process to allow for manual action by a human being. Figure 11-11 on page 230 shows a sample business process in WebSphere Process Server.
Figure 11-11  Sample business process in WebSphere Process Server
11.5.3 Migration of collaborations

The migration tool in WebSphere Process Server generates a business process and interface maps in WebSphere Process Server for collaboration in WebSphere InterChange Server. For each port in the collaboration template, the migration tool generates an SCA binding in WebSphere Process Server. Decision nodes in the collaborations are converted to links with conditions in BPEL. Exception paths in collaborations are migrated as fault handlers in WebSphere Process Server. To handle the asynchronous and synchronous execution of a collaboration, the migrated BPEL creates a “receive choice” activity.

Collaborations with decision nodes

Decision nodes are used in collaboration templates to control the flow of the process. A decision node has a normal path, a default path, and an exception path. The normal path allows for a condition to be evaluated and executes if the condition is true. An exception path is executed when an exception occurs. The default path is executed when none of the other conditions evaluate to true.

Figure 11-12 shows a collaboration with a decision node.
Figure 11-13 shows the decision node criteria that is used in the collaboration in Figure 11-12 on page 231.

<table>
<thead>
<tr>
<th>Type</th>
<th>Condition</th>
<th>Branch Label</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>5 &lt; 25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Default</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 11-13  Decision node criteria*

WebSphere Process Server does not have nodes specifically for decisions. It has links that have conditions associated to them. As shown in Figure 11-14 on page 233, two success nodes have links with small diamonds on the link. The diamonds on the link indicate that there is a condition associated with the link. WebSphere InterChange Server decision node conditions are migrated to the link conditions in WebSphere Process Server except for the exception paths.

Exception paths are migrated as fault handlers to WebSphere Process Server. A WICSFault business object is created when a collaboration is migrated to WebSphere Process Server. Fault handling is handled by surrounding a block of nodes that can throw an exception within a sequence. BPEL checks the type of WICSFault to determine the variables to set in the WICSFault business object.
Collaborations with loops
WebSphere InterChange Server provides an *iterator node* for looping. A For loop can be specified in the iterator node by specifying a start value, a condition, and an increment to loop through a block of activities. The loop conditions are used to create the conditions for the while loop in business processes in WebSphere Process Server when migrated.

Collaborations with break nodes
WebSphere InterChange Server has *break nodes* to break out of the loops when the break nodes are encountered and continue with the next node after the loop.
Break nodes are only allowed in the iterator nodes within a collaboration. Figure 11-15 shows a simple iterator node within a collaboration with a break node.

WebSphere Process Server does not have a break node equivalent. Therefore, during migration, the break node in WebSphere InterChange Server is converted to a Java snippet that declares a Boolean variable to break out of the loop when it is true. The while loop in WebSphere Process Server iterated with the logic that it did in WebSphere InterChange Server, with additional logic in which the Boolean variable is not true.

**Collaborations with asynchronous inbound service calls**

Asynchronous inbound service calls in WebSphere InterChange Server are converted to receive choice activities in WebSphere Process Server, because asynchronous inbound service calls have a timeout set. If no timeout is set, receive activities can be used in WebSphere Process Server.
Figure 11-16 shows an asynchronous inbound service call in a collaboration template.

Figure 11-17 shows the receive choice activity in WebSphere Process Server when a collaboration with an asynchronous inbound service call is migrated.

Collaborations with multiple triggering ports
Collaborations in WebSphere InterChange Server have multiple triggering ports. When migrated to WebSphere Process Server, a BPEL is created for each triggering port. All the scenario code is repeated in all the BPELs. The only difference is the triggering logic. The migrated BPELs have a case logic to determine which scenario is triggered.
Collaborations with custom properties
Custom properties can be defined in a collaboration template, and a value can be assigned in the collaboration object. When migrated to WebSphere Process Server, this information is captured as an environment variable for the resulting BPEL.

Long-lived business processes
Collaborations can be long-lived business processes (LLBPs) in WebSphere InterChange Server. The collaborations are migrated as long running business processes in WebSphere Process Server. The instance data for a long-lived business process is not migrated for in-flight processes. Therefore, these processes must run in WebSphere InterChange Server until the process is complete.

Custom code in collaborations
WebSphere Process Server provides backward compatibility to support WebSphere InterChange Server APIs. Any custom code in WebSphere InterChange Server collaborations is migrated to WebSphere Process Server. However, if custom libraries other than the standard Java Developer Kit (JDK™) libraries are used in collaborations, the libraries must be migrated to WebSphere Process Server for the migrated collaborations to work. Use only the documented WebSphere InterChange Server API calls to ensure a smooth migration.

Additional information
See the following developerWorks articles for more information about migration of collaborations:

- “Migrating WebSphere InterChange Server artifacts to WebSphere Process Server artifacts, Part 1: Migrating collaboration templates to BPEL”

- “Migrating WebSphere InterChange Server artifacts to WebSphere Process Server artifacts, Part 2: Understanding the WebSphere Process Server SCA components”
11.6 Relationships

In the following sections, we describe the concept of relationships and how they are migrated from WebSphere InterChange Server to WebSphere Process Server.

11.6.1 Relationships in WebSphere InterChange Server

When attributes in a source and destination business object contain equivalent data that is represented differently, the transformation step employs a relationship. A relationship establishes an association between data from two or more business objects. Each business object is called a participant in the relationship.

WebSphere InterChange Server relationships are classified into the following categories:

- A lookup relationship establishes an association between data, such as attributes in business objects. The data can be related on a one-to-one, one-to-many, or many-to-many basis. Lookup relationships typically transform non-key attributes whose values are represented with codes.

- An identity relationship establishes an association between business objects or other data on a one-to-one basis. For each relationship instance, each participant can have only one instance. Identity relationships typically transform the key attributes of business objects, such as ID numbers and product codes.

- A nonidentity relationship establishes an association between business objects or other data on a one-to-many or many-to-many basis. For each relationship instance, there can be one or more instances of each participant.

11.6.2 Relationships in WebSphere Process Server

Relationships are supporting services in WebSphere Process Server applications that establish an association between data from two or more data types. Each data type is represented as a role in the relationship. Each role in a relationship is distinguished from other roles based on the function that they serve in the given relationship. Several roles ultimately contribute to build the relationship.

Table 11-5 on page 238 outlines the key concepts of WebSphere Process Server relationships.
<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship definition</td>
<td>Describes how a relationship needs to look. It also identifies each role and specifies how the roles are related. The base for a role is a data type that can be either a business object, an XSD simple type, or types used in interfaces.</td>
</tr>
<tr>
<td>Role definitions</td>
<td>Have exactly one RoleObject that is defined that represents the data type. Each role might have one to several KeyAttributes defined, which represent important attributes of the data type.</td>
</tr>
<tr>
<td>Relationship role</td>
<td>Describes how entities can participate in a given relationship. That is, these role definitions are used to capture structure and constraint requirements on participating entities and their manner of participation.</td>
</tr>
<tr>
<td>Relationship instance data</td>
<td>Used for a static mapping of attributes of a data type. Static mappings are used for data that does not change further, which usually applies to data, such as postal codes, country codes, or area codes.</td>
</tr>
</tbody>
</table>
11.6.3 Migration of relationship artifacts

The migration utility generates a WebSphere Process Server relationship definition for each WebSphere InterChange Server relationship that is defined in the repository JAR file. Figure 11-18 shows a sample relationship, called contactR, in WebSphere Integration Developer.

Figure 11-18 Example of a relationship

Figure 11-19 shows the graphical view of the contact relationship.

Figure 11-19 ContactR relationship
Coexistence of relationships
Relationship table schema and instance data can be reused by WebSphere Process Server and shared concurrently between WebSphere InterChange Server and WebSphere Process Server.

In WebSphere Process Server, a Jython script is generated during migration. It has references to relationships and DBConnection pools of WebSphere InterChange Server. You must run this script by using the `wsadmin` command to create WebSphere Process Server configuration definitions that correspond to the original WebSphere InterChange Server artifacts.

11.7 WebSphere Business Integration Adapters

In this section, we discuss the support provided by the migration tools that are dedicated to server artifacts only.

Another tool called the Adapter Migration Wizard helps to upgrade WebSphere Business Integration Adapter into WebSphere Adapters. Because we do not discuss this tool in this section, instead see 10.5, “Migration tools specific to WebSphere Business Integration Adapters” on page 208 and 10.5.2, “Migrating using the Adapter Migration Wizard” on page 211.

11.7.1 WebSphere Business Integration Adapters with WebSphere InterChange Server

The WebSphere Business Integration Adapter architecture in Figure 11-20 on page 241 outlines the components of the solution. It also illustrates the following steps for a solution with WebSphere Business Integration Adapter in WebSphere InterChange Server:

1. In this case, install the adapter framework and adapter at target application A.
2. Create business objects for the transactions of interest by using the Business Object Designer and Object Discovery Agent (ODA) wizards.
3. Configure the adapter and transport to communicate with the integration server, as well as the target Application A.
4. If using event notification, install an event store in the application and triggers to detect events. Insert event records into the event store.
Figure 11-20  *WebSphere Business Integration Adapter architecture*

Figure 11-21 on page 242 illustrates the following WebSphere Business Integration Adapter deployment environment:

1. The adapter runs as a separate Java virtual machine (JVM) process.
2. The connector controller manages the exchange of business objects between the server and adapter.
3. The adapter framework requests the application-specific component to check for changes to the application’s event store.
4. The application-specific component polls for changes to the application’s event store.
5. The application-specific component determines whether the changed data maps to a supported business object definition.
6. The application-specific component instantiates a business object and uses it to retrieve the changed data.
7. The application-specific component initiates an event delivery to transfer the business object to the adapter framework.
8. By using the adapter data handlers, serial application data is transformed into business objects. Maps are used between a business object that is structured for the data model of a specific application and a business object that is generically structured for use by collaborations at the hub.
11.7.2 WebSphere Business Integration Adapters in WebSphere Process Server

WebSphere Process Server has built-in functionality to provide support and work with the existing portfolio of WebSphere Business Integration Adapters. Figure 11-22 on page 243 shows an integration scenario in WebSphere Process Server, where WebSphere Business Integration Adapters are represented in the form of SCA import and export components. In this scenario, they are wired to a BPEL process component.

The WebSphere Business Integration Adapter runs as a separate process, outside of the WebSphere Process Server, and communicates with the server by using the Java Message Service (JMS) protocol.
Using the WebSphere Business Integration Adapter in WebSphere Process Server

To configure the WebSphere Business Integration Adapter to work with WebSphere Process Server:

- If you are using the Migration Wizard (preferred method generally), import the repos_copy JAR file through the wizard, which then generates a module per adapter definition.

- If you are using the WebSphere Business Integration Adapter Artifact Importer:
  a. Generate the ASBO XSD file by using the ODA tool that is provided by the WebSphere Business Integration toolset.
  b. Create a connector configuration file to be used by WebSphere Process Server by using the Connector Configurator tool in the WebSphere Business Integration toolset.
  c. Create the adapter module in WebSphere Integration Developer by using the Enterprise Service Discovery wizard.

The wizard prompts for the location of the business objects (XSD files) that are created using ODA and the connector configuration file that is created in the previous step. The wizard builds the adapter module by using the business objects and connector configuration file that are provided.
11.7.3 Migration of WebSphere Business Integration Adapter artifacts

The Migration Wizard generates the WebSphere Process Server Adapter artifacts as separate projects for each connector definition in the WebSphere InterChange Server repository JAR file and a common library that is shared by other projects as shown in Figure 11-23. Each migrated adapter project contains business objects and adapter definition artifacts, such as a .wbia file.

![Business Integration - IBM WebSphere Integration Developer](image)

Figure 11-23 Generated project after migration

Part of the manual reconfiguration presented in the following section is required for WebSphere Business Integration Adapter to work with WebSphere Process Server.

Modifying the business objects

The business objects that are part of the migrated JAR file require minor modifications, such as renaming the XML files in the BusinessObject folder, to have a file extension of XSD. These changes are made so that the adapters that are configured with WebSphere Process Server as the broker can use these business objects successfully.

Modifying the adapter configuration by the using the configurator tool

To modify the adapter configuration:

1. Set the BrokerType parameter value to **WebSphere Application Server**.

An MQ client link is created on the WebSphere Process Server Service Integration Bus. This link matches the jms.MessageBrokerName that is defined in the WebSphere Business Integration Adapter connector configuration for the file.
2. Change the jms.MessageBrokerName field:

```
WBIA_QM:WBIA.JMS.SVRCONN:host name:SIB_MQ_ENDPOINT_ADDRESS
```

To view the value of the `SIB_MQ_ENDPOINT_ADDRESS` port for your installation, in the administrative console, select **Application servers → server1 → Ports**.

**Example**
Refer to Appendix B, “Access EJB migration” on page 591, for a detailed example that shows how to reuse the WebSphere Business Integration Adapters in a WebSphere Process Server environment.

### 11.7.4 WebSphere Adapters

In this section, we provide background information about the WebSphere Adapters, also called **J2EE Connector Architecture (JCA) adapters**. The current migration tools provided with WebSphere Process Server V6.2 support migration from WebSphere Business Integration Adapters to WebSphere Adapters by providing a two-step migration process. The second step is handled by a migration tool called **Adapter Migration Wizard**. For more information about this tool, see 10.5, “Migration tools specific to WebSphere Business Integration Adapters” on page 208 and 10.5.2, “Migrating using the Adapter Migration Wizard” on page 211.

WebSphere Adapter portfolio is a new generation of adapters based on the JCA. Enterprise information systems (EISs) provide native APIs for identifying a function to call, specifying its input data, and processing its output data. The goal of the JCA is to provide an independent API for coding these functions, facilitate data sharing, and integrate J2EE applications with existing and other EISs. The JCA standard accomplishes this goal by defining a series of contracts that govern interactions between an EIS and J2EE components within an application server. Figure 11-24 on page 246 shows the detail of the JCA adapter architecture.
WebSphere Adapter components
The WebSphere Adapter includes the following components:

- **Foundation classes**: A set of class extensions that is built on top of the JCA specifications that implement functions that are common to all adapters
- **EIS subclasses**: Subclasses that implement the Common Client Interface (CCI) and EIS API contracts
- **Enterprise Metadata Discovery (EMD)**: Utility that introspects the EIS to discover business objects and services and generates the SCA artifacts for the adapters

Figure 11-25 on page 247 illustrates an inbound request that is initiated by the back-end EIS based on several create, read, update, and delete events on the business objects. The adapter gets the event either by push or poll, based on how the specific adapter interact with the EIS. Then, the adapter fetches the business objects from the EIS before sending it to the listener that handles the event. An outbound client can be an SCA component in the same module or a different module or an external client, such as Java Server Pages (JSP).
WebSphere JCA adapters

WebSphere JCA adapters include the following application adapters:

- JD Edwards EnterpriseOne
- Oracle E-Business Suite
- PeopleSoft Enterprise
- SAP Software
- Siebel Business Applications

WebSphere JCA adapters include the following technology adapters:

- E-mail
- Flat files
- FTP
- JDBC

Differences between WebSphere Business Integration Adapters and WebSphere Adapters

The WebSphere Business Integration Adapters and WebSphere Adapters have the following differences:

- WebSphere Business Integration adapters are proprietary software written based on the WebSphere InterChange Server architecture. WebSphere Adapters are based on the JCA version.

- WebSphere Business Integration Adapters are broker independent, but WebSphere Adapters currently support only WebSphere Process Server and WebSphere Application Server as a broker.
WebSphere Adapters are all based on Java, but several of the WebSphere Business Integration Adapters are written in C++.

WebSphere Business Integration Adapters run as separate JVM processes outside of WebSphere Process Server. WebSphere Adapters run inside the J2EE Connector architecture (J2C) container in WebSphere Application Server.

11.7.5 WebSphere Process Server bindings

The current migration tools that are provided with WebSphere Process Server V6.2 support direct migration from WebSphere Business Integration Adapters to WebSphere Process Server bindings with WebSphere InterChange Server data handlers or WebSphere Process Server data handlers.

For a general presentation of WebSphere Process Server bindings, see 5.6, “WebSphere Process Server bindings” on page 101.

For a general presentation of WebSphere InterChange Server data handlers, see 5.3, “WebSphere Business Integration data handlers” on page 87.

See Chapter 15, “Data access scenario with technology adapters” on page 293 for detailed examples that show how to migrate WebSphere Business Integration Adapters to WebSphere Process Server bindings.

For information about support from the WebSphere Business Integration Adapters to WebSphere Process Server bindings, see “WebSphere InterChange Server migration scenarios” in the WebSphere Integration Developer, Version 6.2 information center at the following address:


11.8 WebSphere InterChange Server Access Interface

In this section, we discuss the Server Access Interface in WebSphere InterChange Server and Access EJB support in WebSphere Process Server.

11.8.1 Overview of the Server Access feature in WebSphere InterChange Server

In support of the EJB specification 1.1, IBM provides WebSphere InterChange Server Access for EJBs. With this feature, a session bean called the WebSphere Access EJB or Access EJB is created and enables J2EE client components to
access the WebSphere InterChange Server. Access EJB enables a client component to access and use collaborations and other services. Collaborations represent business processes, which can involve multiple EISs.

To communicate with a WebSphere InterChange Server-managed EIS, a J2EE client component sends a request to a WebSphere Access EJB. In turn, the Access EJB sends data that represents the triggering event of a collaboration to WebSphere InterChange Server. WebSphere InterChange Server handles any communication with WebSphere InterChange Server-managed EISs by controlling execution of the collaboration. To provide this communication, WebSphere Server Access for EJB includes the following components:

- Implementation of the WebSphere Access EJB
  To provide communication between the client component and the Access EJB, the client component calls either the home or remote interface of the Access EJB. The client component, which is in the client tier, interacts with the Access EJB to request execution of a business process, in the form of collaboration, in a WebSphere InterChange Server-managed EIS.

- Client-side version of WebSphere InterChange Server Access
  To provide communication between the Access EJB and WebSphere InterChange Server, each of these components uses WebSphere InterChange Server Access Interface. The Access EJB, which is located in the middle tier, communicates with the WebSphere InterChange Server through the Server Access Interface to send the request for collaboration execution to WebSphere InterChange Server, which is in the server tier.

Figure 11-26 on page 250 illustrates how to access a WebSphere InterChange Server-managed EIS through the WebSphere Access EJB.
11.8.2 Access EJB support in WebSphere Process Server

For backward compatibility, WebSphere Process Server provides deprecated support for Access EJB. The Access EJB support assumes that the SCA BPEL modules to be invoked are already generated by the WebSphere InterChange Server migration tools. The mapping from the collaboration name and port name, that is, the input parameters for the Access EJB, to the SCA module name, interfaces, and business object types assume the conventions that are used by the migration tools.

The Access EJB support in WebSphere Process Server is delivered in the AccessEJB.zip project interchange file and is located in the WPS_Install_root/HeritageAPI directory. Access EJB support consists of an EJB (Access EJB) that references an SCA module project in charge of DynamicRouting that invokes the SCA BPEL module. This SCA BPEL module is the migrated version of the collaboration that was invoked in WebSphere InterChange Server. The DynamicRouting module uses a selector component to choose the correct SCA target based on the collaboration name and port name passed to the Access EJB.
The Access EJB is replicated in WebSphere Process Server as an EJB. This way, all external J2EE clients can maintain the same EJB calls, invoking the target BPEL in the migrated module instead of the target collaboration in WebSphere InterChange Server.

See “Postmigration considerations” in the WebSphere Process Server V6.2 information center at the following address for more information about the Access EJB support:

Post-migration tasks

When applications have been migrated from IBM WebSphere InterChange Server to WebSphere Process Server with the standard server migration tools, certain areas require attention to make migrated applications work in WebSphere Process Server consistently with their intended function. These areas are a result of the differences between the architectures of WebSphere Process Server and WebSphere InterChange Server.

In this chapter, we discuss the necessary tasks to execute post-migration. We include the following sections:

- 12.1, “Jython script” on page 254
- 12.2, “Components covered by the Jython script” on page 255
- 12.3, “Bindings” on page 258
12.1 Jython script

A Jython script is generated by the server migration tools during the migration, for all WebSphere InterChange Server artifacts that require further customization in WebSphere Process Server. You can run the script by using the \texttt{wsadmin} command to create the WebSphere Process Server configuration definitions that correspond to the original WebSphere InterChange Server artifacts. The WebSphere InterChange Server artifacts that are handled in this manner are database connection pools, relationship definitions, and scheduler entries.

The Jython script that is generated is called \texttt{InstallAdministrativeObjects.py}. A copy of this script is included in every Java archive (JAR) file that is created by the \texttt{reposMigrate} command. The script is placed in the library project that is specified during import in WebSphere Integration Developer. This script is always generated even if no artifact requires it.

You can find the \texttt{InstallAdministrativeObjects.py} script and additional information about other post-migration tasks in “Postmigration considerations” in the WebSphere Process Server V6.2 information center at the following Web address:


12.1.1 Running the script

You can view the Jython script by using a Jython Editor from the WebSphere Integration Developer Java perspective as shown in Figure 12-1 on page 255. The script is self-explanatory and contains details about how to run the file.
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Figure 12-1   Jython script

Run the Jython script by using the following command from the bin folder of WebSphere Process Server installation:

```bash
wsadmin -lang jython -f \path\InstallAdministrativeObjects.py
```

In this command, `path` is the location of the script folder.

12.2 Components covered by the Jython script

In this section, we discuss the database connection pools, relationships access handling, and scheduler.
12.2.1 Database connection pools

In WebSphere InterChange Server, user-defined database connection pools make it possible for developers to directly access relational databases from within a collaboration or map. A database connection pool from WebSphere InterChange Server is rendered as a standard Java Database Connectivity (JDBC) resource in WebSphere Process Server. The basic function is the same. However, the way in which connections and transactions are managed might differ.

The InstallAdministrativeObjects.py script stores information about the JDBC data sources that are needed in WebSphere Process Server that correspond to the user-defined database connection pools in WebSphere InterChange Server. When this script is run, it creates a new JDBC provider and a data source, with the same name as that of the connection pool from WebSphere InterChange Server.

Therefore, if a map or a collaboration uses a connection pool in WebSphere InterChange Server, after migration to WebSphere Process Server, the components continue to work as before. This continuity is possible by using the newly created JDBC data source, without any other modification of the migrated artifacts.

Database provider: If the database provider of WebSphere Process Server differs from the database provider of WebSphere InterChange Server, modify the database-related parameters in WebSphere Process Server by using the administration console. Also, update the Jython script with the WebSphere Process Server database information.

12.2.2 Relationship reuse

A partial or progressive migration is an applicable scenario in a WebSphere InterChange Server to WebSphere Process Server migration, because migration is usually performed in phases. For those circumstances, WebSphere Process Server provides support for reuse or parallel use of existing relationships. With this feature, both WebSphere InterChange Server and WebSphere Process Server can access and update the same relationship instance database.

As in the case of connection pools, the InstallAdministrativeObjects.py script stores information about the JDBC data sources that is needed in WebSphere Process Server. When this script is run, it creates a new JDBC provider and a data source, along with relationship and role definitions. Therefore, you must update the script properly to have the definitions of the relationships in WebSphere Process Server to point to the existing relationships’ instances.
Be aware that the Relationship Manager in WebSphere Process Server does not allow administration of the relationship instances that exist in a WebSphere InterChange Server database. If a WebSphere InterChange Server database instance is used for the WebSphere Process Server Relationship Service, Relationship Manager reports an incompatibility error when you try to query or create a relationship instance. In these circumstances, use the WebSphere InterChange Server Relationship Manager to administer the relationship instances.

12.2.3 Scheduler

By scheduling jobs with WebSphere InterChange Server, you can create schedules to manipulate the operational states (start, stop, and pause) of connectors and collaborations. By manipulating component states, you can better manage WebSphere InterChange Server process events. WebSphere InterChange Server can distribute the server’s workload over scheduled time periods, thereby reducing traffic and allowing for more efficient resource management.

The application scheduler service in WebSphere Process Server is a WebSphere programming extension that is responsible for starting actions at specific times or intervals. Schedulers are persistent and transactional timer services. Schedulers run Enterprise JavaBeans (EJB) methods or send Java Message Service (JMS) messages by using any Java 2 Platform, Enterprise Edition (J2EE) server application. The scheduler service helps to minimize IT costs and increase application speed and responsiveness by maximizing the utilization of existing computing resources. The scheduler service provides the ability to reliably process workloads, by using parallel processing, and schedule resource-intensive tasks to process when there is low traffic during off hours.

The migration tools generate the Jython script's `InstallAdministrativeObjects.py` file, which contains the WebSphere InterChange Server Scheduler information with a corresponding WebSphere Process Server Scheduler data source. The post migration step requires you to run the `wsadmin` command-line tool to configure these schedules in WebSphere Process Server.
12.3 Bindings

In WebSphere Process Server V6.2, the Migration Wizard supports migrating WebSphere Business Integration Adapters to WebSphere Process Server bindings. See Table 10-2 on page 200 for the details.

After migration, you might need to perform additional tasks. We provide more detail about each type of binding in the next section.

12.3.1 Migrating a WebSphere Business Integration Adapter for EJB to a WebSphere Process Server Stateless Session Bean

The Migration Wizard provides the option to migrate to either a JMS binding connecting to the existing WebSphere Business Integration Adapter or to a new Stateless Session Bean as shown in Figure 12-2. The migration will generate a skeleton Java component, and the component name is `output` as shown in Figure 12-2. You need to implement the Output component by double-clicking it as shown in Figure 12-3 on page 259.

![Figure 12-2 Enterprise JavaBean Binding](image)
12.3.2 Migrating a WebSphere Business Integration Adapter for HTTP to a WebSphere Process Server HTTP binding

If the WebSphere Business Integration Adapter for HTTP was configured with a protocol listener, you must modify your client application before connecting to the migrated connector. For example, if the connector is called HTTPConnector, listening on port 8080, and using the Uniform Resource Locator (URL) /wbia/samples/webservices, when migrated to WebSphere Process Server, the port will be 9080 (the WC_defaulthost port) and the URL will change to /HTTPConnectorWeb/wbia/samples/http. In WebSphere InterChange Server, you can access this connector using http://localhost:8080/wbia/http/samples.
WebSphere Process Server, you access this connector using 

The Migration Wizard provides the option to migrate to either a JMS binding 
connecting to the existing WebSphere Business Integration Adapter or to a new 
HTTP binding. The wizard allows you to select a WebSphere InterChange 
Server default Data Handler, create a WebSphere Process Server Data Handler 
skeleton, or use a custom Data Handler. The default Data Handler in the 
Migration Wizard is the XML Data Handler. If you select to create a WebSphere 
Process Server Data Handler skeleton, implement it after migration.

12.3.3 Migrating a WebSphere Business Integration Adapter for JMS 
to a WebSphere Process Server JMS binding or generic JMS binding

The Migration Wizard provides the option to migrate to either a JMS binding 
connecting to the existing WebSphere Business Integration Adapter or to a new 
JMS binding or generic JMS binding. The wizard allows you to select a 
WebSphere InterChange Server default Data Handler, create a WebSphere 
Process Server Data Handler skeleton, or use a custom Data Handler. Choosing 
the default Data Handler option provides the CwDataHandler. If you select to 
create a WebSphere Process Server Data Handler skeleton, implement it after 
migration.

If you select the JMS binding, you need to create the generic JMS, Queue 
Connection Factory, JMS Queues, and JMS Listener Ports, and you also need to 
generate a new bindings file that includes entries for the queues. See the 
WebSphere Process Server information center for more information about 
working with JMS bindings:


If you select the generic JMS binding, you need to create the generic JMS, 
Queue Connection Factory, and JMS Queues, and you also need to generate a 
new binding file that includes entries for the queues. The listener ports are 
created during deployment. See the WebSphere Process Server information 
center for more information about working with generic JMS bindings:

12.3.4 Migrating a WebSphere Business Integration Adapter for MQ to a WebSphere Process Server MQ binding or MQ JMS binding

The Migration Wizard provides the option to migrate to either a JMS binding connecting to the existing WebSphere Business Integration Adapter or to a new MQ binding or MQ JMS binding.

The MQ binding or MQ JMS binding supports dynamic endpoint routing. For this reason, the Request queue is not used, and the migration has left this value blank. You need to provide a valid queue in the Request queue field (but we recommend that you provide an unused queue) before the module can be deployed and started. Also, provide a valid Reply queue for the export.

The wizard allows you to select a WebSphere InterChange Server default Data Handler, create a WebSphere Process Server Data Handler skeleton, or use a custom Data Handler. Choosing the default Data Handler option provides the CwDataHandler. If you select to create a WebSphere Process Server Data Handler skeleton, implement it after migration.

If you select MQ JMS binding, you need to additionally configure the Destination Queue and Connection Factory. Open the outbound map for the Mediation Flow Component, and edit the URL in Custom Step #3 to include the Connection Factory name. A sample URL looks like Example 12-1.

Example 12-1  URL generated by the Migration Wizard

jms:/queue?destination=MQOUTPUT&connectionFactory=&targetService=Output

Enter the value between connectionFactory= and &. The final string looks like Example 12-2.

Example 12-2  Modified URL

jms:/queue?destination=MQOUTPUT&connectionFactory=MYCONNECTIONFACTORY&targetService=Output

12.3.5 Migrating a WebSphere Business Integration Adapter for Web services to a WebSphere Process Server HTTP binding

If the WebSphere Business Integration Adapter for Web services was configured with a protocol listener, you need to modify your client application before connecting to the migrated connector. For example, if the connector is called WSCConnector, listening on port 8080, and using the URL /wbia/samples/webservices, then when migrated to WebSphere Process Server,
the port will be 9080 (the WC_defaulthost port), and the URL will change to /WSConnectorWeb/wbia/samples/webservices.

There are two possible scenarios for this type of migration:

▶ If the WebSphere Business Integration Adapter for Web services uses the HTTP transport protocol, the Migration Wizard provides the option to migrate to either a JMS binding connecting to the existing WebSphere Business Integration Adapter or to a new HTTP binding.

▶ If the WebSphere Business Integration Adapter for Web services uses the JMS transport protocol, the only option for migration is the JMS binding connecting to the existing WebSphere Business Integration Adapter.

Note that in this type of migration, the wizard will not allow you to select a custom Data Handler.
In this chapter, we provide the best practices about the standard migration tools that are dedicated to the server artifacts. Best practices can be categorized into two stages. In the premigration stage, best practices define how WebSphere InterChange Server artifacts must be designed. This way, the migration tools are the most efficient to produce the migrated WebSphere Process Server artifacts. In the post-migration stage, best practices define how the generated artifacts can be modified to obtain an optimized solution.

We include the following sections:

- 13.1, “Artifact preparation” on page 264
- 13.2, “Post-migration review” on page 272
- 13.3, “Nonfunctional considerations” on page 273
13.1 Artifact preparation

A set of best practices can help you migrate more easily using the standard migration tools. These guidelines might affect the development of integration artifacts for WebSphere InterChange Server. By adhering to these guidelines, you can ease the migration of WebSphere InterChange Server artifacts to WebSphere Process Server. Use these best practices only as a guide.

**Important:** Existing WebSphere InterChange Server solutions might not adhere to these guidelines. Furthermore, there might be cases where it is necessary to deviate from these guidelines. In these cases, use care to limit the scope of the deviation to minimize the amount of rework that is required to migrate the artifacts.

The guidelines that are outlined in this section do not encompass best practices for the development of WebSphere InterChange Server artifacts in general. They are limited in scope to those considerations that might affect the ease in which artifacts can be migrated at a future time.

13.1.1 General development

The following best practices are for general development of WebSphere InterChange Server product-based solutions to help ease a future migration:

- **Use WebSphere InterChange Server for real-time, automated process integration solutions.**
  
  It is important for integration solutions to adhere to the programming model and architecture that are provided by WebSphere InterChange Server. WebSphere InterChange Server is best suited to real-time, automated process integration solutions. Also, each of the integration components within WebSphere InterChange Server plays a well defined role within the architecture. Significant deviations from this model make it more challenging to migrate content to the appropriate artifacts on WebSphere Process Server.

- **Document the system and component design.**
  
  This general best practice greatly improves the success of future migration projects. Be sure to capture the integration architecture and design, including functional design and quality of service (QoS) requirements, the interdependencies of artifacts shared across projects, and the design decisions that were made during the deployment. This guideline assists in system analysis during migration and minimizes any rework efforts.
Use the development tools to edit integration artifacts.

To create, configure, and modify artifact definitions, it is essential that you use only the development tool that is provided in WebSphere InterChange Server. Avoid manual manipulation of artifact metadata, for example, editing XML files directly, which can corrupt the artifact for migration.

Use best practices to define rules with the tools and Java snippets.

When developing Java code within collaboration templates, maps, common code utilities, and other components, you must make the following considerations:

- Use only the published APIs.
  
  Use only the APIs that are published in the product documentation for the artifacts. These APIs are outlined in detail in the WebSphere InterChange Server development guides. In many cases, compatibility APIs are provided in WebSphere Process Server, but in certain cases, they are not provided. For the list of supported WebSphere InterChange Server APIs in WebSphere Process Server, see “Supported WebSphere InterChange Server APIs” in the WebSphere Integration Developer V6.2 information center at the following Web address:


- Use the Activity Editor.
  
  Use the Activity Editor tool to the greatest extent possible to design business logic and transformation rules in maps and collaboration templates. By using this tool, you can ensure that the logic is described through metadata, which can more readily be converted to the new artifacts.

  Try to avoid field-developed common code utility libraries, included as a Java archive (JAR) file in the classpath of WebSphere InterChange Server, because these libraries must be migrated manually.

- Use adapters to access Enterprise Information Systems (EIS).
  
  In general, ensure that code can interface with an EIS that is placed within the adapters, and not within maps or collaboration templates. This rule is generally a best practice for architecture design.

  Use of these adapters also helps avoid prerequisites for third-party libraries and related considerations within the code, such as connection management and possible Java Native Interface (JNI™) implementations.
– Avoid external dependencies in Java snippet code.

Make the Java code in the Java snippet as simple and atomic as possible. The level of sophistication in the Java code must be on the order of scripting, involving basic evaluations, operations, and computations, data formatting, and type conversions.

If more extensive or sophisticated application logic is required, consider using Enterprise JavaBeans (EJB) that run in WebSphere Application Server to encapsulate the logic, and use Web service calls to invoke it from WebSphere InterChange Server.

Use standard Java Developer Kit (JDK) libraries rather than third-party or external libraries that must be migrated separately. Also, collect all related logic within a single code snippet. Avoid using logic where connection and transaction contexts span multiple code snippets. With database operations, for example, place code for obtaining a connection, beginning and ending a transaction, and releasing the connection in one snippet.

– Adhere to Java 2 Platform, Enterprise Edition (J2EE) development practices for portability.

Make the code as safe as possible by using appropriate exception handling. Also, make the code compatible to run within a J2EE application server environment, even though it is currently running within a Java 2 Platform, Standard Edition (J2SE) environment.

Adhere to J2EE development practices, such as avoiding static variables, spawning threads, and disk Input/Output. These practices are excellent best practices to adhere to in general, but they also pertain to portability.

– Do not spawn threads or use thread synchronization primitives.

If you must spawn threads or use thread synchronization primitives, convert them to use asynchronous beans when migrated.

– Do not perform any disk Input/Output by using java.io.*. Use Java Database Connectivity (JDBC) to store any data.

– Do not perform any functions that can be reserved for an EJB container, such as socket Input/Output, classloading, loading native libraries, and so on.

If you must perform such functions, manually convert these snippets to use EJB container functions when migrated.
13.1.2 Common code utilities

Avoid the development of common code utility libraries for use across integration artifacts within the WebSphere InterChange Server environment. Consider using EJBs that run in WebSphere Application Server to encapsulate the logic, and use Web service calls to invoke them from WebSphere InterChange Server.

13.1.3 Business objects

The primary considerations for the development of business objects are to use only the tools that are provided to configure artifacts, to use explicit data types and lengths for data attributes, and to use only the documented APIs.

The following best practices are for business objects:

- Be explicit in the specification of data types.

  Business objects within WebSphere Process Server are based on Service Data Objects (SDOs), which use data attributes that are strongly typed. For business objects in WebSphere InterChange Server and adapters, data attributes are not strongly typed. Sometimes, it is common to specify string data types for non-string data attributes. To avoid issues in WebSphere Process Server, be explicit in the specification of data types.

  Because business objects within WebSphere Process Server can be serialized at run time as they are passed between components, be explicit with the required lengths for data attributes to minimize utilization of system resources. For this reason, do not use the maximum 255 character length for a string attribute, for example. Also, do not specify zero-length attributes, which currently default to 255 characters. Instead, specify the exact length that is required for attributes.

- Check for the no-colon-name (NCName) rule.

  XSD NCName rules apply to business object attribute names in WebSphere Process Server. Therefore, do not use any spaces or colons (:) in names for business object attributes. Business object attribute names with spaces or colons are invalid in WebSphere Process Server. Rename invalid business object attributes before migrating.

- Use array indexing.

  If you use an array in a business object, do not rely on the order of the array when indexing into the array in maps and relationships. The construct to which this array migrates in WebSphere Process Server does not guarantee index order, particularly when entries are deleted.
Use Business Object Designer.

It is important to use only the Business Object Designer tool to edit business object definitions and to use only the published APIs for business objects within integration artifacts.

13.1.4 Database connection pools

User-defined database connection pools are useful within maps and collaboration templates for simple data lookups and for more sophisticated state management across process instances. A database connection pool in WebSphere InterChange Server is rendered as a standard JDBC resource in WebSphere Process Server. The basic function is the same. The way that connections and transactions are managed, however, might differ.

To maximize future portability, avoid keeping database transactions active across Java snippet nodes within a collaboration template or map. For example, place code that is related to obtaining a connection, beginning and ending a transaction, and releasing the connection in one code snippet.

13.1.5 Collaboration templates

The following best practices are for collaboration templates:

- Process Designer usage

To ensure that processes are described appropriately with metadata, always use the Process Designer tool for the creation and modification of collaboration templates, and avoid editing the metadata files directly. Use the Activity Editor tool wherever possible to maximize the use of metadata to describe the required logic.

- Documented API usage

To minimize the amount of manual rework that might be required in migration, use only the documented APIs within collaboration templates.

To maximize future portability, avoid using explicit connection release calls and explicit transaction bracketing, that is, explicit commits and explicit rollbacks, for user-defined database connection pools. Instead, use the container-managed implicit connection cleanup and implicit transaction bracketing.

Avoid keeping system connections and transactions active across Java snippet nodes within a collaboration template. This rule applies to any connection to an external system, as well as to user-defined database connection pools. As a best practice, manage operations with an external EIS...
within an adapter, and ensure that code that is related to database operation is contained within one code snippet.

This best practice might be necessary within a collaboration, which when rendered as a Business Process Execution Language (BPEL) business process component, can be selectively deployed as an interruptible flow. In this case, the process can comprise several separate transactions, with only state and global variable information passed between the activities. The context for any system connection or related transaction that spanned these process transactions is lost.

- **Variable scope**
  
  Avoid the use of static variables. Instead, use non-static variables or collaboration properties to address the requirements of the business logic.

  Use class-level scoping on variables instead of scenario-scoped variables. Scenario scoping is not carried forward during migration.

- **Java qualifiers**
  
  Avoid the use of the Java qualifiers `final`, `transient`, and `native` in Java snippets. These qualifiers cannot be enforced in the BPEL Java snippets that are the result of migrating the collaboration templates.

  Do not use special characters in collaboration template property names. These special characters are invalid in the BPEL property names to which they are migrated. Rename properties to remove these special characters before migrating to avoid syntactical errors in the BPEL that is generated by the migration.

  Do not reference variables by using `this` in the name. For example, instead of `this.inputBusObj`, use `inputBusObj`.

  Initialize all variables that are declared in Java snippets with a default value, for example, `Object myObject = null`. Be sure that all variables are initialized during declaration before migrating.

  Ensure that no Java import statements are in the user modifiable sections of your collaboration templates. In the definition of the collaboration template, use the import fields to specify Java packages to import.
13.1.6 Maps

The following best practices are for maps:

- Use Map Designer.
  To ensure that maps are described appropriately with metadata, always use the Map Designer tool for the creation and modification of maps, and avoid editing the metadata files directly.

  Use the Activity Editor tool wherever possible to maximize the use of metadata to describe the required logic.

- Use a submap when referencing child business objects in a map.

- Use constants for SET values instead of Java code.
  Avoid using Java code as the value in a SET, which is not valid in WebSphere Process Server. Use constants instead. For example, the set value "xml version=" + "1.0" + "encoding=" + "UTF-8" does not validate in WebSphere Process Server. Instead, change it to "xml version=1.0 encoding=UTF-8" before migration.

13.1.7 Relationships

The following best practices are for relationships:

- Reuse and share relationship instance data.
  Relationship definitions are migrated to WebSphere Process Server. The relationship table schema and instance data can be reused by WebSphere Process Server and shared concurrently between WebSphere InterChange Server and WebSphere Process Server.

- Use published APIs for relationships.
  The first key consideration for relationships is to use only the tools that are provided to configure the related components. The second consideration is to use only the published APIs for relationships within integration artifacts.

- Use Relationship Designer to modify relationship definitions.
  Use only the Relationship Designer tool to edit relationship definitions. Additionally, allow only WebSphere InterChange Server to configure the relationship schema, which is generated automatically upon deployment of relationship definitions. Do not alter the relationship table schema directly with the database tools or SQL scripts.

  Also, if you must manually modify relationship instance data within the relationship table schema, use the facilities that are provided by Relationship Designer.
13.1.8 Access framework clients

Do not develop any new clients that adopt the Common Object Request Broker Architecture (CORBA) Interface Definition Language (IDL) interface APIs, which are not supported in WebSphere Process Server.

13.1.9 Naming convention

The following best practices are for naming conventions:

- A restriction exists in the length of the names and paths to the artifacts in Java. In certain operating systems, the length is 255 characters. Try to install the products in a folder with a short path, and do not use names that are too long.
- Even with the restrictions in the name length, try not to use acronyms and abbreviations unless the abbreviation is widely used.
- Follow the Java naming convention. The first letter of a word and the first letter of each internal word must be capitalized.
- For the artifacts, use English characters. These names are used to generate code artifacts. Sometimes, they are mapped by removing spaces and changing the capitalization.
- Be consistent in the naming of the artifacts. For example, use a suffix in each artifact type as shown:
  - Libraries: Name + “Lib”
  - Interfaces: Name + “IF”
  - Service Component Architecture (SCA) components:
    - Human task: Name + “HT”
    - State machine: Name + “SM”
    - Rule group: Name + “RG”
    - Rules - rule set: Name + “RS”
    - Rules - decision table: Name + “DT”
    - Selector: Name + “SL”
    - Java object: Name + “POJO” or “JV”
- Define a consistent pattern for the namespaces:
  http://modulename/interfacename/project
13.1.10 Additional information

You can find additional information about premigration best practices in the WebSphere Process Server V6.2 information center at the following Web address:


13.2 Post-migration review

Consider refactoring the generated artifacts after using the migration tools, because they might not always be optimal. The following list provides considerations for this purpose:

- Consider optimizing the generated BPEL process. The migrated process is not always optimal and compact. Consider reworking the generated BPEL process into a more compact form.
- Use short and simple names to improve the readability of migrated process models.
- Wrap simple automatic activities as SCA components and deploy them together with the process. This approach is better from the performance and maintenance point of view.
- Specify one part per Web services Description Language (WSDL) message based on the Web services Interoperability (WS-I) specification and the Version 6.0 preferred style.
- Use the WSDL doc-literal style, which is the preferred style in WebSphere Process Server Version 6.0. Ensure that all complex types are given a name and that each complex type can be uniquely identified by its target namespace and name.
- Consider refactoring your process to use the Process Server Rules engine. If-then rules logic can be externalized by means of business rules. Business rules can be modified at run time without redeploying the applications. Business rules can reduce your process complexity.
- Consider refactoring your process to use the Process Server State machine. Think of a business process as a series of sequential actions. Also, think of the state machine as a series of loosely related stages that are acted upon.

If your application is linear, use a business process. If it is primarily event-driven, contains cyclical patterns, or both, use a state machine. Both editors and the languages that they model are equally valid, and selection of either one depends on the application design.
- Be as specific in staff assignments as possible.
  The more users that are assigned with a task, the more work lists must be updated.
- Choose between microflows and macroflows.
  By default, a process is a microflow, because it is simple and executed much faster than a macroflow. Keep in mind the following considerations for changing a microflow to a macroflow:
  - The business process requires more than one transaction.
  - The business process needs to stop at any point and wait for external input, either in the form of an event or a human task.
  - The business process does not have IBM-specific BPEL extensions enabled for the process.
- Use compensation pairs and compensation handlers instead of exception handling that is hard-coded to your activities.
  Remember that compensation handlers cannot be used in microflows and require you to turn on IBM-specific BPEL extensions to use the compensation pairs.

**More information:** For more technical considerations, see “Considerations: Post-migration” in the WebSphere Integration Developer, Version 6.2 information center:


### 13.3 Nonfunctional considerations

You can tune the generated artifacts after migration to optimize performance. Use the following hints:

- Separate namespaces in business objects.
  If working with more than one business object, place each one in a separate namespace. If they are placed in the same namespace, all of the business objects are loaded each time that a namespace is called, and the overall performance of the tool degrades.
- Use microflows instead of long running processes.
  If modelling a business process with a single transaction, consider making it a microflow. Microflows have great performance and run quickly in the runtime environment.
- Disable monitoring and tracing whenever possible.
  Monitoring and tracing cause a significant performance impact. The default configuration WebSphere Process Server has performance critical logs disabled by default. However, you must double-check that tracing, debugging, and performance monitoring are disabled.

- Do not use the Apache Derby database for production environments.
  WebSphere Process Server uses the Derby database by default. Use of the Derby database simplifies the configuration. However, it is not designed for a production environment where high availability and performance are important.

- Tune statement cache for long running processes.
  BPEL macroflows (long-running processes) extensively use the database for persisting data that is relevant to the process. Persisting various data results in the usage of many separate statements, far more than the default capacity of the data source's cache. Persisting various data results in an excessive number of cache misses, making the caching ineffective. You can resolve this problem by increasing the size of the cache.

- Tune threads for messaging and work managers.
  Message processing for an application uses properties that are defined under an activation specification of the Platform Messaging Component System Programming Interface (SPI) Resource Adapter. Its custom property, maxConcurrency, under the J2EE Connector Architecture (J2C) activation specification, is used to specify the number of threads that are available to process messages by the application. If a work manager is used, set the maximum number of threads to a value that is high enough to prevent the thread pool from running out of threads.

  One symptom of insufficient concurrency is CPU idleness. Vary the concurrency to achieve maximum CPU utilization and throughput.

- Use an appropriate Java heap size for production environments.
  A small Java heap size results in frequent garbage collection. High Java heap size results in long garbage collection cycles. Modern Java virtual machines (JVM) provide many options to optimize garbage collection and memory usage.

- Configure WebSphere Process Server for clustering:
  - Configure activation specification properties.

    Each SCA module defines a Message-Driven Bean (MDB) and its corresponding activation specification. The default value for maxConcurrency of the SCA module MDB is 10. Only up to 10 asynchronous SCA requests in the module can be processed.
concurrently. If the server CPU has not reached its maximum capacity, it sometimes is caused by this setting being low. It can be increased.

- Configure the Object Request Broker (ORB) thread pool parameter.

  This configuration parameter is relevant if the cluster is driven by a driver node through the SCA synchronous binding. Due to the interaction between synchronous SCA, workload manager, and the ORB, the ORB thread pool size on the cluster nodes must be configured to maximize the clustering throughput.

  The general rule is to use the same number of ORB threads on all application nodes. Also, have the total number of ORB threads across all application nodes be the same as the number of driver threads on the driver node. For example, if the driver uses 120 concurrent threads, the ORB thread pool size on each application node on a six-node cluster must be 20.

- Configure the data source connection pools of the relationship and business process engine. The maximum connections property of the relationship data source must be large enough to allow concurrent access to the database from all threads.
Part 4

End-to-end technical solutions

In this part, we provide the step-by-step migration of three end-to-end technical solutions that are based on the commonly used data access and data synchronization interaction patterns. We follow a phased approach to migration. First, we migrate the WebSphere InterChange Server components and WebSphere Business Integration Adapters to WebSphere Process Server components and native bindings by using the migration tool. Next, we upgrade the WebSphere Business Integration Adapters to WebSphere Adapters as appropriate. Finally, we enhance and optimize the migrated artifacts based on the WebSphere Process Server implementation best practices when applicable.

This part includes the following chapters:

- In Chapter 14, “Preparation for the technical solutions” on page 279, we provide the premigration preparation, hardware and software prerequisites, and setup steps that you must perform before continuing with the migration examples in the subsequent chapters.

- In Chapter 15, “Data access scenario with technology adapters” on page 293, we provide step-by-step instructions to migrate a data access integration system with technology adapters to integrate Java Database Connectivity
(JDBC), MQ, and Web services that were originally designed for and implemented on WebSphere InterChange Server to WebSphere Process Server.

- In Chapter 16, “Data synchronization scenario with technology adapters” on page 343, we explain how to migrate a data synchronization integration system with technology adapters to integrate JDBC, MQ, and file systems that were originally designed for and implemented on WebSphere InterChange Server to WebSphere Process Server.

- In Chapter 17, “Data synchronization scenario with application adapters” on page 431, we explain how to migrate a data synchronization integration system with application adapters to integrate SAP and PeopleSoft that were originally designed for and implemented on WebSphere InterChange Server to WebSphere Process Server.

- In Chapter 18, “Customize and enhance the solutions” on page 511, we explain how to enhance and optimize the migrated artifacts based on the WebSphere Process Server implementation best practices when applicable.

- In Chapter 19, “Technical solutions: Troubleshooting” on page 559, we discuss the issues that were encountered when running the end-to-end technical solutions illustrated in this part. We also provide guidance about how to resolve these issues.
Preparation for the technical solutions

In this chapter, we provide details about the required preparation work that you must perform in order to follow the examples in Part 4, “End-to-end technical solutions” on page 277. You must have the required software products installed and running to execute the scenarios. However, you do not need a running WebSphere InterChange Server environment. Instead, exports of WebSphere InterChange Server repository Java archive (JAR) files are provided as starting points for the migration scenarios.

Note: This part does not include any instructions for running the data access and data synchronization scenarios in the WebSphere InterChange Server environment.

The solutions that are provided in Chapter 15, “Data access scenario with technology adapters” on page 293, Chapter 16, “Data synchronization scenario with technology adapters” on page 343, and Chapter 17, “Data synchronization scenario with application adapters” on page 431 use the embedded WebSphere Process Server Unit Test Environment (UTE). However, the solutions have also been tested in a stand-alone WebSphere Process Server environment.

We include the following sections:
- 14.1, “Setting up the testing environment” on page 281
- 14.2, “Configuring WebSphere MQ” on page 289
- 14.3, “Setting up a file system for the JText Connector” on page 290
14.1 Setting up the testing environment

In the following section, we explain the required steps to set up the environment for the migration scenarios.

14.1.1 Software environment

Table 14-1 indicates the required software products and versions to demonstrate the scenarios in Part 4, “End-to-end technical solutions” on page 277.

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere MQ</td>
<td>6.0.2 Fix Pack 3</td>
</tr>
<tr>
<td>WebSphere Business Integration Toolset</td>
<td>4.3.0 Fix Pack 5</td>
</tr>
<tr>
<td>DB2</td>
<td>8.1.14.292</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Framework</td>
<td>2.6.0.11</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for JText</td>
<td>5.6.5</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for JDBC</td>
<td>2.6.9</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for WebSphere MQ</td>
<td>2.8.2</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for Web services</td>
<td>3.4.7</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for mySAP.com</td>
<td>6.0.8</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for PeopleSoft</td>
<td>3.0.1</td>
</tr>
<tr>
<td>SAP Front-End GUI Tool</td>
<td>640 Fix Pack 14</td>
</tr>
<tr>
<td>XML DataHandler</td>
<td>2.7.0</td>
</tr>
</tbody>
</table>

14.1.2 Setting up the database

The migration scenarios use one table and one sequence that are generated in a locally running IBM DB2 8.2 database. Two scripts are provided that have the SQL to create these database objects.
To set up the database environment:

**Important:** The ICSREPOS database is used in the migration scenarios for convenience, because WebSphere InterChange Server uses this database. In the following instructions, we add a new table and a new sequence to the database. We made no other modifications. However, do *not* use a production ICSREPOS database for the migration scenarios, because running these scenarios might affect your runtime data.

1. Download the files as explained in Appendix D, “Additional material” on page 651.
2. Store the files on your local drive in `c:\setuptemp`. Extract the archives to the following directories:
   - `c:\setuptemp\Chapter 14 samples`
   - `c:\setuptemp\Chapter 15 samples`
   - `c:\setuptemp\Chapter 16 samples`
   - `c:\setuptemp\Chapter 17 samples`

   Figure 14-1 on page 283 shows an example of this directory structure and the extracted files.
Figure 14-1  Downloading and extracting the files to the setup.temp folder
3. Start DB2 Control Center and connect to the database instance in use. Right-click the **Databases** folder and select **Create Database → Standard** (Figure 14-2).

![DB2 Control Center](image-1)

**Figure 14-2 Creating a new standard database in DB2 Control Center**

4. In the window that opens, for Database name, type **ICSREPOS** to create a database on your system. Select the Default directory to store this database data.

5. In the DB2 Message information window (Figure 14-3) about the completed task, click **Yes** to open the wizard.

![DB2 Message](image-2)

**Figure 14-3 Database Configuration Advisor DB2 Message window**

6. In the Configuration Advisor window, click **Next** to view configuration recommendations or click **Finish** to apply recommendations.
7. In the DB2 Message confirmation window (Figure 14-4), click **Close**.
8. In the database information view (Figure 14-5), in which the newly created database is selected, click the **Query** hyperlink in the lower right pane.
9. In the Command Editor (Figure 14-6), select the **folder** icon to browse to your setup directory, and open the `create_JDBCCustomer_db2.sql` file to load the contents into the DB2 Command Editor.

```sql
create table JDBCCustomer(
    CustomerID varchar(10) NOT NULL PRIMARY KEY,
    CustomerName varchar(255),
    CustomerAddress varchar(255),
    CustomerCity varchar(255),
    CustomerState varchar(255),
    CustomerZip varchar(10),
    CustomerTelephone varchar(10)
);
```

```
---------------------- Commands Entered ----------------------
connect to ICSREPOS;
---------------------- End of Commands Entered ----------------------
connect to ICSREPOS

Database Connection Information

Database server       = DB2/NT 9.2.7
SQL authorization ID = ADMINIST...
Local database alias  = ICSREPOS

A JDBC connection to the target has succeeded.
```

*Figure 14-6  DB2 Command Editor*
10. Click the **Execute** icon (green triangle arrow) to run the command and create the JDBCCustomer table. Figure 14-7 shows the successful creation of the JDBCCustomer database table.

```
create table JDBCCustomer
(CustomerID varchar(10) NOT NULL
 PRIMARY KEY,
CustomerName varchar(255),
CustomerAddress varchar(255),
CustomerCity varchar(255),
CustomerState varchar(255),
CustomerZip varchar(10),
CustomerTelephone varchar(10));
```

```
create table JDBCCustomer
(CustomerID varchar(10) NOT NULL
 PRIMARY KEY,
CustomerName varchar(255),
CustomerAddress varchar(255),
CustomerCity varchar(255),
CustomerState varchar(255),
CustomerZip varchar(10),
CustomerTelephone varchar(10));
```

```
create table JDBCCustomer
(CustomerID varchar(10) NOT NULL
 PRIMARY KEY, CustomerName varchar(255),
CustomerAddress varchar(255),
CustomerCity varchar(255),
CustomerState varchar(255),
CustomerZip varchar(10),
CustomerTelephone varchar(10))
```

---

**Figure 14-7**  Successful creation of the JDBCCustomer database table

11. Repeat steps 9 on page 287 and 10 to create the DB2 sequence CustSeq by using the create_CustSeq_db2.sql script.
14.2 Configuring WebSphere MQ

The migration scenarios use WebSphere MQ as an endpoint application. You can use the WebSphere MQ installation that comes with WebSphere InterChange Server. A script creates a queue manager and the required queues, a channel, and a listener. If there is an existing WebSphere MQ listener, note the port number, and optionally, reuse it in the environment.

To configure WebSphere MQ:

1. From `c:\setuptemp\Chapter 14 samples`, open the `MQ_Setup.txt` file and review the contents, which are shown in Example 14-1.

   **Example 14-1  MQ_Setup.txt**
   
   ```
   DEFINE QLOCAL(CUST.CREATE.Q)
   DEFINE QLOCAL(CUST.INPUT.Q)
   DEFINE QLOCAL(CUST.UPDATE.Q)
   DEFINE QLOCAL(WICS.ARCHIVE.Q)
   DEFINE QLOCAL(WICS.ERROR.Q)
   DEFINE QLOCAL(WICS.INPROGRESS.Q)
   DEFINE QLOCAL(WICS.INPUT.Q)
   DEFINE QLOCAL(WICS.OUTPROGRESS.Q)
   DEFINE QLOCAL(WICS.REPLYTO.Q)
   DEFINE QLOCAL(WICS.UNSUBSCRIBED.Q)
   DEFINE QLOCAL(WICS.DUMMY.Q)
   DEFINE CHANNEL(CUST.CHANNEL) CHLTYPE(SVRCONN) TRPTYPE(TCP)
   DEFINE LISTENER(LISTENER.TCP) trptype(TCP) port(1416)
   ```

2. Open a command prompt and type the command that is shown in Example 14-2.

   **Example 14-2  MQ command**
   
   ```
   cd C:\setuptemp\Chapter 14 samples\ 
   C:\IBM\WebSphereAdapters\templates\configure_mq.bat 
   CUST.QUEUE.MANAGER MQ_Setup.txt
   ```

   **Note:** In Example 14-2, we assume that the WebSphere Business Integration Adapters were installed in the `C:\IBM\WebSphereAdapters` directory. This example creates a queue manager named `CUST.QUEUE.MANAGER`. 
3. When the command executes successfully, open WebSphere MQ Explorer. Check to see that the queue manager runs and all queues are created as shown in Figure 14-8. Also, confirm that the listener is running in the Listeners folder. If not, right-click the listener and start it.

![IBM WebSphere MQ Explorer](image)

**Figure 14-8** CUST.QUEUE.MANAGER in WebSphere MQ Explorer

### 14.3 Setting up a file system for the JText Connector

The WebSphere Business Integration Adapter for JText uses a configurable file system structure to receive events, create output, and archive events. We prepared a directory with the appropriate folders to complement the supplied WebSphere Business Integration Adapter for JText configuration file.
To set up a file system for the JText Connector, create the `c:\temp` directory if it does not already exist. Then, from the `C:\setuptemp\Chapter 14 samples\` directory, copy the file system structure `JTextConn` to the `c:\temp` directory. Figure 14-9 shows the folder structure.

![Figure 14-9  JText Connector directory setup](image)
Data access scenario with technology adapters

The migration scenario outlined in this chapter illustrates the steps that are necessary to migrate a data access integration system that was originally designed for WebSphere InterChange Server to WebSphere Process Server. The scenario represents an end-to-end integration system in which back-end systems are accessed by a front-end application through a typical set of WebSphere InterChange Server System components. Together with the WebSphere InterChange Server, these components form an integration system.

The procedure that we demonstrate in this chapter defines the steps to migrate this complete integration system, upgrade certain key components, and tune the runtime environment. By performing the steps that are illustrated in this chapter, you can completely migrate an end-to-end data access scenario to WebSphere Process Server, and then test it.

The scenario uses three WebSphere Business Integration Adapters, which are the WebSphere Business Integration Adapter for Web Services, the WebSphere Business Integration Adapter for JDBC, and the WebSphere Business Integration Adapter for WebSphere MQ. The scenario also uses the WebSphere XML DataHandler. In addition, the scenario uses several business objects, maps, and collaborations.
The data access scenario simulates an integration system that is designed to provide access to two back-end systems:

- A Customer Relationship Management (CRM) system that is internally accessed through Java Database Connectivity (JDBC)
- An accounting system that is internally accessed through WebSphere MQ

The integration system exposes a Web services interface that includes two Web service operations, which are createCustomer and retrieveCustomer. By invoking these Web services, client applications can create new customer records in both the accounting and CRM systems and retrieve existing customer records.

The scenario that is outlined in this chapter is completely independent of other examples and scenarios in this book. However, we use many of the concepts and steps that are necessary to migrate individual artifacts to illustrate the migration of the complete end-to-end scenario.

As a reminder, see Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the possible options for migration implementation. Part 3, “Migration tooling” on page 177, provides detailed information about the standard migration tools.

In this chapter, we include the following sections:

- 15.1, “Target environment” on page 295
- 15.2, “Implementation” on page 295
- 15.3, “Testing the end-to-end solution” on page 335
- 15.4, “Conclusion” on page 341
15.1 Target environment

In this chapter, we illustrate the migration of an end-to-end scenario from WebSphere InterChange Server to WebSphere Process Server. The original scenario was created with the products that are listed in Table 15-1. The WebSphere InterChange Server System Repository file, which represents the end-to-end integration scenario to be migrated to WebSphere Process Server, is available for download as explained in Appendix D, “Additional material” on page 651.

15.1.1 Software environment

Table 15-1 lists the software products and versions that we used to demonstrate the example in this chapter.

Table 15-1  Software versions used

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere MQ</td>
<td>6.0.2 Fix Pack 2</td>
</tr>
<tr>
<td>WebSphere InterChange Server</td>
<td>4.3.0 Fix Pack 5</td>
</tr>
<tr>
<td>DB2</td>
<td>8.1.14.292</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Frame</td>
<td>2.6.0.11</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter JText</td>
<td>5.6.5</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter JDBC</td>
<td>2.6.9</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter WebSphere MQ</td>
<td>2.8.2</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Web services</td>
<td>3.4.7</td>
</tr>
<tr>
<td>XML DataHandler</td>
<td>2.7.0</td>
</tr>
</tbody>
</table>

15.2 Implementation

In this section, we describe the process of migrating the data access scenario (already exported as a WebSphere InterChange Server Repository file) to WebSphere Integration Developer. The resulting modules in WebSphere
Integration Developer can be deployed in WebSphere Process Server as a fully functional system.

**More information:** See Chapter 14, “Preparation for the technical solutions” on page 279, for information about setting up the required migration development environment.

### 15.2.1 Premigration overview

The data access scenario is a functional implementation of the data access pattern that is typically implemented in WebSphere InterChange Server. This scenario is restricted to two collaborations, CreateCustomerCollab and RetrieveCustomerCollab, as a means of limiting the scope of the sample migration.

The Create Customer Collaboration (CreateCustomerCollab) exposes a single inbound port (FromCreate) and two outbound ports (ToMQXML and ToJDBC). The ports are bound to instances of the WebSphere Business Integration Adapter for Web Services, WebSphere Business Integration Adapter for WebSphere MQ, and WebSphere Business Integration Adapter for JDBC as illustrated in Figure 15-1.

![Create Customer Collaboration flow diagram](image-url)

*Figure 15-1 Create Customer Collaboration flow diagram*
The Retrieve Customer Collaboration (RetrieveCustomerCollab) exposes a single inbound port (FromRetrieve) and a single outbound port (ToJDBC). The ports are bound to instances of the WebSphere Business Integration Adapter for Web Services and the WebSphere Business Integration Adapter for JDBC as illustrated in Figure 15-2.

![Figure 15-2 Retrieve Customer Collaboration flow diagram](image)

### 15.2.2 Development

You can migrate the data access scenario, which is already exported as a WebSphere InterChange Server Repository file, as we explain in this section. The ICSDataAccessScenario.jar file represents the WebSphere InterChange Server Repository file.

**Exporting a WebSphere InterChange Server repository file:** From the WebSphere Business Integration System Manager, select an appropriate integration component library, right-click, and select Export as → Repository File.

**Files for download:** The samples in this section are available for download as explained in Appendix D, “Additional material” on page 651.

To migrate the business objects and maps of the data access scenario:

1. Create a new workspace in WebSphere Integration Developer.
2. Switch to the Business Integration Perspective View.
3. Create a new library in the workspace:
   a. Select File → New → Library.
   b. In the New Library window (Figure 15-3), for Library Name, type
      DataAccessScenarioLibrary for the new library. Select Use default
      location and click Finish.

![New Library Window](image)

Figure 15-3  New data access scenario library
4. Import the WebSphere InterChange Server Repository file named ICSDataAccessScenario.jar by using the WebSphere InterChange Server Migration Wizard:

a. Select **File → Import**.

b. In the Import – Select window (Figure 15-4), under Business Integration, select **WebSphere InterChange Server Repository**, and click **Next**.

![WebSphere InterChange Server JAR file Import wizard](image-url)
5. In the WebSphere InterChange Server Import Wizard migration window (Figure 15-5):

a. For WebSphere InterChange Server repository path, select the
   ICSDataAccessScenario.jar file.

b. For WebSphere Integration Developer library name, select the
   DataAccessScenarioLibrary.

c. Click Next to continue.

For more details about how to run the Migration Wizard, see 10.3, “Migration Wizard” on page 192.
6. Configure the migration settings for each connector as shown in Figure 15-6:
   a. For WebServicesConnector, select **HTTP Binding for WebServices**.
   b. For MQXMLConnector, select **MQ Binding** and choose **Use the default WICS data handler**.
   c. For JDBCConnector, select **JMS to JDBC WBI Adapter** and select **Import and reference the JCA connector**.
   d. Click **Next** to continue.

7. Click **Next**. The Conversion Options page opens. From here, you accept the recommended options as shown in Figure 15-7 on page 302.
8. Click **Next**. A Migration Summary page opens similar to Figure 15-8 on page 303.
9. After you have reviewed the summary details, click **Finish** to begin the migration process.

A progress bar at the bottom of the migration dialog indicates the progress of the migration. After the process has completed, the dialog disappears and the Migration Results window opens as shown in Figure 15-9 on page 304.
10. Click **Close** to finish the process and to build the new workspace.

After running the WebSphere InterChange Server Migration Wizard, the workspace contains the six new modules in addition to the DataAccessScenario library that you previously created (Figure 15-10 on page 305). Three of the new modules correspond to the three WebSphere Business Integration Adapters that are used in the scenario. The modules are JDBCConnector, MQXMLConnector, and WebServicesConnector. The MQXMLConnector module includes the MQ binding with WebSphere InterChange Server Data Handler. The WebServicesConnector includes the HTTP binding. The other two new modules, CreateCustomerCollab and RetrieveCustomerCollab, correspond to the
collaborations from the WebSphere InterChange Server system. The CWYBC_JDBC module includes the package WebSphere Adapter for JDBC. We will use the CWYBC_JDBC module for migrating WebSphere Business Integration Adapter for JDBC to WebSphere Adapter for JDBC later.

The business objects and maps are migrated to the DataAccessScenarioLibrary. The connector modules contain the mediations that convert Generic-To-Native and Native-To-Generic business objects.

To migrate JDBCConnector to WebSphere Adapter for JDBC by using the adapter Migration Wizard:

1. In the WebSphere Integration Developer workspace, go to the Java EE perspective by selecting the Window → Open perspective → Other → Java EE. Right-click the connector project CWYBC_JDBC, and select Update → Update Connector Project.
Figure 15-11 describes the functional areas of the wizard.

![Adapter Migration Wizard]

Select Projects
Select the projects that you want to migrate.

Connector project: CWYBC_JDBC
Target version: 6.2.0.0
Dependent artifact projects:
- JDBCConnector [WBI]

The following tasks will be performed based on your selections:
- The connector project CWYBC_JDBC with IBM WebSphere Adapter for JDBC version 6.2.0.0 is current and will not be migrated.
- Migrate the adapter artifacts for module JDBCConnector to maintain compatibility with IBM WebSphere Adapter for JDBC version 6.2.0.0.

To ensure that a migration proceeds as expected, migrate a test environment prior to migrating a production repository. After a connector project has been updated or a module has been migrated, it will not function in versions of WebSphere Process Server and WebSphere Integration Developer earlier than version 6.1. Refer to the adapter user documentation for detailed information about migrating an adapter.

When you launch the Migration Wizard from the connector project context menu while in the Java EE perspective, by default, all of the dependent artifact projects are selected. If you deselect a dependent artifact project, that project is not migrated.

2. As shown in Figure 15-12 on page 307, on the Review changes window, you can review the migration changes that will occur in each of the artifacts that you are migrating by clicking the + (plus) sign.
3. Click **Finish** to perform the migration.

   Before performing the migration process, the wizard backs up all of the projects that are affected by the migration. The projects are backed up to a temporary folder within the workspace. If the migration fails for any reason, or if you decide to cancel the migration before it completes, the wizard deletes the modified projects and replaces them with the projects that are stored in the temporary folder.
The CreateCustomerCollab and RetrieveCustomerCollab modules in WebSphere Integration Developer contain the logic that existed previously in the collaboration templates in the WebSphere InterChange Server environment. Open the CreateCustomerCollab Assembly Diagram and examine the process component, CreateCustomerCollab_FromCreate, to see how the Migration Wizard translated the collaboration template logic as shown in Figure 15-13.

![CreateCustomerCollab Assembly Diagram](image)

*Figure 15-13  Create Customer Process Component*
After migration, the JDBCConnector module in WebSphere Integration Developer contains the WebSphere Adapter for JDBC as shown in Figure 15-14.

After migration, the MQXMLConnector module in WebSphere Integration Developer contains the WebSphere Process Server MQ binding as shown in Figure 15-15 on page 310.
After migration, the WebServicesConnector module in WebSphere Integration Developer contains the WebSphere Process Server HTTP binding as shown in Figure 15-16 on page 311.
After migrating by using the Migration Wizard and Adapter Migration Wizard, you still have several manual steps to perform:

1. The MQ binding supports dynamic endpoint routing. Therefore, the Request queue is not used, and the migration has left this value blank. You need to provide a valid queue (but we recommend an unused queue in case of problems) before the module can be deployed and started:
   a. In the WebSphere Integration Developer workspace, open the **Assembly Diagram** of MQXMLConnector module. Double-click the **Output MQ** binding to open the binding.
   b. In the Properties view, select the **End-point configuration** tab. In the Send destination queue, enter `WICS.DUMMY.Q`.

**Note:** Make sure that you create the WICS.DUMMY.Q queue in the MQ queue manager. Here, the queue manager is `CUS T.QUEUE.MANAGER`.

2. The Adapter Migration Wizard changes adapter business object (BO) definitions after they migrate. Certain attributes are lost. This problem will be fixed in WebSphere Process Server V6.2 Fix Pack.
For now, to work around this problem, execute these steps:

a. Modify the CreateCustomer_FromCreate BPEL in the CreateCustomerCollab module:
   i. In the WebSphere Integration Developer workspace, open the **Assembly Diagram** of CreateCustomerCollab module. Double-click the **CreateCustomerCollab_FromCreate** BPEL to open the Business Process Editor.
   
   ii. In the Properties view, select the **Java Imports** tab, and find the import that is shown in Example 15-1. Change it to the new BO import that is shown in Example 15-2.

   ```java
   Example 15-1   Old BO import
   import com.ibm.websphere.bo.BOFactory;
   
   Example 15-2   New BO import
   import com.ibm.websphere.bo.*;
   ```

   iii. Select the **Call JDBC** java snippet activity. In the Properties view, select the **Details** tab.
   
   iv. Find the code that is shown in Example 15-3 and replace it with the code that is shown in Example 15-4.

   ```java
   Example 15-3   Old copy code in Call JDBC java snippet activity
   var_3.copy(var_4); 
   } 
   if (triggeringBusObj == null) { TriggeringPortBusObj_var = null; 
   } else { TriggeringPortBusObj_var = triggeringBusObj.getBusinessGraph(); } 
   if (ToJDBCBusObj_var == null) { ToJDBCBusObj_var = null; } else { 
   ToJDBCBusObj_var = ToJDBCBusObj_var.getBusinessGraph(); } 
   ```

   ```java
   Example 15-4   New copy code in Call JDBC java snippet activity
   BOCopy boCopy = (BOCopy) 
   ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy"); 
   ToJDBCBusObj_var = boCopy.copy(TriggeringPortBusObj_var); 
   ```
v. Select the **Copy Result to triggeringBO** java snippet activity. In the Properties view, select the **Details** tab.

vi. Find the code that is shown in Example 15-5, and replace it with the code that is shown in Example 15-6.

**Example 15-5  Old copy code in Copy Result to triggeringBO java snippet activity**

```java
var_5.copy(var_7);
}
if (triggeringBusObj == null) { TriggeringPortBusObj_var = null;
} else { TriggeringPortBusObj_var =
triggeringBusObj.getBusinessGraph(); }
if (ToJDBCBusObj == null) { ToJDBCBusObj_var = null; } else {
ToJDBCBusObj_var = ToJDBCBusObj.getBusinessGraph(); }
```

**Example 15-6  New copy code in Copy Result to triggeringBO java snippet activity**

```java
BOCopy boCopy = (BOCopy)
ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");
TriggeringPortBusObj_var = boCopy.copy(ToJDBCBusObj_var);
}
```

vii. Select the **Call MQ** java snippet activity. In the Properties view, select the **Details** tab.

viii. Find the code that is shown in Example 15-7. Replace it with the code that is shown in Example 15-8.

**Example 15-7  Old copy code in Call MQ java snippet activity**

```java
var_6.copy(var_5);
}
if (triggeringBusObj == null) { TriggeringPortBusObj_var = null;
} else { TriggeringPortBusObj_var =
triggeringBusObj.getBusinessGraph(); }
if (ToMQXMLBusObj == null) { ToMQXMLBusObj_var = null; } else {
ToMQXMLBusObj_var = ToMQXMLBusObj.getBusinessGraph(); }
```

**Example 15-8  New copy code in Call MQ java snippet activity**

```java
BOCopy boCopy = (BOCopy)
ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");
ToMQXMLBusObj_var = boCopy.copy(TriggeringPortBusObj_var);
}`
b. Modify the RetrieveCustomer_FromRetrieve BPEL in the RetrieveCustomerCollab module:

i. In the WebSphere Integration Developer workspace, open the Assembly Diagram of RetrieveCustomerCollab module. Double-click the RetrieveCustomerCollab_FromRetrieve BPEL to open the Business Process Editor.

ii. In the Properties view, select the Java Imports tab. Find the import that is shown in Example 15-9 and change it to the new BO import that is shown in Example 15-10.

Example 15-9  Old BO import

```java
import com.ibm.websphere.bo.BOFactory;
```

Example 15-10  New BO import

```java
import com.ibm.websphere.bo.*;
```

iii. Select the UNNAMED_ACTIVITY_6 java snippet activity. In the Properties view, select the Details tab.

iv. Find the code that is shown in Example 15-11, and replace it with the code that is shown in Example 15-12.

Example 15-11  Old copy code in UNNAMED_ACTIVITY_6 java snippet activity

```java
var_17.copy(var_2);
}
if (triggeringBusObj == null) { TriggeringPortBusObj_var = null;
} else { TriggeringPortBusObj_var =
triggeringBusObj.getBusinessGraph(); }
if (ToJDBCBusObj == null) { ToJDBCBusObj_var = null; } else {
ToJDBCBusObj_var = ToJDBCBusObj.getBusinessGraph(); }
```

Example 15-12  New copy code in UNNAMED_ACTIVITY_6 java snippet activity

```java
BOCopy boCopy = (BOCopy)
ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");
ToJDBCBusObj_var = boCopy.copy(TriggeringPortBusObj_var);
```

v. Select the UNNAMED_ACTIVITY_8 java snippet activity. In the Properties view, select the Details tab.

vi. Find the code that is shown in Example 15-13 on page 315, and replace it with the code that is shown in Example 15-14 on page 315.
Example 15-13  Old copy code in UNNAMED_ACTIVITY_8 java snippet activity

```java
var_13.copy(var_15);
}
if (triggeringBusObj == null) { TriggeringPortBusObj_var = null;
} else { TriggeringPortBusObj_var =
triggeringBusObj.getBusinessGraph(); }
if (ToJDBCBusObj == null) { ToJDBCBusObj_var = null; } else {
ToJDBCBusObj_var = ToJDBCBusObj.getBusinessGraph(); }
```

Example 15-14  New copy code in UNNAMED_ACTIVITY_8 java snippet activity

```java
BOCopy boCopy = (BOCopy)
ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");
TriggeringPortBusObj_var = boCopy.copy(ToJDBCBusObj_var);
}
```

3. After migration, the response ServiceMessageObject map in the connector module mediation flow cannot work in an inbound synchronized call. There will be a TechNote for this problem in the WebSphere Process Server V6.2 Fix Pack. To work around this problem for now:

   a. Modify the
   CustomerCreate_TO_WS_CustomerCreate_TLO_Sync_Inbound_Response_SMO_Map Map in WebServicesConnector module:
      i. In the WebSphere Integration Developer workspace, open the Java perspective by selecting Window → Open Perspective → Other → Java → OK.

      ii. Open the WebServicesConnector component by right-clicking CustomerCreate_TO_WS_CustomerCreate_TLO_Sync_Inbound_Response_SMO_Map.map. Select Open With → Text Editor.

      iii. Find the line that is shown in Example 15-15, and change it to the line that is shown in Example 15-16 on page 316.

Example 15-15  Old response BG

```xml
xmlns:ServiceMessageObject="smo://smo/name%3Dwsdl-primary/message
%3D%257Bhttp%253A%252F%252Fwww.ibm.com%252Fwebsphere%252Fcrosswor
lds%252F2002%252FWebServicesConnector%252Finterface%252Fconnector%252Fsync_async%257DWS_CustomerCreate_TLOBG/xpath%
```

Example 15-16  New response BG

```xml
```
iv. Find the line that is shown in Example 15-17, and change it to the line that is shown in Example 15-18.

Example 15-17  Old response BG verb

```xml
<map:output
  businessObjectVariableRef="ServiceMessageObject_output"
  property="body/WS_CustomerCreate_TLOBG/verb" />
```

Example 15-18  New Response BG verb

```xml
<map:output
  businessObjectVariableRef="ServiceMessageObject_output"
  property="body/WS_CustomerCreate_TLOBGResponse/Response/verb" />
```

v. Find the line that is shown in Example 15-19, and change it to the line that is shown in Example 15-20.

Example 15-19  Old response BO

```xml
<map:output
  businessObjectVariableRef="ServiceMessageObject_output"
  property="body/WS_CustomerCreate_TLOBG/WS_CustomerCreate_TLO"
  variableName="WS_CustomerCreate_TLOOutput0" />
```

Example 15-20  New response BO

```xml
<map:output
  businessObjectVariableRef="ServiceMessageObject_output"
  property="body/WS_CustomerCreate_TLOBGResponse/Response/WS_CustomerCreate_TLO"
  variableName="WS_CustomerCreate_TLOOutput0" />
```

b. Modify the CustomerRetrieve_TO_WS_CustomerRetrieve_TLO_Sync_Inbound_Response_SMO_Map Map in the WebServicesConnector module:

i. In the WebSphere Integration Developer workspace, open the Java perspective by selecting Window → Open Perspective → Other → Java → OK.
ii. Open the WebServicesConnector component, right-click CustomerRetrieve_TO_WS_CustomerRetrieve_TLO_Sync_Inbound_Response_SMO_Map.map, and select Open With → Text Editor.

iii. Find the line that is shown in Example 15-21, and change it to the line that is shown in Example 15-22.

**Example 15-21  Old response BG**

```xml
xmlns:ServiceMessageObject="smo://smo/name%3Dwsdl-primary/message%3D%257Bhttp%253A%252F%252Fwww.ibm.com%252Fwebsphere%252Fcrosswalks%252F2002%252FCFGSchemas%252FWebServicesConnector%252Finterface%252Fconnector%252Fsync_async%7DWS_CustomerRetrieve_TLOBG/xpath%3D%252F/namespace%3DBOMap/smo.xsd"
```

**Example 15-22  New response BG**

```xml
xmlns:ServiceMessageObject="smo://smo/name%3Dwsdl-primary/message%3D%257Bhttp%253A%252F%252Fwww.ibm.com%252Fwebsphere%252Fcrosswalks%252F2002%252FCFGSchemas%252FWebServicesConnector%252Finterface%252Fconnector%252Fsync_async%257DWS_CustomerRetrieve_TLOBGResponse/xpath%3D%252F/namespace%3DBOMap/smo.xsd"
```

iv. Find the line that is shown in Example 15-23, and change it to the line that is shown in Example 15-24.

**Example 15-23  Old response BG verb**

```xml
<map:output
businessObjectVariableRef="ServiceMessageObject_output"
property="body/WS_CustomerRetrieve_TLOBG/verb" />
```

**Example 15-24  New Response BG verb**

```xml
<map:output
businessObjectVariableRef="ServiceMessageObject_output"
property="body/WS_CustomerRetrieve_TLOBGResponse/Response/verb" />
```

v. Find the line that is shown in Example 15-25, and change it to the line that is shown in Example 15-26 on page 318.

**Example 15-25  Old response BO**

```xml
<map:output
businessObjectVariableRef="ServiceMessageObject_output"
property="body/WS_CustomerRetrieve_TLOBG/WS_CustomerRetrieve_TLO"
```
4. When migrating WebServices connector, we migrate it to an HTTP binding with WebSphere InterChange Server data handler. However, this data handler cannot work well with WebSphere Process Server. We create a new WebSphere Process Server data handler as a work-around:

a. In the WebSphere Integration Developer workspace, open the Java perspective by selecting Window → Open Perspective → Other → Java → OK.

b. Right-click the WebServicesConnector module, select New → Package, and enter the package name: com.ibm.redbook.dh. Click Finish.


d. Save the changes by selecting File → Save All.

e. Build the workspace by selecting Project → Clean → OK.

f. Open the Business Integration perspective by selecting Window → Open Perspective → Business Integration.

g. Open the Assembly Diagram of WebServicesConnector module. Select the WebServicesConnector_SOAPHTTPListener1 export.

h. In the Properties view, select the Method bindings tab. Select the WS_CustomerCreate_TLOBG_CreateCustomerCollab bound method. Click the Data Serialization tab, click the Select for Output data format, and click Select your custom data format transformation from the workspace. Click Select, select WebserviceExportCreateCustomerDataHandler, and click OK. Then, click Finish.
i. In the Properties view, select the Method bindings tab, select the **WS_CustomerRetrieve_TLOBG_RetrieveCustomerCollab** bound method. Click the Data Serialization tab, click Select for Output data format, and click Select your custom data format transformation from the workspace. Click Select, select **WebserviceExportRetrieveCustomerDataHandler**, and click OK. Then, click Finish.

j. Save the changes by selecting **File → Save All**.

k. Build the workspace by selecting **Project → Clean → OK**.

**15.2.3 Deployment**

After migrating the data access scenario from WebSphere InterChange Server to WebSphere Integration Developer, the integration system is ready to be deployed in WebSphere Process Server.

To deploy the components:

1. From WebSphere Integration Developer, from the Servers tab, click the embedded instance of **WebSphere Process Server**, and select Start as shown in Figure 15-17 on page 320.
2. Disable the default security settings in WebSphere Process Server to simplify the deployment and testing of the data access scenario:
   a. Click the embedded instance of **WebSphere Process Server**, and select **Run administrative console** to launch the WebSphere Process Server administrative console (Figure 15-18 on page 321).
b. Log in by using the default administrative user ID and password.
c. In the Administrative Console:
   i. Under **Security**, choose **Secure administration, applications, and infrastructure**.
   ii. In the right pane, clear the **Enable administrative security**, **Enable application security**, and **Use Java 2 security to restrict application access to local resources** check boxes (Figure 15-19).
   iii. Click **Apply** and save the changes.

![Figure 15-19  Disabling administrative security](image-url)
d. Under **Security** in the left navigation panel, choose **Bus Security**. In the right pane, click each Bus name and disable security for each bus, one by one. Figure 15-20 shows an example of the results. Click **Apply** and save the changes.

![Figure 15-20  Disabling bus security](image-url)

f. Under General Properties (Figure 15-21), for Permitted transports, select *Allow the use of all defined transport channel chains*. Click *Apply* and save the changes.

![Image](image.png)

*Figure 15-21  Allowing permitted transports for bus security*

g. Select `Application Servers → server1 → Business Integration → Business Process Choreographer → Business Flow Manager`. Clear the *Enable Common Event Infrastructure logging* check box. Click *Apply* and save the changes.

h. Log out from the WebSphere Process Server administrative console and close the console window.
i. Open the profile configuration for WebSphere Process Server. In WebSphere Integration Developer, from the **Servers** tab, select the appropriate **WebSphere Process Server** instance, and choose **Open** (Figure 15-22).

![Figure 15-22 Opening the profile configuration](image-url)
j. In the Security section (Figure 15-23), clear the **Security is enabled on this server** check box to disable the security settings in the profile configuration. Close the profile configuration window and save the settings.
k. Restart the embedded instance of WebSphere Process Server. From the Servers tab (Figure 15-24), select the instance, right-click, and select Restart → Start.

**Error message:** If you see a startup error message in the console window, stop and start the server instead of using Restart.

![Figure 15-24   Restarting the WebSphere Process Server](image)
3. Deploy the projects in the workspace. In WebSphere Integration Developer (Figure 15-25), from the Servers tab, select the appropriate WebSphere Process Server instance, and select Add and Remove Projects.

![Screenshot of WebSphere Process Server interface]

*Figure 15-25  Adding projects to WebSphere Process Server*
4. In the Add and Remove Projects window (Figure 15-26), click **Add All >>** to add all the projects in the workspace to the server, and then click **Finish** to initiate the deployment.

![Add and Remove Projects Window](image)

*Figure 15-26  Deploying to WebSphere Process Server*
5. Verify that all modules are deployed and have started correctly in WebSphere Process Server. Expand the embedded WebSphere Process Server instance to show all the deployed modules. After the deployment has finished, the modules show a status of **Started**.

**When applications are not displayed:** Sometimes the applications are not displayed as started on the Servers tab although they are started. If this situation happens, verify the status of the applications in the administrative console. Select **Applications → Enterprise Applications**, and check the application status. If any of the newly deployed applications are not started, start them from the Enterprise Applications window.

6. After installing the JDBCCConnector application to WebSphere Process Server, configure the custom properties of the application that the database requires for the resource providers and resource factories:

   a. Launch the WebSphere Process Server administrative console, enter the User ID, and click **Log In**.
   
   b. Click **Application → Enterprise Applications**, and select the **JDBCCConnectorApp** application.
   
   c. Click **Manage Module → IBM WebSphere Adapter for JDBC → Resource Adapter**.
   
   d. In the Class path box, enter the JDBC driver class path as shown in Example 15-27.

   **Example 15-27  JDBC driver classpath**

   C:/WPS62/universalDriver_wbi/lib/db2jcc.jar

   **Note:** C:/WPS62 is the home directory of WebSphere Process Server.

   e. Click **J2C connection factories → JDBCCConnector.Output_CF → Custom properties.**
   
   f. Click **XADatabaseName**, enter the value, which is ICSREPOS in our case. Click **OK → Save** to save the change.
   
   g. Click **jdbcDriverClass**, change the value to com.ibm.db2.jcc.DB2XDataSource. **Click OK → Save** to save the change.
   
   h. Click **XADatabaseSourceName**, enter the value, which is com.ibm.db2.jcc.DB2XDataSource in our case. Click **OK → Save** to save the change.
15.2.4 Setting up the testing module

In the following steps, we import the WSDL files that are associated with the data access scenario. The files are imported into a library that serves the testing process and the subsequent function of replacing the WebSphere Business Integration Adapter for Web Services with the HTTP binding.

To import the WSDL files:

1. Create a new library in the workspace:
   a. Select **File → New → Library**.
   b. In the New Library window (Figure 15-27), for Library Name, type **WebServicesUtilityLibrary**, and click **Finish**.

![New Library](image)

**Figure 15-27  New Web services utility library**
2. Import the WSDL files that were originally generated when the data access collaborations were exposed as Web services in WebSphere InterChange Server. These files can be located on the distribution media that accompanied this book (refer to Appendix D, “Additional material” on page 651). To initiate the WSDL file import:
   a. Select File → Import.
   b. In the Import – Select window (Figure 15-28), click Business Integration, select WSDL/Interface, and click Next.

```
Figure 15-28  Importing the WSDL interface files
```

**Files for download:** You can download all of the files that are mentioned in this section as explained in Appendix D, “Additional material” on page 651.
3. In the Import – WSDL/Interface Import window (Figure 15-29 on page 334):
   a. For Import from, select `c:\setup\temp\Chapter 15 Samples` (created when the included files were extracted as explained in Chapter 14, “Preparation for the technical solutions” on page 279).
   b. Select the **WSDLFiles** folder, which automatically selects all subfolders, which are CreateCustomerCollab and RetrieveCustomerCollab. These folders contain the WSDL interface and implementation files that need to be imported.
   c. For Into module, select **WebServicesUtilityLibrary**.
   d. Click **Finish** to execute the import.
4. Verify the WSDL file import by examining the artifacts that were generated during the WSDL file import (Figure 15-30 on page 335). The imported artifacts include business objects, interfaces, and Web service ports.
15.3 Testing the end-to-end solution

In this section, we assume that you have deployed all the required applications and are running them on WebSphere Process Server.

In the following procedure, we verify the function of the data access scenario. The goal of the testing is to verify that the migration succeeded in generating a functionally compatible integration system in WebSphere Process Server. The testing verifies functional compatibility:

1. To test the migration of the data access scenario, be sure that the external database system and MQ queues are connected and running.
In addition, be sure that the WebSphere Integration Developer workspace has built without error, the modules have published to the embedded WebSphere Process Server without error, and the modules have all started successfully.

2. Because we have already migrated the WebServices connector to the HTTP binding, we need to modify the client application before connecting to the HTTP binding. To perform the change:

a. In WebSphere Integration Developer, expand WebServicesUtilityLibrary, and open the FromCreate_SOAPHTTPListener1_BindingPort as shown in Figure 15-30 on page 335. Replace the line that is shown in Example 15-28 with the line that is shown in Example 15-29.

Example 15-28   Old WebService address

```
<soap:address location="http://localhost:8080/">
```

Example 15-29   New WebService address

```
<soap:address
location="http://localhost:9080/WebServicesConnectorWeb"/>
```

b. In WebSphere Integration Developer, expand WebServicesUtilityLibrary, and open the FromRetrieve_SOAPHTTPListener1_BindingPort as shown in Figure 15-30 on page 335. Replace the line that is shown in Example 15-30 with the line that is shown in Example 15-31.

Example 15-30   Old WebService address

```
<soap:address location="http://localhost:8080/">
```

Example 15-31   New WebService address

```
<soap:address
location="http://localhost:9080/WebServicesConnectorWeb"/>
```

3. In WebSphere Integration Developer, expand WebServicesUtilityLibrary and expand Web service Ports → CreateCustomerCollab and RetrieveCustomerCollab. Under the CreateCustomerCollab folder,
right-click FromCreate_SOAPHTTPListener1_BindingPort, and select Web Services → Test with Web Services Explorer.

4. Maximize the Web Services Explorer frame and expand CreateCustomerCollab → FromCreate_SOAPHTTPListener1_Binding. Select the createCustomer operation to open the WSDL operation test form. In the Actions pane, complete the data fields as shown in Figure 15-31. Then, click Go to execute a test.

Figure 15-31 Testing createCustomer
Figure 15-32 shows a successful result.

**Note:** A valid CustomerID value is required to create a customer in the data access scenario. In addition, the value must be unique. Therefore, subsequent tests must use different CustomerID values.
5. In the WebSphere Integration Developer navigation frame, under the RetrieveCustomerCollab folder, right-click **FromRetrieve_SOAPHTTPListener1_BindingPort**, and select Web Services → Test with Web Services Explorer.

6. Maximize the Web Services Explorer frame, and expand RetrieveCustomerCollab and **FromCreate_SOAPHTTPListener1_Binding**. Select the retrieveCustomer operation to open the WSDL operation test form. Complete the data fields as shown in Figure 15-33. Then, click **Go** to execute a test.

![Web Services Explorer](image)

*Figure 15-33  Testing RetrieveCustomer*
Figure 15-34 shows a successful result.

Note: You might get a runtime error when you run the RetrieveCustomer. Check 19.1.3, “WebSphere Process Server log and trace” on page 561 for detailed information.
15.4 Conclusion

In this chapter, we showed a step-by-step migration of a data access solution. The migrated WebSphere InterChange Server solution involved various adapters for back-end connectivity. The migration started by using the WebSphere Integration Developer Migration Wizard to get the project working in a WebSphere Process Server environment. After this general migration, the JDBC adapter was migrated to a WebSphere Adapter for the back-end connectivity.

In addition, we performed an end-to-end test to check the functionality of the migrated components after each step.
Data synchronization scenario with technology adapters

The data synchronization migration scenario outlined in this chapter illustrates an end-to-end scenario in which data entities are synchronized between back-end systems through a typical set of WebSphere InterChange Server components. Together with WebSphere InterChange Server, these components form an integration system.

This chapter focuses on the steps that are necessary to migrate an entire data synchronization integration system that was originally designed for WebSphere InterChange Server to WebSphere Process Server. By performing the steps illustrated in this chapter, an end-to-end data synchronization scenario can be completely migrated to WebSphere Process Server, optimized, and tested.

The data synchronization scenario uses three WebSphere Business Integration Adapters: the WebSphere Business Integration Adapter for WebSphere MQ, the WebSphere Business Integration Adapter for JDBC, and the WebSphere Business Integration Adapter for JText. It also uses the WebSphere Business Integration Data Handler for XML and the WebSphere Business Integration Delimited Text Data Handler. In addition, the scenario uses business objects,
maps, relationships, and collaborations. Specifically, the collaboration in this migration scenario uses collaboration properties and multiple process scenarios.

The scenario in this chapter simulates an integration system that is designed to provide synchronization between three back-end systems:

- A Customer Relationship Management (CRM) system internally accessed through Java Database Connectivity (JDBC)
- A CustomerMaster mainframe system delivering new and updated customer information through WebSphere MQ
- An Enterprise Resource Planning (ERP) system that receives changes through the file system

_data synchronization_ is a common WebSphere InterChange Server pattern where two systems exchange data by using business objects, supporting the four basic verbs or actions of create, retrieve, update, and delete. In WebSphere InterChange Server, an integration specialist uses a collaboration template that synchronizes data between System A and System B. To synchronize between the CRM and ERP systems, the integration specialist creates a collaboration instance, where System A is configured as the CustomerMaster and System B is configured as the CRM system. To add a third system, an integration specialist adds a collaboration instance, where System A is configured as the CustomerMaster and System B is configured as the ERP System.

Although it seems as though two separate integration flows are represented as two collaboration instances, they behave like one integration where a single event triggers data synchronization to two systems. Bidirectionality can easily be configured by repeating the collaboration instance creation step, creating an instance that goes from System B to System A. This step is beyond the scope of this scenario, but it is mentioned for completeness.

The data synchronization scenario is completely independent of the other examples and scenarios in this book. However, many of the concepts and steps that are necessary to migrate individual artifacts are the same and are used here to illustrate the migration of a complete end-to-end scenario.

As a reminder, see Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the possible options for migration implementation, and Part 3, “Migration tooling” on page 177, provides detailed information about the standard migration tools.

We include the following sections:

- 16.1, “Target environment” on page 346
- 16.2, “Implementation” on page 346
- 16.3, “Testing the end-to-end solution” on page 419
16.4, “Conclusion” on page 429
16.1 Target environment

In this chapter, we illustrate the migration of an end-to-end scenario from WebSphere InterChange Server to WebSphere Process Server. The WebSphere InterChange Server development was done with the product versions that are listed in Table 16-1. It was migrated step-by-step as shown in this chapter to run on the WebSphere Process Server Version 6.2.

16.1.1 Software environment

Table 16-1 lists the software products and versions that we used to demonstrate the example in this chapter.

Table 16-1  Software versions used

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere MQ</td>
<td>6.0.2 Fix Pack 4</td>
</tr>
<tr>
<td>WebSphere InterChange Server</td>
<td>4.3.0 Fix Pack 5</td>
</tr>
<tr>
<td>DB2</td>
<td>8.1.16 (or 8.2.9)</td>
</tr>
<tr>
<td>WebSphere Business Integration Data Handler for XML</td>
<td>2.7.3</td>
</tr>
</tbody>
</table>

16.2 Implementation

In this section, we describe the process of migrating the data synchronization scenario to WebSphere Integration Developer.

16.2.1 Premigration overview

The data synchronization scenario is a functional implementation of the data synchronization pattern that is typically implemented in WebSphere InterChange Server. This scenario is restricted to the following two collaborations that are both based on the same collaboration template:

- MQDL_To_JDBC_CustomerSync
- MQDL_To_JTextXML_CustomerSync
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The MQDL_To_JDBC_CustomerSync collaboration synchronizes customer data between a source application that publishes changes (create, update, or delete) to a WebSphere MQ queue and a destination application that uses a DB2 database as its data store. This collaboration has a single inbound port (From) and a single outbound port (To). The From port is bound to an instance of the WebSphere Business Integration Adapter for WebSphere MQ. The To port is bound to an instance of the WebSphere Business Integration Adapter for JDBC as illustrated in Figure 16-1.

The MQDL_To_JTextXML_CustomerSync collaboration synchronizes customer data between the same source application as the MQDL_To_JDBC_CustomerSync collaboration and a destination application that consumes text files as its input. The details of the destination application are beyond the scope of this example. The example stops at the point where it delivers the text files to a preconfigured folder.

This collaboration has a single inbound port (From) and a single outbound port (To). The From port is bound to the same instance of the WebSphere Business Integration Adapter for WebSphere MQ as the MQDL_To_JDBC_CustomerSync collaboration. The To port is bound to an instance of the WebSphere Business Integration Adapter for JText as illustrated in Figure 16-2.

This scenario demonstrates the commonly used publish/subscribe integration pattern. A single published event is delivered in parallel to two subscribing collaborations, which in turn, deliver it to two separate back-end systems.
16.2.2 Preparation

The goal of this chapter is to migrate an existing WebSphere InterChange Server example and test it in the WebSphere Process Server. As a prerequisite, we show how to test the DataSyncScenario example in WebSphere InterChange Server. Then, we explain the details of the migration of the example to WebSphere Process Server.

We begin by explaining the initial steps that you must complete in order to migrate the DataSyncScenario example to WebSphere Process Server.

Files for download: You can download all of the files that are mentioned in this section as explained in Appendix D, “Additional material” on page 651.

Deploy the DataSyncScenario example on WebSphere InterChange Server V4.3

To deploy the DataSyncScenario example in the WebSphere InterChange Server:

1. Create a new Interchange component library, DataSyncICL, in the WebSphere InterChange Server System Manager (Figure 16-3 on page 349). Import the ICSDataSyncScenario.jar file into it. The Java archive (JAR) file is in c:\setuptemp\Chapter16samples. Right-click the DataSyncICL project and select Import from repository file.

2. Make sure that the WebSphere MQ configuration information in the MQDLCConnector definition is consistent with the WebSphere MQ that you use.

3. Make sure that the database configuration information in the JDBCConnector and Relationship definition is consistent with the database that you use.
Figure 16-3  DataSyncScenario project as viewed in System Manager

4. Create a user project, called *DataSyncScenario*, in the System Manager:
   a. Add all the components from the newly created DataSyncICL project by selecting the DataSyncICL check box.
   b. Connect to the WebSphere InterChange Server instance.
   c. Validate the project.
   d. Right-click DataSyncScenario and select Deploy user project.
   e. In the Deploy wizard window, expand the DataSyncScenario project and select Business Objects and Relationships. Select Create schema.
5. Confirm that the Relationships Customer and State are deployed successfully onto the WebSphere InterChange Server instance. Expand the **InterChange Server instances → Relationships → Dynamic → Customer**. Under Relationships, also expand **Static → State**. The relationships have a green arrow next to them, which confirms that the relationships deployed successfully (Figure 16-4).

![InterChange Server component management](image)

**Figure 16-4  Relationships successfully deployed to WebSphere InterChange Server**

6. Open DB2 control center, right-click the **ICSREPOS** database, and select **Query**.

7. Insert the static Relationship instances by executing the SQL scripts for the State Static Relationship:
   a. Click the Script's **Open** button.
   b. Browse to select the `C:\setuptemp\Chapter16samples\STATE_STATE_CD_T_InsertScript.sql` file.
   c. Click the green arrow button to execute the script.
   d. Repeat the previous three steps to execute the `STATE_STATENM_T_InsertScript.sql` script.
   e. If you see a DB2 message to replace the current input with the contents, click **Yes**, and execute.
16.2.3 Migration

In this section, we explain how to migrate the data synchronization scenario to WebSphere Integration Developer. The ICSDataSyncScenario.jar file, which you extract to the c:\setup\temp directory in Chapter 14, “Preparation for the technical solutions” on page 279, is the WebSphere InterChange Server Repository file.

Exporting a WebSphere InterChange Server Repository file: From the WebSphere Business Integration System Manager, select an appropriate integration component library, right-click, and select Export as → Repository File.

To migrate the data synchronization scenario to WebSphere Integration Developer:

1. Launch WebSphere Integration Developer with a new workspace called DataSyncScenarioWorkspace:
   a. In WebSphere Integration Developer, switch to the Business Integration perspective.
   b. Select File → New → Library to create a new library.
   c. In the New Library window (Figure 16-5 on page 352), for Library Name, type DataSyncScenarioLibrary to create a new library in the workspace. Click Finish.
Figure 16-5  New data synchronization scenario library
2. Import the WebSphere InterChange Server Repository file named ICSDataSyncScenario.jar by using the WebSphere InterChange Server Migration Wizard in WebSphere Integration Developer:

   a. Select **File → Import**.

   b. In the Import: Select window (Figure 16-6) under the Business Integration folder, select **WebSphere InterChange Server JAR File**. Click **Next**.

   c. In the Import Wizard Repository Details window (Figure 16-7 on page 354), for repository path selection, select the **ICSDataSyncScenario.jar** file, and for Library, select **DataSyncScenarioLibrary**. Click **Next**.
d. In the Import Wizard: Configure Connector Migration window, select `JTextConnector` in the left panel. In the Binding option, choose `JMS to JText (FlatFile) WBI Adapter` in the drop-down list (Figure 16-8 on page 355).
e. In the same window, select **MQDLConnector** in the left panel. In the Binding option, choose **MQ Binding** from the drop-down list (Figure 16-9 on page 356).
f. Also, in the same window, select **JDBCConnector** in the left panel. In the Binding option, choose **JMS to JDBC WBI Adapter** from the drop-down list (Figure 16-10 on page 357), and click **Next**.
g. In the Import Wizard: Conversion Options windows, select the options as shown in Figure 16-11 on page 358, and click Next.
h. In the Import Wizard: Migration Summary Window, confirm that all information is correct (Figure 16-12 on page 359), and click **Finish**.
Figure 16-12 Import Wizard Migration Summary

i. Wait until the migration process completes. The Migration Results window is shown (Figure 16-13 on page 360). Click **Close**.
j. The building of projects in WebSphere Integration Developer can take a while. After the build completes, the workspace contains seven new modules in addition to the DataSyncScenarioLibrary that was previously created (Figure 16-14 on page 361). Three of the new modules correspond to three WebSphere Business Integration Adapters that are used in this scenario: JDBCConnector, MQDLConnector, and JTextConnector. Two new modules correspond to the collaborations from WebSphere InterChange Server MQDL_To_JDBC_CustomerSync and MQDL_To_JTextXML_CustomerSync. The other two modules, CWBC_JDBC and CWFF_FlatFile, are resource files for WebSphere Adapter for JDBC Adapter and WebSphere Adapter for Flat Files. We will update WebSphere Business Integration Adapters to WebSphere Adapters in the following steps.
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Figure 16-14  Module created
3. Upgrade WebSphere Business Integration Adapter for JText to WebSphere Adapter for Flat Files:

   a. In the Business Integration perspective, right-click the module **JTextConnector**. Select **Update → Migrate Adapter Artifacts** (Figure 16-15).

   ![Figure 16-15](Image)
   
   **Figure 16-15**  Update WebSphere Business Integration Adapter for JText
b. In the Migration Wizard: Select Projects window (Figure 16-16), accept the default value, and click **Next**.
c. In the Migration Wizard Warning window (Figure 16-17), click **OK** to continue.

![Migration Wizard Warning](image)

*Figure 16-17  Upgrade WebSphere Business Integration Adapter for JText: Warning*
d. The Migration Wizard takes a second to collect information. When you see the Adapter Migration Wizard: Review Changes window (Figure 16-18), click **Finish**.

![Adapter Migration Wizard](image)

**Figure 16-18** Upgrade WebSphere Business Integration Adapter for JText: Review Changes

e. Then, the migration executes, and the windows close when finished.
4. Upgrade WebSphere Business Integration Adapter for JDBC to WebSphere Adapter for JDBC:

   a. In the Business Integration perspective, right-click the module **JDBCConnector**. Select **Update → Migrate Adapter Artifacts** (Figure 16-19).

![Figure 16-19 Upgrade WebSphere Business Integration Adapter for JDBC](image-url)
b. In the Migration Wizard, select the Project window (Figure 16-20), accept the default value, and click **Next**.

![Adapter Migration Wizard](image)

**Select Projects**
- Select the projects that you want to migrate.

- **Connector project:** CWYBC_JDBC
- **Target version:** 6.2.0.0

**Dependent artifact projects:**
- JDBCConnector [WBI]

**The following tasks will be performed based on your selections:**

- The connector project CWYBC_JDBC with IBM WebSphere Adapter for JDBC version 6.2.0.0 is current and will not be migrated.
- Migrate the adapter artifacts for module JDBCConnector to maintain compatibility with IBM WebSphere Adapter for JDBC version 6.2.0.0.

To ensure that a migration proceeds as expected, migrate a test environment prior to migrating a production repository. After a connector project has been updated or a module has been migrated, it will not function in versions of WebSphere Process Server and WebSphere Integration Developer earlier than version 6.1. Refer to the adapter user documentation for detailed information about migrating an adapter.

*Figure 16-20  Upgrade WebSphere Business Integration Adapter for JDBC: Select Projects*
c. In the Migration Wizard Warning window (Figure 16-21), click **OK** to continue.

![Migration Wizard Warning](image)

*Figure 16-21 Upgrade WebSphere Business Integration Adapter for JDBC: Warning*
d. The Migration Wizard takes a second to collect information. When you see
the Adapter Migration Wizard: Review Changes window (Figure 16-22),
click **Finish**.

![Adapter Migration Wizard: Review Changes](image)

Figure 16-22  Upgrade WebSphere Business Integration Adapter for JDBC: Review Changes

e. Then, the migration executes, and the windows close when finished.
5. Because the business object (BO) definitions between WebSphere InterChange Server and WebSphere Process Server differ slightly, the copy BO API does not work. You need to rewrite the code to use the WebSphere Process Server API instead. Modify the Java snippet in BPEL:

a. In the Business Integration view, expand the **MQDL_To_JDBC_CustomerSync** module, expand **Integration Logic**, expand **Processes**, and double-click **CustomerSync_From** to open the process.

b. Click the process name on the top of the right side to modify the process properties (Figure 16-23).

c. In the Process - CustomerSync_From properties view, select the **Java Imports** tab, and modify the following line (Figure 16-24 on page 371):

   ```java
   import com.ibm.websphere.bo.BOFactory;
   ```

   to:

   ```java
   import com.ibm.websphere.bo.*;
   ```

   ![Figure 16-23 Modify process: Open process properties](image)
Figure 16-24  Modify process: Modify Java Imports

d. Right-click the canvas, and select **Expand All Activities**.

e. Right-click the canvas again, and select **Align Parallel Activities Contents Automatically**.

f. Find the node Initialize Parameters_1 (see Figure 16-25 on page 372).
g. In the Snippet _ Initialize Parameters property view, select the **Detail** tab.

h. Modify the Java snippet to look like Example 16-1 on page 373.
Example 16-1  Modifying the CustomerSync_From_Modify node Initialize_parameters

Java snippet

```java
//var_2.copy(var_4);
//var_3.copy(var_14);
}
BOCopy boCopy =
(BOCopy)ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");
FromBusObj_var = boCopy.copy(TriggeringPortBusObj_var);
ToBusObj_var = boCopy.copy(TriggeringPortBusObj_var);

//if (triggeringBusObj == null) { TriggeringPortBusObj_var = null; } else { TriggeringPortBusObj_var = triggeringBusObj.getBusinessGraph(); }
//if (FromBusObj == null) { FromBusObj_var = null; } else { FromBusObj_var = FromBusObj.getBusinessGraph(); }
//if (ToBusObj == null) { ToBusObj_var = null; } else { ToBusObj_var = ToBusObj.getBusinessGraph(); }
```

i. Save and close the CustomerSync_From process.

j. Repeat the same steps for the process CustomerSync_From in module MQDL_To_JTextXML_CustomerSync.

6. Modify the .mon file for each process:

a. Switch to the Java perspective. In the WebSphere Integration Developer menu bar, click window → Open Perspective → Other.

b. In the Open Perspective window (Figure 16-26 on page 374), select Java, and click OK.
Figure 16-26  Open Perspective: Java

c. Expand MQDL_To_JDBC_CustomerSync. Double-click CustomerSync_From_bpel.mon (Figure 16-27).

Figure 16-27  Select .mon file of process
d. Modify the following line from:

```xml
<Entry key="IdentifyingAttribute" value="name"/>
```

to:

```xml
<Entry key="IdentifyingAttribute" value="wpc:ids"/>
```

See Figure 16-28.

![CustomerSync_From_bpel.mon](image)

Figure 16-28 Modify .mon file for process

e. Repeat the previous steps for the MQDL_To_JTextXML_CustomerSync project.

**Note:** The file with suffix .mon does not exist after migration. It will be generated after the modification of the process (BPEL) when building the project. Make sure that this step is performed after step 7.

7. After the migration, the MQDL Connector module is not wired to the MQDL_To_JTextXML_CustomerSync module. To wire the MQDL Connector to the MQDL_To_JTextXML_CustomerSync module:

a. Remove the incorrect node in the mediation flow:

i. Switch to the Java perspective.

ii. Locate the file MQDLConnector.medflow under the folder MQDLConnector. Right-click **MQDLConnector.medflow**. Select **Open with → xml editor**.

iii. Find the node as shown in Figure 16-29 on page 376, right-click the nodes, and select **Remove**.
iv. Find the other node that is shown in Figure 16-30, right-click the node, and select **Remove**.

v. Save and close the file.
b. Remove the connection in the Mediation Flow Component (MFC):
   i. Perform the same task in the Java perspective, find the MQConnector.mfc file under MQDLConnector. Right-click MQConnector.mfc file, and select Open with → xml editor.

   ii. Find the node that is shown in Figure 16-31. There are two duplicate nodes, right-click one of them, and select Remove.

   iii. Save and close the file.

c. Add a reference in the mediation flow MQDLConnector component in the assembly diagram:
   i. Switch back to the Business Integration perspective.
   ii. Open the assembly diagram of the MQDLConnector module.
   iii. Right-click Component MQDLConnector( mediation flow), which is shown in Figure 16-32 on page 378. Select Add → Reference.
Figure 16-32  Connect MQDL_To_JTextXML_CustomerSync: Add reference for mediation flow component

i. In the Add Reference window, select **CustomerBG_PortType** as shown in Figure 16-33 on page 379, and click **OK**.
Figure 16-33  Connect MQDL_To_JTextXML_CustomerSync: Select reference

ii. Drag a line from the new reference of Component MQDLConnector to Import MQDL_To_JTextXML_CustomerSync_From to link them together (Figure 16-34 on page 380).
Add the reference in the mediation flow:

i. In the assembly diagram of the MQDLConnector, double-click Component **MQDLConnector(Mediation Flow)** to open it in the Mediation Flow Editor.

ii. Click **Add Reference**.

iii. In the Add Reference window, select **CustomerBG_PortType** as shown in Figure 16-35 on page 381, and click **OK**. A new reference named CustomerBG_PortTypePartner1 is added in the graph.

iv. Draw a line from the operation MQDLCustomerBG in the interface Connector_PortType to the operation Async_CustomerBG in the reference CustomerBG_PortTypePartner1.

v. Click the link that was added in the last step. In the Palette, draw a line to link BO Map MQDLCustomer_and_Customer_SMO_Map and Call out Async_CustomerBG : CustomerBG_PortTypePartner1. Save and close the Mediation Flow Editor (Figure 16-35 on page 381).
vi. Save.

8. Set the destination queue name for the MQ binding in the module MQDLConnector:
   a. In the assembly diagram of module MQDLConnector, select Export: 
      MQDLConnector (MQ Binding).
   b. In the properties view, select Binding → end-point configuration.
   c. In the field Send destination queue, enter DummyQueue1 (Figure 16-36 on page 382).

e. In the properties view, select **Binding → end-point configuration**.

f. In the field **Send destination queue**, enter **DummyQueue2** (Figure 16-37).

g. Save and close the assembly diagram of module MQDLConnector.

9. After the migration, the output BO in operation createJTextXMLCustomer of interface OutPut_PortType is changed, so you need to add code to apply the changes:

a. Open the Java file **Output_Processing.java** in the JTextconnector.

b. Find the method **BusinessObjectBG_Sync(DataObject BusinessObjectBG)**. Replace the return code with the following code that is shown in Example 16-2 on page 383. Save and close.
Example 16-2  BusinessObjectBG_Sync in Output_Processing.java

```java
String id =
output.getDataObject("createJTextXMLCustomerOutput").getDataObject("CreateResponse").
getString("filename");
BOFactory bof =
(BOFactory)ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOFactory");
DataObject rJTextXMLCustomerBG =
DataObject JTextXMLCustomerBO =
rJTextXMLCustomerBG.createDataObject("JTextXMLCustomer");
JTextXMLCustomerBO.setString("ID", id);
return rJTextXMLCustomerBG;
```

10. The operation name that was generated by Output_Processing.java is not correct, so you need to modify it manually:

a. Open the assembly diagram of Module JTextConnector (Figure 16-38). Double-click component Output_Processing to open the Java file Output_Processing.java.

```
if (operation.endsWith("Wrapper")) {
    operation = operation.substring(0, operation.length() - "Wrapper".length());
}
```

b. In the Output_Processing.java file, add the code in method getOperation() as shown in Example 16-3 before you return to Figure 16-39 on page 384.

Example 16-3  Output_Processing.java
private String getOperation(String verb, DataObject dataObject) {
    throws Exception {
        String operation = null;
        String outRootTypeName = null;
        outRootTypeName = WFServiceHelper.getRootBusinessObjectInstance(
            dataObject).getType().getName();
        if (verb == null) {
            throw new MediateException(
                "The operation to invoke on the target interface could not be determined.
            
        }
        if (outRootTypeName == null) {
            throw new MediateException(
                "The operation to invoke on the target interface could not be determined.
            
        }
        verb = verb.toLowerCase();
        if (verb.equalsIgnoreCase("create")) {
            operation = verb + outRootTypeName;
        }
        if (operation.endsWith("Wrapper") || {
            operation = operation.substring(0, operation.length()) - "Wrapper".length();
        }
        return operation;
    }

11. Specify the Sequence file path for WebSphere Business Integration Adapter for JText (Figure 16-40 on page 385).
Figure 16-40  Specify Sequence file path for WebSphere Adapter for Flat Files
12. The JDBC driver of WebSphere Adapter for JDBC differs from the WebSphere Business Integration Adapter for JDBC. To Modify the JDBC driver for WebSphere Adapter for JDBC:

a. Switch to the Java perspective. In the WebSphere Integration Developer menu bar, click **window → Open Perspective → Other**.

b. In the Open Perspective window (Figure 16-41), select **Java**, and click **OK**.

![Open Perspective: Java](image)
c. In the Package Explorer tab, expand **JDBCConnector**, and double-click **Output.import** to open the file as shown in Figure 16-42.

![Figure 16-42](image)

**Figure 16-42  Update JDBC Driver Path: Select file**

d. In the output.import file, find this line:

```xml
<jdbcDriverClass>COM.ibm.db2.jdbc.app.DB2Driver</jdbcDriverClass>
```

Change it to this line:

```xml
<jdbcDriverClass>com.ibm.db2.jcc.DB2Driver</jdbcDriverClass>
```

e. Save and close the file.
16.2.4 Work-around for dynamic relationship

After migration, dynamic relationships do not work because of differences in the transaction management approaches between WebSphere InterChange Server and WebSphere Process Server. In WebSphere Process Server, transactions are managed by the underlying WebSphere Application Server. WebSphere InterChange Server does not have this capability. Because of this key difference, you must modify the stored procedures that manage the dynamic relationship tables so that there are no explicit commits or rollbacks when used with WebSphere Process Server.

In this specific scenario, we have one dynamic relationship, Customer, which uses three stored procedures. You only need to modify two of them: MQDLCUST_RELATIONSHIP_SP and JDBCCUST_RELATIONSHIP_SP. These stored procedures each have one rollback and one commit statement.

By using DB2 Development Center, modify the stored procedures by either commenting out or removing the rollback and commit statements:

1. Launch the DB2 Development Center. Select Start → Programs → IBM DB2 → Development Tools → Development Center. The stored procedure wizard automatically launches.
2. In the Development Center Launchpad window (Figure 16-43 on page 389), click Create Project.
This launchpad guides you through the tasks required to create a new stored procedure or user-defined function (UDF). After you complete all three steps, you can test and deploy the stored procedure or UDF.

Figure 16-43  DB2 Development Center: Launchpad for the stored procedure
3. In the Open Project window (Figure 16-44), select a project name. Use the default value of Project1 if it does not already exist. Click OK.

*Figure 16-44  DB2 Development Center: Creating a project*
4. In the Development Center Launchpad window (Figure 16-45), click **Add Connection**.

*Figure 16-45  DB2 Development Center: Add Connection*
5. In the Add Database Connection Wizard window (Figure 16-46), in the Connection Type pane, select **Online**. Click **Next**.
6. In the next window (Figure 16-47), in the Connection pane, provide the connection details for the database. Click **Finish**, and close the connection wizard.
7. With the project now visible in the Project View (Figure 16-48), right-click **Stored Procedures**, and select **import**.
8. In the Import window (Figure 16-49), select **Database** and **Stored Procedure**, and click **OK**.

*Figure 16-49  DB2 Development Center: Importing stored procedures*
9. In the Source Database pane of the Import Wizard window (Figure 16-50), select the source database from the list. Click **Next**.
10. In the Filter pane of the Import Wizard window (Figure 16-51), accept the defaults, and click **Next**.
11. In the Objects pane of the Import Wizard window (Figure 16-52), under the heading Available, select the two dynamic relationship stored procedures `username.JDBCCUST_RELATIONSHIP_SP` and `username.MQDLCUST_RELATIONSHIP_SP` to modify, and click > to move them to the Selected pane. Then, click Finish.
12. In the DB2 Development Center window (Figure 16-53 on page 400), double-click a stored procedure to open it in the Editor View. Comment out the Rollback and Commit statements in the stored procedure. There is only one rollback statement in each stored procedure, and there is only one commit statement in each stored procedure. Click the **build** icon (a wrench) in the Editor View. Click **Yes** if you see a message window.
Figure 16-53  DB2 Development Center: Opening a stored procedure that you want to modify in the Editor View
16.2.5 Running a Jython script and modifying JDBC data sources

For WebSphere InterChange Server artifacts that have no corresponding artifacts in WebSphere Process Server, a Jython script is generated during migration. For this scenario, the Jython script that is generated has references to relationships. You must run this script by using the `wsadmin` command to create WebSphere Process Server configuration definitions that correspond to the original WebSphere InterChange Server artifacts.

**Saving and applying changes:** In the following steps, apply and save every change that you make in the administrative console.

To run this script and modify the JDBC data sources:

1. Switch your perspective in WebSphere Integration Developer (Figure 16-54).

![Figure 16-54  Switching perspectives](image)
2. Select **Java**.

The Jython script `InstallAdministrativeObjects.py` is placed under the library project `DataSyncScenarioLibrary` in this scenario (Figure 16-55). The generated Jython script is self-explanatory and contains details about how to run the file.

![Figure 16-55  Jython script](image.png)
3. Switch back to the Business Integration perspective to start the embedded instance of WebSphere Process Server. Under the **Servers** tab, right-click the server instance, and select **Start**.

4. Run the Jython script by using the following command from the bin folder of the WebSphere Process Server installation. Modify the file path if your workspace location is different:

```
C:\IBM\WID62\pf\wps\bin> wsadmin -lang jython -f 
C:\DataSyncScenarioWorkspace\DataSyncScenarioLibrary\InstallAdministrativeObjects.py
```

Running this script creates a new JDBC provider and corresponding data sources that are necessary for relationships that are being used in the WebSphere InterChange Server project.

5. Click **WBI 6.0 Migration DB2 Universal JDBC Driver Provider** to open it (Figure 16-56). The new DB2 JDBC provider is created in the cell scope.

---

**Figure 16-56  JDBC provider created in the cell scope**
6. Under Additional Properties, click **data sources**, and open the **Customer** data source (Figure 16-57).

![Figure 16-57  Data source created](image1)

7. Under DB2 Universal data source properties (Figure 16-58), make sure that **Driver type** is set to 4.

![Figure 16-58  Driver type](image2)
8. Under Data store helper class name (Figure 16-59), confirm that the correct helper class is selected, and save the changes.

9. Under General Properties for JDBC providers (Figure 16-60), set the correct password for J2C security for the Administrator_Customer and Administrator_State datasource aliases. Save the changes.
10. For the DB2 Universal JDBC Driver XA DataSource data source, set the Component-managed authentication alias to **Administrator_Customer**. For the Database name, type icsrepos, and for Server name, type localhost (Figure 16-61).

![Figure 16-61 XA DataSource properties](image)
11. Test all of the datasource connections, and verify if they connect successfully as shown in Figure 16-62.

![Data source connection testing](image)

**Figure 16-62**  Data source connection testing

### 16.2.6 Deployment

After completing the steps to migrate the data synchronization scenario from WebSphere InterChange Server to WebSphere Integration Developer, the integration system is ready to be deployed to WebSphere Process Server.

**Automatic project build:** By default, WebSphere Integration Developer is set to build projects automatically. If the workspace is not set to build automatically, run the Clean and Build functions from the Project menu before deploying the modules.

To deploy the components:

1. From WebSphere Integration Developer, stop and start the embedded instance of WebSphere Process Server. Under the **Servers** tab, right-click the instance and select **Start** (Figure 16-63 on page 408).
Figure 16-63  Starting WebSphere Process Server
2. Disable the default security settings in WebSphere Process Server to simplify the deployment and testing of the data synchronization scenario:
   
a. Launch the WebSphere Process Server administrative console. Right-click an embedded instance of WebSphere Process Server, and select **Run** (Figure 16-64). Log in by using the default administrative user and password.

![Figure 16-64  Running the administrative console](image)
b. In the left pane, under Security, choose **Secure administration, applications, and infrastructure**. In the right pane, clear the **Enable administrative security**, **Enable application security**, and **Use Java 2 security to restrict application access to local resources** check boxes (Figure 16-65). Click **Apply** and save the changes.
c. In the left pane, under Security, select **Bus Security**. In the right pane, disable the security for all of the buses. Click **Apply**, and save the changes (Figure 16-66).

![Integrated Solutions Console](image)

*Figure 16-66  Disabling bus security*


d. Log out of the WebSphere Process Server administrative console and close the console window.
e. Open the profile configuration for WebSphere Process Server. From the Servers tab in WebSphere Integration Developer, right-click the appropriate WebSphere Process Server instance, and select Open (Figure 16-67).

Figure 16-67  Opening the profile configuration
f. Disable the security settings in the profile configuration. Under the Security section, clear the **Security is enabled on this server** check box (Figure 16-68). Close the profile configuration window, and save the settings.

![Server Overview](image)

**Figure 16-68  Disabling profile security**
g. Restart the embedded instance of WebSphere Process Server (Figure 16-69). From the **Servers** tab, right-click the instance, and select **Restart**.

![Figure 16-69   Restarting the WebSphere Process Server](image)
3. Deploy the projects in the workspace. From the Servers tab in WebSphere Integration Developer, right-click the appropriate WebSphere Process Server instance, and select Add and Remove Projects (Figure 16-70).
4. In the Add and Remove Projects window (Figure 16-71), click **Add All >>** to add all projects in the workspace to the server. Then, click **Finish** to initiate the deployment.

![Add and Remove Projects](image)

*Figure 16-71   Deploying to WebSphere Process Server*

5. Verify that all of the modules are deployed and have started correctly in WebSphere Process Server. Expand the embedded WebSphere Process Server instance to show all of the deployed modules. After the deployment has finished, the modules all show a status of Started (Figure 16-72 on page 417).
6. Before you test the actual applications, ensure that the relationships have migrated correctly:

   a. Restart the embedded instance of WebSphere Process Server. From the Servers tab, right-click the instance, and select Restart → Start.

   b. After the server is started, open the administrative console. On the Servers tab, right-click the running server and select Run administrative console.

   c. Click Log in. Because security is turned off, there is no need to provide any user ID.

   d. In the left pane, navigate to Integration Applications → Relationship Manager → Relationships. The two migrated relationships are displayed in the right panel (Figure 16-73).

   e. Select the State relationship, and click Query.
f. In the next window, click **OK**. If state static relationship data was populated as a premigration step in Chapter 14, “Preparation for the technical solutions” on page 279, the query returns all 50 instances as shown in Figure 16-74. If the query returns no rows, it is possible that the relationship data is not populated.

*Figure 16-74   Static relationship instance data in Relationship Manager*
7. If relationship data is not populated, download the scripts
   (STATE_STATECD_T_InsertScript.sql and
   STATE_STATENM_T_InsertScript.sql), as explained in Appendix D,
   “Additional material” on page 651, to populate this static relationship. Then,
   extract the scripts to the c:\setup\temp folder as explained in Chapter 14,
   “Preparation for the technical solutions” on page 279. Execute the scripts by
   copying and pasting the content of these files to the DB2 Command Center.
   
   Remember that these scripts only populate the tables. They do not create the
   tables. For these tables to be created, the WebSphere InterChange Server
   solution must be deployed to WebSphere InterChange Server successfully.
   Data can also be populated by using the version of Relationship Manager that
   comes with WebSphere InterChange Server tools or that is packaged with the
   WebSphere Process Server administrative console.
   
   If any other errors occur while querying, you might have skipped a migration
   step and the migrated applications will not work.

   **Important:** You must execute the Jython script prior to deploying the
   applications to the server the first time. Also, after deploying the applications
   the first time and before testing the relationships as described previously,
   remember to restart the server.

   16.3 Testing the end-to-end solution

   To perform the end-to-end testing as explained in this section, you must have all
   of the required applications deployed and running on WebSphere Process
   Server.

   **Note:** Ensure that you have one solution set (applications and adapters)
   running at a time and that your messages are not consumed by other adapters
   that are polling the same input queue.

   **Note:** In this sample, we only test Create event. All of the previous
   implementation steps only cover Create event.

   To test the end-to-end solution:

   1. Start WebSphere MQ Explorer. The Queue Manager, Channel, Listener, and
      Queues that are required for this scenario are created as part of the
      premigration setup in Chapter 14, “Preparation for the technical solutions” on
      page 279.
2. From the navigator pane (Figure 16-75), right-click and start the **CUST.QUEUE.MANAGER** Queue Manager if it is not already running. Check to ensure that the Listener is running on the port for which the MQDL Connector is configured (1416 in this case).

![WebSphere MQ Explorer](image)

**Figure 16-75  WebSphere MQ Explorer**

3. To create a new test event:
   a. Download the utility for testing WebSphere MQ (RfhUtil) from this Web site:
      
   
   b. Extract the downloaded zip file.
   
   c. Run rfhutil.exe, and then, RfhUtil is started in a pop-up window (Figure 16-76 on page 421).
   
   d. Select **CUST.QUEUE.MANAGER** in the Queue Manager Name drop-down list.
   
   e. Select **WICS.INPUT.Q** in the Queue Name drop-down list.
   
   f. Click **Open File**, and select **MQDLCustomerTestData.txt**, which contains sample test data. This file is available for download as explained in Appendix D, “Additional material” on page 651.
g. Switch to the **MQMD** tab, and enter `CUST_C` for the MQ Message Type (Figure 16-77 on page 422).
h. Switch back to the **Main** tab in RfhUtil, and click **Write Q**. Then, the message will be put into `WICS.INPUT.Q`, which means that an event is triggered by MQDLConnector.
4. To verify the success of the test, check the contents of the JDBCCustomer table, the c:\temp\JTextConn\Default\out folder, and the dynamic relationship participant tables:

**Remember:** Change the test data for every subsequent test that is run, especially the customer ID in the case of a create operation.

a. Confirm that the row was created in the JDBCCustomer table. Open the JDBCCUSTOMER table in the DB2 Control Center (Figure 16-78).

![Figure 16-78 JDBCCUSTOMER table in DB2 Control Center](image)

b. In the Open Table window (Figure 16-79), view the contents of the table.

![Figure 16-79 JDBCCUSTOMER table data](image)
c. Confirm that the JTextXMLCustomer\_n.out file is created in the C:\temp\JTextConn\Default\out directory (Figure 16-80).

![Figure 16-80   Created JTextXMLCustomer output file](image)

**CUSTOMERID**: The CUSTOMERID in the JDBCCUSTOMER table is built by using a DB2 sequence. Therefore, it is different from the generic ID that is used in the business process. The row is inserted into the JDBCCUSTOMER as part of the Create action. The generated CUSTOMERID is returned as part of the response business object and recorded in the relationship instance data.

![Figure 16-81   Created JTextXMLCustomer output data](image)

d. Open the file to check its contents (Figure 16-81).
Identity relationship: The ID in JTextXMLCustomer_\textit{nn}.out corresponds to the generic ID that passed through the business processes. No identity relationship is used for the WebSphere Adapter for FlatFile interaction.

e. Confirm that the identity relationship instances are recorded properly:
   i. Run the administrative console and log in.
   ii. Navigate to Integration Applications $\rightarrow$ Relationship Manager. In the right pane, select Relationships. See Figure 16-82.

![Figure 16-82  Selecting Relationship Manager in the administrative console](image-url)
iii. In the Relationships pane (Figure 16-83), select Customer, and click Query.

![Figure 16-83 Querying the customer relationship](image)

iv. Confirm that the Logical state is set to All, and click OK (Figure 16-84).

![Figure 16-84 Querying all existing customer relationship instances](image)
v. Identify the generic CustomerID that is used in the console while the business process executed, and select the Relationship instance ID that corresponds to the generic CustomerID (Figure 16-85).

![Relationship Manager](image)

*Figure 16-85  Selecting the relationship instance ID created in the test run*
vi. Confirm that the MQDLCust role Key Attribute ID is set to original test data value 2000, which is submitted to WebSphere MQ as shown in Figure 16-86. Also, confirm that the JDBCCust role Key Attribute CUSTOMERID is set to the value created in the JDBCCUSTOMER table. The table is shown in Figure 16-79 on page 423.
16.4 Conclusion

In this chapter, we illustrated a step-by-step migration of a data synchronization solution with two collaborations. The migrated WebSphere InterChange Server solution involved different adapters for back-end connectivity. The migration started by using the WebSphere Integration Developer Migration Wizard to get the project working as is in a WebSphere Process Server environment.

We also performed an end-to-end test to check the functionality of the migrated components after each step.
Data synchronization scenario with application adapters

The data synchronization migration scenario outlined in this chapter illustrates an end-to-end scenario in which data entities are synchronized between back-end systems through a typical set of WebSphere InterChange Server components. Together with WebSphere InterChange Server, these components form an integration system.

This chapter focuses on the steps that are necessary to migrate an entire data synchronization integration system that was originally designed for WebSphere InterChange Server to WebSphere Process Server. By performing the steps illustrated in this chapter, an end-to-end data synchronization scenario can be completely migrated to WebSphere Process Server, optimized, and tested.

The data synchronization scenario uses two WebSphere Business Integration Adapters: the WebSphere Business Integration Adapter for mySAP.com and the WebSphere Business Integration Adapter for PeopleSoft. In addition, the scenario uses business objects, maps, relationships, and collaborations.

The scenario in this chapter simulates an integration system that is designed to provide synchronization between two back-end systems:
An Enterprise Resource Planning (ERP) system delivering the customer information from one sales order through SAP

An Enterprise Resource Planning (ERP) system that receives the customer information through PeopleSoft

Data synchronization is a common WebSphere InterChange Server pattern where two systems exchange data by using business objects, supporting the four basic verbs or actions of create, retrieve, update, and delete. In WebSphere InterChange Server, an integration specialist uses a collaboration template that synchronizes data between System A and System B. Currently, System A and System B are both configured as ERP systems.

The data synchronization scenario is completely independent of the other examples and scenarios in this book. However, many of the concepts and steps that are necessary to migrate individual artifacts are the same and are used here to illustrate the migration of a complete end-to-end scenario.

As a reminder, see Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the possible options for migration implementation, and Part 3, “Migration tooling” on page 177, provides detailed information about the standard migration tools.

We include the following sections:

- 17.1, “Target environment” on page 433
- 17.2, “Implementation” on page 434
- 17.3, “Testing the end-to-end solution” on page 497
- 17.4, “Conclusion” on page 509
17.1 Target environment

In this chapter, we illustrate the migration of an end-to-end scenario from WebSphere InterChange Server to WebSphere Process Server. The WebSphere InterChange Server development was done with the product versions that are listed in Table 17-1. It was migrated step-by-step as shown in this chapter to run on the WebSphere Process Server Version 6.2.

17.1.1 Software environment

Table 17-1 lists the software products and versions that we used to demonstrate the example in this chapter.

**Note:** SAP ALE inbound is supported by WebSphere Integration Developer Version 6.2’s latest fix pack. You need to apply this fix pack first.

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere MQ</td>
<td>6.0.2 Fix Pack 4</td>
</tr>
<tr>
<td>WebSphere InterChange Server</td>
<td>4.3.0 Fix Pack 5</td>
</tr>
<tr>
<td>DB2</td>
<td>8.1.16 (or 8.2.9)</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Framework</td>
<td>2.6.0.12</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for mySAP.com</td>
<td>6.0.8</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for PeopleSoft</td>
<td>3.0.1</td>
</tr>
<tr>
<td>WebSphere Adapter for PeopleSoft</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Adapter for SAP Software</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Adapter Migration Tool</td>
<td>6.2</td>
</tr>
<tr>
<td>SAP Front-End GUI Tool</td>
<td>640 patch 14</td>
</tr>
</tbody>
</table>
17.2 Implementation

In this section, we describe the process of migrating the data synchronization scenario to WebSphere Integration Developer.

17.2.1 Premigration overview

The data synchronization scenario is a functional implementation of the data synchronization pattern that is typically implemented in WebSphere InterChange Server. This scenario is restricted to the following collaboration that is based on the same collaboration template: SAPJMS_To_PSFT_CustomerSync.

The SAPJMS_To_PSFT_CustomerSync collaboration synchronizes the customer information of sales order data from a SAP system that publishes changes (create, update, or delete) to a PeopleSoft system. This collaboration has a single inbound port (From) and a single outbound port (To). The From port is bound to an instance of the WebSphere Business Integration Adapter for mySAP.com. The To port is bound to an instance of the WebSphere Business Integration Adapter for PeopleSoft as illustrated in Figure 17-1.

![Figure 17-1 SAPJMS_To_PSFT_CustomerSync collaboration object](image)

This scenario demonstrates the commonly used publish/subscribe integration pattern. A single published event is delivered to the subscribing collaborations, which in turn, deliver it to the back-end system.

17.2.2 Preparation

The goal of this chapter is to migrate an existing WebSphere InterChange Server example and test it in the WebSphere Process Server. As a prerequisite, we show how to test the DataSyncScenario example in WebSphere InterChange Server. Then, we explain the details of the migration of the example to WebSphere Process Server.

We begin by explaining the initial steps that you must complete in order to migrate the DataSyncScenario example to WebSphere Process Server.
Testing the DataSyncScenario example on WebSphere InterChange Server V4.3

To test the DataSyncScenario example in the WebSphere InterChange Server:

1. Create a new Interchange component library, DataSyncICL, in the WebSphere InterChange Server System Manager (Figure 17-2 on page 436). Import the DataSyncScenarioWithSAPAndPSFT.jar file into it. The Java archive (JAR) file is in the c:\setuptemp\Chapter17samples directory. Right-click the DataSyncICL project, and select Import from repository file.

2. Make sure that the ERP system configuration information in SAPConnector is consistent with the ERP system that you use.

3. Make sure that the ERP system configuration information in PeopleSoftConnector is consistent with the ERP system that you use.

Files for download: You can download all of the files that are mentioned in this section as explained in Appendix D, “Additional material” on page 651.
4. Create a user project, called *DataSyncScenario*, in the System Manager:
   a. Add all of the components from the newly created DataSyncICL project by selecting *DataSyncICL*.
   b. Connect to the WebSphere InterChange Server instance.
   c. Validate the project.
   d. Right-click *DataSyncScenario*, and select **Deploy user project**.
   e. In the Deploy wizard window, expand the *DataSyncScenario* project and select **Business Objects**. Select **Create schema**.
5. Confirm that the Customer and State Relationships are deployed successfully onto the WebSphere InterChange Server instance. Expand **InterChange Server instance → Relationships → Dynamic → Customer**. Under Relationships, also expand **Static → State**. The relationships show a green arrow to their left that confirms that the relationships have deployed successfully (Figure 17-3).

![Figure 17-3  Relationships successfully deployed to WebSphere InterChange Server](image)

6. Switch back to the DB2 Control Center. Right-click the **ICSREPOS** database, and select **Query**.

7. Insert the static Relationship instances by executing the SQL scripts for the State Static Relationship:
   a. Click the Scripts **Open** button.
   b. Browse to select the **C:\setuptemp\Chapter17samples\STATE_STATE_CD_T_InsertScript.sql** file.
   c. Click the green arrow button to execute the script.
   d. Repeat the previous three steps to execute the **STATE_STATENM_T_InsertScript.sql** script.
   e. If you see a DB2 message to replace the current input with the contents, click **Yes**, and execute.
17.2.3 Migration

In this section, we explain how to migrate the data synchronization scenario to WebSphere Integration Developer.

The ICSDataSyncScenarioWithSAPAndPSFT.jar file, which you extract to the c:\setuptemp directory, is the WebSphere InterChange Server Repository file.

Exporting a WebSphere InterChange Server Repository file: From the WebSphere Business Integration System Manager, select an appropriate integration component library, right-click it, and select Export as → Repository File.
To migrate the data synchronization scenario to WebSphere Integration Developer:

1. Launch WebSphere Integration Developer with a new workspace called *DataSyncScenarioWorkspace*:
   
   a. In WebSphere Integration Developer, switch to the **Business Integration** perspective.
   
   b. Select **File → New → Library** to create a new library.
   
   c. In the New Library window (Figure 17-4), for Library name, type *DataSyncScenarioLibrary* to create a new library in the workspace. Click **Finish**.

   ![New Library window](image)

   **Figure 17-4** New data synchronization scenario library
2. Import the WebSphere InterChange Server Repository file named ICSDataSyncScenarioWithSAPAndPSFT.jar by using the WebSphere InterChange Server Migration Wizard in WebSphere Integration Developer:
   a. Select **File → Import**.
   b. In the Import: Select window (Figure 17-5), under the Business Integration folder, select the **WebSphere InterChange Server Repository** JAR File. Click **Next**.

*Figure 17-5  Import wizard: Selecting the WebSphere InterChange Server Repository JAR File*
c. In the Import Wizard: Select WebSphere InterChange Repository Details window (Figure 17-6), for the repository path, select the `DataSyncScenarioWithSAPAndPSFT.jar` file, and for the library, select `DataSyncScenarioLibrary`. Click Next.
d. In the Import Wizard: Configure Connector Migration window, select **PeopleSoftConnector** in the left panel. In the Binding field, choose **JMS to PeopleSoft WBI Adapter** in the drop-down list (Figure 17-7).
e. In the same window, select **SAPConnector** in the left panel. In the Binding field, choose **JMS to SAP WBI Adapter** in the drop-down list (Figure 17-8).

![WebSphere InterChange Server Import Wizard](image)

**Figure 17-8** Import Wizard Configure Connector Migration: SAPConnector

f. In the Import Wizard: Conversion Options window, select the options as shown in Figure 17-9 on page 444, and click **Next**.
g. In the Import Wizard: Migration Summary window, confirm that all of the information is correct (Figure 17-10 on page 445), and click **Finish**.
h. Wait until the migration process completes. When the Migration Results window is shown (Figure 17-11 on page 446), click Close.
The building of projects in WebSphere Integration Developer can take a while. After the build completes, the workspace contains five new modules in addition to the DataSyncScenarioLibrary that was previously created (Figure 17-12 on page 447). Two of the new modules correspond to two WebSphere Business Integration Adapters that are used in this scenario: SAPConnector and PeopleSoftConnector. One new module corresponds to the collaboration from WebSphere InterChange Server SAPJMS_To_PSFT_CustomerSync. The other two modules, CWAP_SAPAdapter_Tx and CWES_PeopleSoft, are resource files for WebSphere Adapter for SAP Software and WebSphere Adapter for PeopleSoft. We will update WebSphere Business Integration Adapters to WebSphere Adapters in following steps.
3. Because of a unique situation in the WebSphere Adapter Migration Tool, we need to copy the Customer business object (BO) file from **DataSyncScenarioLibrary** → **Data Types** to a temporary directory, for example, `c:\temp` (Figure 17-13 on page 448). After the WebSphere Business Integration Adapter for mySAP.com update, you need copy the Customer BO file back.
4. Upgrade WebSphere Business Integration Adapter for mySAP.com to WebSphere Adapter for SAP Software:
   a. In the Business Integration perspective, right-click the **SAPConnector** module. Select **Update → Migrate Adapter Artifacts** (Figure 17-14 on page 449).
b. In the Migration Wizard: Select Projects window (Figure 17-15 on page 450), accept the default value, and click **Next**.
Figure 17-15  Upgrade WebSphere Business Integration Adapter for mySAP.com: Select Projects
c. In the Migration Wizard Warning window (Figure 17-16), click OK to continue.

\[\text{Figure 17-16  Upgrade WebSphere Business Integration Adapter for mySAP.com: Warning}\]

d. The Migration Wizard takes a second to collect information. When you see the Adapter Migration Wizard: Review Changes window (Figure 17-17 on page 452), click Finish.
Figure 17-17  Upgrade WebSphere Business Integration Adapter for mySAP.com_Review Changes

e. The migration executes, and the windows close when it finishes.

5. Copy the Customer BO file back from the c:\temp directory to DataSyncScenarioLibrary → DataTypes.
6. Because of a unique situation in WebSphere Adapter Migration Tool, several BG files do not appear after the WebSphere Business Integration Adapter for PeopleSoft migration. You must copy all of the SAP-related BO and BG files to a temp directory c:\tempdir from DataSyncScenarioLibrary → Data Types (Figure 17-18). After the WebSphere Business Integration Adapter for PeopleSoft update, you must copy back the BG and the BO files.

7. Upgrade WebSphere Business Integration Adapter for PeopleSoft to WebSphere Adapter for PeopleSoft:
   a. In the Business Integration perspective, right-click the PeopleSoftConnector module, and select Update → Migrate Adapter Artifacts (Figure 17-19 on page 454).
b. In the Migration Wizard: Select Projects window (Figure 17-20 on page 455), accept the default value, and click **Next**.
c. In the Migration Wizard Warning window (Figure 17-21 on page 456), click **OK** to continue.
d. The Migration Wizard will take a second to collect information. When you see the Adapter Migration Wizard: Review Changes window (Figure 17-22 on page 457), click Finish.
8. Copy all of the SAP-related BO and BG files to DataSyncScenarioLibrary → DataTypes from the temp directory c:\tempdir, and select Clean to clean the workspace (Figure 17-23 on page 458).

e. The migration executes, and the windows close when it finishes.
9. Because the ALE inbound did not support the synchronize invoke, we need remove the synchronized EIS binding:

   a. In the Business Integration view, open the assembly module for the WebSphere Adapter for SAP Software (Figure 17-24 on page 459).
b. Delete the synchronized EIS binding (Figure 17-25), and then, select **Clean** to clean the workspace.

![Figure 17-24](image1.png) **Figure 17-24** In the Business View, opening the assembly module of WebSphere Adapter for SAP Software

![Figure 17-25](image2.png) **Figure 17-25** Deleting the synchronized EIS binding of WebSphere Adapter for SAP Software
10. Because the BO handling between WebSphere Business Integration Adapter for mySAP.com and WebSphere Adapter for SAP Software differs, you must add code to update several values of the BO:

   a. In the Business Integration view, open the **Input_Async_Processing** Java component (Figure 17-26).

*Figure 17-26  Open the Input_Async_Processing Java component*
b. Modify the emitCreateAfterImagesap_orders05 method of the Input_Async_Processing class, as in Figure 17-1 on page 434.

**Example 17-1  Input_Async_Processing Java component**

```java
public void emitCreateAfterImagesap_orders05(
    DataObject emitCreateAfterImagesap_orders05Input) throws Exception
{
    DataObject orders05 = emitCreateAfterImagesap_orders05Input.getDataObject("sap_orders05");
    DataObject dataRecord = orders05.getDataObject("Data_record");
    DataObject orders1005 = dataRecord.getDataObject("sap_orders05_e2edk01005");
    orders05.setString("Dummy_key", orders1005.getString("Action_code_for_the_whole_EDI_message"));
    invokeService(emitCreateAfterImagesap_orders05Input);
}
```

11. Because the BO definition between WebSphere InterChange Server and WebSphere Process Server differs, the copy BO API does not work. You must rewrite the code to use the WebSphere Process Server API instead. Follow these steps to modify the Java snippet in BPEL:

a. In the Business Integration view, expand the SAPJMS_To_PSFT_CustomerSync module, expand Integration Logic, expand Processes, and double-click CustomerSync_From to open the process.

b. Click the process name on the top of the right side to modify the process properties (Figure 17-27 on page 462).
c. In the Process: CustomerSync_From properties view, select **Java Imports**, and modify the following line (refer to Figure 17-28):

```java
import com.ibm.websphere.bo.BOFactory;
```

to:

```java
import com.ibm.websphere.bo.*;
```

![Figure 17-27  Modify BPEL: Select process](image)

![Figure 17-28  Modify BPEL: Modify Java Imports](image)
d. Right-click the canvas, and select **Expand All Activities**.

e. Right-click the canvas again, and select **Align parallel Activities Contents Automatically**.

f. Find the node **Initialize_Parameters_1** (see Figure 17-29).

![Diagram of BPEL process]

Figure 17-29   Modify BPEL: Select node

g. In the Snippet _ Initialize Parameters property view, select the **Detail** tab.
h. Modify the Java snippet as shown in Example 17-2.

Example 17-2 Modifying CustomerSync_From_Modify node Initialize_parameters Java snippet

```java
//var_2.copy(var_4);
//var_3.copy(var_14);
}
BOCopy boCopy =
(BOCopy)ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOCopy");

FromBusObj_var = boCopy.copy(TriggeringPortBusObj_var);
ToBusObj_var = boCopy.copy(TriggeringPortBusObj_var);

//if (triggeringBusObj == null) { TriggeringPortBusObj_var = null; } else { TriggeringPortBusObj_var = triggeringBusObj.getBusinessGraph(); }

//if (FromBusObj == null) { FromBusObj_var = null; } else { FromBusObj_var = FromBusObj.getBusinessGraph(); }

//if (ToBusObj == null) { ToBusObj_var = null; } else { ToBusObj_var = ToBusObj.getBusinessGraph(); }
```

i. Save and close the CustomerSync_From process.

12. Modify the .mon file for each process:

a. Switch to the Java perspective. In the WebSphere Integration Developer menu bar, click **Window → Open Perspective → Other**. In the Open Perspective window (Figure 17-30 on page 465), select **Java**, and click **OK**.
Figure 17-30  Open Perspective: Java
b. Expand the **SAPJMS_To_PSFT_CustomerSync** project. Double-click the **CustomerSync_From_bpel.mon** file (Figure 17-31).

![Figure 17-31](image)

**Figure 17-31   Select the CustomerSync_From_bpel.mon file**

c. Modify the following line:

```xml
<Entry key="IdentifyingAttribute" value="name"/>
```

to:

```xml
<Entry key="IdentifyingAttribute" value="wpc:ids"/>
```

See Figure 17-32 on page 467.
17.2.4 Work-around for dynamic relationship

After the migration, dynamic relationships do not work because of differences in the transaction management approaches between WebSphere InterChange Server and WebSphere Process Server. In WebSphere Process Server, the transactions are managed by the underlying WebSphere Application Server. WebSphere InterChange Server does not have this capability. Because of this key difference, you must modify the stored procedures that manage the dynamic relationship tables so that there are no explicit commits or rollbacks when the tables are used with WebSphere Process Server.

In this specific scenario, we have one dynamic relationship, Customer, which uses three stored procedures. You only need to modify two of them: MQDLCUST_RELATIONSHIP_SP and JDBCCUST_RELATIONSHIP_SP. These stored procedures have one rollback statement and one commit statement each.

By using the DB2 Development Center, modify the stored procedures by either commenting out or removing the rollback and commit statements:

1. Launch the DB2 Development Center. Select Start → Programs → IBM DB2 → Development Tools → Development Center. The stored procedure wizard automatically launches.
2. In the Development Center Launchpad window (Figure 17-33 on page 468), click Create Project.
This launchpad guides you through the tasks required to create a new stored procedure or user-defined function (UDF). After you complete all three steps, you can test and deploy the stored procedure or UDF.

**Figure 17-33**  DB2 Development Center: Launchpad for the stored procedure
3. In the Open Project window (Figure 17-34), select a project name. Use the default value of *Project1* if it does not already exist. Click **OK**.

![DB2 Development Center: Creating a project](image)

*Figure 17-34  DB2 Development Center: Creating a project*
4. In the Development Center Launchpad window (Figure 17-35), click **Add Connection**.

*Next, you need to connect to a database so that you can build the stored procedure or user-defined function (UDF) to that database.*

1. Click **Add Connection**.
2. Follow the steps in the Add Database Connection wizard to create a connection to a database.

*Figure 17-35*  
**DB2 Development Center: Add Connection**
5. In the Add Database Connection Wizard window (Figure 17-36), in the Connection Type pane, select **Online**. Click **Next**.
6. In the Connection Wizard window (Figure 17-37), in the Connection pane, provide the connection details for the database. Click **Finish**, and close the connection wizard.

![Add Database Connection Wizard - ICSREPOS](image)

*Figure 17-37  DB2 Development Center: Connection*
7. With the project now visible in the Project View (Figure 17-38), right-click Stored Procedures, and select Import.

*Figure 17-38  DB2 Development Center: Project created*
8. In the Import window (Figure 17-39), select **Database** and **Stored Procedure**, and click **OK**.

*Figure 17-39  DB2 Development Center: Importing stored procedures*
9. In the Source Database pane of the Import Wizard window (Figure 17-40), select the source database from the list. Click **Next**.

![Figure 17-40 DB2 Development Center: Specifying the source database](image)
10. In the Filter pane of the Import Wizard window (Figure 17-41), accept the defaults, and click **Next**.
11. In the Objects pane of the Import Wizard window (Figure 17-42), under the Available heading, select the two dynamic relationship stored procedures `username.SAPORDER_RELATIONSHIP_SP` and `username.PSFTCUST_RELATIONSHIP_SP` to modify. Click > to move them to the Selected pane. Then, click Finish.

Figure 17-42  DB2 Development Center: Selecting the stored procedures that you want to modify
12. In the DB2 Development Center window (Figure 17-43), double-click a stored procedure to open it in the Editor View. Comment out the **Rollback** and **Commit** statements in the stored procedure. There is only one rollback statement and one commit statement in each stored procedure. Click the **build** icon in the Editor View. Click **Yes** if you see a message window.

**Figure 17-43  DB2 Development Center: Opening a stored procedure that you want to modify in the Editor View**

17.2.5 Running a Jython script and modifying JDBC data sources

For WebSphere InterChange Server artifacts that have no corresponding artifacts in WebSphere Process Server, a Jython script is generated during the migration. For this scenario, the Jython script that is generated has references to relationships. You must run this script by using the `wsadmin` command to create WebSphere Process Server configuration definitions that correspond to the original WebSphere InterChange Server artifacts.
Saving and applying changes: In the following steps, apply and save every change that you make in the administrative console.

Follow these steps to run the Jython script and modify the JDBC data sources:

1. Switch your perspective in WebSphere Integration Developer (Figure 17-44).

![Figure 17-44 Switching perspectives](image)
2. Select **Java**.

The Jython script `InstallAdministrativeObjects.py` is placed under the library project, `DataSyncScenarioLibrary`, in this scenario (Figure 17-45). The generated Jython script is self-explanatory and contains details about how to run the file.

![Figure 17-45   Jython script](image)

3. Switch back to the Business Integration perspective to start the embedded instance of WebSphere Process Server. Under the **Servers** tab, right-click the server instance, and select **Start**.

4. Run the Jython script by using the following command from the `bin` folder of the WebSphere Process Server installation. Modify the file path if your workspace location is different:

   ```
   C:\IBM\WID62\pf\wps\bin> wsadmin -lang jython -f C:\DataSyncScenarioWorkspace\DataSyncScenarioLibrary\InstallAdministrativeObjects.py
   ```

Running this script creates a new JDBC provider and corresponding data sources that are necessary for relationships that are being used in the WebSphere InterChange Server project.
5. Click **WBI 6.0 Migration DB2 Universal JDBC Driver Provider** to open it (Figure 17-46). The new DB2 JDBC provider is created in the cell scope.

![Figure 17-46  JDBC provider created in cell scope](image)
6. Under Additional Properties, click **data sources**, and open the **Customer** data source (Figure 17-47).

![Figure 17-47 Data source created](image)

7. Under DB2 Universal data source properties (Figure 17-48), make sure that the **Driver type** is set to 4.

![Figure 17-48 Driver type](image)
8. Under Data store helper class name (Figure 17-49), confirm that the correct helper class is selected, and save the changes.

![Figure 17-49  Helper class](image)

9. Under General Properties for JDBC providers (Figure 17-50), set the correct password for J2C security for the Administrator_Customer and Administrator_State data source aliases. Save the changes.

![Figure 17-50  Setting the correct password for authentication](image)
10. For the DB2 Universal JDBC Driver XA DataSource data source, set the Component-managed authentication alias to **Administrator_Customer**. For the Database name, type icsrepos, and for the Server name, type localhost (Figure 17-51).

![Figure 17-51  XA DataSource properties](image-url)
11. Test all data source connections, and verify that they connect successfully as shown in Figure 17-52.

![Figure 17-52 Data source connection testing](image)

**17.2.6 Deployment**

After completing the steps to migrate the data synchronization scenario from WebSphere InterChange Server to WebSphere Integration Developer, the integration system is ready to be deployed to WebSphere Process Server.

**Automatic project build:** By default, WebSphere Integration Developer is set to build projects automatically. If the workspace is not set to build automatically, run the Clean and Build functions from the Project menu before deploying the modules.
To deploy the components:

1. From WebSphere Integration Developer, stop and start the embedded instance of WebSphere Process Server. Under the **Servers** tab, right-click the instance, and select **Start** (Figure 17-53).

*Figure 17-53  Starting WebSphere Process Server*
2. Disable the default security settings in WebSphere Process Server to simplify the deployment and testing of the data synchronization scenario:

   a. Launch the WebSphere Process Server administrative console. Right-click an embedded instance of WebSphere Process Server, and select **Run** (Figure 17-54). Log in by using the default administrative user and password.

   ![Figure 17-54: Running the administrative console](image-url)
b. In the left pane, under Security, choose **Secure administration, applications, and infrastructure**. In the right pane, clear the **Enable administrative security**, **Enable application security**, and **Use Java 2 security to restrict application access to local resources** check boxes (Figure 17-55). Click **Apply**, and save the changes.

![Figure 17-55  Disabling administrative security](image-url)
c. In the left pane, under Security, select **Bus Security**. In the right pane, disable security for all of the buses. Click **Apply**, and save the changes (Figure 17-56).

![Integrated Solutions Console](image)

**Figure 17-56 Disabling bus security**

d. Log out of the WebSphere Process Server administrative console, and close the console window.
e. Open the profile configuration for WebSphere Process Server. From the **Servers** tab in WebSphere Integration Developer, right-click the appropriate WebSphere Process Server instance, and select **Open** (Figure 17-57).

<table>
<thead>
<tr>
<th>Server</th>
<th>Properties</th>
<th>Alt+Inter</th>
</tr>
</thead>
</table>

**Figure 17-57  Opening the profile configuration**
f. Disable the security settings in the profile configuration. Under the Security section, clear the **Security is enabled on this server** check box (Figure 17-58). Close the profile configuration window, and save the settings.

![Server Overview](image)

**Figure 17-58  Disabling profile security**
g. Restart the embedded instance of WebSphere Process Server (Figure 17-59). From the **Servers** tab, right-click the instance, and select **Restart**.

*Figure 17-59   Restarting the WebSphere Process Server*
3. Deploy the projects in the workspace. From the **Servers** tab in WebSphere Integration Developer, right-click the appropriate WebSphere Process Server instance, and select **Add and Remove Projects** (Figure 17-60).

![Figure 17-60   Adding projects to WebSphere Process Server](image-url)
4. In the Add and Remove Projects window (Figure 17-61), click **Add All >** to add all of the projects in the workspace to the server. Then, click **Finish** to initiate the deployment.

![Add and Remove Projects](image)

**Figure 17-61  Deploying to WebSphere Process Server**

5. Verify that all of the modules are deployed and that they have started correctly in WebSphere Process Server. Expand the embedded WebSphere Process Server instance to show all of the deployed modules. After the deployment has finished, the modules all show a status of Started (Figure 17-62).

![Table](image)

**Figure 17-62  Verifying that all modules started**
6. Before you test the actual applications, ensure that the relationships have migrated correctly:
   a. Restart the embedded instance of WebSphere Process Server. From the Servers tab, right-click the instance, and select Restart → Start.
   b. After the server is started, open the administrative console. On the Servers tab, right-click the running server, and select Run administrative console.
   c. Click Log in. Because security is turned off, there is no need to provide any user ID.
   d. In the left pane, navigate to Integration Applications → Relationship Manager → Relationships. The two migrated relationships are displayed in the right panel (Figure 17-63).
   e. Select the State relationship, and click Query.

![Figure 17-63  Verifying the migrated relationships]
f. In the next window, click **OK**. If state static relationship data was populated as a premigration step in Chapter 14, “Preparation for the technical solutions” on page 279, the query returns one instance as shown in Figure 17-64. If the query returns no rows, it is possible that the relationship data is not populated.

![Relationship Manager](image)

**Figure 17-64**  Static relationship instance data in Relationship Manager

7. If relationship data is not populated, download the scripts (STATE_STATECD_T_InsertScript.sql and STATE_STATENM_T_InsertScript.sql), as explained in Appendix D, “Additional material” on page 651, to populate this static relationship. Then, extract the scripts to the `c:\setuptemp` folder as explained in Chapter 14, “Preparation for the technical solutions” on page 279. Execute the scripts by copying and pasting the content of these files to the DB2 Command Center.

Remember that these scripts only populate the tables. They do not create the tables. To create these tables, the WebSphere InterChange Server solution must be deployed to WebSphere InterChange Server successfully. Data can also be populated by using the version of Relationship Manager that comes with the WebSphere InterChange Server tools or that is packaged with the WebSphere Process Server administrative console.

If any other errors occur while querying, you might have missed a migration step, and the migrated applications will not work.

**Important:** You must execute the Jython script prior to deploying the applications to the server for the first time. Also, after deploying the applications the first time and before testing the relationships as described previously, remember to restart the server.
17.3 Testing the end-to-end solution

To perform the end-to-end testing as explained in this section, you must have all of the required applications deployed and running on WebSphere Process Server.

**Note:** Ensure that you have one solution set (applications and adapters) running at a time and that your messages are not consumed by other adapters that are polling the same input queue.

To test the end-to-end solution:

1. Start SAP Front-End GUI Tool and log on (Figure 17-65).

![SAP Logon 640](image)

*Figure 17-65  SAP Front-End GUI Tool: Login*

2. In the SAP Front-End GUI work panel, enter the transaction code /NWE02 in the command field, and press Enter (Figure 17-66 on page 498).
Figure 17-66  SAP Front-End GUI work panel
3. In NWE02, modify the IDoc Created date, and then, click Execution or press F8 to search the IDoc list (Figure 17-67).

![Figure 17-67   IDoc List](Image)
4. Select one ORDERS IDoc from the IDoc List. Right-click the IDoc, and select **Copy Text** (Figure 17-68).

![IDoc List: Search result](image)

**Figure 17-68**  IDoc List: Search result

5. Enter the transaction code `/NWE19` in the command field, and press Enter (Figure 17-69).

![SAP Front-End GUI Tool work panel: Navigate](image)

**Figure 17-69**  SAP Front-End GUI Tool work panel: Navigate

6. In NWE19, paste the IDoc into the Existing IDoc field, and click **Create** (Figure 17-70 on page 501).
7. Edit the IDoc, and enter the required value (Figure 17-71).

8. After editing the IDoc, click **Standard Outbound Processing** to send the IDoc, and enter the IDoc quantity that you want sent (Figure 17-72 on page 502).
9. In the command field, enter the transaction code /NSM58, and press Enter (Figure 17-73).

10. In NSM58, you can find all of the IDocs that you have sent. Right-click one and select **Execute LUW** (Figure 17-74 on page 503). Then, the test event will be sent out, and the WebSphere Adapter for SAP Software inbound listener will catch the event.
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**Figure 17-74  Execute Test Event**

<table>
<thead>
<tr>
<th>Caller</th>
<th>Function Module</th>
<th>Target System</th>
<th>Date</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SONGHAN</td>
<td>RASF_030000_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
<tr>
<td>SONGHAN</td>
<td>RASF_030001_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
<tr>
<td>SONGHAN</td>
<td>RASF_030002_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
<tr>
<td>SONGHAN</td>
<td>RASF_030003_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
<tr>
<td>SONGHAN</td>
<td>RASF_030004_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
<tr>
<td>SONGHAN</td>
<td>RASF_030005_0000</td>
<td>HENRYSERVER</td>
<td>03/27/2009</td>
<td>08:04:12</td>
</tr>
</tbody>
</table>

**Transactional RFC**

<table>
<thead>
<tr>
<th>Function</th>
<th>Key</th>
</tr>
</thead>
<tbody>
<tr>
<td>Help</td>
<td>F1</td>
</tr>
<tr>
<td>Choose</td>
<td>F2</td>
</tr>
<tr>
<td>Back</td>
<td>F3</td>
</tr>
<tr>
<td>Possible Entries</td>
<td>F4</td>
</tr>
<tr>
<td>Execute LUW</td>
<td>F6</td>
</tr>
<tr>
<td>Refresh</td>
<td>F8</td>
</tr>
<tr>
<td>Display Scheduled Jobs</td>
<td>F9</td>
</tr>
<tr>
<td>Cancel</td>
<td>F12</td>
</tr>
<tr>
<td>Quit</td>
<td>Shift+F2</td>
</tr>
</tbody>
</table>
11. To verify the success of the test, check the contents of the PeopleSoft database and the dynamic relationship participant tables:

**Remember:** Change the test data for every subsequent test that is run, especially the customer ID in the case of a create operation.

a. Confirm that the row was created in the PeopleSoft database. Open PS_WBI_CUSTOMER, PS_WBI_ADDRESS, and PS_WBI_PHONE in the Oracle Enterprise Manager Console. Then, view the contents of the table (Figure 17-75).

![Table Editor: "SYSADM":"PS_WBI_CUSTOMER" - PSSPST](image)

![Table Editor: "SYSADM":"PS_WBI_ADDRESS" - PSSPFT](image)

![Table Editor: "SYSADM":"PS_WBI_PHONE" - PSSPFT](image)

*Figure 17-75 Opening and viewing the PS_WBI_CUSTOMER, PS_WBI_ADDRESS, and PS_WBI_PHONE data*

b. Confirm that the identity relationship instances are recorded properly:
   i. Run the administrative console and log in.
   ii. Navigate to Integration Applications → Relationship Manager. In the right pane, select Relationships. See Figure 17-76 on page 505.
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Figure 17-76  Selecting Relationship Manager in the administrative console
iii. In the Relationships pane (Figure 17-77), select **Customer**, and click **Query**.

![Figure 17-77  Querying the customer relationship](image)

iv. Confirm that the Logical state is set to **All**, and click **OK** (Figure 17-78).

![Figure 17-78  Querying all of the existing customer relationship instances](image)
v. Identify the generic CustomerID that is used in the console while the business process executed, and select the Relationship instance ID that corresponds to the generic CustomerID (Figure 17-79).

![Relationship Manager](image)

*Figure 17-79  Selecting the Relationship instance ID created in the test run*

vi. Confirm that the SAPOrder role Key Attribute ID is set to the original test data value of 367, which is submitted by the SAP Front-End GUI Tool, as shown in Figure 17-80 on page 508. Also, confirm that the
PSFTCust role Key Attribute CUSTOMERID is set to the value that was created in the PS_WBI_CUSTOMER table. The table is shown in Figure 17-75 on page 504.

**Note:** A valid CustomerID value is required to create a customer in the data synchronization scenario. In addition, the value must be unique. So, subsequent tests must use different CustomerID values.
17.4 Conclusion

In this chapter, we illustrated a step-by-step migration of a data synchronization solution. The migrated WebSphere InterChange Server solution involved two adapters for back-end connectivity. The migration started by using the WebSphere Integration Developer Migration Wizard to get the project working as is in a WebSphere Process Server environment.

We also performed an end-to-end test to check the functionality of the migrated components after each step.
Customize and enhance the solutions

In this chapter, we present various ways to enhance a WebSphere Process Server solution coming from a WebSphere InterChange Server solution that was migrated with standard tools. We describe various options that add value to the migrated solution, either by providing new capabilities or raising the quality and the maintainability of the solution. We include the following sections:

- 18.1, “Enhanced error handling” on page 512
- 18.2, “Enhanced routing capability” on page 535
- 18.3, “Enhanced migration for artifacts designed visually” on page 551

Note: This chapter assumes the reader is already used to the standard migration tools and is acquainted with WebSphere InterChange Server, WebSphere Process Server concepts, and WebSphere Integration Developer tools. We recommend that you read Chapter 9, “Migration implementation approach” on page 151 in advance, because it provides useful context information for the present chapter.
18.1 Enhanced error handling

In this scenario, we demonstrate how to implement enhanced error handling in WebSphere Process Server, using Human Tasks. *Human Tasks* are an extremely efficient way to get the business users directly involved in the process execution. The purpose of this example is to enhance the migrated process so that the business users can take ownership of the functional error management. This way, the business can react more quickly than before to process issues, which adds value to the integration solution.

For the testing and validation, we assume that the WebSphere Process Server is your current working environment. We also assume that the corresponding databases, message queues, and adapters to run the scenario are installed and configured correctly.

For more information, see Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the available options for migration implementation. In addition, see Part 3, “Migration tooling” on page 177, for detailed information about the standard migration tools, and see Part 4, “End-to-end technical solutions” on page 277, which illustrates the migration of individual artifacts.

We include the following sections:

- 18.1.1, “Target environment” on page 512
- 18.1.2, “Error handling example” on page 513

18.1.1 Target environment

In this section, we list the various software products that are involved in this example. Table 18-1 on page 513 lists the software products and minimal versions that are required to demonstrate the example in this chapter. It also indicates the products that are installed in the target environment.
Table 18-1  Software versions used

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere MQ</td>
<td>6.0.2 Fix Pack 2</td>
</tr>
<tr>
<td>WebSphere InterChange Server</td>
<td>4.3.0 Fix Pack 5</td>
</tr>
<tr>
<td>DB2</td>
<td>8.1.14.292</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Framework</td>
<td>2.6.0.11</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter JText</td>
<td>5.6.5</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter JDBC</td>
<td>2.6.9</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter WebSphere MQ</td>
<td>2.8.2</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Web Services</td>
<td>3.4.7</td>
</tr>
<tr>
<td>XML DataHandler</td>
<td>2.7.0</td>
</tr>
</tbody>
</table>

18.1.2 Error handling example

WebSphere Process Server provides a richer set of functionalities to implement integration patterns, compared to WebSphere InterChange Server. WebSphere Process Server consists of various powerful components, such as WebSphere Application Server, Service Integration Bus, Service Component Architecture (SCA), and business process choreography engine. As a result, you can implement a more powerful error handling mechanism in WebSphere Process Server.

In WebSphere Process Server, if an error occurs in an asynchronous service invocation, the failed service request message is persisted. It can be persisted in three separate destinations, depending on where the error occurs:

- Messaging-based dead letter queues
  A messaging-based dead letter queue can happen if a Java Message Service (JMS) binding is used. The failed service request message is then stored in the internal messaging layer (Service Integration Bus). A user, with a strong IT profile typically, can view the message in the Service Integration Bus and replay it using a dedicated tool.
Failed event

A **failed event** can happen if an error occurs in an asynchronous service invocation between two SCA components. The failed service request message is then stored in specific tables, similar to the work-in-progress tables of WebSphere InterChange Server. The WebSphere Process Server component, Failed Event Manager, manages failed request messages. With this component, users can view, modify, and resubmit them. You can find Failed Event Manager in the administrative console of WebSphere Process Server. This console is still targeted for IT profiles.

Business process instances in a failed state

Business process instances in a failed state can happen if an error occurs in the execution of a long running business process. In this case, the failed service request message is stored in the Business Process Choreographer component. It can be resubmitted at the process instance or process activity level. The Business Process Choreographer Explorer is a console that can be used by both IT and Business profiles.

These error management facilities are provided in WebSphere Process Server. You can use them to manage errors (service requests) after they have failed because errors occurred during their execution. In Business Process Choreographer, you can handle the errors just in time, so that the service request does not fail.

In addition to the functionality of persisting and resubmitting failed service request messages, Business Process Choreographer provides the functionality, the **fault handler**, to handle errors that occurred in business process execution. The fault handlers can be defined in a business process for service invoke activities, scopes, and even the whole process. They can catch faults that are thrown in the scope in which they are defined. If a fault is caught and handled by a fault handler, the process flow can proceed with its normal activities, starting from the return point of the fault handler.

In the example, we demonstrate how to use the fault handler in a business process to implement enhanced error handling after migrating from WebSphere InterChange Server to WebSphere Process Server. We start from the data access scenario that was described in Chapter 15, “Data access scenario with technology adapters” on page 293, and we illustrate how to enhance it with a functional error handling mechanism using Human Tasks.
Here is a reminder about the data access scenario. It is a functional implementation of the typical data access pattern that is implemented in WebSphere InterChange Server. This scenario is restricted to two collaborations: CreateCustomerCollab and RetrieveCustomerCollab:

- The Create Customer Collaboration (CreateCustomerCollab) exposes a single inbound port (FromCreate) and two outbound ports (ToMQXML and ToJDBC). The ports are bound to instances of the WebSphere Business Integration Adapter for Web services, WebSphere Business Integration Adapter for WebSphere MQ, and WebSphere Business Integration Adapter for JDBC, as illustrated in Figure 18-1.

- The Retrieve Customer Collaboration (RetrieveCustomerCollab) exposes a single inbound port (FromRetrieve) and a single outbound port (ToJDBC). The ports are bound to instances of the WebSphere Business Integration Adapter for Web services and the WebSphere Business Integration Adapter for JDBC, as illustrated in Figure 18-2.

When migrating the data access scenario from WebSphere InterChange Server to WebSphere Process Server and upgrading WebSphere Business Integration Adapter for JDBC to WebSphere Adapter for JDBC, the collaborations are converted in the following way to business processes by using the migration tools:

- CreateCustomerCollab to CreateCustomerCollab_FromCreate
- RetrieveCustomerCollab to RetrieveCustomerCollab_FromRetrieve
Our enhanced error handling mechanism example is going to be implemented in the RetrieveCustomerCollab_FromRetrieve business process (Figure 18-3 on page 517). In this process, the ToJDBC.Retrieve service invocation activity calls the WebSphere Adapter for JDBC. If the customerID attribute of the input business object equals the customerID column of a row in the DB2 database table, that row is retrieved. Otherwise, a fault is thrown out.
Figure 18-3  RetrieveCustomerCollab_FromRetrieve business process diagram
Enhanced error management
A fault handler is added to ToJDBC.Retrieve. If a fault is caught by this handler, it creates a new HumanTask. A business user with the correct credentials can claim this task in Business Process Choreographer Explorer. After claiming the task, the user can immediately check to see if the problem is caused by incorrect input data in the request. If it is, the business user can enter the correct data (customerID attribute in this example) and resubmit the request by completing the HumanTask. If the reason is more technical, the business user can request help from an IT user (to investigate the server’s log file typically). After the root technical issue is solved (the database was temporarily unavailable, for example), the business user can resubmit the request by completing the HumanTask.

Note: Our example is obviously fictional, but its purpose is to show how you can add Human Tasks to an existing process to give control to business users. We chose the RetrieveCustomerCollab, because it was a simple collaboration to test because it is exposed as a Web service. We list the major reasons that this example is unrealistic:

- The process is triggered by a synchronous request-reply interaction (Web service). In the case of an error, the request is blocked until the business user completes the Human Task. This approach is unacceptable in a real scenario. To improve this example, you can add a time-out to provide better control; however, our example does not include a time-out.

- The business user is allowed to change the faulty customerID, which is not a functional error handling scenario. Again, our major purpose is to demonstrate that a business user can be alerted easily when incorrect or wrong data has been sent to the system (creation of a Human Task and a work item) and also that the business user can quickly and easily react to this problem (by completing the work item).

Figure 18-4 on page 519 illustrates our example.
Preparation
We assume that you have already migrated the data access scenario from WebSphere InterChange Server to WebSphere Process Server by following the instructions in 15.2, “Implementation” on page 295.

Development
Follow these steps to implement our enhanced error handling:

1. From the Business Integration view in WebSphere Integration Developer, expand the RetrieveCustomerCollab module, and open the associated assembly diagram.

2. In the RetrieveCustomerCollab assembly diagram, double-click the RetrieveCustomerCollab_FromRetrieve business process to open it as shown in Figure 18-3 on page 517.

   Note: If the RetrieveCustomerCollab_FromRetrieve business process does not look as shown Figure 18-3, right-click the canvas and select Expand All Activities. If it still looks different with overlapping lines, right-click the canvas again, and select Align Parallel Activities Contents Automatically.

4. In the Add Variable window (Figure 18-5), in the Name field, type JDBCFault, and for Matching data types, select **boolean**. Click **OK**.

![Add Variable window](image)

Figure 18-5 Adding the JDBCFault variable

5. Repeat step 3 on page 519. In the Name field, type HTMRetrieveCustomerBG, and for Matching data types, select **CustomerRetrieveBG**. Click **OK**.

6. Repeat step 3 on page 519. In the Name field, type FaultDescription, and for Matching data types, select **string**. Click **OK**.

7. In the Business Process Editor, click the **While Loop** icon on the Palette, and then, click the connection between **UNNAMED_ACTIVITY_6** and **ToJDBC.Retrieve**. The WhileLoop activity is added as shown in Figure 18-6 on page 521.
8. In the Business Process Editor, click the **WhileLoop** activity. In the Properties view, click the **Details** tab. For Expression Language and Expression Type, select **Java**.

9. If the Question window (Figure 18-7) opens, click **Yes**.

10. In the Details window, enter the Java snippet as shown in Example 18-1.

    **Example 18-1  WhileLoop snippet**
    
    ```java
    return JDBCFault;
    ```

11. In the Business Process Editor, drag the **ToJDBC.Retrieve** invoke activity to the **WhileLoop**.

12. In the Business Process Editor, click the **Snippet** icon on the Palette, and then, click the connection between **UNNAMED_ACTIVITY_6** and **WhileLoop**. The snippet activity is added.

13. In the Business Process Editor, click the snippet that you have added.
14. In the Properties view:
   a. Click the **Description** tab.
   b. Modify the snippet name and the display name to **setJDBCFault**.
   c. Click the **Details** tab.
   d. For the Implementation type, select **Java**.

15. If the Question window opens, click **Yes**.

16. In the text area, enter the Java code that is shown in Example 18-2.

   **Example 18-2 setJDBCFault snippet**

   ```java
   JDBCFault = true;
   ```

17. In the Business Process Editor, click the **Snippet** icon on the Palette, and then click the connection between **ToJDBC.Retrieve** and **WhileLoop**. The snippet activity is added.

18. In the Business Process Editor, click the snippet that you have added.

19. In the Properties view:
   a. Click the **Description** tab.
   b. Modify the snippet name and display name to **ClearJDBCFault**.
   c. Click the **Details** tab.
   d. For the Implementation type, select **Java**.

20. If the Question window opens, click **Yes**.

21. In the text area, enter the Java code that is shown in Example 18-3.

   **Example 18-3 clearJDBCFault snippet**

   ```java
   JDBCFault = false;
   ```
22. In the Business Process Editor, click the **ToJDBC.Retrieve** invoke activity, and click **Add Fault Handler** as shown in Figure 18-8. The default fault handler is **WICSFault**.

![Figure 18-8 Adding a fault handler](image)

23. In the Business Integration view, under the RetrieveCustomerCollab module, right-click **Interfaces**, and select **New → Interface**.

24. In the New Interface window, in the **Name** field, type **HTMInterface**, and then, click **Finish**.

25. In the Interface Editor, click **Add Request Response Operation**.

26. When you see Operation1 with input1 and output1, right-click **operation1**, and select **Add Input**.
27. When Input2 is displayed, make the following changes:
   a. Change the name of input1 to InputData and the message type of input1 to CustomerRetrieveBG.
   b. Change the name of input2 to ExceptionMessage and the message type of input2 to string.
   c. Change the name of output1 to OutputData and the message type of output1 to CustomerRetrieveBG.

   Figure 18-9 shows the HTMInterface.

   ![Operations](image)

   Figure 18-9   HTMInterface

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>InputData</td>
<td>CustomerRetrieveBG</td>
</tr>
<tr>
<td>ExceptionMessage</td>
<td>string</td>
</tr>
<tr>
<td>OutputData</td>
<td>CustomerRetrieveBG</td>
</tr>
</tbody>
</table>

28. In the Business Process Editor, click the Assign icon on the Palette, and then, click WICSFault activity. The assign activity is added.

29. In the Business Process Editor, click the assign activity that you created.

30. In the Properties view, click the Details tab and change the Assign From and Assign To data objects as shown in Figure 18-10.

   ![Assign](image)

   Figure 18-10   Changing the Assign From and Assign To properties

31. In the Business Process Editor, click the Human Task activity icon on the Palette, and then, click the Assign activity that you created. The HumanTask activity is added.

32. In the Interface Selection window, select HTMInterface, and click OK. A Human Task called RetrieveCustomer_FromRetrieveTask1 is created, and the editor window opens automatically.

33. In the Business Process Editor, click the HumanTask activity that you have created.
34. In the Properties view, click the **Details** tab, and select **Use data type variables mapping**. Set the InputData and OutputData variables to HTMRetrieveCustomerBG. Set the ExceptionMessage variable to FaultDescription.

35. In the Business Process Editor, click the **Assign** icon on Palette, and then, click the **HumanTask** activity that you created previously. An assign activity called Assign1 is added.

36. In the Business Process Editor, click the **Assign1** activity that you created. In the Properties view, click the **Details** tab, and change the Assign From and Assign To data objects as shown in Figure 18-11.

![Figure 18-11 Assigning from HTMRetrieveCustomerBG to ToJDBCBusObj_var CustomerRetrieveBG](image)

37. In the Business Process Editor, click the **Snippet** icon on the Palette, and then, click the **Assign1** activity. A snippet activity is added.

38. In the Business Process Editor, click the snippet that you have added.

39. In the Properties view:
   a. Click the **Description** tab.
   b. Modify the snippet name and the display name to setJDBCFault1.
   c. Click the **Details** tab.
   d. For the Implementation type, select **Java**.

40. If the Question window opens, click **Yes**.

41. In the text area, type the Java code that is shown in Example 18-4.

   **Example 18-4 setJDBCFault1 snippet**

   ```java
   JDBCFault = true;
   ```

42. In the Business Process Editor, click the canvas outside of the process boundary.

43. On the **Details** tab of the Properties view, make sure that the **Process is long-running** check box is selected.
44. In the Assembly Diagram Editor, click the interface icon of the RetrieveCustomerCollab_FromRetrieve process (Figure 18-12).

![RetrieveCustomerCollab_FromRetrieve process interface](image)

*Figure 18-12  RetrieveCustomerCollab_FromRetrieve process interface*

45. Click the **Execute_PortType** interface. Click the **Qualifiers** tab on the right and select **Join transaction**. Check the Value, which needs to be **False** (Figure 18-13).

![Execute_PortType interface](image)

*Figure 18-13  Execute_PortType interface*
46. Repeat step 45 on page 526 to check the interfaces FromRetrieve_Input_PortType and ToJDBC_Input_PortType.

47. Make sure that the modified part of the RetrieveCustomer_FromRetrieve process looks as shown in Figure 18-14.

**Note:** If your process diagram looks different, drag the activities to match what is shown in Figure 18-14.
48. In the Business Integration view, expand the **JDBCConnector** module and open the associated assembly diagram. Double-click the **Output_Processing** Java component to open it.

49. Add the code that is shown in Example 18-5 to the Java component. The code is under the line “public class Output_Processing {

   *Example 18-5  Adding HashMap and BOFactory to a WBI2WSA Java component*

   ```java
   private static final HashMap subTypes = new HashMap();
   private static BOFactory boFactory = null;

   static
   {
      Output_Processing.boFactory =
         (BOFactory)ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOFactory"); //NON-NLS-1$
      // -1 is the default "AppUnknown"
      subTypes.put(new Integer(-2), "AppTimeOut");
      subTypes.put(new Integer(-3), "AppLogOnFailure");
      subTypes.put(new Integer(-4), "AppRetrieveByContentFailed");
      subTypes.put(new Integer(-5), "AppMultipleHits");
      //There is no -6
      subTypes.put(new Integer(-7), "AppBusObjDoesNotExist");
      subTypes.put(new Integer(-8), "AppRequestNotYetSent");
   }
   ```

50. Click the **red icon** on the left side of the editor pane. The red line under the Java class **HashMap** indicates that the reference is not resolved. From the list that opens below the class name, double-click **Import ‘HashMap’**. Figure 18-15 shows the result.

   ![Figure 18-15  Importing the HashMap class](image)

51. Click the **red icon** on the left side of the editor pane. The red line under the Java class **BOFactory** indicates that the reference has not been resolved. From the list that opens below the class name, double-click **Import ‘BOFactory’**. Figure 18-16 shows the result.

   ![Figure 18-16  Importing the BOFactory class](image)
52. Change the implementation of the CustomerRetrieveBG_Sync() method as shown in Example 18-6.

**Example 18-6 CustomerRetrieveBG_Sync() method in the Output_Processing Java component**

```java
public DataObject CustomerRetrieveBG_Sync(DataObject aCustomerRetrieveBG) throws Exception {
    String verb = getVerb(aCustomerRetrieveBG);
    if (verb.equalsIgnoreCase("deltaupdate"))
        aCustomerRetrieveBG.setString("verb", "Update");
    String operation = getOperation(verb, aCustomerRetrieveBG);
    DataObject output = null;
    try {
        output = (DataObject) locateService_Output().invoke(
            operation, aCustomerRetrieveBG);
    } catch (Exception e) {
        return this.createWICSFault(null, e.getLocalizedMessage());
    }
    if (verb.equalsIgnoreCase("retrievebycontent"))
        output = getOutputType(output);
    return output;
}
```

53. Add the `createWICSFault` method to the Java component as shown in Example 18-7.

**Example 18-7 Add createWICSFault() method in the Output_Processing Java component**

```java
private DataObject createWICSFault(String subType, String description) {
    if (subType == null) {
        subType = "AppUnknown";
    }
    fault.set("type", "ServiceCallException");
    fault.set("subtype", subType);
}
```
if (description != null)
{
    fault.set("description", description);
}

throw new ServiceBusinessException(fault);

54. Click the **red icon** on the left side of the editor pane. The red line under the Java class ServiceBusinessException indicates that the reference has not been resolved. From the list that opens below the class name, double-click **Import 'ServiceBusinessException'**. Figure 18-17 shows the result.

![Figure 18-17 Importing the ServiceBusinessException class](image)

55. In the WebSphere Integration Developer menu, click **File → Save All**.

56. In the WebSphere Integration Developer menu, select **Project → Clean** to rebuild the workspace.

57. In the Problems view, verify that there are no build errors.

58. Republish all of the modules to the server by right-clicking the server and selecting **Publish**.

**Testing and verification**

To test the new error handling capability, you must send a wrong data request, which starts a human task that we perform to get a valid response:

1. Set up the data access scenario testing environment by following the corresponding steps in Chapter 15, “Data access scenario with technology adapters” on page 293.

2. Run CreateCustomer by following the corresponding steps in Chapter 15, “Data access scenario with technology adapters” on page 293. Input the data as indicated in Example 18-8.

**Example 18-8  Input data of CreateCustomer**

CUSTOMERID: 123456  
CUSTOMERNAME: Jim  
CUSTOMERADDRESS: 4400 North 1st Street  
CUSTOMERCITY: San Jose  
CUSTOMERSTATE: CA
3. Make sure that CreateCustomer runs successfully.

4. Make sure that no row in the JDBC.Customer table has a CUSTOMERID of 123456. Figure 18-18 shows a record in the JDBC.Customer database table.

5. Run RetrieveCustomer by following the steps in 15.3, “Testing the end-to-end solution” on page 335. Then, type 12345 for the CUSTOMERID as shown in Figure 18-19. Click Go.

6. Open the Business Process Choreographer Explorer. Right-click the server and select Launch → Business Process Choreographer Explorer. Alternatively, you can also access the Explorer by going to the following URL: http://localhost:9080/bpc
7. Under Task Instances in the left pane, click **My To-dos**. In the right pane, you see a HumanTask as shown in Figure 18-20. Select **HumanTask**, and click **Work on**.

![Figure 18-20 Exception handling HumanTask](image)
8. Review the HumanTask input and output messages as shown in Figure 18-21. In the Form View, click Add. Type the correct customerId 123456, and click Edit Source → Confirm. Click Complete to complete the HumanTask.

9. Make sure that no new HumanTask is displayed under My To-dos.
10. Return to the RetrieveCustomer test client. Figure 18-22 shows the result.

**Figure 18-22** RetrieveCustomer result

**Conclusion**

In this example, we demonstrated a way to enhance error handling after migrating from WebSphere InterChange Server to WebSphere Process Server. For this example, we modified the process by adding a fault handler and a Human Task. We showed how to catch the exception that occurs in a business process and how to delegate control to the business users so that they can fix the problems themselves.
Remember that real applications are obviously more complex than this example. More preparation, design, and customization efforts are typically involved to implement error handling in real applications. For example, we have not shown how to secure the WebSphere Process Server to define business roles, so that only a restricted set of users can access to the relevant Human Tasks. This action typically implies that you have a well defined organization, which is stored in an user registry, such as a Lightweight Directory Access Protocol (LDAP). It is out of the scope of this book to discuss how to integrate user registries with WebSphere Process Server to provide role-based access control for human tasks, but it is certainly an extremely valuable feature of the product.

### 18.2 Enhanced routing capability

In this section, we explain how to optimize the routing capability after an IBM WebSphere InterChange Server project is migrated to a WebSphere Process Server integration solution.

Because routing is a diverse topic, which can be implemented in many ways in both WebSphere InterChange Server and WebSphere Process Server, we do not cover all of the possible scenarios in this section. Instead, we explain several important concepts, based on a typical example.

We discuss the following topics:

- 18.2.1, “Routing capability in the WebSphere InterChange Server” on page 535.
- 18.2.2, “Migrating the routing capability in WebSphere Process Server” on page 539.

#### 18.2.1 Routing capability in the WebSphere InterChange Server

Figure 18-23 on page 536 shows an example of artifacts designed to provide a routing capability within the WebSphere InterChange Server.
In our example, the routing capability relies on two collaboration objects with the following characteristics:

- The two collaboration objects are CUSTOMER_SOURCE_TARGETAPP1 and CUSTOMER_SOURCE_TARGETAPP2. They instantiate a common collaboration template called CustomerSync.

- The two collaboration objects subscribe to a common event, which is the SourceApplication_Customer business object, sent by a connector called SourceAppConnector.

- Each collaboration object has a separate target connector:
  - CUSTOMER_SOURCE_TARGETAPP1 is connected to the outbound connector called TargetApp1Connector. This connector interacts with an application called Application1.
  - CUSTOMER_SOURCE_TARGETAPP2 is connected to the outbound connector called TargetApp2Connector. This connector interacts with an application called Application2.
In summary, we have multiple subscribing collaborations to a common event, which allows sending the event to multiple applications (Application1 and Application2).

While this pattern does not yet provide true routing capability, it provides multireceiver or multicast capability, where a single event can be sent to multiple receivers. The multicast capability results from the internal publish/subscribe mechanism that is available in the WebSphere InterChange Server. This mechanism allows an inbound adapter (SourceAppConnector in our example) to duplicate the event so that it can be sent to each subscribing collaboration object.

You can achieve true routing capability in the WebSphere InterChange Server by adding filtering logic in the collaboration template by using collaboration properties. In this example, there are two collaboration objects: CUSTOMER_SOURCE_TARGETAPP1 and CUSTOMER_SOURCE_TARGETAPP2. The collaboration template CustomerSync defines a property called TargetFilter. The value of TargetFilter defines whether the collaboration object must filter the event.

For example, the collaboration object CUSTOMER_SOURCE_TARGETAPP1 has this property set to the value of TARGETAPP1, as shown in Figure 18-24.

![Figure 18-24](image)

**Figure 18-24** The first collaboration object has the TargetFilter property set to the value of TARGETAPP1
Similarly, the collaboration object CUSTOMER_SOURCE_TARGETAPP2 has this property set to the value of TARGETAPP2, as shown in Figure 18-25.

![Properties Table]

**Figure 18-25** The second collaboration object has the TargetFilter property set to the value of TARGETAPP2

By setting these property values, the individual collaboration objects can determine if the event must be filtered. For example, if the event contains a value of TARGETAPP2 in one of its fields, CUSTOMER_SOURCE_TARGETAPP1 filters it out, while CUSTOMER_SOURCE_TARGETAPP2 processes it. It is easy to implement filtering logic within the collaboration template to get the collaboration object property value, compare it to the relevant fields in the incoming business object event, and then decide whether to filter the event.

Figure 18-26 on page 539 shows a typical filtering logic implementation in the collaboration template CustomerSync.
18.2.2 Migrating the routing capability in WebSphere Process Server

In this section, we translate the routing capability example that was described in the previous section into WebSphere Process Server artifacts by using the standard migration tooling.
Figure 18-27 provides a global view of the previous example that was migrated by importing it into WebSphere Integration Developer. The figure shows the Projects (Modules) that are created in WebSphere Integration Developer and the Integration Solution diagram.

**Note:** The Integration Solution diagram is a new feature that is available in WebSphere Integration Developer 6.2.
Notice these key points:

- The connectors are migrated into WebSphere Process Server modules:
  - The inbound connector SourceAppConnector is migrated into the module called SourceAppConnector.
  - The outbound connector TargetApp1Connector is migrated into the module called TargetApp1Connector.
  - The outbound connector TargetApp2Connector is migrated into the module called TargetApp2Connector.

- Each collaboration object is translated into a WebSphere Process Server module that contains a Business Process Execution Language (BPEL) component. It is important to notice that the BPEL component is not shared by the modules and is unique to each module (even if it is the result of a common artifact that was the collaboration template):
  - Collaboration object CUSTOMER_SOURCE_TARGETAPP1 is migrated into a module called CUSTOMER_SOURCE_TARGETAPP1. It contains a BPEL component called CUSTOMER_SOURCE_TARGETAPP1_myTrigPort.
  - Collaboration object CUSTOMER_SOURCE_TARGETAPP2 is migrated into a module called CUSTOMER_SOURCE_TARGETAPP2. It contains a BPEL component called CUSTOMER_SOURCE_TARGETAPP2_myTrigPort.
  - Figure 18-28 on page 542 shows in more detail how collaboration objects are migrated. Because the two collaborations are migrated in exactly the same way, we only show CUSTOMER_SOURCE_TARGETAPP1. The name of the BPEL component for this module is CUSTOMER_SOURCE_TARGETAPP1_myTrigPort.
Now, we show how the standard migration tool specifically handles the routing logic. We first need to look at the inbound connector module, which is the SourceAppConnector module. Figure 18-29 shows this module.
Notice these key points:

- The inbound connector module logic is implemented with a Mediation Flow Component (called SourceAppConnector).

- The module is bound to only one target module through the SCA import called CUSTOMER_SOURCE_TARGETAPP1_myTrigPort. The other SCA import, called CUSTOMER_SOURCE_TARGETAPP2_myTrigPort, is not bound. Therefore, as is, the event is sent to only one receiver module, that is, the CUSTOMER_SOURCE_TARGETAPP1 module.

We no longer have the original multicast capability. We must make a change to be able to send the event to multiple receivers. The standard Migration Wizard leaves it up to you to implement this part of the routing capability, which is discussed in 18.2.3, “Optimization of the routing capability in WebSphere Process Server” on page 545.

We look at the BPELs in the collaboration modules now. BPELs are equivalent to the collaboration template and the collaboration objects, regarding the filtering logic:

- The collaboration property TargetFilter is translated into a BPEL custom property that is also called TargetFilter. The value of the property corresponds to the value that was set on each collaboration object.

- The filtering logic that was implemented in the collaboration template is reproduced in the BPEL, which is shown in Figure 18-30 on page 544.
Figure 18-30 Migration of the filtering logic at the collaboration level

Figure 18-30 shows only the BPEL component contained in the CUSTOMER_SOURCE_TARGETAPP2 module. As a reminder, the BPEL component contained in the CUSTOMER_SOURCE_TARGETAPP1 module is similar, except for the value of the TargetFilter property, which is TARGETAPP1 instead of TARGETAPP2.

So the BPEL is fully able to reproduce the filtering logic that was implemented at the collaboration level.
18.2.3 Optimization of the routing capability in WebSphere Process Server

WebSphere Process Server provides more options to implement routing logic than the WebSphere InterChange Server. With WebSphere Process Server, you can use various components and capabilities, such as:

- Selector components
- Routing primitives in mediation flow components
- Dynamic endpoint selection capabilities and APIs
- Java Message Service (JMS) publish/subscribe capability with JMS binding

In this section, we do not review all of the capabilities of these components. We discuss improvements to the solution that was obtained with the standard migration tool. We focus on two improvements to our solution regarding routing capabilities. The first approach consists of enabling a multicast capability in the inbound adapter module. The second approach consists of merging the process modules and adding a new component that is in charge of the routing, with a focus on maintainability and dynamicity.

Enable a multicast capability at the inbound adapter level

We implement the missing multicast capability that we have outlined in the 18.2.2, “Migrating the routing capability in WebSphere Process Server” on page 539. Implementing this multicast capability is relatively easy:

1. We add a reference to our Mediation Flow Component SourceAppConnector to bind it to the CUSTOMER_SOURCE_TARGETAPP2_myTrigPort SCA import. The Mediation Flow Component is now able to duplicate the event to two receivers, which is shown in Figure 18-31 (to be compared with Figure 18-29 on page 542).

![Figure 18-31 Custom multicast in the inbound adapter module: New reference](image_url)

2. We modify the Mediation Flow Component implementation so that it takes care of the actual event duplication mechanism. Figure 18-32 on page 546 shows the original Mediation Flow Component (MFC) implementation. Figure 18-33 on page 547 shows the modification that we have applied to the
MFC, to duplicate the event and to send it to the two targets. We used a custom mediation primitive for this purpose, but other implementations are possible.

Figure 18-32  Custom multicast in the inbound adapter module: Original implementation in the MFC
In summary, we were able to implement the multicast capability quite easily in the inbound adapter module. We now have an equivalent solution to the original WebSphere InterChange Server, because it is based on multicast and filtering logic. Compared to the WebSphere InterChange Server implementation, however, this solution lacks maintainability.

**Optimizing the routing capability for maintainability and dynamicity**

The Migration Wizard tool can migrate the filtering logic coming from the collaborations. But the way that it was done might be a problem. The integration logic (including the filtering logic) that was coded in the CustomerSync collaboration template was duplicated in two WebSphere Process Server modules (CUSTOMER_SOURCE_TARGETAPP1 and CUSTOMER_SOURCE_TARGETAPP2). This duplication occurs, because the concept of a template/object does not exist anymore with BPEL. So, the
migration tooling had to generate two similar BPELs, one in each module, which leads to a potential maintainability issue. Then, if we need to modify our integration logic (for example, to add more quality of service (QoS) around the service call logic snippet visible that is in Figure 18-30 on page 544), we must modify our integration logic in both BPELs, which is a duplication of effort.

Actually, the way that we have implemented the multicast capability in the inbound connector module also raises a maintainability issue. Assume that we must consider a new target application for the same event as our two existing applications. With our current implementation, we update our integration solution this way:

- Create a new BPEL module (probably by duplicating an existing one, such as CUSTOMER_SOURCE_TARGETAPP1).
- Impact the inbound connector module so that the multicast is done for three targets instead of two targets.
- Add a new module for the newly required outbound connector.

The two first items look like overhead. The first item worsens our maintainability issue with more duplication, and the second item shows another issue, which is lack of dynamicity. If we want to integrate a new application, we have to impact an existing module.

So, we have an overall design issue. Follow these steps to improve this situation:

1. Get rid of the duplication. We keep only one module between CUSTOMER_SOURCE_TARGETAPP1 and CUSTOMER_SOURCE_TARGETAPP2. Assume that we keep the CUSTOMER_SOURCE_TARGETAPP1 module.
2. If we have only a single BPEL module, we need to remove our filtering logic, which does not work anymore, from the BPEL module.
3. The other side effect of having a single BPEL module is that the multicast capability that we had implemented in the inbound connector module does not make sense anymore. So, for the inbound connector module, we revert back to the original migrated module.
4. We introduce a new dedicated component that we put after the BPEL component in the CUSTOMER_SOURCE_TARGETAPP1 module to implement the routing logic. Because we want to provide a dynamic solution, we do not explicitly bind this component to the two outbound connector modules. We need to find a routing component that allows true decoupling with the target modules. We discuss that component next.
Figure 18-34 shows an overview of our newly optimized solution. We have only one remaining BPEL module. It is not explicitly bound to the outbound connector modules any longer (to be compared with Figure 18-27 on page 540).

In this paragraph, we discuss the type of component to provide routing capability but also *dynamicity* (no static binding with the target modules). We place this new component at the end of the chain of components composing the CUSTOMER_SOURCE_TARGETAPP1 module. We make sure that we do not use any SCA import in our module (static binding). In terms of component implementation, we have two options:

- We create a custom component that calls the target modules one at a time. The component must be designed to get the list of the target modules dynamically (no hard coding):
  - The component can be implemented using a Mediation Flow, a custom selector, or a custom plain old Java object (POJO).
  - The list of targets can be achieved by accessing an external registry, such as WebSphere Service Registry and Repository. In which case, the Mediation Flow is the preferred implementation, because it provides a standard mediation primitive to call WebSphere Service Registry and Repository. However, we can also use a database or any other means that is suitable for the project.
– With this type of an implementation, there is no impact on the outbound connector modules. The new component is able to call them in a loop using dynamic SCA APIs and capabilities.

– However, each target is called one at a time, so we need to make sure that we handle errors properly (for example, we need to decide if we continue sending the event to other targets in case one submission fails).

▶ We can use a JMS binding and rely on the JMS publish/subscribe capability:

– With this type of a component, we do not need to implement the retrieval of the list of targets, and we do not need to implement the loop that sends the event to each target. It is natively provided through the publish/subscribe capability with additional setup work to define the JMS topics and resources.

– However, we have an impact on the existing outbound connector modules, because we must add a JMS binding export in them, which is a minor impact.

We do not develop the implementation possibilities for the routing logic any further. Further development requires a detailed study appropriate for your context. Be aware that enhancements always present advantages but also drawbacks:

▶ Using dynamic invocation SCA APIs (EndpointReference) is probably the most flexible and powerful, because you can override the SCA endpoint easily and even pass dynamic information, such as queue names, with a JMS implementation. However, it requires Java skills and is less obvious to understand than a publish/subscribe implementation or a static implementation.

▶ Using JMS publish/subscribe is simpler in terms of implementation, but it is more sensitive to the deployment topology. JMS topics and subscribers must be carefully handled within a cluster topology to avoid message and task duplication.

You can obtain more details in the WebSphere Process Server documentation for each capability. You can obtain information about the dynamic invocation API at this address:


**Conclusion**

We first enhanced the migrated solution to provide a routing capability based on the multicast and filtering pattern, which is similar to the original WebSphere InterChange Server solution. We have seen that this solution in WebSphere Process Server can create maintainability and dynamicity issues. We then
investigated other options to provide a solution with better maintainability and a more dynamic and decoupled routing capability.

The second solution might look more appealing than the first solution. It is better in terms of maintainability and dynamicity. However, depending on the context, it might not perform as well, because the dynamicity and the decoupling can involve overhead due to late binding. Your solution will have to be a compromise between flexibility and performance.

18.3 Enhanced migration for artifacts designed visually

In this section, we explain the capability of standard migration tools to migrate WebSphere InterChange Server artifacts that were designed with the Activity Editor. These artifacts can be maps or collaboration templates. Our purpose is to investigate the current limitations of the standard migration tools and to provide the best practices to optimize the migrated code. We use an example based on a simple map that is designed using the WebSphere InterChange Server toolset’s Activity Editor. Refer to Chapter 11, “Artifacts migration” on page 215 to get general information about the migration of map artifacts.

This section is structured this way:

- 18.3.1, “Map designed with the Activity Editor” on page 551
- 18.3.2, “Migration of the map” on page 553
- 18.3.3, “Enhanced design for the migrated map” on page 557

18.3.1 Map designed with the Activity Editor

Figure 18-35 on page 552 shows the TestActEdBasic map in the WebSphere InterChange Server Map Designer. This map uses a custom transformation to treat the Message field, which is defined in both source (Clarify_Customer) and target (Customer) business objects.
The custom transformation is implemented with visual code by using the Activity Editor, as shown in Figure 18-36. It is a simple transformation that appends the hello String to the Message field.
Chapter 18. Customize and enhance the solutions

Figure 18-37 shows a part of the generated Java code that corresponds to the Activity Editor design. The Activity Editor has generated java code that relies on the StringBuffer class to append the hello string.

```
String objClarity_Customer_Message_2 = null;
String result_10 = null;
String constant_12 = "hello";
String objCustomer_Message_13 = null;
objClarity_Customer_Message_2 = ObjClarity_Customer.get("Message") == null
    ? "" : ObjClarity_Customer.get("Message").toString();

StringBuilder strBuf = new StringBuilder(objClarity_Customer_Message_2);
strBuf.append(constant_12);
result_10 = strBuf.toString();

objCustomer_Message_13 = result_10;

BusObj destBusObj__18 = ObjCustomer;
String destAttr = "Message";

// Set the destination value only if neither
// source nor destination are null.
//
if ((objCustomer_Message_13 != null) && (destBusObj__18 != null)) {
    if (dataValidationLevel >= 1) {
        if (!ObjCustomer.validData("Message", objCustomer_Message_13)) {

```

18.3.2 Migration of the map

The standard migration tools migrate this map and its business objects in the usual manner:

- Each business object becomes a set of two Service Data Objects (SDOs):
  - A business graph to contain the verb information
  - A business object to represent the actual business object payload
- Two maps are generated to handle the business graph and the business object.
Figure 18-38 shows the map that is related to the business graph.

Figure 18-38  Business graph map that is generated by the migration tools
Figure 18-39 shows the business object map, which is the map of interest to us. The WebSphere InterChange Server custom transformation that was depicted in Figure 18-36 on page 552 and Figure 18-37 on page 553 is migrated into the WebSphere Process Server custom transformation called 2 custom.

Figure 18-39  Business object map that is generated by the migration tools

We now look more specifically at this 2 custom transform in the migrated map. Figure 18-40 on page 556 shows the details of the transform.
Figure 18-40  Java code is migrated but the visual design of the Activity Editor is lost
18.3.3 Enhanced design for the migrated map

The migration tool was unable to convert the original WebSphere InterChange Server visual design into a WebSphere Process Server visual design. As we can see in Figure 18-40 on page 556, the new transform is defined with Java code, but there is no visual code available anymore.

The standard migration tools support the migration of artifacts that are designed with the Activity Editor by migrating the resulting Java code (copy/paste of the original code). However, the standard migration tools are not able to convert the visual design. There is no one-to-one (1:1) mapping between the visual components available in WebSphere InterChange Server and the visual components available in WebSphere Integration Developer.

The inability to convert the visual design causes an issue in terms of maintainability:

- The visual code was lost, and only Java code is now available. Java code is typically harder to maintain.
- The migrated Java code relies on WebSphere InterChange Server APIs (Heritage APIs) through which the migration tools migrate specific Java code. Relying on WebSphere Process Server APIs is preferable.

In order to get the best solution, we recommend these steps:

- Consider the migrated artifacts that are obtained from the standard tools as a short-term solution.
- Spend the time to redesign parts of the migrated code with the WebSphere Integration Developer Visual Editor so that the code performs better and is easier to maintain.

In the case of our example, we need to redesign the 2 custom transform with the WebSphere Integration Developer Visual Editor. Figure 18-41 on page 558 (to be compared with Figure 18-39 on page 555 and Figure 18-40 on page 556) is an example.
Figure 18-41  Transform has been rewritten using WebSphere Integration Developer Visual Editor
In this chapter, we explain how to use troubleshooting to resolve potential issues that are related to the WebSphere InterChange Server to WebSphere Process Server migration.

Related scenarios: This chapter relates to issues that we experienced in the data access and data synchronization scenarios that were illustrated in Chapter 15, “Data access scenario with technology adapters” on page 293, Chapter 16, “Data synchronization scenario with technology adapters” on page 343, and Chapter 17, “Data synchronization scenario with application adapters” on page 431. We used WebSphere Integration Developer V6.2 and WebSphere Process Server V6.2.

We include the following sections in this chapter:

- 19.1, “General troubleshooting methods” on page 560
- 19.2, “Advanced troubleshooting methods” on page 568
19.1 General troubleshooting methods

In this section, we introduce the general troubleshooting methodology of the migration path.

19.1.1 Application module errors

After migrating by using the WebSphere Integration Developer Migration Wizard, the corresponding application module can throw errors in the build. In this type of a scenario, rebuild all of the relevant projects. If this action does not resolve the issue, delete the application module by switching to the Java 2 Platform, Enterprise Edition (J2EE) perspective and rebuilding the projects again. The error will go away.

19.1.2 Deploying and running the scenario in WebSphere Process Server

If you encounter problems while deploying or running the scenario on WebSphere Process Server, use the logs of WebSphere Process Server to help diagnose the problem. The logs are in the $WPS_install/profiles/profile_name/logs/server_name$ directory, which contains the following files:

- **ServerName.pid**: The Process ID (pid) of the Java process of WebSphere Process Server
- **SystemOut.log**: The standard Java Virtual Machine (JVM) output log
- **SystemErr.log**: The standard JVM error log
- **startServer.log**: The log of start server events
- **stopServer.log**: The log of stop server events
- **native_stdout.log**: The Stdout of a Java process
- **native_stderr.log**: The Stderr of a Java process
- **trace.log**: The output from a diagnostic trace

The **SystemOut.log** and **SystemErr.log** files are useful for diagnosing the problem of deploying and executing the process.
19.1.3 WebSphere Process Server log and trace

WebSphere Process Server uses the same logging infrastructure as WebSphere Application Server. In this section, we explain how to view and modify the current log and trace levels. We also explain the meaning of the format of the message.

Viewing or changing the current logging and tracing levels
To view or change the current logging and tracing levels:

1. From the administrative console (Figure 19-1):
   a. In the left pane, expand Troubleshooting and click Logs and Trace.
   b. In the right pane, click the WebSphere Process Server, server1, to enable logging and tracing.

2. Click Change Log Detail Levels.
3. Choose and change the log details level as shown in Figure 19-2. The Map service log and trace level (in addition to other message and trace levels) is set to all (*=info:com.ibm.wbiserver.map.*=all).

Any components that are not yet loaded are not initially displayed in the administrative console. For example, if the interface map is not invoked, it is not in the Log Level detail list, because interface maps are not loaded when the server is started. You can add any unlisted component manually in the administrative console by specifying the package or component name.
You can supply the level of detail either by component or group. A group is a set of related components for a functional area (for example, Web services). Table 19-1 shows the recommended trace level components and their packages.

<table>
<thead>
<tr>
<th>Runtime component</th>
<th>Trace level</th>
<th>Package information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artifact Loader</td>
<td>All</td>
<td>Dumps large amounts of output (can choose a lower setting if the size of the log is a concern)</td>
</tr>
<tr>
<td>ApplicationScheduler</td>
<td>All</td>
<td>com.ibm.wbiserver.sceduler.* (see also profileName/logs: appScheduler.log, configAppScheduler.ant.log, and configAppSchedulerDBTables.ant.log; all three logs are created during profile creation)</td>
</tr>
<tr>
<td>Business objects (BO) and CoreFramework</td>
<td>Finer or all</td>
<td>BOCore</td>
</tr>
<tr>
<td>Business Process Choreographer install/config</td>
<td>All</td>
<td>com.ibm.bpe.<em>=all:com.ibm.ws.staffsupport.</em>=all (staff support is part of the Human Task Manager)</td>
</tr>
<tr>
<td>Business state machines</td>
<td>Depends</td>
<td>com.ibm.wbiserver.statemachine.* Fine (high level events - message received, state entry exit), FINER to see source level events, FINEST/ALL for even more), add com.ibm.bpe.*=ALL if needed</td>
</tr>
<tr>
<td>Common Event Infrastructure (CEI)</td>
<td>All</td>
<td>com.ibm.wsspi.monitoring.*</td>
</tr>
<tr>
<td>Runtime component</td>
<td>Trace level</td>
<td>Package information</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Data maps</td>
<td>All</td>
<td>com.ibm.wbiserver.map.*</td>
</tr>
</tbody>
</table>
| Failed Event Manager              | Fine        | recoveryEJB, recoveryMgr | (for CEI)  
WBIMonitor.cei.recovery,  
WBILocationMonitor.log.recovery |
| Interface maps                    | N/A         | com.ibm.wbiserver.mediation.*                                                        |
| Human Task Manager                | N/A         | com.ibm.wbiserver.mediation.*                                                        |
| Relationships                     | N/A         | com.ibm.wbiserver.relationshipservice.* (finer provides information regarding processing) |
| Service Component Architecture (SCA) | N/A        | Finest (most verbose, all entry/exit) and fine (high level information pertaining to component to component interactions and transaction context) |
| SCA security                      | See SCA     | com.ibm.ws.sca.internal.security.handler*=all (security id, permission);  
com.ibm.ws.sca.internal.securitycontext.handler.*=all (security context for async),  
com.ibm.ws.sca.internal.managed.security.*=all; if more trace is needed, base WebSphere security:  
SASRas=all:com.ibm.ws.security.*=all |
| SCA unit of work                  | See SCA     | com.ibm.ws.sca.internal.uow.handler.*                                               |
| Session                           | Finest      | com.ibm.ws.session.*                                                                |
Log and trace configuration options
You can use the Configuration or Runtime tabs to specify the values for changes to take effect as shown in Figure 19-3:

- Configuration tab
  Changes to the log and trace levels are effective the next time that the server is started.

- Runtime tab
  Changes are effective immediately and are in effect until the server is stopped. When making changes to the Runtime tab, you can save the changes in the configuration, so that the changes are effective immediately and are applied in the future when the server is started. To do so, select the **Save runtime changes to configuration as well** check box.

![Figure 19-3 Configuration and Runtime tabs]

Diagnostic trace
To configure a diagnostic trace, in the administrative console, in the left pane, select **Troubleshooting → Logs and Trace**. In the right pane, click the **WebSphere Process Server server name**, and click **Diagnostic Trace**.

To enable trace and modify the size and location of the trace file, specify the following values as shown in Figure 19-4 on page 566:

1. Select **Enable Log**.
2. For the Maximum Buffer Size, type 8.
3. Select **File**.
4. For the Maximum File Size, type 20.
5. For the Maximum Number of Historical Files, type 1.
6. For the File Name, type `${SERVER_LOG_ROOT}/trace.log`. 
Location of the JVM logs

The SystemOut.log and SystemErr.log files are in
WPS_install/profiles/profile_name/logs/server_name. You can set the
location and size of these files in the administrative console. In the left pane,
select Troubleshooting → Logs and Trace. In the right pane, click the
WebSphere Process Server server name, and select JVM Logs. Figure 19-5
on page 567 shows the Configuration tab of the JVM Logs section.
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**Figure 19-5 SystemOut and SystemErr logs**

*Use this page to view and modify the settings for the Java virtual machine (JVM) System.out and System.err logs for a managed process. The JVM logs are created by redirecting the System.out and System.err streams of the JVM to independent log files. The System.out log is used to monitor the health of the running application server. The System.err log contains exception stack trace information that is used to perform problem analysis. One set of JVM logs exists for each application server and all of its applications. JVM logs are also created for the deployment manager and each node manager. Changes on the Configuration panel apply when the server is restarted. Changes on the Runtime panel apply immediately.*

**General Properties**

**System.out**

- File Name: `LOG_ROOT/SystemOut.log`

**File Formatting**

- Basic (Compatible)

**Log File Rotation**

- File Size
  - Maximum Size: 10 MB

**Time**

- Start Time: 24
- Repeat Time: 24 hours

**Maximum Number of Historical Log Files**: Number in range 1 through 50.

10

**Installed Application Output**

- Show application print statements
- Format print statements

**System.err**

- File Name: `SERVER_LOG_ROOT/SystemErr.log`

**Log File Rotation**

- File Size
  - Maximum Size: 1 MB

**Time**

- Start Time: 24
- Repeat Time: 24 hours

**Maximum Number of Historical Log Files**: Number in range 1 through 50.

1

**Installed Application Output**

- Show application print statements
- Format print statements
Messages
The messages in WebSphere Process Server log and trace files are organized according to the identifier of the product feature that produces the message. Refer to Example 19-1 with the message CWTKE0036I.

Example 19-1  WebSphere Process Server SystemOut.log

[1/30/07 1:00:00:779 PST] 00000069 HTM I CWTKE0036I: The Staff Query Refresh Daemon has triggered 0 refresh operations.

Note the following explanations for Example 19-1:

- CWTKE is a five-character alphabetic component or application identifier.
- 0036 is a four-character numeric identifier that is used to identify the specific message for that component.
- I is an optional alphabetic severity indicator (I=Information, W=Warning, and E=Error).
- CWTKE0036I means that the people assignment refresh daemon (Staff Query Refresh Daemon) has triggered (0) refresh operations. This message indicates how many people assignments (staff query results) have been recalculated.

For detailed information about messages, see Messages in the WebSphere Process Server information center at the following address:


19.2 Advanced troubleshooting methods
In this section, we explain known issues that you might encounter during migration that require advanced troubleshooting.

19.2.1 Adapter failed to start in a secured WebSphere Process Server

Deploying the migrated project into a secured WebSphere Process Server requires all of the necessary credentials for a Message-Driven Bean (MDB) and connection factories by using an authentication alias, SCA_Auth_Alias. Otherwise, the binding or connection-related exceptions can occur as shown in Example 19-2.

If you do not need to use security for your development environment, as a best practice, disable it as explained in 15.2.3, “Deployment” on page 319.
19.2.2 Failed to run the data synchronization scenario after migrating to WebSphere Adapter for JDBC

After migrating to WebSphere Adapter for Java Database Connectivity (JDBC) as explained in 16.2, “Implementation” on page 346 and running the data synchronization scenario end-to-end as explained in 16.3, “Testing the end-to-end solution” on page 419, you might encounter an error indicating that the new record is not inserted into the DB2 tables successfully. If you encounter this error, use the following steps to correct the problem:

1. Delete the records in the JDBCCustomer table.

2. Delete the relationship instance:
   a. Select Administrative Console → Integration Applications → Relationship Manager → Relationships.
   b. Select Customer relationship, click Query, and then, click OK.
   c. Select an instance, and click Delete.
   d. Repeat step c to delete all of the instances.

3. Run the data synchronization scenario again.
19.2.3 Failed to run the RetrieveCustomer on the data access scenario after migration

After migration when you run the RetrieveCustomer on the data access scenario, you might get the errors that are shown in Example 19-3. These errors are due to a problem in WebSphere Process Server V6.2 that will be fixed in WebSphere Process Server V6.2 Fix Pack.

Example 19-3 RetrieveCustomer errors

```
JDBCCustomerRetrieve TO_CustomerRetrieve_Outbound_Response_SMO_Map Transformation #2() CWLAS0015E: The Submap transform #2 in the JDBCCustomerRetrieve TO_CustomerRetrieve_Outbound_Response_SMO_Map map did not complete because of the following exception: com.ibm.ws.bo.bomodel.impl.DynamicBusinessObjectImpl incompatible with java.util.List
```
WBI Adapters in a secured WebSphere Process Server environment

In this appendix, we explain how to reuse WebSphere Business Integration (WBI) Adapters with a secured WebSphere Process Server environment. We provide information about how to configure security credentials for the connector agent, as well as for the migrated artifacts and modules. We also describe the settings that are required for deploying migrated applications to secured WebSphere Process Server.

For background information, refer to Appendix C, “Migrate WBI Adapter for EJB Architecture” on page 615. This appendix describes how to configure a WebSphere Business Integration Adapter to work with a non-secured WebSphere Process Server environment.

You must be familiar with WebSphere Process Server deployment concepts to fully understand the following procedures.

This appendix contains the following sections:

- A.1, “Overview”
- A.2, “Configuring security”
- A.3, “Conclusion”
A.1 Overview

When reusing a WebSphere Business Integration Adapter with a secured WebSphere Process Server, follow up on several mandatory configuration steps. We describe the three major steps to consider:

- The WebSphere Business Integration Adapter connector agent must be able to connect to the secured WebSphere Process Server:
  - As a reminder, WebSphere Process Server is able to simulate an MQ manager because of the MQ client link. You must configure the connector agent to use Java Message Service (JMS), so that it is able to communicate properly with WebSphere Process Server through the MQ client link. You must configure the property jms.MessageBrokerName to use this syntax: WBIA_QM:WBIA.JMS.SVRCONN:mqhost:mqport. The variable mqhost is the IP address of the machine hosting WebSphere Process Server. The variable mqport is the value of the SIB_MQ_ENDPOINT_ADDRESS port that is defined in WebSphere Process Server.
  - You must set the jms.UserName and jms.Password properties to correspond to the SCA_Auth_Alias that is defined in WebSphere Process Server (by default, it is the admin user). This step is critical for a secured configuration. If the Username and Password are set up incorrectly, the connector agent is unable to connect to WebSphere Process Server. A.2.2, “Setting up the connector agent with secured JMS” on page 574 provides an example.

- You must set up the WebSphere Process Server Service Integration Bus correctly:
  - The MQ client link communicates with the WebSphere Process Server internal messaging layer, which is called the Service Integration Bus.
  - Because the Service Integration Bus is also secured within a secured WebSphere Process Server environment, you must configure the Service Integration Bus to allow the use of an inbound MQ transport channel chain. A.2.4, “Allowing the MQ chain for the service integration bus” on page 582 provides an example.

- You must set up the WebSphere Process Server modules that are related to the adapters properly:
  - The WebSphere Process Server modules that correspond to the WBI Adapters contain JMS bindings. The JMS bindings communicate with the WebSphere Process Server internal messaging layer (called the Service Integration Bus), which is connected to the MQ client link.
– The JMS bindings rely on Message-Driven Beans (MDBs) to communicate with the Service Integration Bus queues. One MDB is generated for each JMS binding (import or export).
– Within a secured WebSphere Process Server environment, the Service Integration Bus is also secured. So, it is necessary to configure the MDBs to authenticate with the secured Service Integration Bus.
– The following sections provide a detailed example of the MDB configuration:
  • A.2.3, “Setting up a security identity qualifier in Message-Driven Beans” on page 576 for the setup in WebSphere Integration Developer
  • A.2.5, “Deployment of the connector modules” on page 584 for the deployment of the applications in the secured WebSphere Process Server environment

A.2 Configuring security

This section provides details about the major steps that are required to have a WebSphere Business Integration Adapter running with a WebSphere Process Server environment.

A.2.1 Initial assumptions

We assume that global security is enabled in the WebSphere Process Server environment.

We assume that the user name and password that are used correspond to the admin user in the WebSphere Process Server user registry.

To illustrate the security configuration steps, we use the customer synchronization scenario in this developerWorks article:


In this article, an inbound WBI Clarify connector sends events to be synchronized into the target SAP system, through the outbound WBI SAP connector. Figure A-1 on page 574 shows the flow of events for the customer synchronization scenario.
A.2.2 Setting up the connector agent with secured JMS

The connector agent must be able to connect to the secured WebSphere Process Server through the MQ client link. For this purpose, it has to authenticate, and it is necessary to set up the jms.UserName and jms.Password properties so that they correspond to the SCA_Auth_Alias that is defined in WebSphere Process Server (by default, this alias is associated to the admin user, and the password is also admin). This step is critical for a successful secured configuration. If the UserName and Password are set up incorrectly, the connector agent is unable to connect to the secured WebSphere Process Server.

Figure A-2 on page 575 shows an example with the Clarify connector from our scenario. We use the Connector Configurator tool to edit the adapter properties. The major properties to consider are shown in blue. You must apply a similar setup to any WBI Adapter that is part of the secured WebSphere Process Server solution.
Figure A-2    Connector agent configuration for secured JMS communication
A.2.3 Setting up a security identity qualifier in Message-Driven Beans

The WebSphere Process Server modules that are related to the WBI adapters must be able to connect to the secured Service Integration Bus queues. For this purpose, the Message-Driven Bean (MDB) that is associated with each WBI adapter JMS binding (import or export) has to authenticate, and it must be set up with a security identity qualifier.

You must execute the following procedure for each WBI Adapter that is part of the solution, that is, for each module that is related to a WBI adapter. We illustrate the procedure with the customer synchronization scenario, in which we have two connector modules: ClarifyConnector and SAPConnector:

1. In WebSphere Integration Developer, within the workspace of your migrated solution, go to the Java Enterprise Edition (EE) perspective. Look at the available connector EJB modules. In our example, we have two connector EJB projects: ClarifyConnectorEJB and SAPConnectorEJB. Figure A-3 shows our two connector EJB modules.

![Connector EJB modules in the Java EE perspective](image)
2. Open the Deployment Descriptor for one connector EJB module. You must repeat the following steps for each relevant EJB module.

3. Click the **Assembly** tab.

4. In the **Security Roles** part, click **Add** (Figure A-4).

![Figure A-4   Modifying the deployment descriptor and security roles](image-url)
5. The Add Security Role window appears. Type Role4ICS in the Name field, and click Finish (Figure A-5). Note that you can set the Name to any value that you like. Document the name that you choose, because you will use it later in the security setup process.

6. Click the Access tab. And then, click Add in the Security Identity (Bean Level) part (Figure A-6 on page 579).
Figure A-6  Setting up the Security Identity
7. A new Security Identity window appears. Select **Use Identity assigned to specific role (below)**. For Role name as shown in Figure A-7, select **Role4ICS**, which you previously created. Click **Next**.

![Security Identity Window](image)

*Figure A-7  Setting up the Role name for Security Identity*

8. In the Security Identity: Enterprise Bean Selection window, under **Beans found**, select the correct Message-driven beans. You can identify the relevant MDBs by their names. The name always starts with an underscore and is followed by **JMS**. After you have selected the correct MDBs, click **Finish**.
Figure A-8 and Figure A-9 on page 582 show two examples from our scenario. We have two EJB modules. The Clarify connector in the first module has one MDB associated with its export, and the SAP connector in the second module has one MDB associated with its import. Note that depending on your scenario, one WBI adapter can have several MDBs associated with it in one module.

![Security Identity]

Figure A-8  Selecting the correct EJB components for the Clarify connector
A.2.4 Allowing the MQ chain for the service integration bus

The MQ client link communicates with the WebSphere Process Server internal messaging layer, which is called the Service Integration Bus. Because the Service Integration Bus is also secured within a secured WebSphere Process Server environment, you must configure it to allow the use of an inbound MQ transport channel chain.

Follow these steps:

1. Open the administrative console of the WebSphere Process Server environment.
2. Go to the **Service integration → Buses** view (Figure A-10 on page 583).
Figure A-10   Go to the Buses view in the administrative console
3. Click the **Enable bus security** check box as shown in Figure A-11. The WBI Adapters use only the SCA Application bus. Then, select **Allow the use of all defined transport channel chains**, and click **OK**. This action allows the MQ client link to communicate with the secured SCA Application bus (Figure A-11).

![Figure A-11 Selecting Allow the use of all defined transport channel chains](image)

4. Then, click **Save** to save the configuration.

### A.2.5 Deployment of the connector modules

In “Setting up a security identity qualifier in Message-Driven Beans” on page 576, we have defined a security identity role (**Role4ICS**) that must be used by the WebSphere Process Server modules related to the WebSphere Business Integration Adapters.

For each module, we now have to specify a real user to fulfill the role defined previously. You must perform this operation during the module deployment to the secured WebSphere Process Server environment.

The following description assumes that you deploy the module as an enterprise archive (EAR) file with the administrative console, using the “Show me all
installation options and parameters” option (so that all deployment steps are available).

Beware that the deployment step numbers that we provide might not be the same in your case. Therefore, we always put the complete name of the step beside the step number.

Follow this procedure. You must run this procedure for each connector module EAR file to deploy.

Start deploying your module EAR file by using the administrative console. Make sure that you select **Show me all installation options and parameters** before clicking **Next**, so that you can set up all of the required steps for security later (Figure A-12).

![Figure A-12 Selecting Show me all installation options and parameters](image)

Complete these steps:

1. Accept all of the default values until you reach step 6 of the deployment page flow, which is “Bind listeners for Message-Driven Beans.”

2. In step 6, Bind listeners for Message-Driven Beans, of the deployment page flow, bind each relevant MDB to an activation specification authentication alias. You have to select the same MDBs as the MDBs that you selected in step 8 of “Setting up a security identity qualifier in Message-Driven Beans” on
You have to type `SCA_Auth_Alias` as the value for Activation spec authentication alias. Figure A-13 shows an example with the Clarify connector export from our customer synchronization scenario.

![Figure A-13: An example of setting up the authentication alias for the activation spec of the MDBs](image)

<table>
<thead>
<tr>
<th>EJB module</th>
<th>JBI</th>
<th>URI</th>
<th>Messaging type</th>
<th>Bindings</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClarifyConnectorEJB</td>
<td>ServiceSIBMessageBean</td>
<td>ClarifyConnectorEJB.jar, META-INF/ejb-jar.xml</td>
<td>com.ibm.wasp.sib.ra.SibRaMessageListener</td>
<td>Listener port Name</td>
</tr>
<tr>
<td>ClarifyConnectorEJB</td>
<td>_export:Input_AsyncMS</td>
<td>ClarifyConnectorEJB.jar, META-INF/ejb-jar.xml</td>
<td>javax.jms.MessageListener</td>
<td></td>
</tr>
</tbody>
</table>

*Figure A-13: An example of setting up the authentication alias for the activation spec of the MDBs*
3. Perform these steps in step 9, Map resource references to resources, of the page flow (Figure A-14 on page 588):

   a. Under Specify authentication method, select **Use default method (many-to-one-mapping)**. Then, select **SCA_Auth_Alias** for the Authentication data entry.

   b. Select the check box of the line corresponding to the connection factory (it is the line where the Resource Reference name ends with _CF).

   c. Click **Apply**.
Figure A-14 Setting up the authentication alias for the connection factory
4. In step 13, Map security roles to users or groups, of the page flow, in the Map security roles to users or groups pane (Figure A-15), click **Look up users** to map the **Role4ICS** role to the **admin** mapped user. Then, click **Next**.

![Figure A-15 Mapping the security role with an actual user](image)

5. In step 14, Map RunAs roles to users, in the Map RunAs roles to users pane (Figure A-16 on page 590), specify the user from the user registry (**admin** user and the same password, in our example), select the listed role (**Role4ICS** role, in our example), and click **Apply**.
6. Finish the application installation and save the changes.

A.3 Conclusion

The procedures given in this appendix described the major steps that are required to use an existing WebSphere Business Integration Adapter within a secured WebSphere Process Server environment.
Access EJB migration

In this appendix, we show an example of the standard support to migrate WebSphere InterChange Server applications that use the WebSphere Access Enterprise JavaBean (EJB), or Access EJB, feature. We also show testing and verification of the migrated sample application. Remember that you can call a WebSphere InterChange Server collaboration synchronously from any Java 2 Platform, Enterprise Edition (J2EE) client through the use of an EJB session that is provided as part of the WebSphere InterChange Server product. This EJB is the main component of the WebSphere Access EJB.

The standard migration tools are one option among others to migrate WebSphere InterChange Server applications to WebSphere Process Server. See Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the possible options for migration implementation. Part 3, “Migration tooling” on page 177 provides detailed information about the standard migration tools.

We present a simple example in this chapter to illustrate a complete upgrade that uses the standard migration tools. In reality, complex WebSphere InterChange Server solutions generally require changes before or after migrating. You must manually make changes either to the WebSphere InterChange Server artifacts before the migration or to the generated WebSphere Process Server artifacts after the migration.
B.1 Target environment

Table B-1 identifies the software that we used in the target environment.

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere InterChange Server and toolkit</td>
<td>4.3.0.5</td>
</tr>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Adapter Framework</td>
<td>2.6.0.11</td>
</tr>
<tr>
<td>DB2 Universal Database</td>
<td>8.1.16 (or 8.2.9)</td>
</tr>
<tr>
<td>WebSphere MQ Client</td>
<td>6.0.2.4</td>
</tr>
<tr>
<td>Microsoft Windows XP Professional</td>
<td>SP 2</td>
</tr>
<tr>
<td>WebSphere Business Integration Data Handler for XML</td>
<td>2.7.3</td>
</tr>
</tbody>
</table>

Important: We executed this example with the product versions that are shown in Table B-1. With newer product versions, there might be slight differences in windows and wizards.
B.2 Access EJB example

In the Access EJB example, a J2EE client called AccessServlet calls the AccessEJB that is hosted in WebSphere Process Server. The session bean, consisting of the executeCollaborationExtended() remote method, invokes the access_collab collaboration through its port XmlPort as shown in Figure B-1.

The collaboration, in turn, calls DestinationConnector to retrieve an event. The response received from the connector is sent to the AccessServlet through the collaboration.

DestinationConnector is a simple test connector that simulates an Enterprise Information System (EIS)-specific application connector. Upon receiving an event from the access collaboration with Retrieve as the operation verb, it returns the same business object as a response.

B.2.1 Preparation

In this section, we discuss the initial steps that are required to migrate the Access EJB example to the WebSphere Process server target environment.

Examining the WebSphere InterChange Server repository file

The WebSphere InterChange Server repository file, AccessCollab_ICL.jar, is in the compressed files that are available for download as explained in Appendix D, “Additional material” on page 651. You can see the artifacts by using the WebSphere InterChange Server System Manager tool.
The AccesCollab_ICL.jar file has the following contents, grouped by component names:

**Java files:** Any .java files that are generated by WebSphere InterChange Server when compiling the artifacts are not used by the migration support. The files are ignored.

- **BusinessObject:**
  - xmltest_PLAY. The xmltest_PLAY business object
  - Employee. The employee business object
  - Company. The company business object
  - Department. The department business object
  - MO_Datahandler.*. The metadata business objects for data handlers
  - MO_Server_DataHandler. The metadata business objects that are used by the server

- **Collaboration**
  - access_collab.cwc. The collaboration object that shows the wiring of an external EJB call and destination connector with an access collaboration template

- **CollaborationTemplate**
  - access.cwt. The collaboration template that defines the business process for the Access EJB example

- **Connector**
  - DestinationConnector.con. The connector definition for the destination adapter

**Modifying the business objects**
The business objects that are part of the AccesCollab_ICL.jar file require minor modifications in order to work with WebSphere Process Server. To modify the business objects:

1. **Extract the BusinessObject and Connector folders from the AccesCollab_ICL.jar file to a directory. In this example, we use C:\ServerAccessInterface_EJBexample.**
2. **Rename the XML files in the BusinessObject folder to have a file extension of XSD.**
Modifying the adapter configuration files
The connector configuration file requires several changes. To modify the file:

1. By using the connector configurator tool, open the DestinationConnector.con file from the C:\ServerAccessInterface_EJBexample\repository\Connector folder.

2. Change the following properties:
   a. For BrokerType, type WAS.
   b. For jms.MessageBrokerName, change the value to WBIA_QM:WBIA.JMS.SVRCONN:localhost:5560.
      The number 5560 should match the port number for the SIB_MQ_ENDPOINT_ADDRESS port in WebSphere Process Server. You can look up this value for your installation in the administrative console by selecting Application servers → server1 → Ports.
   c. In the jms.Username field, type any value.
      This sample runs without security enabled, and the value in this field does not matter, as long as the field is not empty.
   d. Change RepositoryDirectory to the location of your business objects, for example C:\ServerAccessInterface_EJBexample\repository\BusinessObject.

3. Save the changes.

Importing the AccessEJB project
To have the AccessEJB project work with WebSphere Process Server:

1. Copy the CwDataHandler.jar and CwXmlDataHandler.jar data handler Java archive (JAR) files into the WebSphere Process Server library, which is WPS_HOME\lib.

2. Under the Business Integration perspective, select File → Import. Select Project Interchange, and click Next.

3. Browse to locate the WPS_HOME\HeritageAPI\ AccessEJB.zip file as an input compressed file, and click Next.
4. Click **Select All**, and then, click **Finish** (Figure B-2).

![Figure B-2 Importing the AccessEJB project interchange](image)

5. Right-click the **DynamicRouting** module, and select **Properties**.
6. In the Properties for DynamicRouting window, click **Java Build Path**, and go to the **Library** tab.
7. Click **Add External JARS** to add the data handler JAR files to the Java build path for the DynamicRouting module as shown in Figure B-3.

*Figure B-3  Adding the data handler JAR files to the build path*
Contents of the AccessEJB project interchange file

In this section, we discuss the contents of the AccessEJB project that comes with the WebSphere Process Server product.

AccessEJB assembly diagram

Figure B-4 shows the assembly diagram of the AccessEJB project.

![AccessEJB assembly diagram](image)

The EJB project contains CwsessionBean and its relevant CwSessionHome home and CwSession remote interfaces. The Web project contains the J2EE client AccessServlet.

The servlet calls the executeCollaborationExtended() remote method in the CwSession bean to invoke the access_collab Business Process Execution Language (BPEL) process through the selector in the DynamicRouting module.

DHBOs library

DHBOs is a common library that holds all of the shared artifacts, such as business objects, maps, and interfaces that are used by the AccessEJB modules. DHBOs includes the data handler metadata business objects that are required to handle various Multipurpose Internet Mail Extensions (MIME) types.
**DynamicRouting selector module**

DynamicRouting is a selector module that is used to dynamically select Service Component Architecture (SCA) targets (BPELs) based on the collaboration name and port name that are passed to the AccessEJB. Figure B-5 shows the assembly diagram.

![Assembly Diagram: DynamicRouting](image)

**Figure B-5** Assembly diagram of the DynamicRouting module

**Inputs specified in the Access Servlet J2EE client**

In this example, `access_collab` is passed as the collaboration name and `XmlPort` is passed as Portname in the remote method call to the session bean:

```java
executeCollaborationExtended("", access_collab, XmlPort, data, text_xml, Retrieve);
```

In this example, the parameter `data` is the string representation of the XML file that is passed as the triggering business object into the collaboration.

Copy and paste the `AccesEJB_InputFile.xml` file that is in C:\. The file name and the path to the file are specified in the `AccessServlet.java` file. Example B-1 shows the contents of the XML file.

**Example B-1 Input XML file**

```xml
<?xml version="1.0" ?>
<!DOCTYPE PLAY>
<PLAY>
  <CNAME>IBM</CNAME>
  <CPROD>Software</CPROD>
  <CNUM>1000</CNUM>
  <CLOC>Miami</CLOC>
```
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B.2.2 Implementation

In this section, we explain how to migrate the AccessEJB technical example.

Migrating the artifacts
To migrate the artifacts:
1. Open WebSphere Integration Developer in the Business Integration Perspective.
2. Click File → Import.
3. Select WebSphere InterChange Server Repository, and click Next.
4. In the next window, specify the AccesCollab_ICL.jar repository JAR file to be migrated. Enter AccessCollab_Library as the new library name, and click Next.
5. In the Configure Connector Migration window, accept the default value for DestinationConnector migrating to JMS to Undetermined WBI Adapter, and click Next.
6. In the Conversion Options window, choose all of the recommended options, and click Finish.

The Migration Wizard successfully migrates the WebSphere InterChange Server artifacts to the WebSphere Process Server artifacts that reside in two projects and a library. The artifacts that are used commonly across all the projects are stored in the library as shown in Figure B-6 on page 601.

Building the projects might take a while. After all of the projects are built, warning messages are displayed on the Problems tab. Although these APIs are all deprecated, they are still supported in WebSphere Process Server.
Figure B-6  Generated projects after migration
Event flow through the migrated projects
Figure B-7 shows the flow of events, end to end, through the various applications and the components that are involved in the AccessEJB example.

Figure B-7  End-to-end flow of events through the examples
Customizing the contents of the AccessEJB project
In the following sections, we explain how to customize the contents of the AccessEJB project.

Adding the AccessCollab_Library to the DynamicRouting module
AccessCollab_Library is a required library, because the selector invokes the access_collab module and needs references to the dependent files. To add the library:

1. Select the DynamicRouting module, right-click, and select Open Dependencies.
2. Click Add.
3. From the Library Selection Window, select AccessCollab_Library. Then, click OK.
4. Save and close the Dependencies window.

AccessCollab_Library is added to the module along with DHBOs, as shown in Figure B-8.

![Adding a dependent library](image)

Creating references to the migrated process module
To create the references:

1. Open the assembly diagram of the DynamicRouting module.
2. Drag the XmlPort export component of the access_collab module to the assembly diagram of the DynamicRouting module as an import component.
3. In the window that opens, select Import with SCA Binding, and click OK.
3. Rename the newly created import to access_collab_XmlPort.

4. Copy and paste the existing **PreRoute_TargetCollab_TargetPort** component in the assembly diagram of the DynamicRouting module. Rename it to **PreRoute_access_collab_XmlPort**.

5. On the **PreRoute_access_collab_XmlPort** component, remove the existing reference. Click the reference (small box on the right side of the component containing “1:1”), right-click, and select **delete**.

6. Wire the **PreRoute_access_collab_XmlPort** to **access_collab_XmlPort**. When you see a prompt regarding a new reference that will be created on the source, click **OK**.

   A new reference called **xmltest_PLAYBG_PortTypePartner** is added to invoke the access_collab module as shown in the assembly diagram in Figure B-9.

7. Save the changes.

![Figure B-9 Modified assembly diagram of the DynamicRouting module](image)

**Updating the selector file**

Update the existing selector component in the DynamicRouting module with the appropriate collaboration and port names, in order to invoke the access_collab BPEL process:

1. Change the perspective to **Java**.
2. Expand **DynamicRouting → com.ibm** and select **RoutingSelector.sel** in the Text Editor as shown in Figure B-10.

![DynamicRouting and RoutingSelector.sel in the Text Editor](image)

**Figure B-10** Selector file in the Java perspective

3. Copy and paste the **OperationSelectionRecord** block.
4. In the new block, change the value from TargetCollab_TargetPort to access_collab_XmlPort. In the same block, change componentName from PreRoute_TargetCollab_TargetPort to PreRoute_access_collab_XmlPort as shown in Figure B-11.

```
(OperationSelectionTable name="Route">
  <OperationSelectionRecord>
    <SelectionKey>
      <SelectionKeyElement xsi:type="selt:SingletonKey" value="TargetCollab_TargetPort"/>
      <SelectionKeyData xsi:type="selt:SCAIInternalComponent" componentName="PreRoute_TargetCollab_TargetPort"/>
    </SelectionKey>
    <SelectionValue xsi:type="selt:SCAIInternalComponent" componentName="PreRoute_TargetCollab_TargetPort"/>
  </OperationSelectionRecord>
  <OperationSelectionRecord>
    <SelectionKey>
      <SelectionKeyElement xsi:type="selt:SingletonKey" value="access_collab_XmlPort"/>
      <SelectionKeyData xsi:type="selt:SCAIInternalComponent" componentName="PreRoute_access_collab_XmlPort"/>
    </SelectionKey>
    <SelectionValue xsi:type="selt:SCAIInternalComponent" componentName="Default"/>
  </OperationSelectionRecord>
</OperationSelectionTable>
```

*Figure B-11  Additions to the selector file*

5. Save the changes.

**Specifying the Java implementation file**

To specify the Java implementation file:

1. Expand the com.ibm.sel folder.

2. Copy and paste `PreRoute_TargetCollab_TargetPortImpl.java` to the same folder.
3. As shown in Figure B-12, rename the Java file to PreRoute_access_collab_XmlPortImpl.

![Figure B-12 Creating a new Java implementation file](image)

4. Change to the **BusinessIntegration** perspective, and open the assembly diagram for the DynamicRouting module.

5. Select **PreRoute_access_collab_XmlPort** component.

6. In the Properties view, click the **Implementation** tab.
7. As shown in Figure B-13, on the **Details** subtab, in the Class field, enter the newly created implementation file name:

```
com.ibm.sel.PreRoute_access_collab_XmlPortImpl
```

![Figure B-13 Specifying the Java implementation file in the component](image)

**Modifying the implementation files**

To modify the implementation files:

1. Open the `PreRoute_access_collab_XmlPortImpl.java` file.
2. Change the method name of `locateService.TestBOInterfacePartner` to `locateService_xmltest_PLAYBG_PortTypePartner`. 
3. Change all instances of TestBOInterfacePartner in the file to xmltest_PLAYBG_PortTypePartner as shown in Figure B-14.

```java
public Service locateService_xmltest_PLAYBG_PortTypePartner()
{
    System.out.println(" >>> In PreRoute_access_collab_XmPortImpl file in DynamicRoutingApp >>>");
    String METHODNAME = "locateService_xmltest_PLAYBG_PortTypePartner";
    if (logger.isLoggable(Level.FINER))
    {
        logger.entering(CLASSNAME, METHODNAME);
    }
    Service result = (Service)ServiceManager.INSTANX.locateService("xmltest_PLAYBG_PortTypePartner");
    if (logger.isLoggable(Level.FINER))
    {
        logger.exiting(CLASSNAME, METHODNAME, result);
    }
    return result;
}
```

```
DataObject result = (DataObject)this.locateService_xmltest_PLAYBG_PortTypePartner().invoke("Sync", tprep);
logger.logp(Level.FINER, CLASSNAME, METHODNAME, "After result = " + result);

// Convert DataObject result to string
logger.logp(Level.FINER, CLASSNAME, METHODNAME, "Before BusObj resultBO = new BusObj(result)");
```

Figure B-14  Changes in the implementation file
4. In the method “Route”, you need to construct the invoked operation name as the following modification:

```java
DataObject result =
(DataObject)this.locateService_xmltest_PLAYBG_PortTypePartner().invoke("Sync", tmpres);
```

Change it to:

```java
DataObject result =
(DataObject)this.locateService_xmltest_PLAYBG_PortTypePartner().invoke("Sync_"+tmpres.getType().getName(), tmpres);
```

5. Modify the BOPrefix in BO MQ_Datahandler_DefaultXMLConfig. Find the following code:

```java
mtBO.setDefaultAttrValues();
```

Add the following code after it:

```java
mtBO.setAttrValue("BOPrefix", "xmltest");
```

6. Open the AccessServlet.java file and ensure that the right IIOP port number is specified. The number 2811 needs to match the port number for the BOOTSTRAP_ADDRESS port in WebSphere Process Server. You can look up this value for your installation in the administrative console by selecting **Application servers → server1 → Ports**.

7. Specify the correct location to the XML input file for the access servlet as shown in Figure B-15.

![Figure B-15 Changes made in the AccessServlet.java file](image-url)
Deploying the applications
The final step in the migration process is to deploy the projects to WebSphere Process Server:

1. Start the embedded instance of WebSphere Process Server.
2. Right-click the server, and select **Add and Remove Projects**.
3. In the Add and Remove Projects window, click **Add All >>** to add all of the projects in the workspace to the server. Then, click **Finish** to initiate the deployment.
4. Verify that all of the modules are deployed and have started correctly in WebSphere Process Server.

B.2.3 Testing and verification

In this section, we explain how to run events through the migrated example in WebSphere Process Server and to verify the results.

Testing the AccessEJB example

To test the example:

1. Open the Destination Connector by using the Visual Test Connector (VTC) tool:
   a. Click **File → Create/Select Profile**.
   b. Click **File → New Profile**.
   c. Click **Browse**, and locate the DestinationConnector.cfg file.
   d. For the Connector Name, type **DestinationConnector** to name the profile.
   e. For the Broker Type, select **WAS**. Click **OK**.
   f. Select the profile that you have created, and click **OK**.
   g. Click **File → Connect**.

2. As shown in Figure B-16 on page 612, load the Access Servlet client in the browser by typing the following URL with the correct port number that you are using:

   http://localhost:9080/AccessEJBWeb/AccessServlet
3. Click **Call Access Collaboration**.

AccessServlet calls the `executeCollaborationExtended()` remote method in the CwSession bean and passes the data file. The session bean, in turn, calls the DynamicRouting module through the interface partner `RoutingPacketPartner`.

DynamicRouter uses `RoutingSelector` to route the call to the access_collab module through the interface partner `xmltest_PLAYBG_PortTypePartner`. When the EJB call reaches `access_collab_XmlPort BPEL` in the access_collab module, business logic is applied to the data before invoking `DestinationConnector`.

The connector receives the business object `xmltest_PLAY` in the form of `xmltest_PLAY`. Retrieve it as shown in Figure B-17.

![Image of AccessEJB TEST](image1)

*Figure B-16  Loading the AccessServlet client*

After replyingSuccess from the connector, the event goes back to the AccessServlet as a response, as shown in Figure B-18.

![Image of Test Connector](image2)

*Figure B-17  Reply from the VTC*
Figure B-18  Response received on AccessServlet

Figure B-19 on page 613 shows the output in the SystemOut.log file.
B.3 Conclusion

In this example, we showed how to migrate the WebSphere Access EJB feature. We explained how to migrate this example by using the standard migration tools.

Remember that real applications are generally more complex than the application in this simple example. Actual applications are likely to require more customization to work properly after the migration.
Migrate WBI Adapter for EJB Architecture

In this chapter, we show how to migrate WebSphere Business Integration (WBI) Adapter for Enterprise JavaBeans (EJB) Architecture to the WebSphere Process Server environment. There are two upgrade paths for WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture:

- Reusing a WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture with WebSphere Process Server environment
- Migrating a WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture to a WebSphere Process Server Enterprise Java Bean binding

We will use two samples to demonstrate these migration approaches.

In the first example, we explain how to reuse a WebSphere Business Integration Adapter that was running on WebSphere InterChange Server with the WebSphere Process Server environment. The specific WebSphere Business Integration Adapter that is used in this example is a WebSphere Business Integration Adapter for Enterprise Java Beans Architecture, but any kind of WebSphere Business Integration Adapter will work. The standard migration tools help generate the required intermediate components that make WebSphere Process Server able to use any WebSphere Business Integration Adapter.
In the second example, we show how to migrate a WebSphere Business Integration Adapter for Enterprise Java Beans Architecture to an Enterprise Java Bean (EJB) binding on WebSphere Process Server. In this example, we show how to set up the EJB binding in WebSphere Process Server and implement the generated skeleton Java component.

The standard migration tools are one option among others to migrate WebSphere InterChange Server applications to WebSphere Process Server. See Part 2, “Migration implementation concepts” on page 71, for an overall discussion about the possible options for migration implementation. Part 3, “Migration tooling” on page 177, provides detailed information about the standard migration tools.

We present two simple examples in this chapter to illustrate the complete upgrade by using the standard migration tools. In reality, complex WebSphere InterChange Server solutions generally require changes before or after migrating. You must make modifications to either the WebSphere InterChange Server artifacts before migration or to the generated WebSphere Process Server artifacts after migration.

This appendix includes the following topics:

- C.1, “Target environment” on page 617
- C.2, “Running the WebSphere Business Integration Adapter with WebSphere Process Server: EJB” on page 617
- C.3, “Migrating to an EJB binding” on page 631
- C.4, “Conclusion” on page 648
C.1 Target environment

Table C-1 identifies the software that we used in the target environment.

Table C-1  Software versions used

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Process Server</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere Integration Developer</td>
<td>6.2</td>
</tr>
<tr>
<td>WebSphere InterChange Server</td>
<td>4.3.0 Fix Pack 6</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter Framework</td>
<td>2.6.0.12</td>
</tr>
<tr>
<td>WebSphere Business Integration Adapter for EIS</td>
<td>1.2</td>
</tr>
</tbody>
</table>

C.2 Running the WebSphere Business Integration Adapter with WebSphere Process Server: EJB

In this section, we explain how to reuse a WebSphere Business Integration Adapter for Enterprise Java Beans Architecture that was running on WebSphere InterChange Server with the WebSphere Process Server environment (Figure C-1).

Figure C-1  WebSphere Business Integration Adapters with WebSphere Process Server

This landscape keeps the WebSphere Business Integration Adapter setup and all Enterprise Information System (EIS) connectivity as is. The project is upgraded to run in the WebSphere Process Server environment.
C.2.1 Premigration overview

In this section, we provide a high-level overview of the premigrated WebSphere InterChange Server project. This information serves as a useful cross-reference to the original artifacts when exploring the new Service Component Architecture (SCA) components that are generated by the server migration tool. You can also import the integrated component library (the EJBSample.jar file) that is available in the additional materials for this book (refer to Appendix D, “Additional material” on page 651) into WebSphere InterChange Server System Manager. This example focuses on an outbound operation. As illustrated in Figure C-2, a business object is sent from the dummy BIA_PortConnector to the InvokeWASEJB collaboration object. The collaboration synchronously invokes an Enterprise JavaBean (EJB) by using the BIA_EJBConnector. The EJB is deployed on a WebSphere Application Server V5.1 server.

![Figure C-2 Prebuilt inbound example on WebSphere InterChange Server](image)

C.2.2 Operational model

The operational model in Figure C-3 on page 619 illustrates the WebSphere Process Server artifacts that are created by the server migration tool. The server migration assumes that the adapter is running with WebSphere Process Server in compatibility mode and creates Java Message Service (JMS) import bindings that enable communication with WebSphere Business Integration Adapter for Enterprise Java Beans Architecture.
In this configuration, the original WebSphere Business Integration Adapter remains in place and operational. The JMS import binding, Output, is invoked with a Service Data Object (SDO) that originates from the business process. The JMS import binding converts the SDO to an XML representation of a WebSphere Business Integration business object and delivers it to the request queue destination of the Service Integration Bus. The WebSphere Business Integration Adapter for Enterprise Java Beans Architecture receives the business object and invokes the remote EJB. The EJB response is received by the adapter, which converts it to a WebSphere Business Integration business object before delivering it to the response queue destination of the Service Integration Bus.

**C.2.3 Development**

In this section, we provide the detailed steps to migrate the WebSphere Business Integration Adapter for Enterprise Java Beans Architecture project to WebSphere Process Server.
Follow these steps to migrate the WebSphere Business Integration Adapter for Enterprise Java Beans Architecture project to WebSphere Process Server:

1. Start WebSphere Integration Developer in a new workspace. In the Workspace Launcher window (Figure C-4), for Workspace, type D:\EJBSample_Migration, and click OK.

2. Close the Welcome view.
3. In the Business Integration perspective window (Figure C-5), select **File → Import**.

![Business Integration - IBM WebSphere Integration](image)

*Figure C-5 Selecting the Import option*
4. In the Import: Select window (Figure C-6), select **WebSphere InterChange Server Repository**, and click **Next**.

*Figure C-6  Importing the WebSphere InterChange Server Repository file*
5. In the WebSphere InterChange Server Import Wizard: Select WebSphere InterChange Server Repository Detail window (Figure C-7):
   a. For WebSphere InterChange Server repository path, click **Browse JARs**. Specify the file path of the ICS repository. Type D:\RedbookScenarios\EJBSample.jar.
   b. For the WebSphere Integration Developer library name, type EJBSample_Lib.
   c. Click **Next**.

*Figure C-7  Select WebSphere InterChange Server Repository Detail*
6. In the WebSphere InterChange Server Import Wizard: Configure Connector Migration window (Figure C-8):
   a. Keep the default configuration for BIA_PortConnector.
   b. Click **BIA_EJBConnector**.
   c. Select the **JMS to EJB WBI Adapter** binding for BIA_EJBConnector.

---

**Figure C-8  Configure Connector Migration**
7. In the WebSphere InterChange Server Import Wizard: Conversion Options window (Figure C-9), select the three recommended options, and click **Next**.

![Conversion Options](image)

*Figure C-9  Conversion Options*

8. In the WebSphere InterChange Server Import Wizard: Migration Summary window (Figure C-10 on page 626), click **Finish**.
Figure C-10  Migration Summary

9. The Migration Results windows shows the result. Click Close.

You have now completed the migration of the outbound EJB example to WebSphere Process Server. The four migrated projects are in the WebSphere Integration Developer Business Integration Prospective (Figure C-11 on page 627).
C.2.4 Modifying the adapter configuration files

In this section, we explain how to modify the stand-alone WebSphere Business Integration Adapter for Enterprise Java Beans Architecture, which interacts with WebSphere Process Server:

1. By using the Connector Configurator tool, open the BIA_EJBConnector.cfg file from the C:\IBM\WebSphereAdapters\connectors\BIA_EJB folder.
   
   The path C:\IBM\WebSphereAdapters\connectors\BIA_EJB is where you stored the connector configuration file for BIA_EJBConnector.

2. Change the following properties as shown in Figure C-12 on page 628:
   
   a. For the BrokerType field, change the value to WAS.
   
   b. In the jms.MessageBrokerName field, type
      
      
      The 9.181.85.196 matches the IP address of the WebSphere Process Server.
The number 5566 needs to match the port number for the SIB_MQ_ENDPOINT_ADDRESS port in WebSphere Process Server. You can look up this value for your installation in the Integrated Solutions Console by selecting Application servers → server1 → Ports.

c. In the jms.Username field, type any value. This sample runs without security enabled, and the value in this field does not matter, as long as the field is not empty.

d. For the RepositoryDirectory, change the path to the location of your business objects, for example:

C:\IBM\WebSphereICS\Tools\WSWB212\Workspace\EJBSample\BusinessObjects

e. Save the changes.

Figure C-12 Modifications on the connector configuration file
3. Open the BIA_PortConnector.cfg file and repeat the previous two steps on page 627.

C.2.5 Testing and verification

In this section, we explain how to run events through the migrated example in WebSphere Process Server and verify the results:

1. Verify that the WebSphere Process Server is started.

2. Export the application enterprise archive (EAR) files from WebSphere Integration Developer and deploy them in WebSphere Process Server:
   a. Click File → Export.
   b. Select the EAR file and click Next.
   c. In the next window, for EAR Project, type BIA_EJBConnectorApp and specify the destination. The name of the EAR project is the name of the project as it is displayed in the Business Integration Perspective with App appended to it. Click Finish to generate the file.
   d. Repeat step 1 to step 3 for the BIA_PortConnectorApp and InvokeWASEJBAApp projects.
   e. Install all three applications by using the Integrated Solutions Console.
   f. Check the WebSphere Process Server SystemOut log file, and make sure that the applications start successfully without any errors.

3. Start the WebSphere Business Integration Adapter for Enterprise Java Beans Architecture with the modified BIA_EJBConnector.cfg file on page 627.

4. Start the Visual Test Connector with the modified BIA_PortConnector.cfg file on page 629.
5. Load the BIA_SampleMusicCartBO.bo into the Visual Test Connector, and click **Send Business Object** (Figure C-13).

![Visual Test Connector](image)

**Figure C-13** Visual Test Connector to send the BIA_SampleMusicCartBO.bo

You see a successful log of the event in Example C-1 in the SystemOut.log file under **WPS Install/profile/profile name/logs/server1**.

**Example C-1** Expected result in SystemOut.log

```
[4/8/09 14:07:41:641 PDT] fd2d5c2 SystemOut 0 Response is
************** BusinessObject = BIA_Music
Verb = Create
AttributeCount = 2
TLO = 1
BusinessObject = BIA_TLO_Music
Verb =
AttributeCount = 3
MusicInfo = 1
BusinessObject = BIA_Music_MusicInfo
```
C.3 Migrating to an EJB binding

In this section, we explain how to migrate a WebSphere Business Integration Adapter for Enterprise Java Beans Architecture to an Enterprise JavaBeans (EJB) binding on WebSphere Process Server. The runtime environment for this example is contained within a single WebSphere Process Server instance. Figure C-14 on page 631 illustrates the target system topology.

Figure C-14  WebSphere Process Server binding interacting directly with a transport or protocol
Important: The EJB binding only supports the outbound usage pattern. And, only the WebSphere Business Integration Adapter for Enterprise Java Beans Architecture that communicates with the Stateless Session Bean can be migrated to a WebSphere Process Server Enterprise Java Bean binding.

C.3.1 Premigration overview

In this section, we provide a high-level overview of the premigrated WebSphere InterChange Server project. This information serves as a useful cross-reference to the original artifacts when exploring the new Service Component Architecture (SCA) components that are generated by the server migration tool. The integrated component library (the ICSEJBSenario.jar file) that is available in the additional materials for this book (refer to Appendix D, “Additional material” on page 651) can also be imported into WebSphere InterChange Server System Manager.

This example focuses on an outbound operation. As illustrated in Figure C-15, a business object is sent from the PortConnector to CustomerRetrieve collaboration object. The collaboration synchronously invokes an Enterprise Java Bean (EJB) by using the EJBConnector. The EJB is deployed on a WebSphere Process Server V6.2 server.

![CustomerRetrieve collaboration object for outbound processing](image)

C.3.2 Operational model

The operational model in Figure C-16 illustrates the outbound system configuration, when migrating WebSphere Business Integration Adapter for Enterprise Java Beans Architecture to a WebSphere Process Server Enterprise Java Bean binding.
In this configuration, the original WebSphere Business Integration Adapter is migrated to an EJB import binding named CustomerRepoBean. An invocation that initiated from a business process goes through a series of conversions and ultimately arrives at the Output Java component. The Output Java component is a generated skeleton. You need to implement the logic to convert SDO into a Java object CustomerInformation, which is the expected argument of the remote EJB service CustomerRepoBean. The EJB import invokes the remote EJB and returns the response back to the business process. The Output Java component will reverse the CustomerInformation to SDO along the response path.

C.3.3 Development

In this section, we provide the detailed steps to migrate the WebSphere Business Integration Adapter for Enterprise Java Beans Architecture project to WebSphere Process Server Enterprise Java Bean binding.

Files for download: The samples in this section are available for download as explained in Appendix D, “Additional material” on page 651.
1. Start WebSphere Integration Developer in a new workspace. In the Workspace Launcher window (Figure C-17), for Workspace, type D:\ICSEJBSceano_Migration, and click OK.

![Workspace Launcher](image)

**Figure C-17  Creating a new workspace**

2. Close the Welcome view.

3. In the Business Integration perspective window, select File → Import.

4. In the Import: Select window, select WebSphere InterChange Server Repository, and click Next.

5. In the WebSphere InterChange Server Import Wizard: Select WebSphere InterChange Repository Details window (Figure C-18), perform these steps:
   a. For the WebSphere InterChange Server repository path, click Browse. Specify the file path of the ICS repository. Type: D:\RedbookScenarios\ICSEJBSceano.jar
   b. For the WebSphere Integration Developer library name field, type ICSEJBSceano_Lib
   c. Click Next.
6. In the WebSphere InterChange Server Import Wizard: Configure Connector Migration window (Figure C-19), perform these steps:
   
a. Keep the default configuration for PortConnector.

b. Click **EJBConnector**.

c. Select the **EJB Binding** for the EJBConnector.

d. Click **Add**, and enter `D:\RedbookScenarios\CustomerRepoEJB.jar` in the Select EJB JARs field.
Configure Connector Migration

Configure migration settings for each connector.

- EJBConnector
- PortConnector

EJBConnector - EJB

- Binding:
- Select EJB JARs:

D:\RedbookScenarios\CustomerReportEJB.jar

Add Remove

Figure C-19  Configure Connector Migration
7. In the WebSphere InterChange Server Import Wizard: Conversion Options window, select the three recommended values, and click **Next**.

8. In the WebSphere InterChange Server Import Wizard: Migration Summary window (Figure C-20), click **Finish**.

![Figure C-20  Migration Summary](image)
9. The Migration Results window shows the result (Figure C-21). Click Close.

![Migration Results Window]

*Figure C-21  Migration Results*
You have now completed the migration of the outbound EJB example to WebSphere Process Server Enterprise Java Bean binding. You can find four projects in the WebSphere Integration Developer Business Integration Prospective (Figure C-22).

Figure C-22  Migrated projects
C.3.4 Implement the Output skeleton Java component

In this section, we will provide sample code for the Implementation of the Output skeleton Java component. Follow these steps:

1. Open the Assembly Diagram for the EJBCOnnector project (Figure C-23).

Figure C-23  Enterprise JavaBean Binding
2. Double-click the Output component, and the generated skeleton Java file opens (Figure C-24).

```java
import com.ibm.websphere.sca.ServiceBusinessException;

public class EJBRequestHandlerImpl {
    
    public EJBRequestHandlerImpl() {
        super();
    }

    private Object getMyService() {
        return (Object) ServiceManager.INSTANCE.locateService("self");
    }

    public void EJBCustomerRepoSessionBeanBG_Async(DataObject ejbT1o) {
        // TODO Implement EJB TLO to EJB POJO Request
    }

    public com.ibm.itso.samples.eig.CustomerRepoBean locateService_CustomerRepoBean() {
        return (com.ibm.itso.samples.eig.CustomerRepoBean) ServiceManager.INSTANCE.locateService("CustomerRepoBean");
    }
}
```

Figure C-24  EJBRequestHandlerImpl

3. You need to understand the mapping between CustomerInformation and EJBCustomerRepoSessionBeanBG, and implement the mapping logic by yourself. Here is the example logic for the Output component:

a. Update the method EJBCustomerRepoSessionBeanBG_Async with Example C-2 on page 642.
Example C-2  Sample for EJBCustomerRepoSessionBeanBG_Async method

    public void EJBCustomerRepoSessionBeanBG_Async(DataObject ejbTlo) {
        // TODO Implement EJB TLO to EJB POJO Request
        CustomerRepoBeanAsync crAsync =
            (CustomerRepoBeanAsync)locateService_CustomerRepoBeanPartner();
        CustomerInformation ci = convertBO2EJBData(ejbTlo);
        Ticket tic = crAsync.getCustomerInfoAsync(ci);

        CustomerInformation response = null;
        try {
            response = crAsync.getCustomerInfoResponse(tic, Service.WAIT);
        } catch (RemoteException e) {
            // TODO Auto-generated catch block
            e.printStackTrace();
        }

        System.out.println(convertEJBData2BO(response));
    }

b. Update the method EJBCustomerRepoSessionBeanBG_Sync with Example C-3.

Example C-3  Sample for EJBCustomerRepoSessionBeanBG_Sync method

    public DataObject EJBCustomerRepoSessionBeanBG_Sync(DataObject ejbTlo) {
        CustomerRepoBean crSync = locateService_CustomerRepoBeanPartner();

        CustomerInformation request = convertBO2EJBData(ejbTlo);
        CustomerInformation response = null;
        try {
            response = crSync.getCustomerInfo(request);
        } catch (RemoteException e) {
            // TODO Auto-generated catch block
            e.printStackTrace();
        }

        DataObject tlo2bo = this.convertEJBData2BO(response);
        return tlo2bo;
    }
c. Add the method convertEJBData2BO to convert from the Java object to SDO with Example C-4.

**Example C-4 Sample to convert from a Java object to SDO**

```java
public DataObject convertEJBData2BO(CustomerInformation ci){  
    String addr = ci.getAddr();  
    String firstName = ci.getFirstName();  
    String id = ci.getId();  
    String lastName = ci.getLastName();

    BOFactory bof =  
        (BOFactory)ServiceManager.INSTANCE.locateService("com/ibm/websphere/bo/BOFactory");
    DataObject sessionBeanBG =  
tionBean/EJBCustomerRepoSessionBeanBG", "EJBCustomerRepoSessionBeanBG");
    DataObject sessionBeanBO =  
        sessionBeanBG.createDataObject("EJBCustomerRepoSessionBean");

    DataObject infoBO =  
tion", "EJBCustomerInformation");

    DataObject setAddrBO =  
                    "EJBCustomerInformation_setAddr");
    setAddrBO.setString("String_1", addr);

    DataObject setFirstNameBO =  
                    "EJBCustomerInformation_setFirstName");
    setFirstNameBO.setString("String_1", firstName);

    DataObject setIdBO =  
                    "EJBCustomerInformation_setId");
    setIdBO.setString("String_1", id);

    DataObject setLastNameBO =  
                    "EJBCustomerInformation_setLastName");
    setLastNameBO.setString("String_1", lastName);

    infoBO.setDataObject("setAddr", setAddrBO);
    infoBO.setDataObject("setFirstName", setFirstNameBO);
```

Appendix C. Migrate WBI Adapter for EJB Architecture 643
d. Add a new method convertEJBDatatoBO to convert from SDO to a Java object with Example C-5.

**Example C-5  Sample to convert from SDO to a Java object**

```java
    public CustomerInformation convertBO2EJBData(DataObject sessionBeanBG){
        CustomerInformation ci = new CustomerInformation();

        DataObject sessionBeanBO = sessionBeanBG.getDataObject("EJBCustomerRepoSessionBean");
        DataObject infoBO = sessionBeanBO.getDataObject("getCustomerInfo").getDataObject("CustomerInformation");
        String addr = infoBO.getDataObject("getAddr").getString("Return_Value");
        String firstName = infoBO.getDataObject("getFirstName").getString("Return_Value");
        String id = infoBO.getDataObject("getId").getString("Return_Value");
        String lastName = infoBO.getDataObject("getLastName").getString("Return_Value");

        ci.setAddr(addr);
        ci.setFirstName(firstName);
        ci.setId(id);
        ci.setLastName(lastName);

        return ci;
    }
```
C.3.5 Testing and verification

In this section, we explain how to run events through the migrated example in WebSphere Process Server and verify the results:

1. Start the WebSphere Process Server V6.2 server from the WebSphere Integration Developer Servers view (Figure C-25).

<table>
<thead>
<tr>
<th>Server</th>
<th>State</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebSphere Process Server V6.2</td>
<td>Started</td>
<td>Synchronized</td>
</tr>
</tbody>
</table>

Figure C-25 Start WebSphere Process Server in WebSphere Integration Developer

2. To test the module by using the Unit Test Environment (UTE), add the EJBConnector and CustomerRetrieve modules to the server.

3. Make sure that the EJB service CustomerRepo is already deployed and running on the server.

4. From the Business Integration perspective, highlight the CustomerRetrieve module, and click Test → Test Module.
5. In the unit test window (Figure C-26), follow these steps:
   a. For Module, select **CustomerRetrieve**.
   b. For Component, select **CustomerRetrieve_from**.
   c. For Interface, select **Execute_PortType**.
   d. For Operation, select **Execute_Sync**.
   e. In the parameter section, set the verb to **Retrieve**.
   f. In the parameter section, for user ID, type *itso*. Make sure to enter this value under getId → Return_Value.
   g. Click **Continue**.

![Detailed Properties](image)

**Initial request parameters**

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EJBCustomerRepSessionBean</td>
<td>EJBCustomerRepSessionBean</td>
<td></td>
</tr>
<tr>
<td>verb</td>
<td>verb&lt;string&gt;</td>
<td>✓</td>
</tr>
<tr>
<td>EJBCustomerRepSessionBean</td>
<td>EJBCustomerRepSessionBean</td>
<td></td>
</tr>
<tr>
<td>CustomerInformation</td>
<td>EJBCustomerInformation</td>
<td>✓</td>
</tr>
<tr>
<td>getId</td>
<td>EJBCustomerInformation</td>
<td>✓</td>
</tr>
<tr>
<td>Return_Value</td>
<td>Return_Value&lt;string&gt;</td>
<td>✓itso</td>
</tr>
<tr>
<td>Primary_Key</td>
<td>Primary_Key&lt;string&gt;</td>
<td>✓</td>
</tr>
<tr>
<td>version</td>
<td>token</td>
<td>✓0.0.0</td>
</tr>
<tr>
<td>delta</td>
<td>boolean</td>
<td>✓false</td>
</tr>
<tr>
<td>locale</td>
<td>string</td>
<td>✓</td>
</tr>
</tbody>
</table>

*Figure C-26  Test setup*
6. Watch the module execute. The results look similar to those traces in Figure C-27.
7. Examine the objects that are returned from the remote CustomerRepo service, and see how it maps to a business graph that is returned from the EJBCarpeConnector module (Figure C-28).

**Figure C-28**  Return object mapped to business graph

### Table C-24  EJBCustomerRepoSessionBean

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>verb</td>
<td>Verb&lt;string&gt;</td>
<td></td>
</tr>
<tr>
<td>EJBCustomerRepoSessionBean</td>
<td>EJBCustomerRepoSessionBean</td>
<td></td>
</tr>
<tr>
<td>getCustomerInfo</td>
<td>EJBCustomerRepoSessionBean_getCustomerInfo</td>
<td></td>
</tr>
<tr>
<td>CustomerInformat</td>
<td>EJBCustomerInformabon</td>
<td></td>
</tr>
<tr>
<td>Return_Value</td>
<td>EJBCustomerInformabon</td>
<td></td>
</tr>
<tr>
<td>getAddr</td>
<td>EJBCustomerInformabon_getAddr</td>
<td></td>
</tr>
<tr>
<td>setAddr</td>
<td>EJBCustomerInformabon_setAddr</td>
<td></td>
</tr>
<tr>
<td>String_1</td>
<td>String_1&lt;string&gt;</td>
<td>3039 E. Cornewalls Road, Bldg 305, Research...</td>
</tr>
<tr>
<td>Primary_Ki</td>
<td>Primary_key&lt;string&gt;</td>
<td></td>
</tr>
<tr>
<td>@ version</td>
<td>Token</td>
<td></td>
</tr>
<tr>
<td>@ delta</td>
<td>Boolean</td>
<td></td>
</tr>
<tr>
<td>@ locale</td>
<td>String</td>
<td></td>
</tr>
<tr>
<td>getFirstName</td>
<td>EJBCustomerInformabon_getFirstName</td>
<td></td>
</tr>
<tr>
<td>setFirstName</td>
<td>EJBCustomerInformabon_setFirstName</td>
<td></td>
</tr>
<tr>
<td>String_1</td>
<td>String_1&lt;string&gt;</td>
<td>Jane</td>
</tr>
<tr>
<td>Primary_Ki</td>
<td>Primary_key&lt;string&gt;</td>
<td></td>
</tr>
<tr>
<td>@ version</td>
<td>Token</td>
<td></td>
</tr>
<tr>
<td>@ delta</td>
<td>Boolean</td>
<td></td>
</tr>
<tr>
<td>@ locale</td>
<td>String</td>
<td></td>
</tr>
<tr>
<td>getId</td>
<td>EJBCustomerInformabon_getId</td>
<td></td>
</tr>
<tr>
<td>setId</td>
<td>EJBCustomerInformabon_setId</td>
<td></td>
</tr>
</tbody>
</table>

### C.4 Conclusion

In this chapter, we showed how to migrate WebSphere Business Integration Adapter for Enterprise JavaBeans Architecture to WebSphere Process Server environment. We demonstrated two upgrade paths for WebSphere Business.
Integration Adapter for Enterprise JavaBeans Architecture. And, we tested the migrated application in the WebSphere Process Server environment.
Additional material

This book refers to additional material that can be downloaded from the Internet as described below.

Locating the Web material

The Web material associated with this book is available in softcopy on the Internet from the IBM Redbooks Web server. Point your Web browser at:


Alternatively, you can go to the IBM Redbooks Web site at:

http://www.ibm.com/redbooks

Select the Additional materials and open the directory that corresponds with the IBM Redbooks form number, SG247415-01.
Using the Web material

The additional Web material that accompanies this book includes the following files:

<table>
<thead>
<tr>
<th>File name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>All chapter Samples.zip</td>
<td>Compressed code samples for all chapters</td>
</tr>
<tr>
<td>Chapter 12 samples.zip</td>
<td>Compressed code samples for Chapter 12, “Post-migration tasks” on page 253</td>
</tr>
<tr>
<td>Chapter 14 samples.zip</td>
<td>Compressed code samples for Chapter 14, “Preparation for the technical solutions” on page 279</td>
</tr>
<tr>
<td>Chapter 15 samples.zip</td>
<td>Compressed code samples for Chapter 15, “Data access scenario with technology adapters” on page 293</td>
</tr>
<tr>
<td>Chapter 16 samples.zip</td>
<td>Compressed code samples for Chapter 16, “Data synchronization scenario with technology adapters” on page 343</td>
</tr>
<tr>
<td>Chapter 17 samples.zip</td>
<td>Compressed code samples for Chapter 17, “Data synchronization scenario with application adapters” on page 431</td>
</tr>
<tr>
<td>Appendix B samples.zip</td>
<td>Compressed code samples for Appendix B, “Access EJB migration” on page 591</td>
</tr>
<tr>
<td>Appendix C samples.zip</td>
<td>Compressed code samples for Appendix C, “Migrate WBI Adapter for EJB Architecture” on page 615</td>
</tr>
</tbody>
</table>

How to use the Web material

Create a subdirectory (folder) on your workstation, and unzip the contents of the Web material zip file into this folder.
Glossary

**adapters**  Software programs that know how to interact with an underlying business application and act as an interface between two disparate systems, thereby enabling information exchange between them.

**administration console**  The Web interface to the WebSphere Application Server, WebSphere Process Server, or WebSphere Enterprise Service Bus. It offers powerful options for configuration and deployment.

**API**  See application programming interface.

**application programming interface (API)**  A source code interface that a computer system or program library provides to support requests for services to be made of it by a computer program. The software that provides the functionality that is described by an API is said to be an implementation of the API. The API is abstract, in that it specifies an interface and does not get involved with implementation details.

**binding**  Determine how a service connects to and interacts with an application. Bindings are a critical part of an import or export component. They are used to create services to communicate with an Enterprise Information System (EIS).

**BPC**  See Business Process Choreographer.

**BPEL**  See Business Process Execution Language.

**bus**  Provides the possibility to transfer data between different nodes that are connected to the bus.

**business object**  A business object represents a data entity. A data entity can be a collection of data that can be treated as a unit.

**business process**  A business Process defines a flow of actions to solve a special task. It can be stored in a BPEL file.

**Business Process Choreographer (BPC)**  A component of the WebSphere Process Server runtime architecture that provides support for business processes and human tasks. It offers a way to model business processes based on the WS-BPEL specification and to model interactions that involve human beings, such as human-to-human, human-to-machine, and machine-to-human interactions. Both business processes and human tasks are exposed as services in a service-oriented architecture (SOA).

**Business Process Execution Language (BPEL)**  An open standard to store process definitions in a file.

**CEI**  See Common Event Infrastructure.

**Common Base Event**  A specification based on XML that defines a mechanism for managing events, such as logging, tracing, management, and business events, in business enterprise applications.

**Common Event Infrastructure (CEI)**  A part of the SOA core that can be used to capture events to monitor applications, for example, in IBM WebSphere Business Monitor or Tivoli products. WebSphere Process Server builds on and uses CEI to emit a specific set of events for each SCA service component.

**composite applications**  Applications that draw upon functionality from multiple sources within and beyond the enterprise to support horizontal business processes.
**data binding** Handles the transformation of data passed as a Service Data Object (SDO) in a Service Component Architecture (SCA) application and the native format for an EIS Java 2 Connector (J2C) or messaging Java Message Service (JMS).

**data handler** A Java class instance that converts between a particular serialized format and a business object. Is used by components of a business integration system that transfers information between a WebSphere Business Integration broker and some external process.

**data map** Maps different business objects together. They might include move, join, extract, assign, or custom operations.

**debug perspective** The perspective in the WebSphere Integration Developer that is used for debugging a business process and Java or anything associated with them.

**event messages** Messages produced by software on a machine indicating a specific event or error.

**Extensible Stylesheet Language (XSL)** A family of transformation languages that allows you to describe how files that are encoded in the XML standard are to be formatted or transformed. The family includes the XSL Transformations (XSLT), XSL Formatting Objects (XSL-FO), and XML Path Language (XPath) languages.

**foreign bus** Connects different buses together by configuration. Extending a bus network in this way enables all the buses in the network to exchange messages.

**Human Task Manager** A component of the WebSphere Process Server runtime architecture that supports the ad hoc creation and tracking of tasks. You can use existing LDAP directories (and operating system repositories and the WebSphere user registry) to access staff information.

**inbound** Entering into the Integration Solution System. The Integration Solution System can be WebSphere interChange Server or WebSphere Process Server.

**integration broker** Enables diverse applications to exchange information in dissimilar forms by handling the processing that is required for the information to arrive in the right place and in the correct format.

**interface mapping** Used to act as a connection between different interfaces. They include operation maps and parameter maps.

**J2EE** Java 2 Platform Enterprise Edition. The former name up to the version of the currently known Java EE. See Java Platform, Enterprise Edition.

**Java EE Connector Architecture (JCA)** A Java EE-based technology solution for connecting application servers and EISs.

**Java EE** See Java Platform, Enterprise Edition.

**Java Platform, Enterprise Edition (Java EE)** An environment for developing and deploying enterprise applications, defined by Sun™ Microsystems Inc. Consists of a set of services, APIs, and protocols that provides the functionality for developing multi-tiered, Web-based applications, based largely on modular software components that are running on an application server. For more details about Java EE, see the following Web page: http://java.sun.com/javaee/

**Java snippet** A small part of a program’s code written in Java.

**JCA** See Java EE Connector Architecture.

**Java Message Service (JMS)** Part of the J2EE suite that provides standard APIs that Java developers can use to access the common features of enterprise message systems. Supports publish/subscribe and point-to-point models and allows the creation of message types that consist of arbitrary Java objects.
Java Naming and Directory Interface (JNDI)  An API that is specified in Java technology that provides naming and directory functionality to applications that are written in the Java programming language. It is designed especially for the Java platform by using the Java object model. Provides methods for performing standard directory operations, such as associating attributes with objects and searching for objects using their attributes. By using JNDI, applications that are based on Java technology can store and retrieve named Java objects of any type.

JMS  See Java Message Service.

JNDI  See Java Naming and Directory Interface.


LDAP Data Interchange Format (LDIF)  A standard data interchange format for representing (LDAP) directory content and directory update (add, modify, delete, and rename) requests. Represents update requests as a set of records, one record for each update request. In both cases, the data is presented in a plain text form.

LDAP directory  Often reflects various political, geographic, and organizational boundaries, depending on the model chosen. LDAP deployments today tend to use Domain Name System (DNS) names for structuring the topmost levels of the hierarchy. Deeper inside the directory, entries might appear that represent people, organizational units, printers, documents, groups of people, or anything that represents a given tree entry (or multiple entries).

LDIF  See LDAP Data Interchange Format.

Lightweight Directory Access Protocol (LDAP)  A networking protocol for querying and modifying directory services that run over TCP/IP.

mapping  A method of message transformation using drag and drop from references to message and database definitions.

mapping node  A node in a message flow that uses message mappings to construct an output message that uses other messages or information from database tables.

MDB  See Message-Driven Bean.

mediation  A mapping with advanced actions. Can reorder and reformat every input so that the target systems get the needed items with the right name and value.

mediation flow  Defines the mediation step by step. It can include Extensible Stylesheet Language (XSL) transformations and custom transformation by using Java snippets.

Message-Driven Bean (MDB)  An EJB that is similar to a session bean, except that it responds to a JMS message rather than an RMI event. MDBs were introduced in the EJB 2.0 specification, which is supported by J2EE 1.3 and later. The message bean represents the integration of JMS with EJB to create an entirely new type of bean that can handle asynchronous JMS messages.

operation map  Maps different interfaces. Interfaces can have different names for their operations that need to be mapped together.

outbound  Exiting from the Integration Solution System. The Integration Solution System can be WebSphere interChange Server or WebSphere Process Server.

parameter map  Defines the mapping of the attributes in an operation map.

queue manager  A system program that provides queuing services to applications. Enables communication between the WebSphere Message Broker components. Each component requires access to a queue manager.

SCA  See Service Component Architecture.

SCA component  A part of an SCA module that has a specific functionality. Can be assembled to a meaningful service.
SCA export  A capability to provide an interface that can be called by other SCA modules by using an import.

SCA import  A capability to call an interface of another SCA module that is provided by using an export.

SCA module  A logical unit of different SCA components that build a service.

SDO  See Service Data Object.

Service Component Architecture (SCA)  The base for an SOA because different services can be easily connected to solutions.

Service Data Object (SDO)  A data representation that is mostly used to connect to an EIS. Cache data so that the consumer does not have to be concerned about interacting with the EIS directly.

Service Integration Bus  A logical entity based on the physical implementation of a message-driven bean, there is no inherent high availability or workload management functionality.

service-oriented architecture (SOA)  A business-centric IT architectural approach that supports integrating your business as linked, repeatable business tasks or services. Helps to build composite applications. See composite applications.

SOA  See service-oriented architecture.

SOAP  A protocol for exchanging XML-based messages over computer networks, normally by using HTTP. Forms the foundation layer of the Web services stack and provides a basic messaging framework upon which more abstract layers can build.

Web Services Description Language (WSDL)  An XML-based language that provides a model for describing Web services. An XML-based service description on how to communicate by using Web services. Defines services as collections of network endpoints or ports. A WSDL specification provides an XML format for documents for this purpose.

WebSphere Application Server  A powerful application server offered by IBM. It is included as a powerful foundation in other products, such as IBM WebSphere Portal and WebSphere Process Server.

WebSphere MQ  A messaging application that enables the Message Brokers Toolkit, Configuration Manager, and brokers to communicate. Provides many of the available transport protocols between business applications and message flows.

WebSphere MQ Explorer  A graphical user interface for WebSphere MQ to administer WebSphere MQ components, such as queue managers, channels, and queues.

WebSphere Process Server  A state of the art business process execution environment.

wire  A connection between SCA components in a SCA module. The wire always connects a reference to an interface.

WSDL  See Web Services Description Language.

XML Schema Definition (XSD)  An instance of an XML schema written in XML Schema definition language. An XML Schema Definition file has the extension .xsd. The prefix “xsd” is also typically used in the XML elements of the XSD file to indicate the XML Schema namespace.

XSD  See XML Schema Definition.

XML Schema instance  An XSD and typically has the filename extension “.xsd.” The language is sometimes informally referenced as XSD.

XSL  See Extensible Stylesheet Language.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADK</td>
<td>An Adapter Development Kit</td>
</tr>
<tr>
<td>ALE</td>
<td>Application Link Enabling</td>
</tr>
<tr>
<td>ARM</td>
<td>Application Response Measurement</td>
</tr>
<tr>
<td>ASBO</td>
<td>application-specific business object</td>
</tr>
<tr>
<td>ASBOs</td>
<td>application-specific business objects</td>
</tr>
<tr>
<td>BIVA</td>
<td>Business Integration Value Assessment</td>
</tr>
<tr>
<td>BPEDB</td>
<td>business process engine database</td>
</tr>
<tr>
<td>BPEL</td>
<td>Business Process Execution Language</td>
</tr>
<tr>
<td>BPM</td>
<td>Business Process Management</td>
</tr>
<tr>
<td>CCI</td>
<td>Common Client Interface</td>
</tr>
<tr>
<td>CEI</td>
<td>Common Event Infrastructure</td>
</tr>
<tr>
<td>CRM</td>
<td>Customer Relationship Management</td>
</tr>
<tr>
<td>CVS</td>
<td>Concurrent Versions System</td>
</tr>
<tr>
<td>CoE</td>
<td>Center of Excellence</td>
</tr>
<tr>
<td>DTD</td>
<td>document type definition</td>
</tr>
<tr>
<td>EAI</td>
<td>Enterprise Application Integration</td>
</tr>
<tr>
<td>EAR</td>
<td>enterprise archive</td>
</tr>
<tr>
<td>EARs</td>
<td>Enterprise Application Archives</td>
</tr>
<tr>
<td>EDI</td>
<td>electronic data interchange</td>
</tr>
<tr>
<td>EIS</td>
<td>Enterprise Information System</td>
</tr>
<tr>
<td>EISs</td>
<td>Enterprise information systems</td>
</tr>
<tr>
<td>EJB</td>
<td>Enterprise JavaBeans</td>
</tr>
<tr>
<td>EMD</td>
<td>Enterprise Metadata Discovery</td>
</tr>
<tr>
<td>ERP</td>
<td>Enterprise Resource Planning</td>
</tr>
<tr>
<td>ESB</td>
<td>enterprise service bus</td>
</tr>
<tr>
<td>FEM</td>
<td>failed event manager</td>
</tr>
<tr>
<td>FFDC</td>
<td>First-failure data capture</td>
</tr>
<tr>
<td>GBO</td>
<td>generic business object</td>
</tr>
<tr>
<td>GBOs</td>
<td>generic business objects</td>
</tr>
<tr>
<td>HA</td>
<td>high availability</td>
</tr>
<tr>
<td>HACMP</td>
<td>High Availability Cluster Multi-Processing for AIX</td>
</tr>
<tr>
<td>HAPI</td>
<td>Heritage API</td>
</tr>
<tr>
<td>IBM</td>
<td>International Business Machines Corporation</td>
</tr>
<tr>
<td>IDE</td>
<td>integrated development environment</td>
</tr>
<tr>
<td>IDL</td>
<td>Interface Definition Language</td>
</tr>
<tr>
<td>IIOP</td>
<td>Internet Inter-ORB Protocol</td>
</tr>
<tr>
<td>ISV</td>
<td>Independent Software Vendor</td>
</tr>
<tr>
<td>ITSO</td>
<td>International Technical Support Organization</td>
</tr>
<tr>
<td>J2C</td>
<td>J2EE Connector Architecture</td>
</tr>
<tr>
<td>J2EE</td>
<td>Java 2 Platform, Enterprise Edition</td>
</tr>
<tr>
<td>J2SE</td>
<td>Java 2 Platform, Standard Edition</td>
</tr>
<tr>
<td>JAR</td>
<td>Java archive</td>
</tr>
<tr>
<td>JCA</td>
<td>J2EE Connector Architecture</td>
</tr>
<tr>
<td>JCo</td>
<td>Java Connector</td>
</tr>
<tr>
<td>JDBC</td>
<td>Java Database Connectivity</td>
</tr>
<tr>
<td>JDK</td>
<td>Java Developer Kit</td>
</tr>
<tr>
<td>JMS</td>
<td>Java Message Service</td>
</tr>
<tr>
<td>JNDI</td>
<td>Java Naming and Directory Interface</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>JSF</td>
<td>JavaServer Faces</td>
</tr>
<tr>
<td>JVM</td>
<td>Java virtual machine</td>
</tr>
<tr>
<td>JVMs</td>
<td>Java virtual machines</td>
</tr>
<tr>
<td>KPIs</td>
<td>key performance indicators</td>
</tr>
<tr>
<td>LDAP</td>
<td>Lightweight Directory Access Protocol</td>
</tr>
<tr>
<td>LLBP</td>
<td>long-lived business process</td>
</tr>
<tr>
<td>LLBPs</td>
<td>long-lived business processes</td>
</tr>
<tr>
<td>MDB</td>
<td>Message-Driven Bean</td>
</tr>
<tr>
<td>MDBs</td>
<td>Message-Driven Beans</td>
</tr>
<tr>
<td>MFC</td>
<td>Mediation Flow Component</td>
</tr>
<tr>
<td>MIB</td>
<td>Management Information Base</td>
</tr>
<tr>
<td>MIME</td>
<td>Multipurpose Internet Mail Extension</td>
</tr>
<tr>
<td>MSCS</td>
<td>Microsoft Cluster Server</td>
</tr>
<tr>
<td>ND</td>
<td>Network Deployment</td>
</tr>
<tr>
<td>ODA</td>
<td>Object Discovery Agent</td>
</tr>
<tr>
<td>ORB</td>
<td>Object Request Broker</td>
</tr>
<tr>
<td>PMI</td>
<td>Performance Monitoring Infrastructure</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>RAR</td>
<td>resource adapter archive</td>
</tr>
<tr>
<td>RFC</td>
<td>Remote Function Call</td>
</tr>
<tr>
<td>ROI</td>
<td>return on investment</td>
</tr>
<tr>
<td>RUP</td>
<td>Rational Unified Process</td>
</tr>
<tr>
<td>SAX</td>
<td>Simple API for XML</td>
</tr>
<tr>
<td>SCA</td>
<td>Service Component Architecture</td>
</tr>
<tr>
<td>SDO</td>
<td>Service Data Object</td>
</tr>
<tr>
<td>SDOs</td>
<td>Service Data Objects</td>
</tr>
<tr>
<td>SiBus</td>
<td>Service Integration Bus</td>
</tr>
<tr>
<td>SIMM</td>
<td>Service Integration Maturity Model</td>
</tr>
<tr>
<td>SLA</td>
<td>service level agreement</td>
</tr>
<tr>
<td>SLAs</td>
<td>service level agreements</td>
</tr>
<tr>
<td>SNMP</td>
<td>Simple Network Management Protocol</td>
</tr>
<tr>
<td>SOA</td>
<td>service-oriented architecture</td>
</tr>
<tr>
<td>SOMA</td>
<td>Service-oriented Modeling and Architecture</td>
</tr>
<tr>
<td>SOP</td>
<td>sales order processing</td>
</tr>
<tr>
<td>SSO</td>
<td>single sign-on</td>
</tr>
<tr>
<td>TCO</td>
<td>total cost of ownership</td>
</tr>
<tr>
<td>TOG</td>
<td>The Open Group</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator</td>
</tr>
<tr>
<td>UTE</td>
<td>Unit Test Environment</td>
</tr>
<tr>
<td>VCS</td>
<td>Version Control System</td>
</tr>
<tr>
<td>VTC</td>
<td>Visual Test Connector</td>
</tr>
<tr>
<td>WID</td>
<td>WebSphere Integration Developer</td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Services Description Language</td>
</tr>
<tr>
<td>XSD</td>
<td>XML Schema Definition</td>
</tr>
</tbody>
</table>
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Migrating WebSphere InterChange Server and Adapters to WebSphere Process Server V6.2
Migrating WebSphere InterChange Server and Adapters to WebSphere Process Server V6.2 and Best Practices

Shows how to migrate WebSphere InterChange Server and WBI Adapters

Helps plan the architectural usage patterns and migration

Includes migration tools, examples, and scenarios

IBM WebSphere Process Server is the next generation business process integration server that has evolved from proven business integration concepts, application server technologies, and the latest open standards. In this IBM Redbooks publication, we provide guidance for WebSphere InterChange Server users about how to migrate IBM WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server. We discuss the critical concepts that are related to integration solution architecture, migration project planning, and the technical implementation approach. We provide a detailed discussion about the capabilities of the migration tools. In addition, we include various migration examples that show how to upgrade IBM WebSphere InterChange Server and WebSphere Business Integration Adapters to WebSphere Process Server and WebSphere Adapters. The four parts are:

Part 1 introduces the high-level concepts required to comprehend the migration roadmap.
Part 2 discusses relevant migration implementation concepts.
Part 3 covers the standard migration tools to upgrade from WebSphere InterChange Server to WebSphere Process Server.
Part 4 provides comprehensive examples to migrate end-to-end integration solutions.
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