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Preface

As organizations strive to do more with less, IBM® DB2® for Linux, UNIX, and
Windows provides various built-in high availability features. DB2 further provides
high availability solutions by using enterprise system resources with broad
support for clustering software, such as IBM PowerHA® SystemMirror®, IBM
Tivoli® System Automation for Multiplatforms (Tivoli SA MP), and Microsoft
Windows Cluster Server.

This IBM Redbooks® publication describes the DB2 high availability functions
and features, focusing on High Availability Disaster Recovery (HADR) in the
OLTP environment. The book provides a detailed description of HADR, including
setup, configuration, administration, monitoring, and preferred practices.

This book explains how to configure Cluster software PowerHA, Tivoli SA MP,
and MSCS with DB2 and show how to use these products to automate
HADR takeover.

DB2 also provides unprecedented enterprise-class disaster recovery capability.
This book covers single system view backup, backup and restore with snapshot
backup, and the db2recovery command, in detail.

This book is intended for database administrators and information management
professionals who want to design, implement, and support a highly available
DB2 system.

The team who wrote this book

This book was produced by a team of specialists from around the world working
at the International Technical Support Organization, San Jose Center.

Stanislaw Bartkowski is a Senior Software Engineer at IBM Poland. He joined
IBM in 2006. Ha has been working as a DB2 Solution Migration Consultant for 2
years. He has an extensive experience in software development and database
solution development.
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Summary of changes

This section describes the technical changes that were made in this edition of the
book and in previous editions. This edition might also include minor corrections
and editorial changes that are not identified.

Summary of Changes

for SG24-7363-02

for High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and
Windows

as created or updated on October 18, 2012.

October 2012, Third Edition

This revision reflects the addition, deletion, or modification of new and changed
information described below.

New information
» The DB2 HADR multiple-standbys feature is described.

» New DB2 HADR parameters are described.
» DB2 10.1 HADR enhancements are covered.
» A new chapter that describes Change Data Capture is added.

» Geographically dispersed options are added.

Changed information

» All examples are adjusted to DB2 10.1 for Linux, UNIX, and Windows, IBM
Tivoli System Automation for Multiplatforms (Tivoli SA MP), and PowerHA.

» All Control Center examples are replaced with Data Studio 3.1.1.
» The HADR monitoring methods description is updated to DB2 10.1.

» Out-of-date examples are dropped.
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DB2 high availability and
disaster recovery overview

DB2 supports a number of software and hardware offerings from IBM and other
vendors that you can use with DB2 to strengthen high availability in your
environment. The decision about what products or DB2 features to use depends
on the specific challenges of the environment, budget, complexity, and time

to implement.

This book describes multiple options for implementing high availability and
disaster recovery solutions with DB2. It covers topics such as the integration of
various kinds of clustering software with DB2 and the DB2 High Availability and
Disaster Recovery (HADR) Feature, and different backup and recovery
strategies, including Q replication and IBM InfoSphere® Change Data Capture
(CDC).

This chapter provides an overview of those different high availability and disaster
recovery options, where it briefly describes some features and products that can
help you increase the availability of your applications that are running

on DB2.

This chapter covers the following topics:

» Introduction
» High availability solutions with DB2
» Disaster recovery solutions with DB2
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1.1 Introduction

This section introduces and explains high availability and disaster
recovery terminology.

1.1.1 High availability

The availability of a database solution is a measure of how successful user
applications are at performing their required database tasks. If user applications
cannot connect to the database, or if their transactions fail because of errors or
time out because of load on the system, the database solution is not available.

It does not matter to a user why the database request failed. Whether a
transaction timed out because of bad performance, a component of the solution
failed, or an administrator took the database offline to perform maintenance, the
result is the same to the user: the database is unavailable to process requests.

Unexpected system failures that could affect the availability of your database
solution to users include power interruption, network outage, hardware failure,
operating system or other software errors, and complete system failure in the
event of a disaster. If such a failure occurs at a time when users expect to be
able to do work with the database, a highly available database solution must:

» Shield user applications from the failure without appreciable performance
degradation (or even loss of availability), so the user applications are not
aware of the failure.

» Respond to the failure to contain its effect. For example, if a failure occurs on
one machine in a cluster, the cluster manager can remove that machine from
the cluster so that no further transactions are routed to be processed on the
failed machine.

» Recover from the failure to return the system to normal operations. For
example, if a standby database takes over database operations for a failed
primary database, the failed database might restart, recover, and take over
once again as the primary database.

These three tasks must be accomplished with a minimal effect on the availability
of the solution to user applications.

In addition, in a highly available database solution, the impact of maintenance
activities on the availability of the database to user applications must be
minimized as well.
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For example, if the database solution serves a traditional store front that is open
for business between the hours of 9 a.m. - 5 p.m., then maintenance activities
can occur offline, outside of those business hours without affecting the
availability of the database for user applications. If the database solution serves
an online banking business that is expected to be available for customers to
access through the Internet 24 hours per day, then maintenance activities must
be run online, or scheduled for off-peak activity periods to have minimal impact
on the availability of the database to the customers.

When you are making business decisions and design choices about the
availability of your database solution, you must weigh the following two factors:

» The cost to your business of the database being unavailable to customers.
» The cost of implementing a certain degree of availability.

For example, consider an Internet-based business that makes a certain amount
of revenue every hour the database solution is serving customers. A high
availability strategy that saves 10 hours of downtime per year earn the business
10 times extra revenue per year. If the cost of implementing this high availability
strategy is less than the expected extra revenue, it can be worth implementing.

High availability versus continuous availability

Availability is about ensuring that a database system or other critical server
functions remain operational both during planned or unplanned outages, such as
maintenance operations, or hardware or network failures. If there is no downtime
during planned or unplanned outages, a system is said to be continuously
available; otherwise, it is said to be highly available. With DB2 10.1, it is
possible to implement continuously and highly available database applications.

You can use the IBM DB2 pureScale® Feature to implement a continuously
available database application. You can use the DB2 pureScale Feature to scale
a database across a set of servers in an active/active approach: Traffic that is
intended for a failed node is either passed on to an existing node or load
balanced across the remaining nodes. This technology is similar to the proven
data-sharing architecture found in DB2 for IBM z/OS®. For the first time, the
benefits of transparency, continuous availability, and scalability are available at a
much lower operational cost than ever before. The DB2 pureScale system is run
on multiple hosts that access shared data simultaneously, without the need to
explicitly modify the application. You can use this transparency to perform
maintenance operations on hosts, add more hosts, and remove unnecessary
hosts, without impacting your application.

This book describes how to implement a highly available database application
with DB2.
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For more information about the DB2 pureScale Feature, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.
bm.db2.Tuw.gb.server.doc%2Fdoc%2Fc0056035.htm]

Increasing high availability

To increase the availability of a database solution, all of the following issues
should be considered:

» Redundancy: Having secondary copies of each component of your solution
that can take over workload in the event of failure. If a component of the
system is not redundant, that component could be a single point of failure for
the system.

» System monitoring: Collecting statistics about the components of your
solution to facilitate workload balancing or detect that components failed.

» Load balancing: Transferring some workload from an overloaded component
of your solution to another component of your solution that has a lighter load.

» Failover: Transferring all workload from a failed component of your solution to
a secondary component. When workload is transferred this way, the
secondary system is said to take over the workload of the failed
primary system.

» Maximizing performance: Reducing the chance that transactions take a long
time to complete or time out.

» Minimizing the impact of maintenance: Scheduling automated maintenance
activities and manual maintenance activities to impact user applications as
little as possible.

» Clustering: A cluster is a group of connected machines that work together as
a single system. When one machine in a cluster fails, cluster managing
software transfers the workload of the failed machine onto other machines.

» Database logging: Database logging is an important part of your highly
available database solution design because database logs make it possible to
recover from a failure, and they make it possible to synchronize primary and
secondary databases.

Section 1.2, “High availability solutions with DB2” on page 6 introduces important
features and products you can use with DB2 10.1 to implement a highly available
DB2 application.

For more information about increasing the high availability of database
solutions, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0051337.htm1
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1.1.2 Disaster recovery

The term disaster recovery is used to describe the activities that need to be done

to restore a database in the event of a fire, earthquake, vandalism, or other

catastrophic events that lead to a destruction of the complete database server.

A plan for disaster recovery can include:

» A remote site to be used in the event of an emergency.

» A different machine on which to recover the database.

» Offsite storage of either database backups, table space backups, or both, and
archived logs.

In addition, you should answer the following questions to choose a correct

disaster recovery solution:

» How much time can be spent recovering the database (defines the recovery
time objective (RTO)).

» How much data can you afford to lose after recovery (defines the recovery
point objective (RPO)).

» How much time can pass between backup operations?

» How much storage space can be allocated for backup copies and
archived logs?

» How many backup copies and archived logs should be kept?

» Are table space level backups sufficient, or are full database
backups necessary?

» Is there a need for a hot site for disaster recovery?

» Should a standby system be configured manually or automatically by using,
for example, HADR?

DB2 provides several options when you plan disaster recovery. Based on your
business needs, you might decide to use table space or full database backups as
a safeguard against data loss, or you might decide that your environment is
better suited to a solution like HADR. Section 1.3, “Disaster recovery solutions
with DB2” on page 11 introduces functionality that you can use with DB2 10.1 to
implement a disaster recovery solution.

For more information about disaster recovery, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.i
bm.db2.1uw.admin.ha.doc%2Fdoc%2Fc0005945.htm]
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1.2 High availability solutions with DB2

This section introduces important functionality that you can use with DB2 10.1 to
implement highly available DB2 applications.

1.2.1 High Availability Disaster Recovery (HADR)

6

The High Availability Disaster Recovery (HADR) feature provides a high
availability solution for both partial and complete site failures. In a HADR
environment, log data is shipped continuously from a primary database to one or
more standby databases and reapplied to the standby databases. When the
primary database fails, applications are redirected to a standby database that
automatically takes over the role of the primary database.

A partial site failure can be caused by a hardware, network, or software (DB2 or
operating system) failure. Without HADR, a partial site failure requires restarting
the database management system server that contains the database. The length
of time that it takes to restart the database and the server where it is located is
unpredictable. It can take several minutes before the database is brought back to
a consistent state and made available. With HADR, a standby database can take
over in seconds. Further, you can redirect the clients that used the original
primary database to the new primary database by using DB2 automatic client
reroute (see Chapter 10, “Automatic client reroute” on page 377) or try logic
again in the application.

This book introduces the DB2 HADR feature in detail, covering setup,
administration, and monitoring of an HADR environment and HADR preferred
practices. In addition, it describes how to combine HADR with clustering software
to increase the availability of a database application that is running on DB2.

For more information about HADR, see the Information Center at
http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.
bm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0011267.htm] and Data Recovery and High
Availability Guide and Reference, SC27-3870-00.
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1.2.2 DB2 high availability (HA) feature

The DB2 high availability (HA) feature enables integration between DB2 and
cluster managing software.

The idea of clustering is to present to the users a single machine, when in fact
the system has multiple nodes to serve client applications. Many clusters act in
an active/passive configuration where only one node performs work, with the
other nodes that are standing by as the backup if there is a failure. Some cluster
solutions are sophisticated enough to allow load balancing between the nodes in
an active/active configuration, thus maximizing the performance of the
applications, and providing more cost-effective use of the resources.

When you stop a database manager instance in a clustered environment, you
must make your cluster manager aware that the instance is stopped. The DB2
High Availability Feature provides infrastructure for enabling the database
manager to communicate with your cluster manager when instance configuration
changes, such as stopping a database manager instance, which require changes
to the cluster.

The DB2 High Availability Feature is composed of the following elements:

» IBM Tivoli System Automation for Multiplatforms (Tivoli SA MP) is bundled
with DB2 10.1 on IBM AIX® and Linux as part of the DB2 HA Feature, and
integrated with the DB2 installer. On Windows operating systems, Tivoli SA
MP is bundled with DB2 10.1 as well, but it is not integrated with the DB2
database product installer.

» In a clustered environment, some database manager instance configuration
and administration operations require related cluster configuration changes.
The DB2 HA Feature enables the database manager to automatically request
cluster manager configuration changes whenever you perform certain
database manager instance configuration and administration operations.

» DB2 High Availability Instance Configuration Utility (db2haicu) is a text-based
utility that you can use to configure and administer your highly available
databases in a clustered environment.

» The DB2 cluster manager API defines a set of functions that enable the
database manager to communicate configuration changes to the
cluster manager.

Clustering solutions that you can use with DB2 10.1 can be broadly categorized
into two types:

» Operating system dependent
» Operating system independent
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Operating system-dependent solutions

Most operating systems provide tools or products to create clusters. The
techniques and concepts are similar, and the intention is always to present to the
world a single virtual server, although the services can be spread among the
nodes or members of the cluster.

If there is a service or resource failure, cluster processes try to restart the
resource in the affected node, and if that is not possible, then resources on
another node take their place.

Regardless of cluster implementation, database applications require embedded
logic to detect lost connections and to try again those operations that were in
doubt or unfinished. The advantage of the cluster is that the clustering software
often provides features for the applications to continue working effectively with
no transactional data loss when the transfer of services between the nodes is
automated. This situation reduces downtime and human intervention.

DB2 10.1 supports the following operating system-dependent cluster
managing software:

» IBM PowerHA SystemMirror for AIX (formerly known as High Availability
Cluster Multi-Processing for AIX or IBM HACMP™)

» Microsoft Cluster Server for Windows
» Multi-Computer/ServiceGuard, for Hewlett-Packard
» Sun Cluster for Solaris

The advantage of the operating system-dependent clustering software is that it is
highly integrated with the operating system.

If you have a homogeneous architecture, and you also use operating
system-dependent clustering software to manage other applications, then the
operating system-dependent clustering software is a good choice.

Chapter 3, “DB2 and PowerHA SystemMirror” on page 71 explains how to
integrate PowerHA SystemMirror with DB2 on AlX. Chapter 4, “DB2 with
Microsoft Windows Failover Cluster” on page 101 describes the procedure to
implement DB2 cluster with Microsoft Windows.

For more information about operating system-dependent clustering
solutions, see:
» IBM PowerHA SystemMirror for AlX:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.luw.admin.ha.doc%2Fdoc%2Fc0007500.htm]
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» Microsoft Clustering support for Windows:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0007402.htm]

» Sun Cluster for Solaris:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0007302.htm1

Operating system independent solutions

Operating system independent solutions have characteristics similar to the
operating system-dependent clustering software. This type of clustering software
can work with various operating systems. They usually provide more
sophisticated features to manage and control the clusters. Some solutions allow
frameworks that manage and interchange resources among groups of clusters.

Because these solutions are highly specialized, they offer typically more
functionality than their operating system-dependent counterparts. DB2 10.1
supports the following operating system independent cluster managing software:

» Tivoli SA MP
» \Veritas Cluster Server

Operating system independent clustering software are platform independent,
and they offer a single interface across different platforms.

You can use operating system independent clustering software:

» When you have a heterogeneous environment with different
hardware providers.

» If platform change is a possibility.

» If your operating system does not offer a cluster solution or has restrictions
that can be avoided with an operating system independent
clustering software.

» Suppose that you must centrally manage a complex set of existing base-level
clusters on differing platforms, which individually comprise only part of a
larger overall application. In this case, a multitiered cluster management
solution, such as Tivoli SA MP, can plug in to existing base-level clusters
without any requirement to swap architecture or vendors.

Tivoli SA MP components are bundled with DB2 10.1 on Linux and AlX.
Chapter 2, “DB2 with IBM Tivoli System Automation for Multiplatforms” on
page 19 explains how to implement a DB2 cluster with Tivoli SA MP. Chapter 7,
“HADR with clustering software” on page 223 has details about using DB2 10.1
HA Feature to use clustering software on DB2 with HADR.
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For more information about operating system independent clustering
solutions, see:

» IBM Tivoli System Automation for Multiplatforms (Linux and AlX):

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0024553.htm]

» Veritas Cluster Server:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.luw.admin.ha.doc%2Fdoc%2Fc0007308.htm]

1.2.3 High availability through disk mirroring

Mirroring is the process of writing data to two separate hard disks at the same
time. One copy of the data is called a mirror of the other mirror. You can use disk
mirroring to maintain a secondary copy of your primary database.

You can use DB2 10.1 suspended I/O functionality to split the primary and
secondary mirrored copies of the database without taking the database offline.
After the primary and secondary databases copies are split, the secondary
database can take over operations if the primary database fails.

For more information about disk mirroring, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.
bm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0006356.html

1.2.4 High availability through log shipping

Log shipping is the process of copying log files from a primary to a secondary
database copy either from an archive device, or through a user exit program that
is running against the primary database.

When the production machine fails, a failover occurs and the following actions
must take place:

» The remaining logs are transferred over to the standby machine.
» The standby database rolls forward to the end of the logs.
» The clients reconnect to the standby database and resume operations.

When you use this approach, the primary database is restored to the standby
machine by using the DB2 10.1 restore utility or the split mirror function.
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To ensure that you are able to recover your database in a disaster recovery
situation, consider the following items:

» The archive location should be geographically separate from the primary site.

» Remotely mirror the log at the standby database site. Mirroring log files helps
protect a database from accidental deletion of an active log and data
corruption that is caused by hardware failure.

For more information about log shipping and mirroring, see:

» Log shipping:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0007190.html

» Log mirroring:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0006077.htm]

1.2.5 Automatic client reroute

Automatic client reroute (ACR) is a DB2 10.1 feature that you can use in a high
available database solution to redirect client applications from a failed server to
an alternate server so the applications can continue their work with minimal
interruption. ACR can be accomplished only if an alternate server is specified
before the failure.

Chapter 10, “Automatic client reroute” on page 377 describes ACR in detail.

For more information about automatic client reroute, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.1uw.admin.ha.doc%2Fdoc%2Fr0023392.htm]

1.3 Disaster recovery solutions with DB2

This section introduces important functionality that you can use with DB2 10.1 to
implement disaster recovery solutions.

1.3.1 Backup and recovery options

Backup and recovery is the fundamental technology for a disaster
recovery solution.
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DB2 provides flexible backup methods to meet various business requirements.
You can back up a whole database or selected table spaces, either offline or
online. Furthermore, you can back up a database incrementally, which means
that you have to back up only changed data since your last backup; it is faster
than a full backup. DB2 also provides automatic backup functionality; you define
your backup policy and DB2 back ups your database automatically.

In a partitioned database environment, DB2 supports Single System View (SSV)
backups, which you can use to back up a database on all database partitions or
a subset of database partitions with one backup command. All backup images
have the same timestamps and include the necessary logs to roll forward to a
consistent point. Section 12.1, “Single system view backup” on page 434
provides details about SSV backups.

DB2 Advanced Copy Service (ACS) supports snapshot functionality, which is
based on the IBM FlashCopy® technology of the IBM Tivoli Storage Manager
solution. When you use this functionality, you can make nearly instantaneous
point in time copies of entire logical volumes or data sets with minimal impact on
your production system. DB2 ACS is bundled with DB2 starting in Version 10.1.
Chapter 12, “Backup and recovery” on page 433 provides an overview of
shapshot backups and restores.

The recreation of the database is called recovery. Version recovery is the
restoration of a previous version of the database, using an image that was
created during a backup operation. Rollforward recovery is the reapplication of
transactions that are recorded in the database log files after a database or a
table space backup image is restored. Both recovery types are fundamental for a
disaster recovery solution.

If your plan for disaster recovery is to restore the entire database on another
machine, have at least one full database backup and all the archived logs for the
database. Although it is possible to rebuild a database if you have a full table
space backup of each table space in the database, this method might involve
numerous backup images and be more time-consuming than recovery using a
full database backup.

You can choose to keep a standby database up to date by applying the logs to it
as they are archived. Or, you can choose to keep the database or table space
backups and log archives in the standby site, and perform restore and rollforward
operations only after a disaster occurs. (In the latter case, recent backup images
are preferable.) In a disaster situation, however, it is generally not possible to
recover all of the transactions up to the time of the disaster.
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The usefulness of a table space backup for disaster recovery depends on the
scope of the failure. Typically, disaster recovery is less complicated and
time-consuming if you restore the entire database; therefore, a full database
backup should be kept at a standby site. If the disaster is a damaged disk, a table
space backup of each table space on that disk can be used to recover. If you
lose access to a container because of a disk failure (or for any other reason), you
can restore the container to a different location.

For more information about how to develop a backup and recovery strategy, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0005945.htm1

1.3.2 High Availability Disaster Recovery (HADR)

Another way that you can protect your data from complete site failures is to
implement the DB2 high availability disaster recovery (HADR) feature that is
described in 1.2.1, “High Availability Disaster Recovery (HADR)” on page 6. After
it is set up, HADR protects against data loss by replicating data changes from a
primary database to one or more standby databases. By using HADR, you can
improve the performance of a disaster recovery operation in comparison to
conventional methods.

A complete site failure can occur when a disaster, such as a fire, causes the
entire site to be destroyed. However, because HADR uses TCP/IP for
communication between the primary and standby databases, they can be
situated in different locations. For example, the primary database might be at
your head office in one city, and a standby database might be at your sales office
in another city. If a disaster occurs at the primary site, data availability is
maintained by having the remote standby database take over as the primary
database with full DB2 functionality. After a takeover operation occurs, you can
bring the original primary database back up and return it to its primary database
status; this action is known as failback. You can initiate a failback if you can
make the old primary database consistent with the new primary database. After
you reintegrate the old primary database into the HADR setup as a standby
database, you can switch the roles of the databases to enable the original
primary database to once again be the primary database.

This section describes the DB2 HADR Feature in detail, covering setup,
administration, and monitoring of an HADR environment, and HADR preferred
practices. In addition, it describes how to combine HADR with clustering software
to increase the availability of a database application that is running on DB2.
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For more information about HADR, see the Information Center at
http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.i
bm.db2.Tuw.admin.ha.doc%2Fdoc%2Fc0011267.htm] and Data Recovery and High
Availability Guide and Reference, SC27-3870-00.

1.3.3 Replication

You can also protect your data from partial or complete site failures by using
replication. You can use replication to copy data regularly to multiple remote
databases. DB2 database provides a number of replication tools that you can
use to specify what data should be copied, which database tables the data
should be copied to, and how often the updates should be copied.

Data replication is the process of capturing data changes from data sources on a
source server and reapplying these changes to corresponding data sources on a
target server. In this way, you can use data replication as an alternate technology
to build a hot standby server, especially in a heterogeneous environment.

For this purpose, IBM InfoSphere Replication Server provides two different data
replication solutions that are integrated into DB2 to replicate data from and to
relational data sources: SQOL replication and Q replication.

SQL replication

SQL replication is a solution that captures changes to source tables and views
and uses staging tables to store data changes of committed transactions. The
changes are then read from the staging tables and replicated to the
corresponding target tables.
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Figure 1-1 illustrates the infrastructure for a simple configuration in
SQL replication.

Source Server Target Server
Capture Apply
control tables control tables
Capture — Apply
program S program
A | |
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Subscription set
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Source CD table Target
table table
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Figure 1-1 Infrastructure for a simple configuration in SQL replication

The Capture program that is running on the source server scans the DB2 log
files for changes that belong to a source table and then places this information in
staging tables that are known as change-data (CD) tables. The Apply program
that is running on the target server reads the CD tables and replicates the data
changes to corresponding target tables. Inside the source server are a set of
DB2 relational tables that are called Capture control tables that contain
information about source tables. The Capture program uses this information to
know what data it is supposed to capture. Information about target tables goes in
to the Apply control tables, which are typically on a target server. The Apply
program uses this information to know which targets it is supposed to write data
to. A subscription set defines the mapping between source and target tables.
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Q replication

Q replication is a solution that captures changes to source tables and converts
data changes of committed transactions to messages. In contrast to SQL
replication, the data is not staged in tables. As soon as the data is committed at
the source and read by Q replication, the data is sent to the target location
through IBM WebSphere® MQ message queues. At the target location, the
messages are read from the queues and converted back into transactional data
that is applied to the target tables. With Q replication, you can configure three
different types of replication: unidirectional, bidirectional, and peer-to-peer.

Figure 1-2 illustrates the infrastructure for a simple unidirectional configuration in
Q replication, where changes that occur to a source table on a source server are
replicated to a target table on a target server.

Source Server Target Server
Q Capture Q Apply
control tables control tables

Q Capture Q Apply
program  |* program

A A ry
Administration
queue
KL KL -
Log N TS
4 >
T Replication L
DB2 process queue map
Source Target
table Q subscription table

Figure 1-2 Infrastructure for a simple configuration in Q replication
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The Q Capture program that is running on the source server reads the log files
for changed source data and writes the changes to WebSphere MQ queues. The
QO Apply program that is running on a target server retrieves the captured
changes from the queues and writes the changes to a target table. The Q
Capture and Apply program use a set of control tables that is called Q Capture
and Apply control tables that contain information about the replication sources
and targets, and which WebSphere MQ queues to use. A Q subscription defines
the mapping between the source and target tables.

Chapter 13, “Q replication” on page 447 describes in detail how to set up a
unidirectional configuration in Q replication.

For more information about replication solutions with DB2 10.1, see:
» IBM InfoSphere Replication Server:

http://www-01.ibm.com/software/data/infosphere/replication-server/fe
atures.html?S_CMP=rnav

» SQL replication:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.swg.im.iis.db.repl.sqlrepl.doc%2Ftopics%2Fiiyrscncsqlreplovu.h
tml

» Q replication:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.swg.im.iis.db.repl.intro.doc%2Ftopics%2Fiiyrcintrsqr0.html

1.3.4 InfoSphere Change Data Capture (CDC)

InfoSphere CDC is a replication solution that captures and delivers database
changes as they happen. InfoSphere CDC allows replication between
heterogeneous environments, supporting various operating systems and
databases. Destinations for InfoSphere CDC replication include databases
(which can be different from the source database), message queues, or an ETL
solution such as IBM InfoSphere DataStage®.

What gets replicated depends on table mappings that are configured in the
InfoSphere CDC. InfoSphere CDC employs a non-invasive approach to
capturing changes that take place on the source database, reading changes
directly from database logs. No changes are required to the source application.
The capture mechanism (log scraping) is a lightweight process that runs on the
source server and avoids significant impact on production systems.

Chapter 14, “IBM InfoSphere Change Data Capture” on page 491 describes
InfoSphere CDS in detail.
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For more information about InfoSphere CDC, see:

http://publib.boulder.ibm.com/infocenter/cdc/v6r5ml/index.jsp

1.3.5 Remote disk mirroring

18

The concept behind remote disk mirroring is to have two or more disk arrays in
boxes (also referred to as storage enclosures), in geographically dispersed
locations. These boxes are connected using dark fiber or similar technologies
and implement algorithms to replicate the data between the boxes.

Remote disk mirroring replicates all disk writes with minimal delay, including the
log information. There are specific ways to update the remote disk change from
brand to brand. In general, synchronous and asynchronous are two typical
modes to update the remote disk. Some examples of remote storage mirroring
products are:

» IBM Peer-to-Peer Remote Copy (PPRC) and IBM Peer-to-Peer Remote Copy
over eXtended Distances (PPRC-XD) on IBM Enterprise Storage Server®

» IBM Metro Mirror and IBM Global Mirror on IBM System Storage® Disk
Storage and IBM TotalStorage SAN Volume Controller

» Hitachi TrueCopy

» EMC Symmetrix Remote Data Facility (SRDF)

Remote disk mirroring seamlessly integrates with DB2, allowing the enterprise to
have a disaster recovery site that provides continuous service. Additional

technology, such as clustering, is required to automate the process of starting
DB2 at the new site.
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DB2 with IBM Tivoli System
Automation for
Multiplatforms

This chapter explains how to integrate DB2 in an IBM Tivoli System Automation
for Multiplatforms (Tivoli SA MP) environment. It provides the basic management
concepts with considerations to reduce the time that is consumed for failover.

This chapter covers the following topics:

Overview

How DB2 works with Tivoli SA MP

Planning the high availability cluster

Setting up Tivoli SA MP with DB2 10.1 on AlX
Administration

Cluster maintenance

Testing
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2.1 Overview

Tivoli SA MP provides a framework to manage automatically the availability of
components that are known as resources. Some examples of resources include:

» Any piece of software for which start, monitor, and stop scripts can be written
to control.

» Any Network Interface Card (NIC) to which Tivoli SA MP is granted access.
That is, Tivoli SA MP manages the availability of any IP address that a user
wants by floating that IP address among NICs to which it is access.

For example, both a DB2 instance and the file systems that are used by DB2
have start, stop, and monitor commands. Therefore, Tivoli SA MP scripts can be
written to manage these resources automatically. Scripts, and other attributes of
a resource, are required by Tivoli SA MP to manage that resource. Tivoli SA MP
stores a resource’s attributes in an object container, much like the attributes of a
Java class. In fact, Tivoli SA MP manages a resource by instantiating a class for
that resource.

You can use Tivoli SA MP to manage related resources in resource groups. If
you use Tivoli SA MP, you can ensure that all resources within a resource group
are online at only one physical node at any point in time. Also, all of those
resources are on the same physical node. Examples of resource groups (such as
related resources) are a DB2 instance, its IP address, and all of the databases
that

it manages.

Finally, Tivoli SA MP provides high availability (HA) for any resource group that it
manages, by restarting all of its resources if it fails. The resource group is
restarted on an appropriate node in the currently online cluster domain. An
appropriate node must contain a copy of all of the resources, which are defined
in the failing resource group, to be selected as a node to restart on.

2.1.1 Tivoli SA MP components

Since V2.1, Tivoli SA MP consists of these components:
» End-to-end automation component

This is the second-tier-enabling technology, which gives Tivoli SA MP a rare
ability to provide control over heterogeneous environments of multiple
base-level clusters. The low-level clustering software that is installed is

not replaced.

20 High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



Tivoli SA MP end-to-end automation can control an existing PowerHA on AlX,
Heartbeat on Linux, or MSCS as though it were controlling a Tivoli SA MP
base component cluster on these same platforms. Tivoli SA MP software
interfaces that are called End-to-End Automation Adapters operate between
Tivoli SA MP and the base-level clustering software.

» Base component

This Tivoli SA MP component provides base-level cluster functionality. It acts
as an equivalent to PowerHA or other clustering software, on AlX and Linux.
The Tivoli SA MP base component consists of the following parts:

— Automation adapter

At the base component level, a first level automation adapter is used to
directly control resources on nodes inside the base-level cluster.

At the end-to-end automation component level, an end-to-end automation
adapter provides an interface between the automation layer that exists
within a single base-level cluster, and the end-to-end automation layer that
spans multiple clusters.

— Operations console of the base component

The Tivoli SA MP Operations Console is a web browser accessed feature
(no client software installation is required), based on the WebSphere
Portal Server Integrated Solutions Console. Because it spans all Tivoli
SA MP domains, and provides the same interface, there is no interface
discrepancy between platforms.

Although the Operations Console is there to help monitor the automation
and current states of various resources, it also allows manual resource
state changes (for example, if a server is required to be taken offline for
maintenance), and performs takeovers accordingly. The Operations
Console can operate in three different modes:

o End-to-end automation mode: Where end-to-end automation is active.

o First-level automation mode: Where end-to-end automation is
installed, but is not active.

e Direct-access mode: Where you are essentially running the console
directly on a system that is part of a base-level cluster. Tivoli SA MP
end-to-end automation itself is not generally installed here. There is
just an automation adapter plug-in on base-level cluster nodes for
interfacing to non-Tivoli SA MP clustering software.

For more information, see Tivoli System Automation for Multiplatforms Version
3.2.2 Administrator's and User's Guide, SC34-2583-03.
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2.1.2 Terminology of Tivoli SA MP

The following terms are common between Tivoli SA MP and other
clustering solutions:

>

Resource: This can be a physical device, such as a disk, a network adapter,
or software, from the Operating System itself, middle ware and DBMS, or
WebSphere Administration Server and web server daemons. Regarding
up/down status monitoring and automation (and end-to-end automation),
resources can also exist at multiple tiers, for example, grouping granular
resources and base-level cluster environments to create an

application environment.

Critical resource: This is a resource that must not be active on more than one
node at the same time. A primary example is a static IP address that is
shared between the nodes that clients use to connect to server resources. By
this definition, the HADR primary role database would also be a

critical resource.

Cluster/peer domain: This is a group of host systems or nodes. Resources
are part of these domains, so if groups of resources become unavailable, a
node or subcluster is unavailable. This situation leads to automated actions
designed to maintain availability by establishing quorum, and to attempt
restoration of the failed nodes without conflicting with resources on
available nodes.

Quorum: The level of operational nodes that are required before certain
operations can be performed within a cluster. Tivoli SA MP splits this
definition into:

— Configuration quorum. Determines whether cluster configuration changes
are accepted.

— Operational quorum: Determines whether state changes of resources are
accepted (so as not to cause conflicts).

Tiebreaker: Where equal number of nodes exist in a subcluster, this
determines which of those subclusters can have the quorum. There are six
types of the tiebreaker, depending on the platform and devices available:

— Operator: Requires human intervention for a decision to reach a quorum.

— Fail: A default/pseudo tie-breaker in which neither subcluster
attains quorum.

— SCSI: Shared SCSI disk implementation on certain Linux platforms. The
SCSI reserve or persistent reserve command is used to achieve
tie-breaker exclusive status.

— IBM ECKD™: Shared ECKD disk on Linux on IBM System z®. The
ECKD reserve command is used to achieve tie-breaker exclusive status.
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— Disk: A shared SCSI-like disk on AIX. An equivalent or pseudo-SCSI
reserve or persistent reserve command is used to achieve tie-breaker
exclusive status on SCSI-like or emulated disk.

— EXEC: Network implementation that calls a custom executable to achieve
a Reliable Scalable Cluster Technology (RSCT) exec tie-breaker. Internet
Control Message Protocol (ICMP) ping echo requests are sent to an
external IP instance to determine tie-breaker exclusive status in the case
of subcluster nodes that fail. This method relies on the failure of an ICMP
response to indicate subcluster/node failure and is unable to determine if
communication is still working between the subcluster peer nodes.

In Tivoli SA MP specific terminology, the hierarchy in which Tivoli System
Automation coordinates resources in a clustered environment consists of an
Automation Manager, which consists of a Binder and a Logic Deck.

» Binder: Has resources that are assigned (bound) to a particular node. If the
resource cannot be accessed on any node, then it is placed in a sacrificed
state. If it can be accessed, then it is placed in a bound state to that node.
Resources in a bound state are started only if resource dependencies
are met.

» If Tivoli SA MP has not tried to access a resource, it is by default in an
unbound state. Conflicts between multiple available resources are managed
by a priority value. The resource with lower priority is placed in a
sacrificed state.

» Logic deck: Sends orders to start and stop resources according to the rules
set out by the Automation Policy.

» Automation Policies: An abstract business rules-based set of dependencies
and relationships between resources, rather than hard and fast scripts. The
Automation Policies determine what should occur when values change in the
monitored states of resources, specifically when differences occur between a
desired state (Online/Offline) and an observed state.

» Resource relationships: A critical part of the automation policy:

— Stop-start relationships determine which resources should be stopped or
started in a scenario.

— Location relationships determine whether related resources should be
started on the same or on separate nodes.

» Equivalency: A group of resources that can be said to provide the same
function. Tivoli SA MP can choose any of these resources to provide a
function in the required definition of availability. For example, if you have a
number of redundant network adapters, if one fails, that IP address can be
mapped by Tivoli SA MP to another adapter in the equivalency.
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Understanding the interaction between the components within this hierarchy is
beyond the scope of this book. For more information, see:

» Tivoli System Automation for Multiplatforms Version 3.2.2 Administrator's and
User's Guide, SC34-2583-03.

» Tivoli System Automation for Multiplatforms Version 3.2.2 Installation and
Configuration Guide, SC34-2584-03

» End-to-end Automation with IBM Tivoli System Automation for Multiplatforms,
SG24-7117.

» Getting Started Guide on IBM developerWorks:

http://www.ibm.com/developerworks/tivoli/Tibrary/tv-tivoli-system-au
tomation/index.html

» Tivoli System Automation manuals:

http://publib.boulder.ibm.com/tividd/td/IBMTivoliSystemAutomationfor
Multiplatforms3.1.html

» Tivoli SA MP introduction:

http://www.ibm.com/software/tivoli/products/sys-auto-multi/index.htm
1

2.2 How DB2 works with Tivoli SA MP

Technically, Tivoli SA MP Automation Policies themselves do not entail scripting.
These policies are in the form of business rules or heuristics that dictate, at a
high level, how resources on various nodes should behave and interact. This
situation enables attribution of priorities so that for any given partial or total
resource failure scenario, the appropriate action is taken.

2.2.1 How Tivoli SA MP detects failures

Tivoli SA MP controls the DB2 instance and DB2 data objects resources as
application resources. For the application resources, Tivoli SA MP detects the
failure by using monitor scripts. When you create the application resource, you
must register the monitor script to the application resource with a valid argument
to detect the failure with a correct return code.
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DB2 HA Feature and Tivoli SA MP: If you use the DB2 High Availability (HA)
Feature with Tivoli SA MP as your cluster manager, the database manager
uses scripts to support automated failover solutions. These scripts are
installed or updated automatically when you use the DB2 installer to install or
update Tivoli SA MP. When you install or update Tivoli SA MP using the
installSAM utility, you must then manually install or update these scripts

The monitor script is run by Tivoli SA MP regularly and returns the return code
(RC) to Tivoli SA MP. Tivoli SA MP decides on the next action that is based on
this return code. Table 2-1 and Table 2-2 on page 26 list the meanings of the
return codes and the actions that Tivoli SA MP takes when the nominal state is
online. If RC=1, this resource is recognized to be “Online,” and Tivoli SA MP
takes no action. If the monitor script returns a RC=2, this resource is considered
to be “Offline,” and Tivoli SA MP first stops the related resources, then start this
resource again.

Table 2-1 Return codes from the monitor script and actions that are taken by Tivoli SA MP

RC OpState Meaning First action of Tivoli Second action of
SA MP Tivoli SA MP
(nominal state=online) | (nominal state=online)
0 Unknown? Unknown (monitor Kill the monitor script. Nothing.
script timed out).
1 Online Running. Nothing. Nothing.
2 Offline Not running. After stopping the Nothing.
related resources, start
the resource. P
3 Failed Offline Failed (cannot Stop the related Perform takeover.®
recover). resources.
4 Stuck Online The start or stop Nothing. Nothing.
command times out.
User intervention is
needed.
5 Pending Online Now starting. Nothing. Nothing.
6 Pending Offline Now stopping. Nothing. Nothing.

a. The script cannot use return code 0; this return code is used by Tivoli SA MP when the monitor script

timeout occurs.

b. If there are any resources that are related to the failed resource, Tivoli SA MP stops the related

resources in advance.

c. The Mandatory attribute value of this resource should be true.
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Table 2-2 Return code from the start/stop script and Tivoli SA MP actions

RC

Meaning

First action of Tivoli
SA MP
(nominal state=online)

Second action of
Tivoli SA MP
(nominal state=online)

0 The start or stop command completed

Move to the next

Nothing.

successfully. start/stop sequence.

Not 0 | The start command failed (Failed Offline). | Stop the resource. Perform takeover.

Not 0 | The stop command failed. Nothing. Nothing.

Figure 2-1 illustrates the typical behavior when a resource in one node failed.
The return codes are from the start script. The return codes from the monitor
script are not shown. When the monitor script detects a resource failed on
nodel1, it returns RC=2 (offline). Tivoli SA MP runs the start script. After this
resource is started, the monitor script returns RC=1 (online) in the next check.
When the resources failed again, the monitor script returns RC=2 (offline). Tivoli
SA MP runs the start script. However, if the start script cannot start the resource,
it returns RC=1, which triggers the failover action. Tivoli SA MP then tries to stop
the resource on node1. After the stop, Tivoli SA MP fails the resource groups on

[\rml Rc=g9
v ~ —————_\
Start

x Start
Command Command

Node1l 7"

[onli,rh [onli,rh [ﬁ% [ﬁ% [onli% [onli/rh

[offline [offline

nodel over to node2.
Faj/] RC=1€

o
<
)
o

Start
Command

Node2

Monitor
Monitor
Monitor
Monitor >
Monitor
Monitor
Monitor
Monitor
Monitor
Monitor

offline offline offline

TIME

Figure 2-1 The failed resource and recovery

This is a typical recovery behavior. The DB2 resource, the mount point
resources, and LVM resource all operate this way.
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2.3 Planning the high availability cluster

When you plan the high availability cluster, you can choose the configurations
that best fit your system environment:

» Active/standby

The typical configuration is an active/standby configuration, where one node
is active and the other is on standby. One resource group is shared between
the nodes. This configuration is simple and easy to manage, but one node is
not used for service.

» Active/active

The active/active configuration is also referred to as mutual takeover. In an
active/active configuration, a database is usually running under each node.

Figure 2-2 illustrates the mutual takeover configuration.

Femmmm—————

Py
®
[
o
c
=
5]
®
®
=
o
=
°
N

VSV VISR

Database i Resource Group |
A ]

Database Resource Group
B

P4

Figure 2-2 Mutual takeover
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Database_A is running on node_A and database_B is running on node_B. If
node_A fails, the resource group for database_A is taken over by node_B.
Both database_A and database_B are then running on one node, that is,
node_B. If node_B crashes, the same operation happens, just in the
opposite direction.

This configuration is called active/active because each node has its own
database that is running and both are active at the same time. In the
meantime, both nodes play the standby role for the other one and can take
over each other’s resources, which is why this configuration is also called a
mutual takeover configuration. With this configuration, you can use both
machine resources for services, but this setup is more complicated compared
to active/standby.

For this configuration, you must plan carefully so that each node has enough
machine resources (processor or physical memory) to carry two databases
while it is running. For example, you have 1 GB physical memory on each
node and allocated 600 MB for a DB2 buffer pool in each database. After
node_A fails, database_A is moved to node_B. The total memory
requirement now exceeds what node_B has. What happens next is a huge
page out to paging space, which sometimes causes the system to hang, and
at the least, impacts performance to a degree where no work is possible.
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» Other variations

There are some variations of cluster configurations for more than three nodes
in a cluster (Figure 2-3).

e —
Idle Active
Active Active
b . \-’
Fail-over
to Node 1 e~
Active Active
Active Active ¥
~————
Idle Standby Mutual Takeover
e — e —
Active Active Active Active
h
Fail-over
to Node 1
Active Active Active > Active
~—————— ~————
Active Standby Balanced Mutual Takeover

Figure 2-3 Variations of cluster configuration for multiple nodes

For more details about the DB2 highly available data store, see “IBM DB2
Universal Database™ and the Highly Available Data Store” at:

http://www.ibm.com/developerworks/db2/Tibrary/techarticle/0310melnyk/03
10meTnyk.html

2.4 Setting up Tivoli SA MP with DB2 10.1 on AIX

This section focuses on the setup procedure for one active/standby cluster with a
shared disk. It starts from the planning of the cluster domain, then proceed to the
installation, configuration, and, at the end, administration and testing.

Two main steps for setting up the system environment of a cluster domain are:

» Planning the cluster domain
» Configuration of Tivoli SA MP and DB2
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2.4.1 Planning the cluster domain

Use the following resources to create a sample cluster domain:

» Two servers, node1 and node2, running AIX V7.1 TLO SP03-1115.

» An external storage that can be accessed from both servers.

» A public network that both servers can communicate through.

» Each server can reach the third machine as a tiebreaker.

» DB2 10.1 with no fix packs with Tivoli SA MP installed on both servers.
Figure 2-4 shows the architecture of this cluster domain. This cluster is a simple
one on two nodes. During normal operation, one server in the cluster domain
owns all the resources to run the DB2 instance. This server is the owner node.
When the cluster software detects a failure on the owner node, the cluster

software fails the resources over to the other server to continue DB2 service. The
server that takes over the resources is called the failover node.

i Service |
| 9.156.47.199 !
TYCHY KRAKOW N
9.156.47.80 : 9.156.47.81 :
: I '
TYCHY : KRAKOW :
| ——
db2_db2inst_0-rg ! :
1 - 1
[Pt 1
. 7 1
Owner node \A.Shared D'Sk“’ Failover node

/home/db2inst/db2home

[ ———— ]
/home/db2inst/db2

Figure 2-4 The architecture of the sample cluster domain

After the node’s role in the cluster domain is decided, you can plan the Tivoli SA
MP configuration. The SA MP configuration includes resource groups,
resources, equivalencies, relationships, and scripts to control the

application resources.
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Configure the db2_db2inst2_0-rg resource group and define the resources that
are listed in Table 2-3 as the members of this resource group.

Table 2-3 Resources

Resource Description

db2_db2inst_0-rs DB2 instance

db2mnt-home_db2inst_db2hom | DB2 instance directory mount point in shared disk
e-rs

db2mnt-home_db2inst_db2-rs DB2 data directory mount point in shared disk

db2ip_9_156_47_199-rs Service IP address

In our cluster domain, when Tivoli SA MP starts the DB2 instance, the mount
points and LVM and the service IP address must be started.

2.4.2 Installing Tivoli SA MP

Tivoli SA MP is integrated with IBM Data Server as part of the DB2 High
Availability Feature on AlIX, Linux, and Solaris operating systems. You can
install, upgrade, or uninstall Tivoli SA MP using either the DB2 installer or the
instal1SAM and uninstal1SAM scripts that are included in the IBM Data Server
installation media. On Windows operating systems, the Tivoli SA MP is bundled
as part of the DB2 High Availability Feature, but it is not integrated with the
DB2 installer.

DB2 installer
There are three methods for using the DB2 installer to install or uninstall:

1. DB2 Setup wizard (install, upgrade, or uninstall)

2. Silent installation by using a response file with db2setup (install or upgrade) or
db2unins (for uninstall)

3. The db2_install command (for installation), instal1FixPack command (for
upgrade), or db2_deinstall command (for uninstall)
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The examples that are described in 2.4.3, “Configuration of Tivoli SA MP and
DB2” on page 34 are based on a fresh DB2 10.1 installation on AIX. DB2 is
installed with DB2 Setup and two screen captures were taken during the process,

as shown in Figure 2-5 and Figure 2-6 on page 33.

For more information, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.i
bm.db2.Tuw.gb.server.doc%2Fdoc%2Ft0051289.html
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8. DAS user

Astance setup
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o W Server support
+ Base server support (reguired)
" Communication support - TCPSIP (required)
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DEB2 Text Search
« DE2 data source support
Informix data source support
« Integrated Flash Copy Support
Spatial Extender server support
@ & Client support
@« Administration tools
& o Application developmant tools

B o Cetting started

IC

1]

| Select default H Select all |

Cescription

DEZ2 Advanced Enterprise
Server Edition is
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medium to large
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A e

Installation directony

Directory | fopt/IBM fob2 /10,1
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Space required: 16594 MB
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Figure 2-5 DB2 installation - features

32

High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows


http://pic.dhe.ibm.com/infocenter/db2luw/v10r1/index.jsp?topic=%2Fcom.ibm.db2.luw.qb.server.doc%2Fdoc%2Ft0051289.html

DB2 Setup - DB2 Advanced Enterpnise Server Edition

. Introduction Start copying files and create response file

. Software License Agrei| The DB2 Setup wizard has enough information 1o start copying the program files and create the response
_ file. If wou want 1o review or change amy settings, click Back. If vou are satisfied with the settings, click
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Figure 2-6 DB2 installation - summary

The information about your system that the DB2 installer collects determines
which windows open in the graphical interface of the DB2 Setup wizard during
installation. For example, if you already have Tivoli SA MP installed, then the
DB2 Setup wizard does not display a window to install Tivoli SA MP.

installSAM script

The instal1SAM script is on the IBM DB2 installation media in
db2/platform/tsamp, where platform refers to the appropriate hardware platform.
Example 2-1 shows the instal1SAM location on AlX.

Example 2-1 installSAM location

root@TYCHY # cd aese/db2/aix/tsamp
root@TYCHY # 1s
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AIX db2cktsa installSAM license prereqSAM
uninstallSAM

If you use the DB2 High Availability (HA) Feature with Tivoli SA MP as your
cluster manager, the database manager uses scripts to support automated
failover solutions. These scripts are installed or updated automatically when you
use the DB2 installer to install or update SA MP. When you install or update SA
MP using the instal1SAM utility, you must then manually install or update

these scripts.

For more information, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.1uw.gb.server.doc%2Fdoc%2Ft0051289.htm]1

2.4.3 Configuration of Tivoli SA MP and DB2

This section explains the configuration procedure for a shared disk HA cluster
with DB2 10.1 and Tivoli SA MP. It describes a step-by-step procedure for
configuring a cluster domain using the db2haicu utility with an XML file. For the
setup example using db2hai cu interactive mode, see 7.3, “DB2 HADR with Tivoli
SA MP configuration for automatic failover on an AlX system” on page 233.

The procedure to configure a highly available DB2 environment with shared
storage has the following steps:

Check prerequisites.

Check the network interface.

Set up the storage for sharing.

Create a DB2 instance.

Cluster preparation.

System clock synchronization.

Creating an XML configuration file for db2haicu.

Setting up a cluster domain using db2haicu with an XML file.
Verifying the created cluster domain.

©CoNOIO AN~

This section describes each step in detail in the following sections.
Checking prerequisites

The first configuration step is checking the prerequisites for db2haicu. The details
are described in 7.2, “db2haicu” on page 228.
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To check the prerequisites, set the environment variable. In our example, we set
the environment variable to use the Tivoli SA MP environment. The
CT_MANAGEMENT_SCOPE environment variable must be set for all users of Tivoli SA
MP on all nodes. Add the following entry to /etc/profile:

export CT_MANAGEMENT_ SCOPE=2
For Linux environment, add the entry to /etc/profile.local.
Verify the environment variable settings (Example 2-2).

Example 2-2 Checking value of environment variables

(0)1(F)? root@TYCHY # cat /etc/profile

# add for TSA/DB2 HA Configuration

export CT_MANAGEMENT_SCOPE=2

(0) (F) root@TYCHY # echo $CT_MANAGEMENT_SCOPE
2

Checking the network interface.

Assign the following static IP addresses to the en0 adapters on the owner and
failover nodes:

» Owner node (TYCHY):
en0: 9.156.47.80 (255.255.255.0)
» Failover node (KRAKOW):
en0: 9.156.47.81 (255.255.255.0)
All cluster nodes must have static IP addresses. Ensure that the /etc/hosts file

of every cluster node contains entries of the owner node and the failover node
names. Example 2-3 shows the entries in the /etc/hosts file of both servers.

Example 2-3 The entries in /etc/hosts on node1 and node2

9.156.47.80 TYCHY.kraklab.pl.ibm.com
9.156.47.81 KRAKOW.kraklab.pT.ibm.com

(O)- Owner node

1
2 (F)- Failover node
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Two servers must be able to communicate with each other through a public
network. Confirm this situation by running ping. Run the following commands on
both nodes and ensure that they complete successfully:

» (0)(F) $ ping TYCHY
» (0)(F) $ ping KRAKOW

Now, confirm the broadcast addresses. Tivoli SA MP uses the broadcast
address to check the heartbeat. An incorrect broadcast address can cause
unexpected failover. Usually a broadcast address is set automatically, so verify
that the configuration of the broadcast address is correct (Example 2-4).

Example 2-4 Checking the broadcast address

(0) root@TYCHY # ifconfig -a
en0:
flags=1e080863,480<UP,BROADCAST,NOTRAILERS ,RUNNING,SIMPLEX ,MULTICAST,GR
OUPRT,64BIT,CHECKSUM OFFLOAD(ACTIVE),CHAIN>
inet 9.156.47.80 netmask Oxffffff00 broadcast 9.156.47.255
tcp_sendspace 262144 tcp_recvspace 262144 rfcl323 1

(F) root@KRAKOW # ifconfig -a
en0:
flags=1e080863,480<UP,BROADCAST,NOTRAILERS ,RUNNING,SIMPLEX ,MULTICAST,GR
OUPRT,64BIT,CHECKSUM OFFLOAD(ACTIVE),CHAIN>
inet 9.156.47.81 netmask Oxffffff00 broadcast 9.156.47.255
tcp_sendspace 262144 tcp_recvspace 262144 rfcl323 1

You can calculate the correct broadcast address from the IP address and the
netmask. The broadcast address is computed by the bitwise OR operation
between IP address and the reversed netmask. The reversed netmask is the
reverse bit sequence of the netmask. For example, the reversed netmask of
255.255.255.01is 0.0.0.255. Table 2-4 shows a sample calculation of the
broadcast address.

Table 2-4 The calculation of the broadcast address

IP address IP address by binary
IP address 9.188.198.119 | 00001001.10111100.11000110.01110111
Reversed 0.0.0.255 00000000.00000000.00000000.11111111
netmask
Broadcast 9.188.198.255 00001001.10111100.11000110.11111111
address
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If the broadcast address is not correct, you can change it by running smit and
completing the following steps.

1. Start the smit menu by running smitty tcpip.

2. Select Further Configuration — Network Interfaces — Network Interface
Selection —» Change / Show Characteristics of a Network Interface.

3. Select the network interface whose configuration you want to change.

If your platform is Linux, you can use the ip command instead.

Setting up the storage for sharing

Before you proceed with the steps to set up the storage for sharing between two
nodes, each node of the cluster domain must be able to access the shared
volume groups. The owner node keeps the ownership of the shared volume
groups during the normal operation. The failover node takes over the ownership
and varies on the volume groups automatically if there is a takeover. Therefore,
ensure that both servers can vary on the volume groups.

For the details about storage configuration, see the documents that are provided
by your storage vendors, for example, IBM System Storage DS4000 and Storage
Manager V10.30, SG24-7010.
To complete the shared storage setup, complete the following steps:
1. Ensure that your share storage is accessible from both nodes by running 1spv
(Example 2-5).
Example 2-5 List volume group

(0) (F) root@TYCHY # 1spv

hdisk0 00ccabe4801553cf rootvg
active
hdisk?2 none None

In our example, hdisk2 is the new storage server.
2. Create a volume group on your share disk by running mkvg (Example 2-6).

Example 2-6 Create volume group

(0) root@TYCHY # mkvg -y'sharevg2' hdisk2
0516-1254 mkvg: Changing the PVID in the ODM.
sharevg?2

Chapter 2. DB2 with IBM Tivoli System Automation for Multiplatiorms 37



3. Check the volume group major numbers on the owner node.

Ensure that the major numbers of all volume groups on the failover node are
the same as the ones on the owner node. You can run the following
command to obtain the volume group major number:

(0) # 1s -al /dev/<volume group name>

The volume group major number is equivalent to the major device number of
the special device file.

Example 2-7 shows a command sample and output. In this example, the
output shows that the volume group major number of “sharevg” is 35. Repeat
these steps for all the volume groups.

Example 2-7 Sample output of special device file

(0) root@TYCHY # 1s -l1a /dev/sharevg2
Crw-rw---- 1 root system 35, 0 Jul 20 18:40
/dev/sharevg?

4. Create a logical volume and file system.

When you create a journaled file system, AIX creates the corresponding
logical volume. Therefore, you do not need to define a logical volume.

Run 1spv <disk name> to determine how much free space you can use. As
shown in Example 2-8, there is 10,224 MB of free space to use.

Example 2-8 Check free space

(0) root@TYCHY # 1spv hdisk2

PHYSICAL VOLUME: hdisk2 VOLUME GROUP:
sharevg?2

PV IDENTIFIER: 00ccabed4ab43407d VG IDENTIFIER
00cca5e400004c0000000138a54340ba

PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE: yes
PP SIZE: 16 megabyte(s) LOGICAL VOLUMES: 0
TOTAL PPs: 639 (10224 megabytes) VG DESCRIPTORS: 2
FREE PPs: 639 (10224 megabytes) HOT SPARE: no
USED PPs: 0 (0 megabytes) MAX REQUEST: 256
kilobytes

FREE DISTRIBUTION: 128..128..127..128..128
USED DISTRIBUTION: 00..00..00..00..00
MIRROR POOL: None
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Create two file systems on this disk. You can create a file system using either
smit or the command-line interface (CLI). In our scenario, we create two file
systems:

— /home/db2inst/db2home

— /home/db2inst/db2

To use smit in the graphical mode, you must to set up the DISPLAY system
variable first (Example 2-9).

Example 2-9 Set display

(0) root@TYCHY # export DISPLAY=localhost:10.0
(0) root@TYCHY # echo $DISPLAY
localhost:10.0

If you connect to Linux through SSH, you must use the -X option
(Example 2-10).

Example 2-10 SSH connection with X forwarding
ssh -X 9.156.47.80 -1 root

If you connect to PUTTY through SSH, you must enable X11 forwarding and
set the X display location. You can find those options by selecting
Connection - SSH — X11.

Under Windows OS, you must also install an X Window System server, such
as Xming.

Example 2-11 Sample configuration for X Window System server

AIX server:

(0) root@TYCHY # export DISPLAY=Tocalhost:10.0

Xming server:

multiple windows

display number = 10

no access control - checked

Putty:

Session > Connection type: SSH

connection > ssh > X11: Enable X11 forwarding- checked
connection > ssh > X11 > X display location: localhost:10.0

As the root user, run smit crfs, and select Add an Enhanced Journaled —
File System Add an Enhanced Journaled File System — sharevg2.
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Set the fields Number of units and MOUNT POINT. As shown in Figure 2-7,
set MOUNT POINT to home/db2inst/db2home. If you want to place your
second file system on the same share disk as we did, do not use the whole
empty space for the first file system.

.ﬂ Add a Standard Journaled File System : rooti@TYCHY (on TYCHY.kraklab.pl.ibm.com)
Yolune group nane |shareugE | 4
S5IZE of file systen
Unit Size IHegahgtes‘E ﬂl A ﬂ
% Humber of units{Hum,} |240le:
# HOUNT POINT hone/db2inst/db2hone
Hount AUTOMATICALLY at system restart? Ifm ﬂl A ¥
PERMISSIONS If;-eadfurite ﬂl A ¥
Hount ODPTIOHS I: ﬂl
Start Disk Accounting? prn ﬂl A ﬂ
Fragnent Size (bytes} IEdOSB ﬂl A ﬂ |
Hunber of bytes per inode IEdOSB ﬂl A ﬂ
Allocation Group Size (HBytes) IIB ﬂl A ﬂ i
oK | Eunnandl Reset | Cancel | e |

Figure 2-7 Create a file system with smit

When you click Select, the status window opens and shows the command
execution status.

In our scenario, the second file system is created with the CLI
(Example 2-12). In the example, both file systems are also checked
and listed.

Example 2-12 Create a file system with the CLI

(0) root@TYCHY # crfs -v jfs2 -m /home/db2inst/db2 -g sharevg2 -a
size=7200M

File system created successfully.

7372368 kilobytes total disk space.
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New File System size is 14745600

(0) root@TYCHY # fsck /home/db2inst/db2

The current volume is: /dev/fs1v02

Primary superblock is valid.

*** Phase 1 - Initial inode scan

*** Phase 2 - Process remaining directories

*** Phase 3 - Process remaining files

*** Phase 4 - Check and repair inode allocation map
*** Phase 5 - Check and repair block allocation map
File system is clean.

(0) root@TYCHY # fsck /home/db2inst/db2home

The current volume is: /dev/fs1v02

Primary superblock is valid.

*** Phase 1 - Initial inode scan

*** Phase 2 - Process remaining directories

*** Phase 3 - Process remaining files

*** Phase 4 - Check and repair inode allocation map
*** Phase 5 - Check and repair block allocation map
File system is clean.

(0) root@TYCHY # 1sfs | grep db2inst/

/dev/fs1v02 -- /home/db2inst/db2home jfs2 4915200 --
no no

/dev/fs1v03 -- /home/db2inst/db2 jfs2 14745600 --
no no

. Determine if the same major number shown in Example 2-7 on page 38 is
available on the failover node. Run the following command to determine the
available major numbers:

(F) # 1vistmajor

Example 2-13 shows the output of the 1vlstmajor command. This output
means that the failover node can use the volume group major number “35” for
“sharevg2”.

Example 2-13 Sample output of the Ivistmajor command

(F) root@KRAKOW # Tvistmajor
35...

. Import the volume group from the owner node to the failover node.

After you create the logical volumes on the owner node, you must refresh the
volume group’s device files on the failover node. The device files are special
files that are stored in the /dev directory and are used for device control. Use
the exportvg and importvg commands to refresh these device files.
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To import volume group and file system settings from the owner node to the
failover node, run the following commands:

a. varyoffvg and exportvg on the owner node

b. rmdev, cfgmgr, and importvg on the failover node

Example 2-14 shows how to move volume group settings from the owner
node to the failover node.

Example 2-14 Export and import logical volume settings

(0) root@TYCHY # 1spv | grep hdisk2

hdisk2 00ccabe4ab43407d sharevg?
active

(0) root@TYCHY # varyoffvg sharevg2

(0) root@TYCHY # exportvg sharevg2

(0) root@TYCHY # 1spv | grep hdisk2

hdisk2 00ccabed4ab43407d None
(F) root@KRAKOW # 1spv | grep hdisk2
hdisk2 none None

(F) root@KRAKOW # rmdev -1 hdiskl -Rd

hdiskl deleted

(F) root@KRAKOW # cfgmgr

(F) root@KRAKOW # 1spv | grep hdisk2

hdisk2 00ccabe4ab543407d None

Import the volume group, specifying the required major numbers as follows:

(F) #importvg -y <volume group name> -\ <first major number>
<pv name>

Example 2-15 shows how to import the volume group sharevg2.

Example 2-15 Sample output of the importvg command

(F) root@KRAKOW # 1spv |grep hdisk2

hdisk2 00ccabe4a543407d None

(F) root@KRAKOW # importvg -y sharevg2 -V 35 hdisk2

sharevg?2

(F) root@KRAKOW # 1spv |grep hdisk2

hdisk2 00ccabe4ab43407d sharevg2 active

(F) root@KRAKOW # 1sfs

/dev/fs1v02 -- /home/db2inst/db2home jfs2 4915200 --

no  no
/dev/fs1v03 -- /home/db2inst/db2 jfs2 14745600 --
no  no
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Example 2-16 shows how to make hdisk2 active again on the owner node.

Example 2-16 Make share disk active

(F) root@KRAKOW # varyoffvg sharevg2
(0) root@TYCHY # importvg -y sharevg2 -V 35 hdisk2

Row devices: If you use row devices for a DMS table space container, you
should check the access permission of the character device files after
import. The importvg command resets the ownership of the device files to
the original state “root:system”. If the DB2 instance ID should be the
owner, you must change them manually.

Creating a DB2 instance
To create a DB2 instance on a shared disk, complete the following steps:

1. Check the user ID and group ID of the DB2 instance owner on the nodes:

If there is no DB2 instance owner user, you must create a DB2 instance
owner user and you might need to create a group. The DB2 instance owner
should have the same user ID and group ID on all the nodes in the cluster
domain. The DB2 instance owner should have the same password on all
cluster nodes.

Example 2-17 shows how to create an instance owner user with a home
directory on the share disk. The example assumes that the db2iadm1 group
exists and shows that the user ID of DB2 instance owner db2inst is 216 and
its group ID is 102. Ensure that they are same in every node.

Example 2-17 Create an instance owner

(0) root@TYCHY # mount /home/db2inst/db2home

(0) root@TYCHY # useradd -d /home/db2inst/db2home -g db2iadml
db2inst

(0) root@TYCHY # Tsuser -a id pgrp db2inst

db2inst id=216 pgrp=db2iadml

(0) root@TYCHY # Tsgroup -a id db2iadml

db2iadml id=102

(0) root@TYCHY # chown db2inst:db2iadml /home/db2inst/db2home
(0) root@TYCHY # 1sfs | grep /home/db2inst/db2home/dev/fs1v02  --
/home/db2inst/db2home jfs2 4915200 -- no  no

(0) root@TYCHY # chown db2inst:db2iadml /dev/fs1v02
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Example 2-18 shows how to create an instance owner user on a
failover node.

Example 2-18 Create an instance owner user on a failover node

(F) root@KRAKOW # useradd -d /home/db2inst/db2home -g db2iadml -u
216 db2inst

(F) root@KRAKOW # Tsuser -a id pgrp db2inst

db2inst id=216 pgrp=db2iadml

2. Create the DB2 instance.

Run db2icrt to create the DB2 instance. The command is in the instance
directory on the DB2 installation path.

(0) # <DB2 install path>/instance/db2icrt -u <fenced user name>
<instance owner name>

Example 2-19 shows how to create the DB2 instance.

Example 2-19 DB2 instance creation

(0) root@TYCHY # cd /opt/IBM/db2/V10.1/instance

(0) root@TYCHY # ./db2icrt -u db2fencl db2inst
DBI14461 The db2icrt command is running, please wait.
DB2 installation is being initialized.

Total number of tasks to be performed: 4
Total estimated time for all tasks to be performed: 309 second(s)

Task #1 start

Description: Setting default global profile registry variables
Estimated time 1 second(s)

Task #1 end

Task #2 start

Description: Initializing instance list
Estimated time 5 second(s)

Task #2 end

Task #3 start

Description: Configuring DB2 instances
Estimated time 300 second(s)

Task #3 end

Task #4 start

Description: Updating global profile registry
Estimated time 3 second(s)

Task #4 end

The execution completed successfully.
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For more information see the DB2 installation log at
"/tmp/db2icrt.log.11403434".
DBI1070I Program db2icrt completed successfully.

(0) root@TYCHY # ./db2ilist
db2inst

Example 2-20 shows how to change the password for the instance owner.

Example 2-20 Change the password

(0) root@TYCHY # passwd -a db2inst
(F) root@KRAKOW # passwd -a db2inst

There is a file named .profilein /home/db2inst/db2home. This file was
created during user creation. Later on, during instance creation, the .profile
file was updated. This file should contain a call to the db2profile procedure
(Example 2-21).

Example 2-21 Content of .profile

(0) root@TYCHY # cd /home/db2inst/db2home
(0) root@TYCHY # cat .profile

# The following three Tines have been added by IBM DB2 instance
utilities.
if [ -f /home/db2inst/db2home/sql1ib/db2profile ]; then
. /home/db2inst/db2home/sq11ib/db2profile
fi

Example 2-22 shows how to configure TCP/IP communication. Create a
connection and log on as the db2inst user. You might be asked to change
your password the first time you do this task.

Example 2-22 Configuration of TCP/IP communication

(0) db2inst@TYCHY $ db2start

07/22/2012 23:30:12 0 0 SQL1063N DB2START processing was
successful.

SQL1063N DB2START processing was successful.

(0) db2inst@TYCHY $ db2set db2comm=tcpip

(0) db2inst@TYCHY $ db2 update dbm cfg using svcename DB2_db2inst
DB20000I The UPDATE DATABASE MANAGER CONFIGURATION command completed
successfully.

(0) db2inst@TYCHY § cat /etc/services |grep DB2 db2inst
DB2_db2inst 60012/tcp
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DB2_db2inst_1  60013/tcp

DB2_db2inst_2  60014/tcp

DB2_db2inst_END 60015/tcp

(0) db2inst@TYCHY $ db2stop

07/22/2012 23:46:43 0 0 SQL1064N DB2STOP processing was successful.
SQL1064N DB2STOP processing was successful.

(0) db2inst@TYCHY $ db2start

07/22/2012 23:47:10 0 0 SQL1063N DB2START processing was successful.
SQL1063N DB2START processing was successful.

3. Create the SAMPLE database:

Create the SAMPLE database to test the cluster domain in the
/home/db2inst/db2 directory (Example 2-23).

Example 2-23 Create SAMPLE database

(0) root@TYCHY # mount /home/db2inst/db2

(0) root@TYCHY # chown db2inst:db2iadml /home/db2inst/db2

(0) db2inst@TYCHY $ db2 create database sample on /home/db2inst/db2
DB20000I The CREATE DATABASE command completed successfully.

(0) db2inst@TYCHY $ mkdir /home/db2inst/db2/actlog

(0) db2inst@TYCHY $ mkdir /home/db2inst/db2/arclog

(0) db2inst@TYCHY $ db2 update db cfg for sample using NEWLOGPATH
/home/db2inst/db2/actlog

DB20000I The UPDATE DATABASE CONFIGURATION command completed successfully.

(0) db2inst@TYCHY $ db2 update db cfg for sample using LOGARCHMETH1
disk:/home/db2inst/db2/arclog

DB20000I The UPDATE DATABASE CONFIGURATION command completed successfully.

(0) db2inst@TYCHY $ db2 backup db sample to /dev/null

Backup successful. The timestamp for this backup image is : 20120722235729

(0) db2inst@TYCHY $ db2 connect to sample
Database Connection Information
DB2/AIX64 10.1.0

DB2INST
SAMPLE

Database server
SQL authorization ID
Local database alias

Configuring shared disk HA: If you want to configure shared disk HA on
an existing DB2 instance, you must move DB2 objects to the shared
volume group. DB2 objects include the instance home directory, diagpath,
and audit path, and all the database objects.
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4. Edit the /etc/services file.

The SVCENAME database manager configuration parameter defines the TCP/IP
service name of the service port number to which the DB2 instance listens.
The /etc/services file on both nodes should have same DB2 service port
name entries to run the DB2 instance correctly. The db2icrt command adds
the entries to the /etc/services file on the owner node automatically, but you
must add them on the failover node manually. Example 2-24 shows the
sample of node1 and node2.

Example 2-24 The entries of /etc/services file on owner and failover nodes

(0) root@TYCHY $ cat /etc/services |grep db2inst
DB2_db2inst 60012/tcp
DB2_db2inst_1  60013/tcp
DB2_db2inst 2  60014/tcp
DB2_db2inst_END 60015/tcp

(F) root@KRAKOW # cat /etc/services |grep db2inst
DB2_db2inst 60012/tcp
DB2_db2inst_1  60013/tcp
DB2_db2inst_2  60014/tcp
DB2_db2inst_END 60015/tcp

5. Confirm that the DB2 instance can move to another node manually.

If the DB2 instances are not configured properly, the cluster domain might
have unexpected behavior after you include the DB2 instances.

Example 2-25 shows the process to shut down the owner node.

Example 2-25 Shutdown process on owner node “TYCHY”

(0) db2inst@TYCHY § db2 ps

Node 0
uID PID PPID C STIME TTY TIME CMD
db2inst 9699342 14352570 1 23:47:09 - 0:33 db2sysc 0
root 6815794 9699342 0 23:47:09 - 0:00 db2ckpwd 0
root 7864512 9699342 0 23:47:09 - 0:00 db2ckpwd 0
root 10092640 9699342 0 23:47:09 - 0:00 db2ckpwd 0

(0) db2inst@TYCHY $ db2stop
07/23/2012 09:22:20 0 0 SQL1064N DB2STOP processing was successful.
SQL1064N DB2STOP processing was successful.
(0) db2inst@TYCHY $ db2 ps
Node 0
UID PID PPID C STIME TTY TIME CMD
(0) db2inst@TYCHY $ exit
(0) root@TYCHY # df |grep db2inst

/dev/fs1v02 4915200 3912760 21% 209 1% /home/db2inst/db2home
/dev/fs1v03 14745600 14220368 4% 84 1% /home/db2inst/db2
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(0) root@TYCHY # umount /home/db2inst/db2home

(0) root@TYCHY # umount /home/db2inst/db2

(0) root@TYCHY # df |grep db2inst

(0) root@TYCHY # 1spv |grep sharevg?

hdisk2 00ccabe4a543407d sharevg2 active
(0) root@TYCHY # varyoffvg sharevg2

(0) root@TYCHY # 1spv |grep sharevg?
hdisk2 00ccabe4a543407d sharevg?2

6. The db2nodes.cfg file and the starting instance on the failover node.

The db2nodes.cfg file should contain the host name that is bound to the local
IP address. When the failover node takes over the DB2 instance, you must
change the host name in the db2nodes . cfg file or have DB2 change the file by
starting the DB2 instance with db2gcf. In our example, we use db2gcf during
the instance start operation.

Example 2-26 shows the process to start DB2 on the failover node.
Remember to ensure that the /etc/services files on both nodes have the
same entries for the DB2 instance.

Example 2-26 Start process on failover node “KRAKOW”

(F) root@KRAKOW # 1spv |grep sharevg2

hdisk?2 00ccabe4a543407d sharevg?
(F) root@KRAKOW # varyonvg sharevg2

(F) root@KRAKOW # 1spv |grep sharevg2

hdisk?2 00ccabe4a543407d sharevg?
active

(F) root@KRAKOW # mount /home/db2inst/db2home

(F) root@KRAKOW # mount /home/db2inst/db2

(F) root@KRAKOW # exit

(F) db2inst@KRAKOW # echo "0 "$(hostname)" 0 "$(hostname)

0 KRAKOW.kraklab.pl.ibm.com 0 KRAKOW.kraklab.pl.ibm.com

(F) db2inst@KRAKOW # echo "0 "$(hostname)" 0 "$(hostname)
>~/sq11ib/db2nodes.cfg

(F) db2inst@KRAKOW # db2gcf -u -i db2inst

Instance : db2inst
DB2 Start : Success

In our scenario, we manually move an instance to failover node and now we
have a situation where:

a. The owner node becomes the failover node.
b. The failover node becomes the owner node.
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Example 2-27 shows how to switch the owner and failover nodes back.

Example 2-27 Switch owner and failover nodes

(F) db2inst@KRAKOW $ db2stop

(F) db2inst@KRAKOW $ db2 ps

(F) db2inst@KRAKOW $ exit

(F) root@KRAKOW # umount /home/db2inst/db2home
(F) root@KRAKOW # umount /home/db2inst/db2

(F) root@KRAKOW # varyoffvg sharevg2

(0) root@TYCHY # varyonvg sharevg2

(0) root@TYCHY # mount /home/db2inst/db2home
(0) root@TYCHY # mount /home/db2inst/db2

(0) db2inst@TYCHY § db2gcf -s -i db2inst

(0) db2inst@TYCHY $§ echo "0 "$(hostname)" 0 "$(hostname)
>~/sql11ib/db2nodes.cfg

(0) db2inst@TYCHY § db2gcf -u -i db2inst

Cluster preparation
Two tasks on the nodes are required before you start node clustering:

1. Preparing the nodes to use db2haicu.

Before you use the db2haicu utility, run preprpnode on every node that is a
part of the cluster domain. The command syntax is:

(0) (F) # preprpnode <node name> <node name>...

2. In our environment, as a root user, we issue the command that is shown in
Example 2-28 on both nodes, TYCHY and KRAKOW. You do not have to run
this command for every DB2 instance, only once per node. Ensure that this
command completes without any error.

Example 2-28 Sample command of preprpnode command

(0) root@TYCHY # preprpnode TYCHY KRAKOW
(F) root@KRAKOW # preprpnode TYCHY KRAKOW

System clock synchronization

Synchronizing the date and time among nodes on a cluster is not required, but
do this task, because synchronized clocks can make your problem determination
more straightforward. When you analyze the logs on different nodes, you can
see the time sequence of the events without any adjustment. You can use the
network time protocol (NTP) for this purpose. For more information about how to
configure NTP for your system, see your operating system documentation.
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Creating an XML configuration file for db2haicu

Example 2-29 shows a sample XML file for the DB2 shared storage HA
configuration that is used in our scenario. This XML file contains all the
information that db2haicu needs.

Example 2-29 XML configuration file for db2haicu

<?xml version="1.0" encoding="UTF-8"?>
<DB2Cluster xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="db2ha.xsd" clusterManagerName="TSA"
version="1.0">
<ClusterDomain domainName="db2HAdomain">
<Quorum quorumDeviceProtocol="network"
quorumDeviceName="9.156.47.82"/>
<PhysicalNetwork physicalNetworkName="db2_public_network_0"
physicalNetworkProtocol="ip">
<Interface interfaceName="en0" clusterNodeName="TYCHY">
<IPAddress baseAddress="9.156.47.80" subnetMask="255.255.255.0"
networkName="db2_public_network 0"/>
</Interface>
<Interface interfaceName="en0" clusterNodeName="KRAKOW">
<IPAddress baseAddress="9.156.47.81" subnetMask="255.255.255.0"
networkName="db2_public_network 0"/>
</Interface>
</PhysicalNetwork>
<ClusterNode clusterNodeName="TYCHY"/>
<ClusterNode clusterNodeName="KRAKOW"/>
</ClusterDomain>
<FailoverPolicy>
<Mutual></Mutual>
</FailoverPolicy>
<DB2PartitionSet>
<DB2Partition dbpartitionnum="0" instanceName="db2inst">
<VirtualIPAddress baseAddress="9.156.47.199"
subnetMask="255.255.255.0" networkName="db2_public_network_0"/>
<MutualPair systemPairNodel="TYCHY" systemPairNode2="KRAKOW" />
</DB2Partition>
</DB2PartitionSet>
<HADBSet instanceName="db2inst">
<HADB databaseName="SAMPLE" />
</HADBSet>
</DB2Cluster>
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Where:
» The <ClusterDomain> element

This element covers all cluster-wide information, including quorum, cluster
node, and cluster domain name.

The <PhysicalNetwork> subelement has all network-related information,
including the network name and the network interface.

You must define all network interfaces in this element whether you use the
definition or not. Define a public network on network interface en1 and a
private network on en1.

» The <FailoverPolicy> element
This element specifies the failover type of the cluster nodes. Mutual means an
active/passive policy.

» The <DB2PartitionSet> element
This element covers the DB2 instance information, including the current DB2

instance name, the DB2 partition number, and the virtual IP address that is
associated with the instance.

The <MutualPair> is the node pair that is joined to the cluster domain. The
systemPairNodel attribute is the active (owner) node, and the
systemPairNode2 attribute is the passive (failover) node.

» The <HADBSet> element

This element specifies the database name to be configured to be highly
available. It includes the current DB2 instance name.

Setting up a cluster domain using db2haicu with an XML file

Before you run db2haicu, ensure that the DB2 instance is started. db2haicu
needs a running DB2 instance.

Running db2haicu: Run db2haicu on the owner node. The owner node here
is the node that is specified in the systemPairNode1 attribute. If you run
db2haicu on the failover node (the node that is specified in the
systemPairNode?2 attribute), Tivoli SA MP tries to take over the DB2 resource
group to the owner node as soon as db2haicu execution is complete.

Run db2haicu as the DB2 instance owner. Here is the db2haicu

command syntax:
(0) $ db2haicu -f <XML file name>
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Example 2-30 shows a successful completion of the command execution.

Example 2-30 Sample output of db2haicu execution using XML setup up mode

(0) db2inst@TYCHY $ db2haicu -f db2ha_sharedstorage_mutual_.xmI
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).

You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the utility
called db2pd to query the status of the cluster domains you create.

For more information about configuring your clustered environment using
db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.

db2haicu determined the current DB2 database manager instance is
'db2inst'. The cluster configuration that follows apply to this
instance.

db2haicu is collecting information on your current setup. This step may
take some time as db2haicu need to activate all databases for the
instance to discover all paths ...

Creating domain 'db2HAdomain' in the cluster ...

Creating domain 'db2HAdomain' in the cluster was successful.
Configuring quorum device for domain 'db2HAdomain'

Configuring quorum device for domain 'db2HAdomain' was successful.
Adding network interface card 'en0' on cluster node 'TYCHY' to the
network 'db2_public_network_0'

Adding network interface card 'en0' on cluster node 'TYCHY' to the
network 'db2_public_network_0' was successful.

Adding network interface card 'en0' on cluster node 'KRAKOW' to the
network 'db2_public_network_0'

Adding network interface card 'en0' on cluster node 'KRAKOW' to the
network 'db2 public_network 0' was successful.

Adding DB2 database partition '0' to the cluster ...

Adding DB2 database partition '0O' to the cluster was successful.
Adding database 'SAMPLE' to the cluster domain ...

Adding database 'SAMPLE' to the cluster domain was successful.

A11 cluster configurations have been completed successfully. db2haicu
exiting ...
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Verifying the created cluster domain

The Tivoli SA MP issam command and the DB2 command db2pd are useful for
verifying DB2 clustering with Tivoli SA MP. 1ssam lists all the resource groups
and resources that are contained in the resource groups and the information
about operational states of these objects. The command syntax is as follows:

(0) (F) # 1ssam

Example 2-31 shows that the resource group, db2_db2inst_0-rg, is online and
the active node is TYCHY, which owns all resources in this cluster domain.

Example 2-31 Sample output of Issam command

(0) db2inst@TYCHY $ 1ssam
Online IBM.ResourceGroup:db2_db2inst 0-rg Nominal=Online
|- Online IBM.Application:db2 db2inst 0-rs
|- 0ffline IBM.Application:db2_db2inst 0-rs:KRAKOW
'- Online IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst db2-rs
|- 0ffline
IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- Online
IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- 0ffline
IBM.Application:db2mnt-home_db2inst_dbZhome-rs:KRAKOW
'- Online
IBM.Application:db2mnt-home_db2inst_dbZ2home-rs:TYCHY
'- Online IBM.ServicelP:db2ip 9 156 47 199-rs
|- 0ffline IBM.ServiceIP:db2ip 9 156 47 199-rs:KRAKOW
'- Online IBM.ServicelIP:db2ip 9 156 47 199-rs:TYCHY
Online IBM.Equivalency:db2_db2inst 0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

In DB2 10, the db2pd command option -ha provides data of the cluster domain:
db2pd -ha
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Example 2-32 shows the output of this command.

Example 2-32 Sample output for the db2pd -ha command

(0) db2inst@TYCHY § db2pd -ha
DB2 HA Status
Instance Information:
Instance Name db2inst
Number Of Domains =1

Number Of RGs for instance =1

Domain Information:

Domain Name = db2HAdomain
Cluster Version = 3.1.2.2
Cluster State = Online
Number of nodes =2

Node Information:

Node Name State

TYCHY Online

KRAKOW Online

Resource Group Information:
Resource Group Name

db2_db2inst_0-rg

Resource Group LockState = UnTocked
Resource Group OpState = Online
Resource Group Nominal OpState = Online

Number of Group Resources =4
Number of Allowed Nodes 2
AlTowed Nodes
TYCHY
KRAKOW
Member Resource Information:
Resource Name

dbZ2mnt-home_db2inst_db2-rs

Resource State = Online

Resource Type = Mount

Mount Resource Path = /home/db2inst/db2
Number of Allowed Nodes =2

Allowed Nodes

TYCHY
KRAKOW

54 High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



Resource Name
Resource State
Resource Type

Resource Name

Resource State

Resource Type

DB2 Member Number
Number of Allowed Nodes

db2ip_9 156 _47 199-rs
Online
IpP

db2_db2inst_0-rs
Online

DB2 Member

0

2

Allowed Nodes

TYCHY
KRAKOW
Resource Name = db2mnt-home_db2inst_dbZhome-rs
Resource State = Online
Resource Type = Mount
Mount Resource Path = /home/db2inst/db2home
Number of Allowed Nodes =2

Allowed Nodes
TYCHY
KRAKOW

Network Information:
Network Name Number of Adapters

dbZ_public_network_0 2
Node Name Adapter Name
TYCHY.kraklab.pl.ibm.com en0

KRAKOW. kraklab.p1.ibm.com en0

Quorum Information:
Quorum Name

Fail 0ffline
dbZ_Quorum_Network_9_156_47_82:16_6_29 Online
Operator 0ffline
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2.5 Administration

You must perform regularly some maintenance tasks on the node in the shard
disk HA cluster domain, such as upgrading software. This section demonstrates
how to detach one node from the cluster domain and how to stop the cluster
domain for system maintenance.

2.5.1 The node maintenance scenario

You can use the idle state of the failover node to perform the maintenance tasks
on that node without stopping the entire cluster domain. In this process, you
detach the failover node from the cluster, perform the maintenance work, and
then reattach the node back to the cluster. If the maintenance work is performed
on the owner node, you must swap the role of the node first.

Complete the following steps:

1. Swap the owner node.

If the node to be maintained is the owner node, switch its role to failover. Use
the rgreq command to move the resource groups on the owner node:

(0) # rgreq -o move <resource group>

Verify that all resource groups are moved to the new owner node by
running Tssam.

2. Detach the failover node.
Run samctr1 to detach the maintenance node:
(0) # samctrl -u a <node to detach>

Example 2-33 shows how to swap the owner node and detach it
for maintenance.

Example 2-33 Sample of the samctrl command and its output

(0) root@TYCHY # 1ssam
Online IBM.ResourceGroup:db2_db2inst 0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst 0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
'- Online IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst db2-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- Online IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home db2inst_db2home-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- Online IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY

56 High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



'- Online IBM.ServicelIP:db2ip_9_156_47_199-rs
|- 0ffline IBM.ServiceIP:db2ip_9 156_47_199-rs:KRAKOW
- Online IBM.ServicelIP:db2ip_9_156_47_199-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW: KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW
(0) root@TYCHY # rgreq -o move db2_db2inst 0-rg
Action on resource group "db2_db21nst_0 rg" returned Token
"Ox4abb13a868cf47e3500eaa940003b95b" .
(0) root@TYCHY # l1ssam
OnTine IBM.ResourceGroup:db2_dbZinst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
- 0ffline IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9_156_47_199-rs
|- Online IBM.ServiceIP:db2ip 9 156_47_199-rs:KRAKOW
- 0ffline IBM.ServicelIP:db2ip_9_156_47_199-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW
(0) root@TYCHY # samctrl -u a TYCHY
(0) root@TYCHY # l1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
- 0ffline IBM.Application:db2_db2inst_0-rs:TYCHY Node=Excluded
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
Node=Excluded
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
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'- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:TYCHY
Node=ExcTuded
'- Online IBM.ServicelIP:db2ip_9_156_47_199-rs
|- Online IBM.ServiceIP:db2ip_ 9 156_47_199-rs:KRAKOW
'- 0ffline IBM.ServiceIP:db2ip_9_156_47_199-rs:TYCHY Node=Excluded
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY Node=Excluded
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY Node=Excluded
'- Online IBM.NetworkInterface:en0:KRAKOW

3. Perform maintenance tasks.

You can perform the maintenance tasks on the failover node after it is
detached from the cluster domain. For example, you can reboot the OS or
upgrade software.

Example 2-34 shows the resource status when the owner node is down.

Example 2-34 Resource status when the owner node is turned off

(F) root@KRAKOW # Tssam
OnTine IBM.ResourceGroup:db2_db2inst_0-rg Control=MemberInProblemState Nominal=Online
|- Online IBM.Application:db2 _db2inst_0-rs Control=MemberInProblemState
|- online IBM.Application:db2 db2inst 0-rs:KRAKOW
'- Failed offline IBM.Application:db2_db2inst_0-rs:TYCHY Node=0ffline
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- Failed offline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY Node=0ffline
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home db2inst_db2home-rs:KRAKOW
'- Failed offline IBM.Application:dbZ2mnt-home_db2inst_dbZ2home-rs:TYCHY
Node=0ffline
‘- Online IBM.ServiceIP:db2ip_9_156_47_199-rs Control=MemberInProblemState
|- Online IBM.ServiceIP:db2ip_9 156_47_199-rs:KRAKOW
'- Failed offline IBM.ServicelP:db2ip_9_156_47_199-rs:TYCHY Node=0ffline
Online IBM.Equivalency:db2_db2inst 0-rg_group-equ
|- 0ffline IBM.PeerNode:TYCHY:TYCHY Node=0ffline
'- Online IBM.PeerNode:KRAKOW: KRAKOW
Online IBM.Equivalency:db2_public_network_0
|- 0ffline IBM.NetworkInterface:en0:TYCHY Node=0ffline
'- Online IBM.NetworkInterface:en0:KRAKOW

Node status: When you shut down the RSCT or Tivoli SA MP on the
detached node, the output of the 1ssam command shows Failed Offline for the
node. There is no impact to the cluster node, but the output is changed.
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4. Reintegration in to the cluster domain.
When you want to reintegrate the detached node, run samctr1 again:
(0) # samctrl -u d <node to detach>
After you run samctrl, ensure that there is no Excluded mode in the output of
the 1ssam command. Example 2-35 shows how to run samctrl.

Example 2-35 Attaching an owner node back to the cluster and swapping the owner node to be back online

(F) root@KRAKOW # 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
'- 0ffline IBM.Application:db2_db2inst_0-rs:TYCHY Node=Excluded

(F) root@KRAKOW # samctrl -u d TYCHY
(F) root@KRAKOW # 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
'- 0ffline IBM.Application:db2_db2inst_0-rs:TYCHY

(F) root@KRAKOW # rgreq -o move db2_db2inst_0-rg

2.6 Cluster maintenance

When you must work on DB2 instances or all the resources, you must stop the
cluster domain. For example, you must stop the cluster domain when you
migrate DB2 to a later version. Run chrg and stoprpdomain to stop the

cluster domain.

To stop the cluster domain, complete the following steps:

1. Change the nominal state of the resource groups to offline.

Changing the nominal status of the resource group to offline causes Tivoli SA
MP to try to stop the all resources in the resource group. After that, you can
stop the cluster domain. Run the following command to make this change:

(0) # chrg -o offline <resource group>

After you run chrg, ensure that all resource group and resources in this
domain are offline by running 1ssam.

Chapter 2. DB2 with IBM Tivoli System Automation for Multiplatiorms 59



2. Stop the cluster domain.
Run stoprpdomain to stop the cluster domain:
(0) # stoprpdomain <domain>

Example 2-36 shows that the shared_disk_domain cluster domain is stopped.

Example 2-36 Sample command of stopping the cluster domain

(0) root@TYCHY # chrg -o offline db2_db2inst_0-rg
(0) root@TYCHY # lssam
O0ffline IBM.ResourceGroup:db2_db2inst 0-rg Nominal=0ffline
|- Offline IBM.Application:db2 db2inst 0-rs
|- Offline IBM.Application:db2 db2inst 0-rs:KRAKOW
'- 0ffline IBM.Application:db2_db2inst 0-rs:TYCHY

(0) root@TYCHY # Tsrpdomain

Name OpState RSCTActiveVersion MixedVersions TSPort GSPort
db2HAdomain Online 3.1.2.2 No 12347 12348
(0) root@TYCHY # stoprpdomain db2HAdomain

(0) root@TYCHY # Tsrpdomain

Name OpState RSCTActiveVersion MixedVersions TSPort GSPort
db2HAdomain Offline 3.1.2.2 No 12347 12348

3. Perform maintenance.

You can perform maintenance tasks on these nodes, for example, to migrate
the DB2 or Tivoli SA MP.

4. Start the cluster domain.
After the maintenance, restart the cluster domain by running startrpdomain:
(0) # startrpdomain <domain>
5. Change the nominal state of the resource groups to online.
Run chrg to change the nominal state of the resource groups:
(0) # chrg -o online <resource group>

After you run chrg, verify that the resource groups and all resources in this
domain are online.

Example 2-37 shows that the db2HAdomain is back online.

Example 2-37 Sample command of stopping the cluster domain

(0) root@TYCHY # startrpdomain db2HAdomain
(0) root@TYCHY # Tsrpdomain
Name OpState RSCTActiveVersion MixedVersions TSPort GSPort
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dbZHAdomain Online 3.1.2.2 No 12347 12348
(0) root@TYCHY # chrg -o online db2_db2inst_0-rg
(0) root@TYCHY # l1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
'- Online IBM.Application:db2_db2inst_0-rs:TYCHY

2.6.1 Deleting a domain

If you want to delete resource groups for the current database manager instance,
run the following command:

(0) (F) # db2haicu -delete <resource group>

If there are no resource groups that are left in the cluster domain after db2haicu
removes the resource groups, then db2haicu also removes the cluster domain.

Running db2haicu with the -delete parameter causes the current database
manager instance to cease to be configured for high availability. If the database
manager instance is no longer configured for high availability, then the database
manager does not coordinate with the cluster manager if you perform any
database manager administrative operations that require related cluster
configuration changes.

To reconfigure a database manager instance for high availability, you can run
db2haicu again.

Example 2-38 shows how to delete a high availability configuration and create it
one more time from an XML file.

Example 2-38 Command to delete a high availability configuration

(0) db2inst@TYCHY $ db2haicu -delete
Welcome to the DB2 High Availability Instance Configuration Utility (db2haicu).

You can find detailed diagnostic information in the DB2 server diagnostic log file
called db2diag.log. Also, you can use the utility called db2pd to query the status of
the cluster domains you create.

For more information about configuring your clustered environment using db2haicu, see

the topic called 'DB2 High Availability Instance Configuration Utility (db2haicu)' in
the DB2 Information Center.
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db2haicu determined the current DB2 database manager instance is 'db2inst'. The
cluster configuration that follows apply to this instance.

When you use dbZ2haicu to configure your clustered environment, you create cluster
domains. For more information, see the topic 'Creating a cluster domain with
db2haicu' in the DB2 Information Center. db2haicu is searching the current machine
for an existing active cluster domain ...

db2haicu found a cluster domain called 'db2HAdomain' on this machine. The cluster
configuration that follows apply to this domain.

Removing DB2 database partition '0' from the cluster ...

Removing DB2 database partition '0' from the cluster was successful.

Deleting the domain 'db2HAdomain' from the cluster ...

Deleting the domain 'db2HAdomain' from the cluster was successful.

A1T1 cluster configurations have been completed successfully. db2haicu exiting ...
(0) db2inst@TYCHY $ db2haicu -f db2ha_sharedstorage_mutual_.xm]

2.7 Testing

This section shows some resource failure tests that you can use to verify the HA
cluster setup:

» Operating system failure
Power failure

Network failure

DB2 instance failure

vvyy

We suggest that you perform similar tests before you deploy the HA
configuration to production.

2.7.1 Operating system failure

Use the operating system restart command shutdown -Fr to simulate the
operating system failure situation. When the owner node restart happens, the
failover node takes over the resource group and all resources. If the failover
node fails, the resource group and all resources remain in the owner node. After
the failover node is recovered, the cluster domain reintegrates the failover node
again automatically.

The next four examples show the transition of the cluster domain in the case of
owner node failure.
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Example 2-39 shows the state of the cluster domain before shutdown starts.
TYCHY is online and owns the resources.

Example 2-39 Cluster domain state before shutdown starts

(0) db2inst@TYCHY $ 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
‘- OnTine IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9 156 _47_191-rs
|- 0ffline IBM.ServiceIP:db2ip_9 156 _47 191-rs:KRAKOW
'- OnTine IBM.ServiceIP:db2ip_9 156_47_191-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
Online IBM.Equivalency:db2_public_network 0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

The shutdown -Fr command is run on the TYCHY owner node to simulate an
operating system failure. Example 2-40 shows that the failover is taking place at
the cluster domain and starting a failover after the shutdown starts.

Example 2-40 Failover is taking place

(0) root@TYCHY # shutdown -Fr
(0) root@KRAKOW # Tssam
'"Pending online IBM.ResourceGroup:db2_db2inst 0-rg Control=MemberInProblemState
Nominal=0nline
|- Pending online IBM.Application:db2_db2inst_0-rs
Control=MemberInProblemState
|- Pending online IBM.Application:db2_db2inst 0-rs:KRAKOW
'- Failed offline IBM.Application:db2_db2inst_0-rs:TYCHY Node=0ffline
|- Online IBM.Application:db2mnt-home_db2inst db2-rs
Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- Failed offline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY

Node=0ffline
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|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- Failed offline
IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHYNode=0ffTline
'- Online IBM.ServicelIP:db2ip_9_156_47_191-rs Control=MemberInProblemState
|- Online IBM.ServiceIP:db2ip 9 156_47_191-rs:KRAKOW
'- Failed offline IBM.ServicelP:db2ip_9 156_47_191-rs:TYCHY
Node=0ffline
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- 0ffline IBM.PeerNode:TYCHY:TYCHY Node=0ffline
'- Online IBM.PeerNode:KRAKOW: KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- 0ffline IBM.NetworkInterface:en0:TYCHY Node=0ffline
'- Online IBM.NetworkInterface:en0:KRAKOW

Example 2-41 shows that Tivoli SA MP failed over the resources to the KRAKOW
failover node.

Example 2-41 Failover completed

(0) root@KRAKOW # Tssam
Online IBM.ResourceGroup:db2_db2inst_0-rg Control=MemberInProblemState Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs Control=MemberInProblemState
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
'- Failed offline IBM.Application:db2_db2inst_0-rs:TYCHY Node=0ffline
|- Online IBM.Application:db2mnt-home db2inst _db2-rs Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- Failed offline IBM.Application:dbZ2mnt-home_db2inst_db2-rs:TYCHY Node=0ffline
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs Control=MemberInProblemState
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- Failed offline IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY

Node=0ffline
'- Online IBM.ServiceIP:db2ip_9_156_47_191-rs Control=MemberInProblemState
|- Online IBM.ServiceIP:db2ip 9 156_47_191-rs:KRAKOW
'- Failed offline IBM.ServiceIP:db2ip_9_156_47_191-rs:TYCHY Node=0ffline
Online IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- 0ffline IBM.PeerNode:TYCHY:TYCHY Node=0ffline
'- Online IBM.PeerNode:KRAKOW: KRAKOW
Online IBM.Equivalency:db2_public_network 0
|- 0ffline IBM.NetworkInterface:en0:TYCHY Node=0ffline
'- Online IBM.NetworkInterface:en0:KRAKOW
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Example 2-42 shows that the cluster domain completes reintegrating the old
owner node.

Example 2-42 Old owner node is reintegrated

(0) root@KRAKOW # 1ssam
Online IBM.ResourceGroup:db2 _db2inst 0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst 0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
'- 0ffline IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst db2-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- O0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home db2inst_db2home-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- Offline IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9 156 _47_191-rs
|- Online IBM.ServiceIP:db2ip 9 156 47 191-rs:KRAKOW
'- Offline IBM.ServiceIP:db2ip_9 156 _47 191-rs:TYCHY
Online IBM.Equivalency:db2_db2inst 0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW: KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

2.7.2 Power failure

The power failure can be simulated by unplugging the power cable. The failover

process is similar to the operating system failure. The 1ssam output is similar as

well. This test can reassure you that the failover behavior of the cluster domain is
as expected.

2.7.3 Network failure

A network failure test checks the HA configuration of the service IP address.
Simulate the network failure by unplugging the network cable of the public
network in the owner node. In our environment, it is the cable of the en0 network
interface in TYCHY.

The next three examples show the transition of the cluster domain upon
network failure.
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Example 2-43 shows the cluster domain state before the network failure
test starts.

Example 2-43 Cluster domain before the network failure test starts

(0) root@KRAKOW # Tssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
‘- OnTine IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9 156 _47_191-rs
|- 0ffline IBM.ServiceIP:db2ip_9 156 _47 191-rs:KRAKOW
'- OnTine IBM.ServiceIP:db2ip_9 156_47_191-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
Online IBM.Equivalency:db2_public_network 0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

Unplug the network cable. Example 2-44 shows the cluster domain that is
starting to fail over the resource from the owner node to the failover node.

Example 2-44 Cluster domain starts the failover process

(0) root@KRAKOW # 1ssam
Pending offline IBM.ResourceGroup:db2_db2inst_0-rg Binding=Sacrificial
Control=MemberInProblemState Nominal=0nline
|- 0ffline IBM.Application:db2_db2inst_O-rs Binding=Sacrificial
|- 0ffline IBM.Application:db2_db2inst 0-rs:KRAKOW
'- 0ffline IBM.Application:db2_db2inst 0-rs:TYCHY
|- Pending offline IBM.Application:db2mnt-home db2inst db2-rs
Binding=Sacrificial
|- 0ffline IBM.Application:db2mnt-home db2inst_db2-rs:KRAKOW
'- Pending offline IBM.Application:db2mnt-home _db2inst_db2-rs:TYCHY
|- Pending offline IBM.Application:db2mnt-home_db2inst_db2home-rs
Binding=Sacrificial
|- 0ffline IBM.Application:db2mnt-home db2inst_db2home-rs:KRAKOW
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'- Pending offline
IBM.Application:db2mnt-home_db2inst_db2home-rs:TYCHY
'- 0ffline IBM.ServiceIP:db2ip_9_156_47_191-rs Binding=Sacrificial
Control=MemberInProblemState
|- 0ffline IBM.ServiceIP:db2ip_9 156 _47_191-rs:KRAKOW
'- Failed offline IBM.ServiceIP:db2ip_9 156_47_191-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- 0ffline IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

Example 2-45 shows that the cluster domain completes the failover process.
KRAKOW is now the owner node.

Example 2-45 Cluster domain completes the failover process

(0) root@KRAKOW # Tssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Control=MemberInProblemState Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- Online IBM.Application:db2_db2inst_0-rs:KRAKOW
‘- Offline IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- O0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- O0ffline IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9 156_47_191-rs Control=MemberInProblemState
|- Online IBM.ServiceIP:db2ip 9 156 47 191-rs:KRAKOW
'- OnTine IBM.ServicelIP:db2ip_9 156 _47_191-rs:TYCHY
Online IBM.Equivalency:db2_db2inst 0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- 0ffline IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW
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2.7.4 DB2 instance failure

This test checks the DB2 instance failure by stopping the DB2 process. When
Tivoli SA MP detects the failure of the resources, Tivoli SA MP tries to start the
resource on the same node once. So, expect that this failure is recovered on the
same node in this case.

When db2haicu creates the cluster domain, it registers the scripts for starting,
stopping, and monitoring resources. Tivoli SA MP detects the failure by the
return code (RC) of the monitor script that is run by Tivoli SA MP. Tivoli SA MP
acts based on the RC. If the start script completes successfully with RC=0 and the
next return code from the monitor script is RC=1 (online), Tivoli SA MP
determines that the node recovered by itself successfully. If the start script
returns a non-zero return code (RC<>0) or the next monitor script return code is
RC=2 (offline), Tivoli SA MP starts the standby node takeover process
immediately. In this test case, the monitor script returns RC=2 (offline), which
triggers the Tivoli SA MP to start the failed resource (DB2 processes).

To simulate a DB2 instance failure, stop the DB2 process by running kill:
(0) # ki1l <process ID of DB2>

The next three examples show the recovery progress of the TYCHY.
Example 2-46 shows the cluster domain state before the DB2 process failed.

Example 2-46 Initial cluster domain state

(0) root@KRAKOW # Tssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
‘- OnTine IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_dbZhome-rs:TYCHY
'- Online IBM.ServicelP:db2ip 9 156 47 196-rs
|- 0ffline IBM.ServiceIP:db2ip_9 156 _47_196-rs:KRAKOW
'- OnTine IBM.ServicelIP:db2ip_9 156_47_196-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- OnTine IBM.PeerNode:KRAKOW:KRAKOW
Online IBM.Equivalency:db2_public_network 0
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|- Online IBM.NetworkInterface:en0:TYCHY
'~ OnTine IBM.NetworkInterface:en0:KRAKOW

Stop a DB2 process by running the following commands:

» # ps -ef|grep db2sysc |grep db2inst
» db2inst 10420290 10354752 1 18:13:20 - 0:00 db2sysc 0
» # kill -9 10420290

Example 2-47 shows that the recovery is started on the same node (TYCHY).

Example 2-47 The recovery is started on TYCHY

(0) root@KRAKOW # 1ssam
Pending online IBM.ResourceGroup:db2_db2inst 0-rg Nominal=Online
|- Pending online IBM.Application:db2 db2inst 0-rs
|- 0ffline IBM.Application:db2 db2inst_0-rs:KRAKOW
'- Pending online IBM.Application:db2 db2inst 0-rs:TYCHY
|- Online IBM.Application:db2mnt-home db2inst db2-rs
|- Offline IBM.Application:db2mnt-home db2inst db2-rs:KRAKOW
'- Online IBM.Application:db2mnt-home_db2inst db2-rs:TYCHY
|- Online IBM.Application:db2mnt-home db2inst_db2home-rs
|- Offline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- Online IBM.Application:db2mnt-home_db2inst_db2home-rs:TYCHY
'- Online IBM.ServicelP:db2ip 9 156 47 196-rs
|- 0ffline IBM.ServiceIP:db2ip 9 156 47 196-rs:KRAKOW
'- Online IBM.ServicelIP:db2ip 9 156 47 196-rs:TYCHY
Online IBM.Equivalency:db2 db2inst 0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- OnTine IBM.PeerNode:KRAKOW:KRAKOW
Online IBM.Equivalency:db2 public_network 0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW

Example 2-48 shows that the restart is successful on TYCHY.

Example 2-48 Self node restart successful

(0) root@KRAKOW # 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2inst_0-rg Nominal=Online
|- Online IBM.Application:db2_db2inst_0-rs
|- 0ffline IBM.Application:db2_db2inst_0-rs:KRAKOW
'- Online IBM.Application:db2_db2inst_0-rs:TYCHY
|- Online IBM.Application:db2mnt-home_db2inst_db2-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_db2inst_db2-rs:TYCHY
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|- Online IBM.Application:db2mnt-home_db2inst_db2home-rs
|- 0ffline IBM.Application:db2mnt-home_db2inst_db2home-rs:KRAKOW
'- OnTine IBM.Application:db2mnt-home_dbZinst_db2home-rs:TYCHY
'- Online IBM.ServicelIP:db2ip_9_156_47_196-rs
|- 0ffline IBM.ServiceIP:db2ip_9 156 _47_196-rs:KRAKOW
'- Online IBM.ServicelIP:db2ip_9_156_47_196-rs:TYCHY
OnTine IBM.Equivalency:db2_db2inst_0-rg_group-equ
|- Online IBM.PeerNode:TYCHY:TYCHY
'- Online IBM.PeerNode:KRAKOW:KRAKOW
OnTine IBM.Equivalency:db2_public_network_0
|- Online IBM.NetworkInterface:en0:TYCHY
'- Online IBM.NetworkInterface:en0:KRAKOW
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DB2 and PowerHA
SystemMirror

This chapter explains how to integrate DB2 in a PowerHA SystemMirror
(formerly known as HACMP) environment. The DB2 in the cluster is in a shared
disk. It provides the basic management concepts with considerations to reduce
the time that is taken for failover.

This chapter covers the following topics:

Overview

How DB2 works with PowerHA
Planning the PowerHA cluster
Setting up the PowerHA cluster
Considerations for db2nodes.cfq file
Tuning tips for quick failover

vVvyYvyvyYYyy
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3.1 Overview

PowerHA for AIX provides a highly available computing environment. PowerHA
facilitates the automatic switching of users, applications, and data from one
system to another in the cluster after a hardware or software failure. The primary
reason to create PowerHA clusters is to provide a highly available environment
for mission-critical applications. In an PowerHA cluster, to ensure the availability
of these applications, the applications are placed under PowerHA control.
PowerHA ensures that the applications remain available to client processes even
if a component in a cluster fails. To ensure availability if there is a component
failure, the PowerHA software moves the application along with resources to
another node in the cluster.

Here are some common PowerHA terms:

» Topology

The layout of physical components and connections that are defined
in PowerHA.

» Cluster

The group of nodes that work together closely for enhancing availability
of services.

» Node

Each server within the cluster definition. A Service (or Primary) node is
designated as active to provide service to applications. A Standby node sits
ready to take over if the service node fails.

» Resource

A resource is an object that is protected and controlled by PowerHA. It might
include the IP address that clients access, file systems, or raw devices on
shared volume groups, and the start and stop scripts to control applications.

» Resource group

This is a group of all the resources that must be failed over from one server to
the other. These resources include, but are not limited to, the following items:

— The shared disks as defined in the volume groups. Raw devices or file
systems are defined on them.

— The IP address (Service Address) that the clients connect to.

— The applications to be started to provide services. DB2 instance start and
stop scripts are included in this definition.
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» Service address

The IP address that provides services to clients. The service IP address is
included in the resource group.

» Shared disk

Shared disk is a group of storage devices and volume groups that is
connected to multiple nodes. Raw devices and file systems that are required
to provide services are placed on them. From the perspective of DB2 in a
non-HADR implementation of PowerHA, this group would include the
database directory, table space containers, and database logs.

» Application server

The application server is a set of scripts that are used to start and stop the
applications that are running on a PowerHA node. One of the scripts is an
application server start script that starts the applications that are a
prerequisite to a provision of client services. The other script is an application
server stop script that stops applications before you release resource groups.
From the perspective of DB2, this set includes scripts to start and stop the
database instance.

Although there is only one main script to provide stop and start functionality
for all applications and services, these functions can easily be made modular
by splitting the tasks into many subscripts, which are called from the main
script. For example, with the appropriate logic in the main calling script,
subscripts can be called in a specific order according to file name, and can be
dynamically added or removed from a subdirectory as required without
changing the main calling script.

For more information about HACM terminology, see PowerHA SystemMirror:
Master Glossary, SC23-6757.

3.2 How DB2 works with PowerHA

This section focuses on the PowerHA cluster with databases created on shared
disks. High availability is enabled by moving these disk resources (changing
which node has control over them) and restarting the database instance on a
standby node when the service node has an outage. This classic type of cluster
is a shared disk cluster. This sections explains how DB2 works in a shared disk
cluster that is controlled by PowerHA with an example of a simple single
partitioned instance.
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Figure 3-1 illustrates a PowerHA topology and related DB2 database
components. PowerHA manages the group of resources that are required to
provide a service, including shared disks where database components are, the

IP address for client service, and the application server that handles the starting

and stopping of the applications (including the DB2 database instance).

_______________________________________________

Interface

DB2 instance

W Application
) server
I

Start script

Database

Shared
disk

Stop script

L EEEEEEEY EEEEEEEE

___________________

_______________________________________________________

Cluster

Figure 3-1 PowerHA topology and related DB2 database components

PowerHA continuously sends heartbeats between the nodes in the cluster to
identify if and when the other one is down. PowerHA handles resource group
takeover from one system to the other as necessary after a failure or fallback
after the failed node is repaired. In a DB2 single-partitioned environment, the
cluster takes the following actions:

» Failover (unplanned takeover)

If the service node fails, the PowerHA standby node detects the service node
outage. When the keepalive packets from all network routes are not received
from the other node, the standby node starts to take over the resource group.
This action means that the standby node acquires the shared storage devices
and the volume group where database components are created, and the
service IP address through which clients communicate with the server. After
the resources are taken over, the start script is defined in the application
server is issued, which starts the DB2 instance along with other critical
services and applications.
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Figure 3-2 shows how the resource group was moved to a standby node
during failover.

Reconnect

Start script
(db2start)

DB2 instance

Application W
server

Database

Shared
disk

Figure 3-2 Failover (unplanned takeover)

Switch over (planned takeover for maintenance)

You can switch over the resource group intentionally to the standby node for
machine maintenance. This action is done by performing two PowerHA
management operations:

— Stop PowerHA in takeover mode on the service node.

The application server stop script on the node that must release the
resource group is run. The stop script gracefully stops all the applications
and processes that access the shared disk.

— Move the resource group from the service node to the standby node.

The PowerHA process is still running on both nodes. PowerHA releases
all resources, including shared disks and any service |IP address that is
related to the resource group. After it is released by the service node, the
resource group is acquired on the standby node’s side.
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Figure 3-3 illustrates how the resource group moves during the switchover.
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Figure 3-3 Switchover (planned takeover for maintenance)

3.3 Planning the PowerHA cluster

Planning a PowerHA cluster is similar to planning a high availability cluster with
IBM Tivoli System Automation for Multiplatforms (Tivoli SA MP). For more
information, see 2.3, “Planning the high availability cluster” on page 27.

3.4 Setting up the PowerHA cluster

Setting up PowerHA usually requires the following steps:
1. Define the cluster and add nodes to the cluster.

2. Configure the PowerHA network and decide which method is used for IP
address takeover.

3. Configure the communication interface and devices. A heart-beating disk can
be used as the heart-beat device. To configure the heart-beating disk, the
shared disk should be in an enhanced concurrent volume group.
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4. Configure the high availability service IP.

5. Configure the application server.

It is useful to replace the start and stop script entry with a test script (dummy
script) to test the basic functions of PowerHA. After verifying that the
PowerHA environment functions correctly, modify the start and stop script

to work.

Configure the High Availability (HA) resource group.

This step groups the HA service IP, shared volume groups and files systems,
the application server, and all the resources that are required by the
application in to one resource group. If there is a node failure, the PowerHA
moves the resource group that is running on the failed node to the surviving
node in the cluster.

Verify and synchronize the PowerHA configuration.

After you configure PowerHA, you must verify and synchronize the topology
and resource group using the facility that is provided by PowerHA (for
example, through SMIT command panels). Every time the PowerHA
configuration is changed, you must resynchronize the cluster from the node
where the change is made.

After the verification and synchronization is successful, you can start the
PowerHA service.

3.4.1 PowerHA cluster setup planning

Before you set up an PowerHA environment, you must plan the cluster
environment. Consider the following list of items:

»

>
>
>
>

Physical nodes

Network

Application back-end/services software (for example, DB2)
PowerHA configuration

Application server start/stop scripts

Next, examine the planning of these items briefly in a sample environment
specific to a disk sharing configuration. Detailed information and instructions for
each item can be found in the links that are provided in 3.4.2, “PowerHA
configuration” on page 79.
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Sample environment

Figure 3-4 shows the sample configuration of an active/standby PowerHA cluster

configuration, with a normal DB2 instance in a shared disk configuration.
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__________________

Figure 3-4 PowerHA disk shared cluster

Here is the planning we did for this sample environment:
» Physical node configuration:
Two physical nodes named Node1 and Node2 are defined in the cluster:

— Node1 is designated as the service node, which normally provides service
for clients. A single partitioned DB2 instance is running on this node.

— Node2 is the standby node, which normally stands by for any service node
outage. No DB2 instance runs on the standby node. The role of both
nodes changes in response to system failover, or to planned takeover
issued by administrators.

» Network configuration:

— Two Ethernet network interfaces on each node are provided for client
connectivity. These interfaces are both under the control of PowerHA. The
service address for clients is added on one of these network interfaces.

— One Serial (RS-232C) network is configured for PowerHA keepalive. Use
a serial network (non-TCP/IP network), because it makes PowerHA failure
detection more reliable.
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» DB2 configuration:

The DB2 product libraries are installed on the local disk of each server. A
single partitioned instance named db2instl and its database named SAMPLE
are created on a shared disk. If table spaces or logs are placed in different
devices within the shared disk, those devices all must be included in a single
resource group.

» PowerHA configuration:

— A resource group named shared_rg is configured in the cluster, which has
a service IP address, application server, and file systems on a shared disk
as resources.

— A service address is defined in the resource group. Each DB2 client has
the entry for this service address in its catalog node directory and
connects to the Service node through this IP address.

— An application server is also defined in resource group. The application
server start script starts the database instance and restarts the database.
The application server stop script stops the instance.

3.4.2 PowerHA configuration

The last section briefly described the planning stage before PowerHA
implementation. This section introduces an outline of actually setting up
PowerHA in a shared disk cluster configuration.

Checking the network connection

Before you configure PowerHA, the network must be configured properly. To
check the network configurations for the cluster, complete the following steps:

1.

Check that the IP addresses are configured on network interfaces on
both nodes.

. Check that the /etc/hosts file has all the entries of the IP addresses and their

labels are the ones that are used by PowerHA.

Verify that the name resolution is working well by running host. If something
is wrong, check and modify the /etc/hosts file.

Check the serial network connection. Use the subsidiary network for
PowerHA keepalive to make PowerHA failure detection more secure. For
more information, see Administrating PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v7rl/index.jsp?topic=%2Fcom.ib
m.aix.powerha.admngd%2Fha_admin_kickoff.htm
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Configuring the shared disk

This requirement is specific to an PowerHA shared disk configuration. Because
shared disks are an important part of the PowerHA setup, this section lists the
high-level steps that are needed to set up shared disk resources.

Here are some of the terms for AIX Logical Volume Manager, which are used in
this section:

» Volume group (VG)
» Logical volume (LV)

» Journaled file system (JFS or JFS2)

» File system (FS)

» Log that maintains a consistent JFS (JFSLog or JFS2LOG)

To set up shared disk drives and the logical volume manager, complete the
following steps:

1. Check the disk drives.
Check that the external disk is configured and recognized from both nodes.
2. Create the VG.

Create the VG on the service node. The VG must have a unique name and
major number (serial ID of VG) for all nodes in the cluster. You can check
available major numbers on both nodes by running Tvlstmajor:

root@nodel:/# Tvistmajor
58...

To add a volume group, you can use the smit menu:
#smitty vg

Select Volume Groups — Add a Volume Group — Add an Original Volumes
Group. Enter VOLUME GROUP name, and the available Volume group
MAJOR NUMBER, as shown in Example 3-1.

Example 3-1 Add volume group

Add an Original Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry
Fields]
VOLUME GROUP name [db2vg]

Physical partition SIZE in megabytes
+
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* PHYSICAL VOLUME names [hdisk1]
+

Force the creation of a volume group? no
+

Activate volume group AUTOMATICALLY yes
+

at system restart?

Volume Group MAJOR NUMBER []
+#

Create VG Concurrent Capable? no

+

Activate the VG by running the following command:
# varyonvg db2vg
. Create the JFS or JFS2 log.

Create the JFS or JFS2 log with a unique name on the new VG. When you
create the first file system on a new VG, AIX automatically creates a JFS or
JFS2 log, with the name of loglv00, loglv01, and so on, for each new JFS or
JFS2 log on the machine. By default, AlX creates only one JFS and JFS2 log
per VG. Because a unique name is needed for the JFS or JFS2 log, it is best
to define the JFS or JFS2 log by running mk1v before you create the first

file system.

To create a JFS2 log with the name db2vgjfslog in the db2vg VG, run the
following command:

# mklv -t jfs2log -y db2vgjfslog db2vg 1

To format the JFS2 Log, run the following command, and select y when
asked whether to destroy the LV:

# logform /dev/db2vgjfsiog
Togform: destroy /dev/db2vgjfslog (y)? y

. Create a file system.

Create any LVs and JFSs that are needed, and ensure that they have unique
names and are not currently defined on any node. Set the FSs so that they
are not mounted on restart. Verify the current LV and JFS names.

To create the JFS2 LV for the /home/db2inst1 file system, run the
following command:

# smit v
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In the Add a Logical Volume menu, select a VG name and press Enter. The
Add a Logical Volume menu opens. Complete the fields (Example 3-2).

Example 3-2 Add logical volume

Add a Logical Volume

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[TOP] [Entry
Fields]
Logical volume NAME [homelv01]
* VOLUME GROUP name db2vg
* Number of LOGICAL PARTITIONS [16]
#
PHYSICAL VOLUME names (]
+
Logical volume TYPE [§fs2]
POSITION on physical volume middle
+
RANGE of physical volumes minimum
+
MAXIMUM NUMBER of PHYSICAL VOLUMES [1
#
to use for allocation
Number of COPIES of each Togical 1
+
partition
Mirror Write Consistency? active
+
Allocate each logical partition copy yes
+
on a SEPARATE physical volume?
RELOCATE the Togical volume during yes
+
reorganization?
[MORE...9]

After the LV is created, create a file system that is associated with this LV. In
this example, we create a JFS2 file system. To add a JFS2 file system on the
previously defined LV, run the following command:

# smitty jfs2
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Select Add an Enhanced Journaled File System on a Previously Defined
Logical Volume and complete the fields (Example 3-3).

Example 3-3 Adding a JFS2 file system

Add an Enhanced Journaled File System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]
* LOGICAL VOLUME name homelv01
+
* MOUNT POINT
[/home/db2inst1]

Mount AUTOMATICALLY at system restart? no
+

PERMISSIONS read/write
+

Mount OPTIONS (]
+

Block Size (bytes) 4096
+

Logical Volume for Log
+

Inline Log size (MBytes) W
#

Extended Attribute Format Version 1
+

ENABLE Quota Management? no

+

After a file system is created, it is not automatically mounted. Check that the
file system can be mounted manually by running the following command:

#mount /home/db2instl

. Unmount all of the FSs and deactivate the VG by running the
following commands:

— #unmount /home/db2instl
— #varyoffvg db2vg
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6. Import the VG.

Import the VG on the standby node (node2) with the same major number, and
change the VG so that it is not activated on restart. When the VG is imported
on the node2, the definitions of the FSs and LVs are imported to node2. If you
ever need to NFS export the file system, the major number for the VG must
be identical on both nodes. Ensure that the VG is defined not to be activated
automatically on reboot because it can be activated and controlled

by PowerHA.

To import a VG, run the following command:
# smit vg
Select Import a Volume Group and complete the fields (Example 3-4).

Example 3-4 Importing a volume group

Import a Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry
Fields]
VOLUME GROUP name [db2vg]
* PHYSICAL VOLUME name [hdiskl]
+
Volume group MAJOR NUMBER [58]
+#

Next, change the VG so that it is not activated on reboot by running the
following command:

# smit vg

Select Set Characteristics of a Volume Group — Change a Volume Group.
Then, select VOLUME GROUP name. In the Change a Volume Group menu,
select no on Activate volume group AUTOMATICALLY.

7. Move the VG back to the service node.

Move the file system and VG back to node1 for the next step, where you
create a DB2 instance user on node1. To accomplish this task, run the
following commands:

— # unmount /home/db2instl
— # varyoffvg db2vg
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Next, run the following commands on node1:

— # varyonvg db2vg
— # mount /home/db2instl

User/group setup and DB2 installation

Now that the shared disk is set up, you can create the DB2 instance and
database on the shared disk. On node1, complete the following the steps:

1. Create the group for the DB2 instance.
Run mkgroup to create the group.

2. Create the user for the DB2 instance.
Run mkuser and passwd.

3. Change the ownership of the FSs and LVs.

4. Install DB2 and set up the license key. The DB2 product must be installed on
the local disk of both nodes.

5. Create the DB2 instance.
6. Create a database in the shared file system.
7. Fail the instance home directory over to node2.

Unmount all the FSs on the shared disk and varyoff the VG on node1.
Activate the VG and mount all the FSs on node2.

Next, on node2, delete the /home/db2inst1/sq111b directory so that you can
create the instance and control files on node 2, then repeat steps 1 - 5. Using this
procedure allows DB2 to automatically perform steps such as adding service
entries and modifying the db2nodes. cfg file for you. Then, recatalog the
database by running the following command:

db2 catalog database dbname on <DBPATH>

Instead of deleting /home/db2inst1/sq111b, you can repeat steps 1 - 4 on node2,
then manually create the Instance user IDs and group IDs on the second node,
specifying the existing home directory in the shared file system. Make sure that
/etc/services contains the correct DB2 port assignments and update the
db2nodes.cfg file with an alias known to both nodes. This alias must be added to
the /etc/hosts file on each node.

Preparing application server scripts

The application server is composed of a start script and a stop script. This
section explains what must be included in these application server scripts.
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In the start scripts, restart the DB2 instance and activate the databases to run
crash recovery:

» DB2 Enterprise Server Edition (ESE) instance has the db2nodes.cfg file in the
sq11ib subdirectory of the instance home. This file must contain the correct
host name and IP address when you restart the DB2 instance on the other
node. DB2 single partition instances also have this file. We explain this topic
in more detail in 3.5, “Considerations for db2nodes.cfg file” on page 90.

» Set the database configuration parameter AUTORESTART to ON. The database
manager automatically calls the restart database utility, if required, when an
application connects to a database or a database is activated. The default
setting is ON.

In the stop scripts, you must stop all applications and processes that access the
shared disk to ensure that the node can release the shared disk successfully. In
DB2 terms, this means you must run force application all, deactivate for all
databases, terminate to stop the back-end process, and db2stop to stop the
dbm/instance. Escalation commands such as db2stop force and db2_ki11 may
be necessary to get applications disconnected in a reasonable period.

A sample script file is packaged with DB2 ESE for AIX to help configure
PowerHA failover or recovery in either hot standby or mutual takeover nodes.
The script file is called rc.db2pe.ee for a single node (other than ESE) and
rc.db2pe.eee for multiple nodes. They are in the sq11ib/samples/hacmp/es
subdirectory of the DB2 Instance home. The appropriate file can be copied and
customized for your system. When customized and renamed, rename
rc.db2pe.ee to rc.db2pe. For example, these sample scripts are called by
running rc.db2pe db2instl start and rc.db2pe db2instl stop.

Parallel System Support Programs (PSSP): rc.db2pe.eee is based on
PSSP for an AlX environment; you cannot use it directly if there is no PSSP
environment. However, you can customize it to adapt your requirements.

For more information about PowerHA events, see Data Recovery and High
Availability Guide and Reference, SC27-3870-00. This topic is also available in
the DB2 Information Center at:

http://publib.boulder.ibm.com/infocenter/db21uw/v10rl/topic/com.ibm.db2
.luw.admin.ha.doc/doc/c0007500.htm]
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Configuring PowerHA
smitty for AIX provides PowerHA configuration interfaces. The main steps are:

©NOOAWN

Add nodes to the PowerHA cluster.

Add a service IP label/address.

Configure application servers.

Add a resource group.

Add resources to the resource group.

Define the serial network and serial network device.
Verify and synchronize PowerHA configurations.
Basic verification of PowerHA configuration.

Here we expand upon each step:

1.

Add nodes to PowerHA cluster by running the following command
#smitty sysmirror
You can run smitty hacmp as well.

From the PowerHA SystemMirror menu, select Cluster Nodes and
Networks — Manage Nodes — Add a Node.

Enter the node name.
Add a service IP address by running the following command:
# smitty sysmirror

From the PowerHA SystemMirror menu, select Cluster Applications and
Resources — Resources — Configure Service IP Labels/Addresses — Add a
Service IP Label/Address.

In the Add a Service IP Label/Address menu, enter the IP label and
network name.

Configure application servers.
To access this menu, run the following command:
# smitty sysmirror

From the PowerHA SystemMirror menu, select Cluster Applications and
Resources — Resources — Configure User Applications (Scripts and
Monitors) — Application Controller Scripts — Add Application Controller
Scripts.

In the Add Application Controller Scripts menu, enter the controller name, and
the complete paths of the start and stop scripts.

Start and stop scripts: The start and stop scripts that are called from the
application controller must exist in the local directory on both nodes and
have the same name.
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4. Add a resource group.

To add a resource group, run the following command:
# smitty sysmirror

From the PowerHA SystemMirror menu, select Cluster Applications and
Resources — Resource Groups — Add a Resource Group.

In the Add a Resource Group menu, enter the resource group name and
participating node names.

. Add resources to the resource group by running the following command:

# smitty sysmirror

From the PowerHA SystemMirror menu, select Cluster Applications and
Resources — Resource Groups — Change/Show Resources and Attributes
for a Resource Group.

In the Change/Show Resources for a Resource Group menu (Example 3-5),
enter the service IP label/address, application server name, volume groups,
and file system information.

The resource group policies that we set in this example are shown in
Example 3-5. These settings correspond to the Rotating resource group in
former PowerHA versions, which means there is no priority for resource
groups between nodes. For more information, see PowerHA SystemMirror
Version 7.1 for AIX Standard Edition: Planning PowerHA SystemMirror,
found at:

http://pic.dhe.ibm.com/infocenter/aix/v6rl/topic/com.ibm.aix.powerha
.plangd/hacmpplangd pdf.pdf

Example 3-5 Adding a resource to a resource group

Change/Show A11 Resources and Attributes for a Resource Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry

Fields]

Resource Group Name db2_rg

Participating Nodes (Default Node Priority) nodel bt
node2 bt

Startup Policy OnTine Using
Distribution Policy

Fallover Policy Fallover To

Next Priority Node In The List
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Fallback Policy Never
Fallback>

Service IP Labels/Addresses [service]
' Application Servers [db2_server]
' Volume Groups [db2vg]
' Use forced varyon of volume groups, if necessary false
Automatically Import Volume Groups false +
: Filesystems (empty is ALL for VGs specified) [/home/db2inst1
+

6. Define the serial network and serial network device.

If you have a serial network as the subsidiary keepalive network, you can
configure this network from the smit menu.

7. Verify and synchronize PowerHA configurations.

After you define the PowerHA configuration from one node, you must verify
and synchronize the cluster topology to the other node. Run the
following command:

# smitty sysmirror

From the PowerHA SystemMirror menu, select Cluster Nodes and
Networks — Verify and Synchronize Cluster Configuration.

The PowerHA verification utility checks that the cluster definitions are the

same on all nodes and provides diagnostic messages if errors are found.
The PowerHA configuration details can be found in the following publications:
» PowerHA SystemMirror for AIX PDF manual links:

http://pic.dhe.ibm.com/infocenter/aix/v7rl/index.jsp?topic=%2Fcom.ib
m.aix.powerha.navigation%2Fpowerha_pdf.htm

» PowerHA SystemMirror Version 7.1 for AIX Standard Edition: Administering
PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v7rl/topic/com.ibm.aix.powerha
.admngd/hacmpadmngd_pdf.pdf
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» PowerHA SystemMirror Version 7.1 for AIX Standard Edition: Planning
PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v6rl/topic/com.ibm.aix.powerha
.plangd/hacmpplangd pdf.pdf

» Data Recovery and High Availability Guide and Reference, SC27-3870-00

3.5 Considerations for db2nodes.cfqg file

From Version 8 onwards, DB2 Enterprise Server Edition (ESE) single and
partitioned instances have a db2nodes.cfg file in the sq11ib subdirectory of the
Instance home. The db2nodes.cfg file is used to define the database partition
servers that participate in a DB2 instance. In the cluster environment, you must
consider the entry of this file to start DB2 instances on different nodes.

Suppose that a DB2 ESE single partition instance is running in a cluster that is
composed of a service node named node1 and a standby node named node2.
When a takeover occurs, the DB2 instance must be started on node2. If the
Instance home directory is configured on the shared disk, the entry in
db2nodes.cfg file on the shared directory does not match the host name of the
standby node. Then, the db2start command fails with error codes like -6048 or
-6031 when the application start script tries to start the DB2 instance.

Example 3-6 shows a case where db2start fails when db2nodes.cfg does not
match the host name.

Example 3-6 Error messages that are caused by an invalid db2nodes.cfg entry

$hostname
host?2

$cat /home/db2instl/sql1ib/db2nodes.cfg
0 hostl 0

$ db2start
SQL6048N A communication error occurred during START or STOP DATABASE
MANAGER processing.

You have several options to avoid this error, some of which are listed here:

1. Modify the file entry in the start script.

2. Run the db2start command with the restart option.
3. Run the db2gcf command with the -u option.

4. Use an alias in the hosts files.
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Options 1, 2, and 3 modify the db2nodes . cfg file manually or automatically, while
options 4 does not. Option 2 requires permission for remote execution, while
options 1, 3, and 4 do not.

Next, we describe each of these options in further detail. The following DB2
Information web page also contains information about the format of the DB2
node configuration file for DB2 10.1:

http://publib.boulder.ibm.com/infocenter/db21uw/v10rl/topic/com.ibm.db2
.Tuw.gb.server.doc/doc/r0006351.html

3.5.1 Modifying the file entry in the start script

Perhaps the simplest of the listed methods, this method entails modifying the
db2nodes.cfg file before you start the DB2 instance, or preparing another
configuration file with the correct entry and overwriting the existing db2nodes. cfg
file. In our example, a DB2 instance, on the PowerHA Service node named
node1 (node2 as standby), has a db2nodes.cfg file with the following content:

0 nodel 0

If there is a takeover on node2, this db2nodes.cfqg file is invalid. Therefore, the
application start script can include a process to modify db2nodes.cfg to have the
following content, or prepare a local file that already has the following entry and
that copies or overwrites this file to the db2nodes.cfg file before actually starting
the DB2 instance on node2:

0 node2 0
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Figure 3-5 shows this concept graphically, with states shown before, during, and
after the takeover by node 2 occurred.

Normal state

..................................... " Modify the file entry <751 0 node1 0
0 node1 0 Z
0 node2 0
db2nodes.cfg db2nodes.cfg

O O

Fail over

node1 node2

Figure 3-5 Modifying the db2nodes.cfg entry before starting DB2 on node2

3.5.2 Running the db2start command with the restart option

Starting the DB2 instance with the restart option gives you the ability to specify
the new host name as the node that is taking over the resource groups
(Example 3-7). DB2 automatically modifies the db2nodes.cfg file with the host
name you specified in the restart option.

Example 3-7 Restart option of the db2start command

db2start dbpartitionnum O restart hostname node2
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Considerations

Because the restart option requires the permission of remote execution, you
must configure remote shell (rsh) or Secure Shell (SSH) to be available in the
cluster. This setting is required for both single and multiple node partitions.

» rsh configuration

Add entries of a reliable host name and user to the .rhosts file or hosts.equiv
file. This option is often not viewed favorably because of the security risks that
the remote shell might present.

» SSH configuration (available since DB2 8.2):

Install SSH, and set the public key and private key for the usage of the DB2
instance. Set the full path of the ssh command in the DB2RSHCMD registry value
as follows:

db2set DB2RSHCMD=/usr/bin/ssh

3.5.3 Running the db2gcf command with the -u option

This option uses the db2gcf command. When you run the db2gcf command with
the -u option, the db2nodes.cfg file is automatically modified and the DB2
instance starts on the standby node. With this method, rsh or ssh are not
required, so the method is useful if you have a site or company policy against
using any .rhosts files for security reasons, or if you cannot have ssh installed.

See Example 3-8 for a db2gcf command example and Example 3-9 for the
db2nodes.cfg file that is modified by this command. You might notice in
Example 3-9 that a fourth parameter is appended to db2nodes.cfg. This
parameter is used for interconnect for Fast Communications Manager
(FCM) communication.

Example 3-8 db2gcf command that is issued with the -u option

$ db2gcf -u -p 0 -i db2instl

Instance : db2instl
DB2 Start : Success
Partition 0 : Success

Example 3-9 Entry of db2nodes.cfqg file that is modified by the db2gcf command
0 node2 0 node?
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For more information about db2gcf, see DB2 10.1 Command Reference,
SC27-3868-00, or the DB2 Information Center at:

http://publib.boulder.ibm.com/infocenter/db21uw/v10rl/topic/com.ibm.db2
.luw.admin.cmd.doc/doc/r0010986.htm1

3.5.4 Using an alias in the hosts file

This option uses an alias in the /etc/hosts file. The entry of the db2nodes.cfg file
never changes during takeover. With this method, rsh or ssh are not required, so
the method is useful if you have a site or company policy against using any
.rhosts files for security reasons, or if you cannot have SSH installed.

You must create an alias entry in the /etc/hosts file on both systems with the
following format:

ip_address short name long name alias
On node1 (primary system), the entry looks similar to Example 3-10.

Example 3-10 /etc/hosts file of node1
192.168.10.101 nodel nodel.itsosj.sanjose.ibm.com db2host

On node2 (standby system), the entry looks similar to Example 3-11.

Example 3-11 /etc/hosts file on node2
192.168.10.102 node2 node2.itsosj.sanjose.ibm.com db2host

The IP address and domain name for both files should match network definitions
for the primary and standby systems, that is, the alias goes against the actual
local host name entry, as DB2 uses the host name as the basis for what should
be in db2nodes.cfg before it starts.

Next, the hosts entry in the /etc/netsvc.conf file must contain Tocal as the first
parameter. The hosts entry on both primary and standby systems then looks
similar to Example 3-12.

Example 3-12 Entry of etc/netsve.conf file

hosts=1ocal,bind

By putting Tocal as the first parameter, this forces the system to look in the
/etc/hosts file for a host name entry before it goes to the Domain Name
Server (DNS).
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Finally, parameter/column two in the db2nodes.cfg file is changed to the alias
defined on both systems. The new db2nodes. cfg file then resembles
Example 3-13, where db2host is the name that is defined in the hosts file on
both systems.

Example 3-13 Entry of db2nodes.cfg file
0 db2host 0

After you complete these steps, fallover and fallback testing should be done to
ensure that the HA computing environment is working correctly.

3.6 Tuning tips for quick failover

When an outage on a primary database occurs, the steps that are required for
continuing database services are as follows:

1. Failure detection
2. Resource failover required to provide service
3. Restart applications and services

To speed up the recovery time, you must reduce the time that is taken in each
step. This section describes the considerations for each step, which are shown

in Figure 3-6.
Outage
Resume
1. Failure detection 2. Failover resources 3. Restart services
7| Cluster software | DB2

Figure 3-6 Time that is consumed by failover process

3.6.1 Failover of the resources

This section describes several options to speed up resource failover time.
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IP address takeover

In previous versions of PowerHA, network interfaces were directly overwritten by
the service address. From HACMP/ES V4.5, an IP alias takeover is available,
which reduces time for adding the service IP address to the standby node. As
stated in the PowerHA SystemMirror Version 7.1 for AIX Standard Edition:
Administering PowerHA SystemMirror, the reduced time is because of fewer
commands that are required when you move addresses.

For more information about IP Aliases in PowerHA, see the following
PowerHA manuals:

» PowerHA SystemMirror Version 7.1 for AIX Standard Edition: Administering
PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v7rl/topic/com.ibm.aix.powerha
.admngd/hacmpadmngd_pdf.pdf

» PowerHA SystemMirror Version 7.1 for AIX Standard Edition: Planning
PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v6rl/topic/com.ibm.aix.powerha
.plangd/hacmpplangd pdf.pdf

Disk resource failover

During a failover, PowerHA moves shared disks that are defined in the resource
group from one server to another. This migration includes the following activities:

» Varyon (activate) VG By running varyonvg.
» Mount FSs (if the FSs are defined in the resource group).

The delay in a DB2 failover mostly stems from the necessity to move control of
the shared disks and resources from one server to another. An integrity check of
file systems (fsck) consumes a tremendous amount of time when the shared VG
contains huge FSs. The more FSs that are in the resource group, the longer it
takes to failover. Therefore, the basic way to speed up disk resource takeover is
to reduce the number of FSs in the resource group. This task can be
accomplished by using raw device containers instead of FSs. With DB2
database managed space (DMS) on the raw device, you can decrease the disk
resource failover time, because it is not necessary to mount and check
consistency of FSs during failover.
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You can also have a concurrent access resource group for the raw disk, reducing
failover time even further. Concurrent access volume group with PowerHA
enables both nodes to activate a VG simultaneously. This configuration reduces
time for takeover resources because a shared disk is then always activated on
standby nodes and it is not necessary to activate/varyon the VGs either. Using
concurrent access with PowerHA requires the installation of an additional
PowerHA file set.

For example:

cluster.es.clvm.rte for 5.3.0.0 COMMITTED ES for AIX Concurrent
Access

Concurrent access mode is not supported for JFSs. Instead, you must use only
raw logical volumes or physical disks for concurrent access resource groups.

Another consideration for the concurrent access resource group concerns the
logistics of ensuring that no processes on the standby node (for example, DB2
instances) are actively using any shared disks. Concurrent VGs are activated
from all the nodes in the cluster. This situation means that they can be accessible
from all nodes in the cluster simultaneously and there is a possibility of
unintentional data corruption or loss. In this situation, software with data on a
shared disk must ensure consistent data access, whether that be performed from
within the software, or controlled externally through the application

start/stop scripts.

Although DB2 databases do not tolerate concurrent access from multiple
servers, in mixed/hybrid PowerHA/HADR mode, as described in Chapter 7,
“HADR with clustering software” on page 223, DB2 databases use a shared disk
on the primary cluster pair, and HADR writes to the standby on a third server
node.Only one DB2 instance can actively use this shared disk at once.

To improve performance of failover/takeover, use a raw device for data storage.
Then, the next question is a matter of what is created on the raw device and what
is not:

» User table spaces

If your database is huge, user table spaces should take up most of the shared
disks, so using a DMS raw device for the table space container can improve
failover performance.

» Catalog table space

You can specify the characteristics of the DB2 system catalog table space
when you create databases by running CREATE DATABASE. Because the DB2
SYSCATSPACE is small in most cases, it is unlikely to contribute to reduction
of failover time.
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» Other database components

Other database components, such as database directory files, instance home
and subdirectories, and archive log directories, must be created on FSs. The
archive logs also can use Tivoli Storage Manager and avoid the issue
altogether.

Because you still have FSs for some database components, PowerHA fast disk
takeover can help fail over these file system resources. This feature enables
faster resource group takeover using AIX Enhanced Concurrent Volume Groups
(ECVG). Enhanced concurrent VG of AIX supports active and passive mode
varyon, can be included in a non-concurrent resource group, and the fast disk
takeover is set up automatically by the PowerHA software.

For all shared VGs created in enhanced concurrent mode that contain FSs,
PowerHA activates the fast disk takeover feature. When PowerHA starts, all
nodes in a resource group that share enhanced volume group varyons this VG in
passive mode. When the resource group is brought online, the node that
acquires the resources varyons the VG in active mode. This action reduces the
time to varyon VGs, even though it still requires time to mount FSs.

For more information about fast disk takeover, see PowerHA SystemMirror
Version 7.1 for AIX Standard Edition: Planning PowerHA SystemMirror, found at:

http://pic.dhe.ibm.com/infocenter/aix/v6rl/topic/com.ibm.aix.powerha.pl
angd/hacmpplangd pdf.pdf

There is another PowerHA option to speed up mounting FSs: parallel mount of
FSs. You can use this feature to specify how FSs are mounted during disk
resource takeover. Parallel mount can be faster than sequential (default). This
option can be used if you do not have nested FSs.

You can also change the method of the file system integrity check from the
default fsck to 1ogredo. Although 1ogredo can speed up mounting FSs, this
option does not ensure that all the errors in the FSs can be fixed if the node fails
in the middle of file system 1/O.

Starting and activating the database
After the resources are taken over by the standby node, re-enable the DB2
database for client use, which includes the following activities:

» Restart the DB2 instance (run dbh2start).
» Activate the database, including buffer pool activation and crash recovery.

If crash recovery is required, it might be some time before the database can be
opened up for client access. From the perspective of high availability, it is
imperative to reduce crash recovery time and restart the database more rapidly.
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Crash recovery is the process by which the database is moved back to a
consistent and usable state. This task is done by rolling back incomplete
transactions and completing committed transactions that were still in memory
when the crash occurred. In other words, crash recovery updates the data in
table space containers to match what is stored in any unprocessed log records.
This situation means that the time that is consumed by crash recovery depends
on how large the gap is between the log records and the actual data in
database containers.

Here, the gap equates to the amount of log records:

» Records to be rolled forward: The amount of log records that are committed,
but are not written from the buffer pool to the disk.

» Records to be rolled back: The amount of log records that are not committed,
but are written to disk.

To make crash recovery fast, you must reduce these amounts:
» Records to be rolled forward

You can synchronize memory and database pages more frequently by writing
the dirty pages on buffer pool to the database pages. Here are some relevant
tuning parameters:

— NUM_IOCLEANERS:

The page cleaner DB2 process (I/O cleaner) is in charge of writing dirty
pages on the buffer pool to the database pages on disk. The number of
the processes that are activated is determined by the NUM_IOCLEANERS
database configuration parameter. When you increase this parameter, the
contents of the database are updated more on disk, because the page
cleaner cleans dirty pages from buffer pools to data pages and therefore
reduces the crash recovery time. Increase this parameter based on the
number of the processor cores on the server.

— SOFTMAX and CHNGPGS_THRESH:

The page cleaners are started according to the settings of the SOFTMAX and
CHNGPGS_THRESH database configuration parameters. Tuning these
parameters lower than the default values reduces the crash recovery time,
with the trade-off of increasing the load on certain system resources.

When the SOFTMAX parameter is set lower, it can cause the database
manager to trigger the page cleaners more often and take more frequent
soft checkpoints. The log control file is then written to disk more often and
can reduce crash recovery time.
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The lower that the CHNGPGS_THRESH parameter is set, the lower the
percentage of changed pages is required to be kept in the buffer pool. This
setting triggers the asynchronous page cleaners to start cleaning the
buffer pool more often. Committed data is written to the disk more often
and less recovery time is needed in case of crash recovery.

Theoretically, spreading out smaller but more frequent writes to disk from
buffer pool pages should reduce peak write 1/0O load, and reduce the
frequency of synchronous write I/O, frequent writes to storage by page
cleaners might still sometimes lead to adverse performance impacts.
Consider the performance impacts to system load and transaction
throughput and tune for the best values to suit your system.

For even further improved and proactive page cleaner activity, consider
using the DB2_USE_ALTERNATE_PAGE_CLEANING registry variable. This
registry variable makes CHNGPGS_THRESH redundant, as it no longer controls
page cleaning.

» Records to be rolled back

It is important to frequently issue commits from the applications. This matter
cannot be stressed enough; issues of transactional performance,
concurrency, and ease of recoverability are heavily dependent on how
applications are coded.

Despite giving the appearance of a continuous connection to a database back
end, a coded online transaction performs most of its work without even
holding locks on data. It needs only to gain locks momentarily before
immediately committing to process requests after the user confirms an action.

Batch processing is also a frequently abused target from users who expect to
be able to issue logged updates of millions of rows at a time, and then get
upset when a logical failure or timeout occurs halfway through their input files,
and their transaction then takes time to roll back. These uses are often the
same ones who complain when told that the answer is to commit as
frequently as possible, meaning that they must code retry and restart logic
into their batch jobs, or pursue alternatives such as unlogged loads with copy
yes options.
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DB2 with Microsoft Windows
Failover Cluster

This chapter explains a sample setup of a highly available DB2 environment with
Microsoft Windows Server 2008 R2 Failover Cluster. It explains the fundamental
concepts of Microsoft Failover Cluster to help you understand its architecture
and the basic configuration procedures.

This chapter describes how to configure a DB2 instance and other cluster
resources to become the highly available resources in the Failover Cluster. It
demonstrates the configuration steps using both the automatic utility db2mscs and
the manual steps. It also demonstrates a sample test scenario using IBM Data
Studio, where you can see the cluster in action.

Finally, this chapter explains the steps that you must follow to upgrade your
servers with minimal downtime.

This chapter covers the following topics:

Failover Cluster concepts

Minimal steps to cluster a DB2 instance
Creating a server cluster

Installing DB2

Creating a DB2 instance

Manually configuring a DB2 instance

Using db2mscs to configure a DB2 instance
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» Testing a cluster
» Upgrading your instance

4.1 Failover Cluster concepts

Microsoft Windows Server 2008 provides two techniques for clustering: Windows
Server Failover Cluster and Network Load Balancing (NLB). Failover Cluster
helps setting up highly available environments for stateful applications. NLB
provides scalability and increases availability for stateless applications (such as
proxy or web servers). In this chapter, you are concerned only with

Failover Clusters.

Failover Cluster availability: The Failover Clustering feature is included in
Windows Server 2008 Enterprise and Windows Server 2008 Datacenter. It is
not included in Windows Server 2008 Standard or Windows Web Server 2008.

This chapter is not intended to give a detailed explanation of Microsoft Failover
Cluster, but rather to introduce its fundamental concepts so that you can
consider using this feature with DB2 when you select a clustering product for a
DB2 application.

This section introduces some concepts that are specific to Failover Cluster. You
might want to review some of general high availability concepts that were
introduced in Chapter 1, “DB2 high availability and disaster recovery overview”
on page 1.

4.1.1 Failover Cluster overview

Windows Server 2008 and Windows Server 2008 R2 Failover Cluster (formerly
know as Microsoft Server Clusters) introduce some new features and
enhancements. The new improvements include easier cluster setup and
management, enhanced security and stability, improved networking, and how
the cluster communicates with the storage. The cluster can now support up to
16 nodes instead of eight nodes.

! For 32-bit operating system, you still have only eight nodes.
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New quorum model

For a cluster that supports up to 16 nodes, the shared quorum model can be a
single point of failure. To eliminate this single point of failure, the quorum model
was changed to a majority model. A cluster can continue running if the majority of
nodes can communicate to each other. Every node on the cluster has a vote and
in some cases a disk or a file share can also vote. The voting majority continues
running as a cluster. The minority stops running as a cluster. Quorum is about
controlling who you want to have a vote. Windows Server 2008 Failover Cluster
supports four quorum modes:

» Node Majority

Each node that is available and in communication can vote. The cluster
functions only with a majority of the votes, that is, more than half. This mode
is best suited for clusters with an odd number of nodes.

» Node and Disk Majority

All nodes and the witness disk that are available and in communication can
vote. The cluster functions only with a majority of the votes, that is, more than
half. This mode is best suited for clusters with an even number of nodes.

» Node and File Share Majority

The same as Node and Disk Majority, except for using a file share instead of
a shared disk.

» No Majority: Disk Only

The cluster has quorum if one node is available and in communication with a
specific disk in the cluster storage. This mode is the same as the previous
shared quorum disk in Microsoft Windows Server 2003. For more
information, see:

http://technet.microsoft.com/en-us/Tibrary/cc731739.aspx

This new quorum model introduced some new terminology: disk witness, file
share witness, and vote. The witness concept represents a dedicated resource
for use by the cluster as an arbitration point when nodes lose communication
with each other. It is a new name that represents the old quorum concept.

Here is an overview of these new terms:

Disk Witness A dedicated small NTFS disk (not less than 512 MB) that
is on the cluster group. It can vote to the quorum. It stores
an updated version of the cluster database to maintain the
cluster state and configurations independently of node
failures. It helps avoid split-brain scenarios in the cluster.
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File Share Witness A file share available to all nodes in the cluster. It also can
vote to the quorum. It does not store a version of the
cluster database. It helps avoid split-brain scenarios.

Vote Maijority (quorum) is calculated based on votes. Cluster
nodes, disk witness, or file share witness can have a vote
that is based on your selected quorum mode.

4.1.2 Windows Failover Cluster definitions

This section introduces a few concepts that are necessary to understand how
Failover Clusters work in Windows Server.

Resource type

In Failover Cluster, a resource type is a service, such as web service, IP
address, or a device, such as a shared disk, that must be made highly available.

For every type of resource to be manipulated, you need a handler, which is an
interface that manipulates this resource. For example, if what you want to make
highly available is a shared disk, you need a mechanism to:

» Detect that the resource is working properly
» Detect the availability of the disk from each node
» Failover or failback the resource among the nodes as necessary

In the case of Failover Cluster, this handler is implemented as a Dynamic Link
Library (DLL) that must be provided by the provider of the service or resource. In
the case of basic operating systems or resources (such as disks), Failover
Cluster provides a default DLL that can handle them.

In the case of DB2, a new type of resource that is known as DB2 should be
created. We show how to add the DB2 resource type to Server Cluster in 4.6.1,
“Adding the DB2 resource type” on page 123.

Resource
A resource is any element that you want to make highly available in the system.
Common resources that you can find are:

» |P addresses
» DB2 instances
» Shared disks

104 High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



Groups

A cluster group is a set of resources that are interdependent with each other.
They are logically linked together for a specific purpose, for example, to make a
DB2 instance highly available.

Groups also make it possible to establish ownership of the resources to each
node. After a group is successfully created, you can select the preferred owner
node for this group. Failover and failback always act on groups.

4.1.3 Managing Failover Cluster

This section briefly describes how to install the Failover Cluster feature and what
are the tools that you can use to manage this functionality.

Installing the Failover Cluster feature

As of Windows Server 2008, clustering software is not installed by default. It is
included as a pluggable feature in the operating system. You must add the
Failover Cluster feature to all servers that you want to include in the cluster. To
add the Failover Clustering feature, complete the following steps:

1. Click Start —» Administrative Tools — Server Manager and, under
Features Summary, click Add Features.?

2. In the Add Features wizard, click Failover Clustering and then click Install.

Available tools to manage Failover Cluster

Failover Cluster can be managed by using a GUI or a a command-line interface
(CLI). The GUIl interface is a snap-in for Microsoft Management Console (MMC).
You can use the Failover Cluster Manager snap-in to validate failover cluster
configurations, create and manage existing failover clusters, and migrate some
resource settings to a cluster that is running Windows Server 2008 R2. For CLI
management, run Cluster. Windows Server 2008 R2 introduces a new
PowerShell Cmdlets feature for Failover Clusters. Windows PowerShell provides
a scripting interface for actions that you might otherwise perform with the
Failover Cluster Manager snap-in. For more information about this topic, see:

http://technet.microsoft.com/en-us/library/ee619751(v=ws.10).aspx

2 You can also open the Add Features dialog ox by clicking Initial Configuration Tasks and, under
Customize This Server, click Add features.
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4.2 Minimal steps to cluster a DB2 instance

To set up your cluster using Windows Server 2008 R2 Failover Cluster, you need,
at minimum, the following resources:

>

>

»

»

A Windows 2008 domain.

Two machines to work as the nodes in the cluster using the Windows Server
2008 R2 editions that support the Failover Cluster.

Two shared disks that can be accessed simultaneously from all the nodes.
Two network cards in each node (not mandatory, but a good idea).

In our lab example, we set up VMWare images with the following resources:

>

Two machines named winNode101 and winNode102, running Windows
Server 2008 R2 Enterprise at the torolab.ibm.com domain.

Each node has two network cards, one for the private network and the other
for the public network.

Three shared disks were created:
— Drive Q: This disk was created to be the quorum of the cluster.

— Drives E and S: These disks are used for DB2 table spaces and instance
profile storage.

Here is the procedure to set up a highly available DB2 environment with Failover
Cluster. We provide detailed steps for creating a Windows Server Failover
Cluster and how to configure it with IBM DB2 in the next few sections.

1.

= © © N o o Mo

Install a Windows Server 2008 R2 edition that supports Failover Clustering on
each cluster node.

Configure the shared disks devices and ensure that each node has access to
the shared resources.

Add your nodes to a Windows Domain.

Add the Failover Cluster feature to all nodes.

Use the Validate a Cluster wizard to validate your system configurations.
Create a cluster using the Failover Cluster Create a Cluster wizard.
Install DB2.

Create a DB2 instance.

Make the DB2 instance highly available.

0.Test your cluster.
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4.3 Creating a server cluster

To create a cluster, a Windows Domain is required. The Failover Cluster creates
the needed objects on the domain and assigns them specific permissions.
Before proceeding, assume that you completed the following steps:

1. Added your servers to a domain.

2. Added the Failover Cluster feature to all nodes, as described in “Installing the
Failover Cluster feature” on page 105.

3. Properly configured and connected your networks and storage on all nodes.

After successfully completing these steps, you can proceed with:

» Validating your system compliance with Failover Cluster
» Creating the cluster in the domain

Subsequent sections explain the remaining steps to configure your DB2 instance
to make it highly available.

4.3.1 Validating your system

Microsoft Failover Cluster provides a validation wizard from which you can
validate your system. If your system does not pass the validation tests, your
cluster is not supported by Microsoft. In addition, your hardware must be marked
as “Certified for Windows Server 2008 R2”. Your two machines should have the
same operating system version, batch level, hardware configurations, and
settings. For more information about these requirements, see:

http://technet.microsoft.com/en-us/library/cc771404.aspx
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To start validating your system, click Start - Administrative Tools — Failover
Cluster Manager. The Failover Cluster Manager snap-in window opens
(Figure 4-1).

Logging in: If you are not logged in to this machine using a domain user, you
get a warning message, and the Failover Cluster Management tasks
become unavailable.

E,, Server Manager _ Ol x

File  Action View Help
&= |2mH
ENE A C et eIV Failover Cluster Manager | Actions
ey
E : F Cluster M. -
=l ] Festures Failover Cluster Manager RR——————
5;3.&5

over Cluster Manager ﬂ Walidate a Configuration...

Pl y 'ﬂ.ﬁ‘a Create failover clusters, walidate hardware for potential failover clusters, and perform configuration
Diagnostics : 223
% Congflguratlon i_@ changes to your failover clusters. 2 Create a Cluster, .
4
232 Starage 35151 Manage a Cluster...
« Owverview Vigw »
A failover cluster is a set of independent computers that wark together to increase the availability of D Properties
services and applications. The clustered servers (called nodes) are connected by physical cables and by
saftware. If one of the nades fails, another node begins to provide services [a process known as failover) Help

| = Cluslsrs ‘

= Manaﬂement

Ta begin to use failover clustering, first validate vour hardware configuration, then create a cluster. After
these steps are complete, you can manage the cluster. Managing a cluster can include migrating services
and applications to it from a cluster running Windows Server 2003, Windows Server 2008, or Windows
Server 2008 R2.

Y Walidste a Configuration.. E Understanding cluster validation tests
E] Create a Cluster... ﬁ Creating a failover cluster or adding a cluster
node
B Manage s Cluster.. ﬁ Managing a failover chuster
ﬁ Migrating services and applications from a

cluzter

« More Information

E Failover cluster tapics on the Web

B Failover cluster communities on the 'Web

E Microsoft support page on the Web

Figure 4-1 Failover Cluster Manager snap-in window

To validate your system configuration for Microsoft Failover Cluster, complete
the following steps:

1. From the Failover Cluster Manager window (Figure 4-1), click Validate a
Configuration in the Management section to start the validation wizard.
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2. The Before You Begin window opens (Figure 4-2). This window displays some
helpful information about the current wizard and provides some links to the
Microsoft website. Click Next.

@'Ualidate a Configuration Wizard

1}4' Before You Begin

f'ou Begin Thiz wizard runz validation tests to determing whether this configuration of servers and attached storage iz
zet up comectly to support Failover, A cluster zolution iz supported by Microzoft only if the complete
configuration [zervers, network, and storage] pazses all tests in thiz wizard. [n addition, all hardware
componentz in the clugter solution must be "Cerdified for Windows Server 2008 R2"

Select Servers ar a
Cluszter

Testing Options :
If you want to walidate a set of unclustered servers, you need to know the names of the servers.

Confirmation Impartant: the storage connected to the selectad servers will be unavailable during walidation tests.
Validating IF you want to walidate an existing fallover cluster, you need ta know the name of the cluster or one of its
Surmmiary nodes,

'ou mugt be a local adminigtrator on each of the servers you want to validate,

To continue, click Mest.

More about preparing vour hardware for validation
More about cluster validation tests

™ Do nat shaw this page again

Mest = Cancel

Figure 4-2 Validate a Configuration wizard
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3. From the Select Servers window (Figure 4-3), enter the names of your
servers to be validated and press the Enter key. You can add more than one
server at once by separating them with semicolons (;). In this window, you
cannot add a node that is already a member of another cluster. Your nodes
can be a member of only one cluster. After you add your nodes, click Next.

ﬂ‘.‘:‘_'i"d'alidate a Configuration Wizard

%‘gﬁ Select Servers or a Cluster

Before Y'ou Begin To walidate 5 zet of zervers, 5dd the names of all the servers.
To test an existing cluster, add the name of the cluster or one of its nodes.

Testing Options
Enter narne: Browse... |

Confirmation

- Selected servers: winnode101 tarolab. b com Add
LS I winnode102. torolab.ibr. com —

Surnrnary Hemave |

< Previous | Mext » I Cancel

Figure 4-3 Select Servers or a Cluster window
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4. The next window prompts you to choose the tests to run. You can choose to
run all the tests or run only certain tests (Figure 4-4). We selected Run all
tests (recommended). Click Next.

@'Ualidate a Configuration Wizard

450 Testing Options

Before Y'ou Begin Choosze between running all tests ar running selected tests.

Select Servers ar a
Cluszter

The tests include Inventory tazks, Metwork tests, Storage tests, and System Configuration tests.

Microzoft supparts a cluster zolution only if the complete configuration [servers, network, and storage] can
paszs all tests in this wizard. In addition, all hardware components in the cluster solution must be 'Certified
Canfirmation for Windows Server 2008 B2

Walidating

Surnrnary

&' Run all tests [lecommended)

' Run only tests | select

More about cluster validation tests

< Previous | Mext » I Cancel

Figure 4-4 Select validations tests
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5. A confirmation window opens and lists the selected tests (Figure 4-5). You
can get back and add or remove some specific tests. After you are done, click
Next to start the validation process.

ﬂ‘.‘:‘_'i"d'alidate a Configuration Wizard

%‘gﬁ Confirmation

Before ou Begin Y'ou are ready to start validation.
Selact Servers or & Fleaze confirm that the following zettings are comect:;
Cluszter
. . Y
Testing Options Servers to Test
winnodel0l.torolab.ibrn com

W alidating winnodel02 toralab.ibrm, com
Surnrnary
Tests Selected by the User Category
List BIOS Infarmation Inventory
List Enviranment Yariables Inventory
List Fibre Channel Host Bus Adapters Inventary ﬂ

To continue, click Mest.

More about cluster validation tests

< Previous | Mext » I Cancel

Figure 4-5 Selected validation tests confirmation
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The validation tests are running (Figure 4-6). Wait for them to complete.

24 Yalidate a Configuration Wizard
?45? Validating

Before “'ou Begin

Select Servers or a
Cluszter

Testing Options

Confirmation

Walidating

Surnrnary

The fallowing walidation tests are running. Depending on the test zelection, thiz may take a significant

amount of time.

hzx VYalidate Simultaneous Failover

Progress | Test | Result :I
100 % Walidate Disk Access Latency The test pazzed.
100 % Y alidate Dizk Arbitration The test pazzed,
100 % Walidate Disk Failower The test pazzed.
100 % Yalidate File Spgtem The test pazzed,
100 % Walidate Microzoft MPIO-based disks The test pazzed.
100 % Yalidate Multiple Arbitration The test pazzed, J
100 % Yalidate SCSI device Vital Product Data [WFD] The test pazzed.
100 % Yalidate SCSI1-3 Persistent Reservation The test pazzed,

Bringing online disk 1 _
S ;IJ

Testing iz in progress.

Cancel |

Figure 4-6 Validation tests that are running
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6. After successfully completing the system validation, a window opens with the
summary report of the validation results (Figure 4-7). If you receive errors, try
to correct these errors first. You might need to view the detailed report by
clicking View Report to obtain more details about the failing tests.

E‘E’l Yalidate a Configuration Wizard

Jﬁ?ﬁ Summary

Before Y'ou Beagin Testing haz completed successfully and the configuration iz suitable for clustering.
Select Servers or a
Cluszter
Testing Options il
B T o Failover Cluster Validation Report
Walidating
M Mode: winnodel0l torolab.ibr.com
Node: winnodel02 torolab.ibm.com
"‘1‘@1' a ﬂ
To view the report created by the wizard, click “iew Repart. . |
To close this wizard, click Finigh. bzl

Create the cluster now uzing the validated nodes...

More about cluster validation tests

Figure 4-7 Validation summary report
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Virtualized environments: If you are using a virtualized environment -and
cloned your machines from each other or used the same template, you might
get an error with the network configurations. For example, you might get “An
item with the same key has already been added.” error.

What happened is that your network adapters have the same GUID on both
nodes (because they are clones). The validation tools expect this Globally
Unique Identifier to be unique. You can check the GUIDs by validating the
output of this power shell command:

Get-WmiObject Win32_ NetworkAdapter | f1 Name,GUID
Compare the output on both nodes to verify GUID uniqueness. If the GUIDs
match, delete the network adapter from one of the nodes and rescan for

hardware changes to obtain the new network adapter that is installed with the
new GUID.

Now you have completed the validation of your environment and are ready to
create a cluster.

4.3.2 Creating a cluster in the domain

To create a cluster in the domain, complete the following steps. To create a
cluster, a shared disk resource must exist. The supported types of storage are
Serial Attached SCSI (SAS), iSCSI, and Fibre Channel.

1. Open Failover Cluster Manager, as described in 4.3.1, “Validating your
system” on page 107
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2. Under Features from the left navigation tree, right-click Failover Cluster
Management and click Create a Cluster. The Create Cluster wizard
introductory window opens (Figure 4-8). Click Next.

E¥ Create Cluster Wizard E

41 1 Before You Begin

i

f'ou Begin Thiz wizard creates a cluster, which is a set of zervers that work together to increase the availability of
clustered services and applications. [ one of the zervers fails, another server beging hosting the clustered
zervices and applications [a process known as Failover].

Select Servers

Walidation ' arning o ; ) -
Befare you run thiz wizard, we strangly recommend that you run the Yalidate a Configuration wizard to

Access Point for enzure that vour hardware and hardware settings are compatible with failover clustering.
Adminigtering the
Cluster Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can

Carfimation pass all tests in the Walidate a Canfiguration wizard. 1 addition, all hardware companents in the cluzster
zolution must be "Certified for Windows Server 2008 R2".

Creating Mew Cluster . : .
ou mugt be a local adminigtrator on each of the servers you want to include in the cluster.
Surnrnary

To continue, click Mest.

More sbout Microsoft support of cluster zolutions that have passed validation tests
More about the name and P address information needed for & new cluster

™ Do nat shaw this page again

Mest = I Cancel

Figure 4-8 Create Cluster wizard

3. Inthe Select Servers window, add your cluster nodes as you did in Figure 4-3
on page 110. Select your validated servers and click Next.
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4. If you have not run the Validate Cluster wizard before or your validation did
not completely pass all the tests, you are prompted to run Cluster Validation.
If your system passed all tests successfully, you do not get this dialog box.
Instead, the Access Point for Administering the Cluster window opens
(Figure 4-9). It asks you for the cluster name and access point (IP address)
for administering the cluster. Input you cluster name (DB2Clust) and Access
point IP (9.26.20.103) and click Next.

E¥ Create Cluster Wizard

?—%3 Access Point for Administering the Cluster

Before Y'ou Begin Type the name pou want to uze when administenng the cluster.

Select Servers

Cluster Marme: DB 2Chast
One ar mare |Pv4 addrezses could not be configured automatically. For each netwark to be uzed, make
sure the network iz selected, and then type an address.

Confirmation
Creating Mew Cluzster
| M etworkz Address
Surmmar
’ 2 9.26.20.0/23 T . 2% . 2 . 1§

More about the administrative Access Paint for a cluster

< Previous | Mext » I Cancel

Figure 4-9 Access Point for Administering the Cluster

New computer object: After successful completion, Failover Cluster
creates a computer object in the domain (DB2Clust) and assigns it an IP
address (9.26.20.103). Remember this object, as you need to assign
certain permissions to it later in this chapter. If you forgot this step, your
cluster does not work properly.
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5. A confirmation window opens with the selected configurations you provided
(Figure 4-10). Click Next to start creating the cluster.

E¥ Create Cluster Wizard E

4°% Confirmation

T

Before ou Begin Y'ou are ready to create a cluster.

Select Servers The wizard will create pour cluster with the following settings:

Accezz Point for ﬂ
Administering the Cluster: DBEZClust
Cluster MNode: winnodel0l torolab.ibm.com

onfirmation Mode: winnodel0Z torolab.ibr.com
IP Address: 9.26.20.103

Creating Mew Cluzster

Surnrnary

To continue, click Mest.

< Previous | Mext » I Cancel

Figure 4-10 Cluster configurations confirmation
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6. The Creating New Cluster window opens. It shows the creation process’
progress (Figure 4-11).

E¥Create Cluster Wizard

ﬁ;; Creating New Cluster

Befare 'ou Beain Fleaze wait while the cluster iz configured.

Select Servers

Accesz Point for
Adriniztering the
Cluszter

Confirmation

|

Creating Mew

Summary

Bringing the resource far 'Cluster Disk 1° anline.

Cancel |

Figure 4-11 Creating cluster progress
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7. After the cluster creation completes, a window opens and shows a summary
report (Figure 4-12).

E¥ Create Cluster Wizard E

Summary

Before 'ou Begin You have successfully completed the Create Cluster \Wizard.

Select Servers

Accezz Point for
Adminigtering the -

Cluster Create Cluster

Confirmation

Creating Mew Cluzster

M Cluster: DEZCluster
Node: winnodel0l torolab.ibm.com
Mode: winnodel0Z torolab.ibr.com
Quorum: Mode and Disk Majority { Cluster Disl 2 ) ﬂ
To view the report created by the wizard, click “iew Repart. e [ " |
To close this wizard, click Finigh. e

Figure 4-12 Create cluster summary

4.4 Installing DB2

DB2 should be installed on all the nodes in the cluster. For the DB2 installation
procedure, see the DB2 Information Center at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom.i
bm.db2.luw.gb.server.doc%2Fdoc%2Ft0008099.html

While you are installing DB2, ensure that you enable extended security using
domain groups. If you have DB2 installed, see 4.6.5, “Configuring security
settings” on page 142 for the steps to correctly configure DB2 security for
the cluster.
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4.5 Creating a DB2 instance

DB2 creates a default instance during the DB2 installation on Windows.
However, we create an instance to configure the DB2 cluster in this example.

We create a single partition ESE instance using the db2icrt utility in the node to
be used as the initial resource owner in the cluster. In our example, we create a
DB2 instance in winNode102. The instance name is DB2HA and the owner of the
instance is the domain user anas.mosaad.

Figure 4-13 shows the command that is used to create the instance and the
result of the command. db2icrt requests the password of the domain user ID
specified in the -u option.

The second db2i1ist command in the same panel lists the instances in the local
machine. Use the -w flag with the db2icrt command to set the type of instance
to a Workgroup server or Enterprise Server Edition. Additionally, you can use the
-p option to assign a port to the instance, if necessary.

[&.] Administrator: DB2 CLP - DBE2COPY1

E;IBH\SQLLIB\BIN)dh2ilist

SNIBMSNESQLLIBANBIN>dbZicrt db2ha —s ESE —uw torolabsanas.mosaad
nter current password for torolabwanas.mosaad:
B2A80AL The DB2ICRT command completed successfully.

SSIBMNSOQLLIBMNBIN>db2ilist

SSIBMNSQLLIBSBIN>

|

Figure 4-13 Create an instance DB2HA

If you open Windows Services (by clicking Start —» Administrative Tools —
Services), you should see a new service that represents the instance.

In the case of an ESE instance, the name of the service has the suffix
<INSTANCE-NAME>-<NODE NUMBER>, for example, DB2 - DB2COPY1 -
DB2HA-O.

In the case of a WSE instance, the name of the service has the suffix
<INSTANCE-NAME->. If you created a WSE instance, the service is similar to
DB2 - DB2COPY1 -DB2HA.
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This name is important because it becomes the Windows Registry Key Name of
the service. The following entries must exist in the Windows registry:

» ESE instance:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\DB2HA-0

» WSE instance:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\DB2HA

The cluster software looks to this entry to start a highly available DB2 instance.

This setup usually leads to the second most common problem in setting up DB2

with Windows Failover Cluster: If you name the DB2 resource with a name that is

different from this entry, the resource does not find the DB2 server and does
not start.

In the following sections, we describe two different methods to make the DB2
instance highly available with Windows Cluster: the manual method and the
semi-automatic method using db2mscs. We show only a hot standby
configuration for a single partition database here. For more information about
mutual takeover and multiple partition configuration, see the DB2 Information
Center at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.1uw.admin.ha.doc%2Fdoc%2Fc0007402.htm]

4.6 Manually configuring a DB2 instance

Although there is a utility named db2mscs that can do most of the configuration of
a DB2 instance, you should understand what steps are involved in making a DB2
instance highly available in a Failover Cluster environment so that you are able
to diagnose any problem that occurs.

To configure a DB2 instance in a Failover Cluster to provide high availability,
complete the following steps:

1. Add a DB2 resource type to the cluster.

2. Create cluster resources:

a. Create a Cluster Service or Application to group all the resources for
the instance.

b. Create or add the supporting resources to the DB2 group:
i. A highly available IP address is mandatory.

ii. A highly available shared disk to store an instance profile is mandatory.
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iii. If this database is a multi-partitioned database, the instance profile
directory must be shared and made highly available.

c. Add a DB2 Server resource to the cluster.
3. Link a DB2 Server resource with the DB2 instance.

4. Add the instance to the remaining nodes.

4.6.1 Adding the DB2 resource type

After DB2 is installed, you must create a DB2 resource type in Failover Cluster. If
you want Windows Server Failover Cluster to manage the DB2 instance, the DB2
instance must be a resource in the cluster.

If you click Failover Cluster Management — Properties, and then click
Resource Type tab, you can view the current resource types that can be
managed by the Failover Cluster (Figure 4-14). After you add a DB2 resource
type, you can find it under the user-defined resource types.

DB2Clust.torolab.ibm.com Properties
"General Resource Types | Cluszter F'ermissinnsl

To add a resource type to this cluster, chick Add.

Drefault cluster resource ypes:

Dizplay Mame | MHame | -
e§; DFS Replicated Fol... DFS Replicated Folder

S DHCP Service DHEF Service

T 4 Distributed File Syst... Distibuted File Systerm —

s Distributed Transac... Distibuted Tranzactio...
File Server File Server

File Share Quorum ... File Share Withess

_j Generic Application  Genenc Application

(=i Generic Script Generic Scoript
EGenerc Service Genernic Service LI
User defined resource types: Froperties |

Add

Bemove

I

0k I Cancel Apply

Figure 4-14 Cluster resource types
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The DB2 resource type can be added to this list by running db2wo1fi. This utility
accepts one parameter:

db2wolfi u | i

Where:

» u: Unregister the DB2 resource type.
» i: Install the resource type.

After db2wolf1i is run successfully, the resource type “DB2 Server” is added. You
can view the cluster resource types from the command line by running cluster
(Figure 4-15).

[z+] Administrator: DB2 CLP - DB2COPY1

C;\IBH\SQLLIB\BIN)dh2wulfi i
]

C:~\IBM~SQLLIB“BIN>dbZwolfi i
Error : 183

C:NIBMNSQLLIBSBIN>

C:NIBMNSQLLIBMBIN»c luster restype
Listing all available resource types:

Display Mame Resource Type Mame

B2 Server DB2 Sevrver

Eeplicate o Ilder Eeplicate o 1der

DHCP Service DHCP Service
Distributed File System Distributed File System
Diztributed Transaction Coordinator Distributed Transaction Coordinator
File Server File Server
File Share Quorum Witness File Share Witness
Generdic Application Generic Application
Generic Script Generic Script
Generic Service Generic Service

IPF Address IP Address

IPvb Address IPv6 Address

[Pv6 Tunnel Address IPv6 Tunnel Address

(Resource Type Unavailahle?) MSMQ

(Resource Type Unavailahle? MEMQTriggers

i5NS Cluster Resource Microzoft iSNS
MFS Share NFS Share
Metwork Mame Metwork Mame
Physical Disk Physical Disk
Print Spooler Print Spooler
Uirtual Machine Uirtual Machine
UVirtual Machine Configuration Uirtual Machine Configuration
Uolume Shadow Copy Service Task Uolume Shadow Copy Service Task

INS Service WINS Service

C:NIBMNSQLLIBNBINZ_

Figure 4-15 DB2Wolfi utility execution - adding the DB2 Server resource type

124 High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



If you click DB2Clust — Properties — Resource Types, you can find the same

objects that you viewed by running cluster restype (Figure 4-16).

" General Pesource Types

| Cluzter Parmissions |

To add a resource type to this cluster, chick Add.

Default cluster resource types:

;'*: Diztributed Transac. ..

Dizplay Mame | MHame | -~
%% DFS Replicated Fol... DFS Replicated Falder

Sl DHCP Service DHCF Service

F 4 Distributed File Syst... Distibuted File Spstem —

Diztributed Transactio. .

DEBZClust.torolab.ibm.com Properties E3

File Server File Server
[@! File Share Quarun ... File Share wWitness
_j Generic dpplication  Generic Application
=2 Generic Script Generc Script
F Generic Service Generic Service LI

Ueer defined rezource ppes: Fropertiss |
Dizplay Mame | MHame | Add
§T|DB2 Server DB2 Server

L .

Remove

QK I Cancel Apply

Figure 4-16 Resource types with DB2 Server resource type added

4.6.2 Creating cluster resources

To configure an application or service to be highly available, Failover Cluster
creates a resource group for that application to hold all the needed resources.
Failover and failback act on that group. You can add every resource
independently or use the Configure a Service or Application wizard to create
them all for you. For simplicity, we use the Configure a Service or Application
wizard for our example. From the right side bar, under Actions, click Configure a
Service or Application.
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The wizard takes you through a few simple steps to configure an application or
service (DB2 in your case) to be highly available:

1. After you click Configure a Service or Application, a window opens
(Figure 4-17) with an introduction about this wizard. Click Next.

58 High Availability Wizard

:é!:f Before You Begin

rou Begin Thiz wizard configures high availability for a gervice or application. After pou successiully complete thiz
wizard, if a clustered server failz while running the service or application, another clustered server
automatically rezumes the service or application [a process known ag failowver). If the service or application
itzelf failz, it can be automatically restarted, either an the same server or on anather server in the cluster,
depending on optiong that you specify,

Select Service or
Application

If pou want to cluster a complex application such as a mail zerver or databaze application, see that
application's documentation for infarmation about the canect way ta install it

More about how clients access a clustered zervice or application
More about zervices and applications you can confiqure for high swailability

I Do not show this page again

Hewt » I Cancel

Figure 4-17 Configuring a service or application wizard
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2. The wizard prompts you for the Service or Application you want to make

highly available. DB2 Server is not in the list, as it is a user-defined resource
type. You can find Other Server in the list (Figure 4-18). Click Other Server
and click Next.

B High Availability Wizard

%= Select Service or Application

i

Before “'ou Begin

Client Azzeszs Point
Select Storage

Select Resource
Types

Confirmation

Canfigure High
Avvailability

Surnrnary

Select the zervice or application that you want ta canfigure for high availability:

=i Generic Script ;I Dezcription;
J Generic Service Fravides a elient access paint and
;- Intemet Storage Mame Service (ISNS) Server storage only. Add an application after

g?MeSsage QueLing completing the wizard,

=1 Print Server

i Remate Desktop Connection Braker
_é] Yirtual Machine

S WINS Server

More about services and applications you can configure for high availabilit

< Previous | Mext » I Cancel

Figure 4-18 Select Service or Application

Other Server selection: After you select Other Server from the list, the

number of wizard steps that are shown on the left jumped from two

(Figure 4-17) to eight (Figure 4-18).

» The Client Access Point step is equivalent to creating a group and
adding a highly available IP address to that group. Your client can later
use this IP or access point name to connect to the application (DB2).

» The Select Storage step is equivalent to adding storage to your Service
or Application group.

» The Select Resource Types step is where you tell Failover Cluster to
create a resource of the DB2 Server type.
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3. Now the Client Access Point window opens and prompts you for the access
point name and IP address (Figure 4-19). Ensure that the name and address
you select are not reserved by any other resource in the network. Otherwise,
you get an error message and you must correct the error to proceed.

Click Next.

B High Availability Wizard

gl?j Client Access Point
L

Before Y'ou Begin Type the name that clients will use when accessing this service or application:

Select Service ar
Application Mame: DB ZHA-Group

One ar mare |Pv4 addrezses could not be configured automatically. For each network to be uzed, make sure
the network. is selected, and then type an address.

[

Select Storage

Select Resource

Types

P | Metwark s Address
Confirmation 2 9.26.20.0/23 3
Canfigure High —
Axvailability

Surmmary

More about how clients access a clustered service or application

< Previous | test = I Cancel

Figure 4-19 Client Access Point
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4. Select the shared disk to store your data (Figure 4-20). By data, we mean the
instance profile and your database files. Click Next.

B High Availability Wizard

;F;-; Select Storage

"l

Before Y'ou Begin Select only the storage volumes that you want to assigh to thiz service or application.

. “f'ou can assign additional storage to this service or application after you complete this wizard.
Select Service ar

Application

Client Azzeszs Point

Select Resource
Types

Confirmation

Canfigure High
Avvailability

Surnrnary

< Previous | Mext » I Cancel

Figure 4-20 Select Storage
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5. After this wizard completes successfully, Failover Cluster creates a resource
of the resource type you select under this service or application group. Here
we tell Failover Cluster to create a resource of type DB2 Server (Figure 4-21).
If you have other user-defined resource types, you can find them in the list.
Ensure that you select the DB2 Server resource type. Click Next.

B High Availability Wizard

;F;-; Select Resource Types

e

Before Y'ou Begin Select any rezource types you want created in the new application or service.
Select Service ar

Application

Client &ccess Point ®] DE2 Server

Select Storage

Confirmation

Canfigure High
Avvailability

Surnrnary

< Previous | Mext » I Cancel

Figure 4-21 Select DB2 Server resource type
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6. Now you have provided all the necessary information. A confirmation window
opens and lists all the information (Figure 4-22). Verify that this information is
correct. If you must correct something, click Previous and make the
corrections. After you are done, click Next to start configuring
your application.

B High Availability Wizard

1= Confirmation

e

Before ou Begin Y'ou are ready to configure high availability for a Other Server.

Select Service ar

Application

Client &zcess Point Storage: Cluster Disk 1 ﬂ
Resource: DBZ Server

Select Storage
Network Name: DEZHA-Group

?E'EC‘HESWCE IP Address: 9.26,20.105

ypes

Confirmation

Canfigure High

Avvailability

Surnrnary

To continue, click Mest.

< Previous | Mext » I Cancel

Figure 4-22 Confirmation window
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7. The wizard configures the resources for you and shows you the progress
(Figure 4-23).

B High Availability Wizard

= Configure High Availability

Before “'ou Begin

Select Service ar
Application

Client Azzeszs Point

Select Storage

Select Resource [
Types

Confirmation

Configuring network, name resource.
Surnrnary

Cancel |

Figure 4-23 Configuring High Availability
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8. After the previous step completes successfully, the wizard presents a
summary report (Figure 4-24).

B High Availability Wizard

%= Summary

i
Before Y'ou Beagin High availability was successfully configured for the service or application.
Select Service ar
Application
Client Azzeszs Point = ﬂ
Cfect Resource: DB2 Server
LR SEEEE Metwork Name: DBZHA-Group
Select Resource 1P Address: 9,26,20.105
Types
Confirmation Warm'ngs
Canfigure High
Brailability : : _ o
The group will not be brought onlinge since the resources may need additional
M configuration, Please finish configuration and bring the group online.
-
To view the report created by the wizard, click “iew Repart. W [ t |
To close this wizard, click Finigh. L i

Figure 4-24 Summary report
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Failover Cluster is not able to bring all resources online because more
configuration is needed. Click Finish to see your created resource
(Figure 4-25).

E;; Server Manager =] E3

File Action View Help
s |rBlEE

5 ¢ Roles -
L . DBZHA-GI -
Bl & Features DB2HA-Group Recent Cluster Events: None in the last 24 hours sl
= 51?3 Failower Cluster Manager L& Bring this service or application online
= 5 pB2Clust torolsb.ibm.c | [ Summary of DBE2HA-Group
. . & Take this service or application offline
= Ia Services and applic, (1)
DEZHA-Group FF] Move this service or application to ... b
jﬂ Modes Status: Partial Online Auto Start: Yes G| Manage shares and storage
s Storage Alerts: <none»
: Ertv:urkEs : Preferred Dwners: <none [z} Add a shared Folder
luster Events ; )
i Diagnostics Cunrent Owner: winhode102 Shows the critical events For this ap...
=l jﬂ Configuration s Add storage
((F) Task Scheduler
@ Windows Firewall with Adve Harne | Status | | i Addaresource 4
L services Server Name (%) Disable auto start
51 WM Contral = — e =
= & Local Users and Groups il (AL T £} Orine [ show Dependency Report
T % IP Address: 9.26.20.... (&) Orline
1 Users H: & - o
_| Groups R B
€8 Storage Disk Drives ¥ Delete
Cw Cluster Disk 1 (%) Orline =l Rename
Other Resources |& Refresh
53 Mew DB2 Server (®) Offing D Properties
ﬂ Help
ﬁ Ering this resource online
) Take this resource offline
$4] show the critical events For this res...
5_1] Show Dependency Report
More Actions. .. 4
x Delete
4 _>| B Propetties LI

Figure 4-25 Newly configured service

The DB2 Server resource has the name “New DB2 Server”. You make the
correct configurations to this resource later. Now you create a shared folder that
is the instance profile directory to the server.

Multiple partition instances: When a multiple partition instance is running on
a Windows Failover Cluster, the INSTPROF path must be set to a network path
(for example, \\NetName\DB2MSCS-DB2\DB2PROFS). If you are using a single
partition ESE instance, set the instance profile to a network path. This action is
done automatically if you use the db2mscs command to cluster the DB2
database system.
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9. To add a shared folder, complete the following steps:
a. Create a folder named DB2HA-0-Prof under the shared disk added to your
group.

b. Right-click your cluster (DB2Clust) and click Add a shared folder.

Failover Cluster examines your storage in the group and opens the
Provision a Shared Folder wizard (Figure 4-26).

% Provision a Shared Folder Wizard (DEZHA-Group) =]
Shared Folder Location
Rl—
Steps: ; ; : o
Specify the folder that you want to share, On a volume with appropriate charactenistics
Shared Folder Location and zpace, gelect an exizting folder or create a new one. If an appropriate volume does
o not exist, click Provision Storage and create one.
MNTFS Permissions
Share Protocols :
) ) Locatian:
Canfirmnation .
Available volumes;
Walumne | Capacity | Free Space | Type |
storage [E:) 100.0GEB 996 GB Simple:
— Detailz
Waolume:  storage [E:)
Shadow copies: Mot configured
Indexing:  Unknown
Highly available server:  DE2HA-GROLUP
Pravision Storage. . |
< Previous | Mest » | Cancel

Figure 4-26 Provision A Shared Folder wizard
c. Select the location of folder to be shared (E:\DB2HA-0-Prof) and
click Next.

d. Setthe NTFS Permissions and click Next. In our example, we use:
¢ TOROLAB\db2admns: Full control

¢ TOROLAB\db2users: Change and Read
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Administrators: Full control
CREATOR OWNER: Full control
SYSTEM: Full control

LOCAL SERVICE: Full control
NETWORK SERVICES: Full control

Under share name for SMB, enter DB2HA-0-Prof and click Next
(Figure 4-27).

I

Steps:

Shared Folder Location
MTFS Permissions

Share Protocols

SHMEB Settings

SMB Permissions

DFS Mamespace Publishing

Review Settings and Create
Share

Confirmation

Share Protocols

f® Provision a Shared Folder Wizard (DBZHA-Group)

Select each protocal over which ugers can access this shared folder.

¥ sME

Share name:

Share path:

I‘\\DBEHA-GHDUF‘\DB2HA-D-F’IDF

I~ HES

Share name:

Share path:

(’ Services for HFS is not installed on thiz server.

For more information about creating highly available share, see Cluster

Adminigtrator Help.

< Previous | Mest » I

=1 B3

Cancel

Figure 4-27 Select Share protocol and share name
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f.

Click Next multiple times in the windows that open until you get a
successful confirmation window (Figure 4-28). You are not required to
make changes except in the SBM permissions window. You must set the
correct permissions as we did in the NTFS permission. Without the correct

permissions, you cannot migrate your instance to
the cluster.

Steps:

Shared Folder Location
MTFS Permissions

Share Protocols

SHMEB Settings

SME Permissions

DFS Mamespace Publishing

Review Settings and Create
Share

Confirmation

f® Provision a Shared Folder Wizard (DB2HA-Group)

. Confirmation
)

=1 B

I_@" You have successfully completed the Praovision a Shared Folder wWizard.

Ermarz I

Tazk | Statuz |
@ Share over SMEB

Success

Close

Figure 4-28 Successfully added shared folder
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Now configure the DB2 Server resource (“New DB2 Server”). Open its properties
by selecting it and clicking Properties from the bottom badge in the right side
bar. Alternatively, you may right-click it and click Properties. From the Properties
window, change the resource name to DB2HA-0 (Figure 4-29).

New DBE2 Server Properties E

General | Dependenciesl F'oliciesl Advanced Policies I F'ru:upertiesl

i::l Resource Mame:

Resource ype:
Status: Offline

QK I Cancel Apply

Figure 4-29 DB2 Server Resource Properties
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By default, the Configure a Service or Application wizard set the dependencies of
the DB2 Server resource. It adds all the resources except for the file server.
Ensure all the dependencies, including the file server, are set correctly

(Figure 4-30).

DB2HA-D Properties E3

"General Dependencies | F'oliciesl Advanced Policies I F'ru:upertiesl

Specify the rezources that must be braught online befare thiz resource can
be brought online:

| AND/OR | Reszource

» Cluster Disk 1
] AMD FileServer-[DB2HA-Group][Chuster Disk 1)
| AMD IP Address: 9.26.20.105
] AMD Marme: DBZHA-Group

#* |Click here to add a dependency

Inzert Delete

Cluster Digk 1 AMD FileServer-[DB 2HA-Group][Cluster Disk 1] AMD IP
Address: 9.26.20.109 AMD Mame: DB2HA-Group

Hows resournce dependencies work

QK I Cancel | Apply

Figure 4-30 DB2 Server resource (DB2HA-0) dependencies

Section 4.5, “Creating a DB2 instance” on page 121 shows how to create a
sample ESE instance. If you do not have a DB instance yet, you should create
it now.

4.6.3 Migrating the DB2 instance to the cluster environment

The instance is in only one node in the cluster. If there is a failure, the other node
cannot find information about this instance. The same situation applies to any
other resource in the cluster. Windows Failover Cluster maintains information
about the status, resources, resource types, and nodes of the cluster in the
cluster database. This database exists in each node and the witness disk. It is
synchronized constantly by the Failover Cluster software.
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The process of migrating a DB2 instance to the cluster includes two steps:

1. Moving the DB2 instance profile directory to a highly available disk where it
can be found by any node.

2. Creating a Windows registry key in the cluster section of the
Windows registry.

These two tasks are accomplished by running db2iclus, which must be run in
the node where the DB2 instance was created.

In Figure 4-31, you can see a series of commands:

» db2ilist shows you that there is one instance in the system and it is not
available in the cluster.®

» db2iclus MIGRATE /i:DB2HA /c:DB2Clust /p:\\DB2HA-Group\DB2HA-0-Prof
/u:TOROLAB\anas.mosaad: The db2iclus command moves the DB2HA
instance to the DB2Clust cluster and places the DB2 instance profile directory
in to the R:\DB2HAProf directory.

» db2ilist again shows you that the instance is now available in the
DB2Clust cluster.

[+ Administrator: DBZ CLP - DBZCOPY1
C:~IBMNSQLLIBNBIN>db2ilist -
DBZHA

C:~IBM\SQLLIB~BIN*dh2iclus MIGRATE ~i:DB2HA rp:“>DB2HA-Group~DB2ZHA-B-Prof ~u:TOROLAB“anas.
Eﬁigidcurrent password for TOROLAB“anas.mosaad:

DBI1212I The DBZ Cluster command was successful.

Explanation:

The user request was successfully processed.

llzer response:

Mo action required.

C:SIBMASQLLIBNBIN>dbZilist

DBZHA G : DB2Glust

C:N\IBMNSQLLIBABIN>_

Figure 4-31 Manually configuring a DB2 instance

3 We manually dropped the DB2 instance on to both nodes, which is why it is not showing in the
command’s output.
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4.6.4 Adding a reference to the instance in the other nodes

The db2iclus migrate command places the DB2 instance profile directory in to
the shared drive and adds the instance to the shared part of the Windows
registry. However, the instance was created in one node only (winNode102 in our
example). The instance creation process modifies several Windows registry keys
and creates the service to be started in Windows. All these elements are missing
from the other nodes in the cluster. If a failure occurs, Failover Cluster can
correctly fail over to the other node (winNode101), but Windows does not find the
Windows Service for the DB2 instance DB2HA. The failover process

is ended.

Run db2iclus with the ADD clause to create references to the instance in the
remaining nodes. In our example, the second node is winNode101. The
command must be run from the node that has the instance to be referenced
(winNode102) and is as follows:

db2iclus ADD /i:DB2HA /c:DB2Clust /p:\\DB2HA-Group\DB2HA-0-Prof
/u:TOROLAB\anas.mosaad /m:winNodel01

Figure 4-32 shows that the db21ist command is run twice in winNode101. The
second execution is after you run the db2iclus ADD command, which shows that
the instance is now in this node.

[&.] Administrator: DB2 CLP - DBE2COPY1

C:NIBMSSQLLIBSBIN:db2ilist 3

CiSNIBMSSQLLIBSBIN:db2ilist
DE2HA C @ DB2Clust

C:NIBMNSQLLIBNBINZ_

[

Figure 4-32 DB2 instances list on winNode101

Ensure that the correct ports are added in the ~system32/drivers/etc/
services file.
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4.6.5 Configuring security settings

[&.] Administrator: DB2 CLP - DBE2COPY1

C:s\IBMN\EQLLIBA\BIN>dbZextsec ~u torolab:dbZusers ~a torolab\dbZadmns g‘

The DB2EXTSEC command completed successfully.
C:~\IBM~SQLLIB-~BINZ>_

By now, we have added to the cluster all the resources needed and the
configured DB2 instance on the cluster. The files under the DB2 instance profile
are protected by DB2 Access Control List. If the DB2_EXTSECURITY registry
variable is set to YES on a Windows Failover Cluster, the DB2ADMNS and
DB2USERS groups must be domain groups. You can review your DB2 global
security configurations can under the
HKEY_LOCAL_MACHINE\SOFTWARE\IBM\DB2\GLOBAL_PROFILE Windows registry key.
Ensure that DB2_ADMINGROUP and DB2_USERSGROUP are domain groups,
not local groups.

Using the db2extsec utility

db2extsec is used to set up the permissions for DB2 database objects (for
example, files, directories, network shares, registry keys, and services) on
updated DB2 database system installations. Use the utility to configure DB2
extended security. The command is used on the DB2 users and DB2
administrators groups (Figure 4-33).

Figure 4-33 Configuring DB2 extended security
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Extended security: You must configure the extended security on both nodes
of the cluster. Otherwise, the cluster may start on one machine and fails to
start on the other one.

Setting the correct cluster permission

Failover Cluster uses your cluster name to create a computer object in the active
directory of the domain. In our example, it is DB2Clust. This Cluster object
(DB2Clust) must access DB2 files. Therefore, for the DB2 Server resource
(DB2HA-0) to successfully start the instance on both nodes, this domain object
(DB2Clust) must be added to the DB2ADMNS group on the domain.
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Lastly, after you add the computer object to the DB2ADMNS group, you must
reboot both nodes in the cluster. After reboot, your cluster is ready (Figure 4-34).

E;; Server Manager =] E3

File  Action View Help
«=|z[=HE

ih Server Manager (WINNODE102) DBZHA-Group I Actions

:=1 ' Roles -
L DBZHA-GI -
=l i Features DB2HA-Group Recent Cluster Events: b s
= 3_f~a Failover Cluster Manager & Bring this service or application online
= & DB2Clust. torolab.ibm.ci Summary of DBZHA-Group
- . o (& Take this service or application offling
=l [F Services and applic, L
[F% DB2HA-Group B Move this service or application to ...
iﬂ Nodes Status: Oniine Fim Sl e ‘53] Manage shares and storags
s Storage Alerts: <none> =
o Networks Preferred Dwners: <nohe [z Add a shared Folder
24| Cluster Events ) .
) Cunrent Owner: winhode102 $4] Show the critical events For this ap...

i Diagnostics
it Canfiguration & add storage
5 Storage

Mame | Status | | ] Add aresource »
SERILEND (%) Disable auto start
& Wame: DE2HA-Group @j Orling |2 show Dependency Report
File Server View 4
&) FieServer{DB2HAGrou... (8) Onine K velete
Rename
Disk Drives =
. |G Refresh
 Cluster Disk 1 () Driine
D Properties
Other Resources E
Help

& Onine

DBZHA-O -

ﬂ Ering this resource online

Hire) Uil ¥ Take this resource offline
Share Namne [ Folder Path [ Tupe [_# Client Connect.. [ Description | 5 shaw th cal For th
L DBZHAD.. EADB2HADFIOl  Windows 1 48] show the oritcal vents for this res..,
L E3 EM Windows 1] |2 Show Dependency Report
More Actions. .. 4
x Delete

4 _>| B Propetties LI
| |

Figure 4-34 Cluster group DB2HA Group up and running

Domain changes: The domain changes are not replicated to the local
machines until you restart it, which is why you must reboot both nodes you
add the Cluster object to the DB2ADMNS group.
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4.7 Using db2mscs to configure a DB2 instance

The db2mscs utility automates most of the steps of creating a highly available
DB2 instance in the Failover Cluster environment. The prerequisite is that the
shared disk where the instance profile is moved to must be made highly available
before you run the utility. All other steps, such as creating the highly available IP
address and network name, are automated by the tool.

db2mscs uses a configuration file that defines the user and password to create
the services, the name and value of the resources, such as IP addresses and
network names. db2mscs accepts three parameters:

db2mscs -f:<config file> -u:<instance name> -d:<debug file>

Where:

» -f: This option specifies the configuration file. The default value of this
parameter is db2mscs. cfg.

» -u: This option reverts all changes in the specified instance and returns it to
its unclustered form.

» -d: This option specifies the debug file name. The utility writes debugging
information in to the text file specified in this option.

The configuration file accepts parameters in the following format:
PARAMETER=VALUE

DB2 provides some sample configuration files under the %DB2Dir%\sq11ib\
cfg directory:

» db2mscs.das (Clusters a DAS instance.)
» db2mscs.ee (Clusters an EE instance.)
» db2mscs.eee (Clusters a DPF instance.)

Because we created an ESE instance in 4.5, “Creating a DB2 instance” on
page 121, we demonstrate using db2mscs to configure a Workgroup Server
Edition (WSE) instance.

» Figure 4-35 on page 145 shows the commands to create a DB2 WSE
instance named DB2WSE. If you are concerned about saving you password
in a local text file, you can drop or comment out the DB2_LOGON_PASSWORD
property and db2mscs prompts you for the user password at run time. For
more information, see the DB2 Information Center at
http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fco
m.ibm.db2.luw.admin.cmd.doc%2Fdoc%2Fr0002078.htm]1 and or DB2 10.1
Command Reference, SC27-3868-00.
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[&.] Administrator: DB2 CLP - DBE2COPY1

SSIBMNSOQLLIBMNBIN>db2ilist
B2HA C = DB2Clust

SNIBMSSQLLIBANBIN>db2 icrt DBZWSE —s WSE —u torolabhanas.mosaad
nter current password for torolabwanas.mosaad:

B2A80AL The DB2ICRT command completed successfully.
SNIBMSNSQLLIBANBIN>dbZilist

B2USE

B2HA C = DB2Clust

SSNIBMSSQLLIBSBINZ

Figure 4-35 Creating Workgroup instance DB2WSE

The sample configuration file that we use is shown in Example 4-1. The
DB2_LOGON_PASSWORD property is commented out.

Example 4-1 Sample Failover Cluster configuration file

DB2_LOGON_USERNAME=torolab\anas.mosaad
#DB2_LOGON_PASSWORD=XXXXXXXXXX
CLUSTER_NAME=DB2CTust
GROUP_NAME=DB2WSE Group
DB2_INSTANCE=DB2WSE

IP_NAME=DB2WSE IP Address
IP_ADDRESS=9.26.20.107
IP_SUBNET=255.255.255.0
IP_NETWORK=Cluster Network 2

NETNAME_NAME=DB2WSE Net
NETNAME_VALUE=DB2WSE-PubTic
NETNAME_DEPENDENCY=DB2WSE IP Address

DISK NAME=Disk S
INSTPROF_PATH=S:\DB2WSEProf

Here are some points to notice in this example:
» The value of IP_NAME is arbitrary. Use the instance name for the IP_NAME.

» The value of NETNAME_DEPENDENCY must be the same as the one in IP_NAME,
because the network name depends on the IP_NAME.

» The value of DISK_NAME must be a physical disk resource that exists in
the cluster.
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Before you run db2mscs, you must set the environment variable DB2INSTANCE to
be the same value as the db2mscs.cfg parameter DB2_INSTANCE. If you fail to do
this task, the operation fails because db2mscs tries to start the instance that is
specified by DB2INSTANCE.

Changing the instance name solves the problem (Figure 4-36).

[z Administrator: DB2 CLP - DB2COPY1

SSNIBMSSQLLIBMBIM>db2ilist

B2USE

B2HA C @ DB2Clust
SSNIBMSSQLLIBABIN>set DB2INSTANCE=DB2USE

SIBMSSQLLIBABIN*db2mzscs —f:S8:db2mscs.cfy
nter current password for torolab“anas.mosaad:
B2158A1 The DB2MSCS command completed successfully.
S IBMSSQLLIBABIN>dbh2ilist

E [H DB2Clust
DB2Clust

B2HA c
SSNIBMSSQLLIBSBIMNZ _J

Figure 4-36 Configuring the DB2 instance using db2mscs
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Your Workgroup DB2 instance DB2WSE is now clustered on your DB2Clust
cluster. If you open the Failover Cluster management console, you find the
resources that are created and configured: a group, the highly available IP
address, storage added, and the DB2 Server resource. It also starts the group
and starts all its resources (Figure 4-37).

E,: Server Manager =] E3

File Action View Help
«=|7mdE

ih Server Manager (WINNODE102) DB2WSE Group I Actions

5" Roles -
L DB2WSE G -
= @& Features DB2WSE Group Recent Cluster Events: b s
= a—’?’a _Fa_\laver Cluster Manager & Bring this service or application online
= & DB2Clust torolab.ibm.ci Summary of DB2ZWSE Group
- . 2 (& Take this service or application offline
=l [F Services and applic, L
[F% oB2HA-Group [ Move this service or application to ... b
[F%) DB2WSE Group Status: Online Auto Start: Yes i Manage shares and storage
5 Modes Alerts: <none» =
Ca Storage Piefenred Dwners: <none> [ Add a shared foider
2 Mebworks :
{] Cluster Events Current Dwner: winklodel02 $4] Show the critical events For this ap...
ri;! Diagnostics 5 Add storage
! Configuration X
= D‘; Starage Mame | Status | | ] Add aresource 3
= 57 Storage Manager for SANs Server Name (%) Disable auto start
s LUM Management = —— =
5 subsystems B Name: DB2WSE-Public \!j Online ;j show Dependency Report
=4 Drives . . .
Disk D View 3
\"&3 Windows Server Backup fek Drives
(=% Disk Mariagement a Disk § () Orine K Delete
Rename
Other Resources =l
— |G Refrash
] DB2WSE (#) Driine
D Properties
Help
ﬁ Ering this resource online
Q) Take this resource offline
$4] show the critical events For this res...
ij Show Dependency Report
More Actions. .. 4
x Delete
4 _>| B Propetties LI

| |
Figure 4-37 DB2WSE instance clustered using db2mscs

Important: Ensure that you complete the steps in 4.6.5, “Configuring security
settings” on page 142. Those steps must be applied whether you configured
the instance manually or by using the db2mscs utility.
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4.8 Testing a cluster

Generally, you do clustering to eliminate single points of failure. Testing such a
setup requires a good testing plan to test all possible points of failure. We are not
going to describe a test plan here, but do tell you how to test the DB2 part. Here
are the general steps:

1. Create a database and ensure that it is stored on the shared storage. If you
put your database on a new shared disk, ensure to add this disk to your
cluster group for your database instance.

From your application, connect to the database using the highly available IP.
Run some SQL statements. They should run successfully.
Fail over your DB2 group (DB2HA-Group) to the second node.

o~ 0D

Using the same connection, try to issue the same SQL statements again. If
the queries failed, reconnect again using the same IP address. Issue the
statements and the failover should succeed.

o

Fail back the group to the primary node.

7. From your application, using the current connection, run the SQL statements.
If the statements fail, reconnect and try again. They should succeed.

8. Repeat the previous steps many times while you simulate various hardware
and software failures.
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4.8.1 Creating a SAMPLE database

First, create a sample database by using the db2samp1 utility. Before you run the
db2samp1 utility, ensure that you are running it from the current owner of DB2
cluster group, the group is online, you specified the dbpath on the shared
storage, and you set the DB2INSTANCE environment variable with the correct
instance name (Figure 4-38).

[z+. Administrator: DB2 CLP - DB2COPY1

C:~\IBM~SQLLIB~\BIN>zet db2instance=dbZha

C:SIBM~SQLLIB~EBIN>dbZzampl —dbhpath E:

Creating database "SAMPLE" on path b L

Connecting to database “SAMPLE"

Creating tables and data in schema "ANAS . HOSHHD" -

Creating tables with XML columns and ML data in schema "AHAS .MOSAAD". ..

*db2zampl’ processing complete.

C:\IBM\SQLLIB~BIN>_

Figure 4-38 Creating the SAMPLE database on the shared storage

4.8.2 Verifying the DB2 instance communication settings

Before you try to connect to the database from a remote client, you must ensure
that TCP/IP communication is enabled on the instance and a valid
communication port is configured on both nodes. Here are the checklist items
that you must verify:

» Verify that the instance is configured to start listening on the appropriate
protocol by running db2set -all. Look for the DB2COMM parameter.

» Verify that the appropriate protocol-specific parameters are set in the
database manager configuration settings so that DB2 knows what values to
listen on. For example, run db2 get dbm cfg | find /i “SVCENAME”.

» If the previous step resulted in a service name instead of a port number for
the SVCENAME field in your environment, then confirm that the value listed there
is mapped to a unique port number in the operating system’s
swindir%s\system32\drivers\etc\services file. The configuration must be
the same on both nodes.
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Figure 4-39 shows a series of commands to verify the communication settings.

[+ Administrator: DB2 CLP - DEZCOPY1

C:\IBM\SQLLIB~BIN>»db2set —-all | find ~i "DB2COMM"
[il DB2COMM=ICPIP

C:SIBM~SQLLIB~BIN>dbhZ get dbm cfg | find ~i "SUCENAME"
TCP/IP Service name C(SUCENAME>
S8L service name {85L_SUCENAME>

C:5IBM~SQLLIB~BIN>type “MWindows“System3d2-driverssetcrservices | find "db2c_DBZHA"
db2c_DBZHA 58801 tcp

C:\IBM\SQLLIB“BIN>g

dbh2c_DB2HA

Figure 4-39 Verify communication settings

4.8.3 Connecting to the database using Data Studio

Connect to this SAMPLE database using the highly available IP address from
Data Studio. Configure Data Studio 3.1.1 on Linux to connect to the sample
database we created under the DB2HA instance. In Figure 4-19 on page 128, we
assigned IP address 9.26.20.105 as the access point for this instance.
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Open Data Studio and from the Administration Explorer view®, click New — New

Connection to a database. A window opens (Figure 4-40). Enter the database
connection parameters.

¢ New Connection 0

Connection Parameters

Select the database manager and a JOBC driver, and specify required connection parameters.

Connection identification

[ Use default naming convention

Connection Name:

Local | Connection Configurations JDBC driver: i IBM Data Server Driver For JDBC and SQLJ (JDBC 4.0) Default = i
Select a database manager:

DB2 fori5/0S

DB2 for Linux, UNIX, and Windows

Properties

General | Tracing | Optional

Database: [
DB2 for z/05S [SAMELE
Derby Host: 19.26.20.105
Generic JDBC Port number: (50001
H5QLDB
InFormix [] Use client authentication
MaxDB User name: |anas.mosaad
MysSQL Password: B
Oracle '
SQL Server [] Save password
Sybase Default schema: |

Connection URL: jdbc:db2://9.26.20.105:50001/
SAMPLE:retrieveMessagesFromServerOnGetMessage=true;

| Test Connection |

Next> | Finish | | cancel |

Figure 4-40 Creating a connection to the cluster database

4 If the Administration Explorer view is not already open, open the Show view window by clicking
Window — Show view — Other. In the Show view window, select the view by clicking Data
Management — Administration Explorer and clicking OK.
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Ensure that your database connection parameters are correct and click Test
Connection. You should get a successful connection message (Figure 4-41).
Click Finish to add this database to your database list.

@ Ping succeeded!

ook

Figure 4-41 Connection successful
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4.8.4 Testing failover

Data Studio added the database to your databases list and connected to it. You
can run some SQL statements against the database to make sure that it is
working correctly. Run an SQL query “select deptno, deptname from

"ANAS .MOSAAD" .DEPARTMENT; to confirm that you can run queries successfully.
You should get a successful result (Figure 4-42).

* Database Administration - TestP/TestScript.sql - IBM Data Studio

File Edit R

Civ H | #Task Navigator » RERRCR B ElIBMSQLaA... %’Java‘lﬁmtabase...l
[64 Administration Exp = O & *Testscript.sql 8 _El SAMPLE | =R
El New+ < [5 p3 7 | » Connection: 9.26.20.105 - DB2HA - SAMPLE Oh FuuB®

|+ BA[I Databasés

¥ § 9.26.20.105
» @ DB2HA select deptno, deptname from "ANAS.MOSAAD".DEPARTMENT;

[B) Configuration | Fg\validation | BIspecial Registers | li® Performance metrics

(= Working Sets

%EI Properties |1 SQL Results . &) Job Manager | Nibixiim]

| Type query expression here Status|[Result1|

Status Operation Date Connection Profile  ~ DEPTNO DEPTNAME il i
/| v Succee select dept 7/16/12 2:C SAMPLE 1 AO0  SPIFFY COMPUTERSERVICEDIV.
R ———T 2 o PLANING
R 3 | co1 INFORMATION CENTER
= <§> bt 4 | DO1 DEVELOPMENT CENTER
v ﬂjTe;{_P (SAMPLE:jdbc:db2 5 DN MANUFACTURING SYSTEMS
[0 PL/SQL Packages 6 | D21 ADMINISTRATION SYSTEMS
bl 7| EM1 SUPPORT SERVICES
» [B) TestScript.sql 8 [El OPERATIONS
(7 Stored Procedures Qi E21 SOFTWARE SUPPORT
(3 User-Defined Function: 10 F22 BRANCH OFFICE F2 -
o v " Total 14 records shown
Epv | B* Displayed 1 of 1results: 1...0 warning, 0 critical error | g

<No Current Work>

Figure 4-42 Successful query execution
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Now move your cluster groups from the primary node to the secondary node.
Data Studio automatically detects that your instance stopped. It displays a
notification that automatic reconnection failed (Figure 4-43).

®* Automatic reconnection has Failed

SQL4499N A fatal error occurred that resulted in a disconnect from the data source.

SQLCODE=-4499
SQLSTATE=08004

The Following data source connections are invalid.
Select data sources from the list to attempt to reconnect. Unselected data sources will be disconnected.

& SAMPLE

Select All Deselect All

| OK cancel

Figure 4-43 Data Studio automatic reconnection failure notification

This notification message automatically disappears after Data Studio is able to
reconnect again to your database. Now try to run the same SQL statement
again. It should succeed and you get the result shown in Figure 4-42 on

page 153.

Repeat the same scenario after you move the cluster group to the primary node
again. Run the same statement again; it should succeed.

If you have a long running transaction in your database, moving the group from
one node the other might fail. To ensure that such scenario is avoided, set the
DB2 registry variable DB2_FALLBACK to on. To set DB2_FALLBACK ON, run db2set
DB2_FALLBACK=0N.

Now you have a clustered DB2 instance up and running. You tested that it is
working correctly on both nodes. You can use this environment to upgrade your
DB2 instance.
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4.9 Upgrading your instance

A clustered environment is ideal for performing a rolling upgrade to your servers.
You are able to upgrade your database instance fix pack with minimal downtime.
To do rolling upgrades of your servers, complete the following steps:

Have winNode101 as the active node and winNode102 as idle.

Stop the cluster server service on the idle node (winNode102).

Apply your fixes on winNode102. In our case, we apply a DB2 fix pack.
Take all DB2 Server resources offline.

Start the cluster service on the winNode102 node.

Move your clustered instance group to winNode102.

Bring the group online. winNode101 is now idle.

Repeat steps 2 - 5, but on winNode101 instead.

© © N o o~ 0 Db~

Move the group back to winNode101.

DPF environment: In a DPF environment, ensure that all active partitions are
running the same db2level.

If you plan to upgrade your database version, see the Information Center at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=%2Fcom. i
bm.db2.1uw.qgb.upgrade.doc%2Fdoc%2Ft0022647.htm]
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DB2 HADR introduction

Organizations face a tough challenge in choosing an appropriate high availability
solution that meets their business requirements and IT budgets.

Until recently, such solutions were based on proprietary systems, and involved
significant investment in capital, time, and resources to assemble, integrate, test,
manage, and support. This scenario was changed dramatically with the
introduction of software-based high availability solutions.

In this chapter, we provide a general overview of an IBM software-based high
availability solution: DB2 High Availability Disaster Recovery (HADR).
This chapter covers the following topics:

» HADR overview
» HADR architecture
» Terminology
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5.1 HADR overview

The HADR feature provides a high availability solution for both partial and
complete site failures. HADR protects against data loss by replicating data
changes from a source database, called the primary database, to one or more
target databases, called the standby databases.

A partial site failure can be caused by a hardware, network, or software (DB2
database system or operating system) failure. Without HADR, a partial site
failure requires restarting the database management system (DBMS) server that
contains the database. The length of time that it takes to restart the database and
the server where it is located is unpredictable. It can take several minutes before
the database is brought back to a consistent state and made available. With
HADR, a standby database can take over in seconds. Further, you can redirect
the clients that used the original primary database to the new primary database
by using automatic client reroute or retry logic in the application. This redirection
is also possible using software solutions that are described in Chapter 10,
“Automatic client reroute” on page 377, which can manage IP

address redirection.

A complete site failure can occur when a disaster, such as a fire, causes the
entire site to be destroyed. However, because HADR uses TCP/IP for
communication between the primary and standby databases, these databases
can be in different locations. For example, the primary database might be at your
head office in one city, and a standby database might be at your sales office in
another city. If a disaster occurs at the primary site, data availability is maintained
by having the remote standby database take over as the primary database with
full DB2 functionality. After a takeover operation occurs, you can bring the
original primary database back up and return it to its primary database status;
this concept is known as failback. You can initiate a failback if you can make the
old primary database consistent with the new primary database. After you
reintegrate the old primary database into the HADR setup as a standby
database, you can switch the roles of the databases to enable the original
primary database to once again be the primary database.

DB2 HADR includes all the following functions:

Fast failover capability

Negligible impact on performance

Easy to set up and monitor

Rolling upgrades with no downtime for running applications
Transparent failover and failback for applications

Easy integration with high availability clustering software
Improved disaster recovery compared to conventional methods

YyVVyVYVYVYYVYY
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Figure 5-1 illustrates the concept of HADR.
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ST S~
—| ~ DB2Engine | ppimARY SERVER STANDBY SERVER DER B

(other components)

Replay Master
Shredder
Redo Master
Redo Workers

Tables
Indexes

Figure 5-1 HADR overview

All changes that take place at the primary database server are written into log
records. These log records are then shipped to the secondary database server
where the recorded changes are replayed to the local copy of the database. This
procedure ensures that the primary and the secondary database servers are in a

synchronized state. From this point on, the standby server is in a continuous

rollforward mode and is always in a state of near-readiness, so the takeover to
the standby is fast. In DB2 10.1, it is also possible to use the reads on standby
capability to run read-only operations on the standby database in your HADR

solution. Read operations that are running on a standby do not affect the

standby’s main role of replaying logs that are shipped from the primary database.

Using two dedicated TCP/IP communication ports and a heartbeat, the primary

and the standby databases track where they are processing currently, the

current state of replication, and whether the standby database is up to date with
the primary database (known as a HADR Peer state). When a log record is being
written to disk on the primary, it is sent to HADR to be routed to the standby at

the same time.
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As mentioned, the HADR communication between the primary and the standby
takes place over TCP/IP, which enables the database to be replicated to a
remote geographical site. This setup allows the database to be recovered either
locally or at the remote site if there is a disaster at the primary database server
site. The HADR solution thus provides both High Availability and Disaster
Recoverability. HADR provides an incomparable improvement on conventional
methods for DB2 disaster recovery, which otherwise could mean losses in hours
of committed transaction data.

If the primary system is not available, a HADR takeover by a force operation
converts the standby system to be the new primary system. After the
maintenance or repair of the old primary system is done, you can start the
original primary server and return both servers to their primary and standby roles.
This action can be done after the reintegration of HADR, and after the original
primary catches up with any work that was done while it was unavailable.

In a DB2 ready environment, HADR is easy to set up and configure. HADR is an
efficient method of supporting high availability and disaster recovery.

5.1.1 HADR topology

With HADR, you base the level of protection from potential loss of data on your
configuration and topology choices. Some of the key choices that you must make
are as follows:

» What level of synchronization do you use?

Standby databases are synchronized with the primary database through log
data that is generated on the primary and shipped to the standbys. The
standbys constantly roll forward through the logs. You can choose from four
different synchronization modes. In order of most to least protection, these
modes are synchronous (SYNC), near-synchronous (NEARSYNC),
asynchronous (ASYNC), and super-asynchronous (SUPERASYNC). For
more information, see 5.1.2, “HADR synchronization modes” on page 164.

» Do you use a peer window?

The peer window feature specifies that the primary and standby databases
are to behave as though they are still in the Peer state for a configured
amount of time if the primary loses the HADR connection in the Peer state. If
the primary database fails in the Peer state or this “disconnected peer” state,
the failover to standby has zero data loss. This feature provides the greatest
protection.
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» How many standbys do you deploy?

With HADR, you can use either single standby mode or multiple standby
mode. With multiple standbys, you can achieve both your high availability and
disaster recovery objectives with a single technology.

There are many ways that you can use your HADR standby databases
beyond their HA or DR purposes:

— Reads on standby feature

You can use the reads on standby feature to direct read-only workload to
one or more standby databases without affecting the HA or DR
responsibility of the standby database. This feature can reduce the
workload on the primary database without affecting the main responsibility
of the standby database.

Unless you have reads on standby enabled, applications can access the
current primary database only. If you have reads on standby enabled,
read-only applications can be redirected to the standby database.
Applications connecting to the standby database do not affect the
availability of the standby database if there is a failover.

— Delayed replay feature

You can use the delayed replay feature to specify that a standby database
should remain at an earlier point in time than the primary database, in
terms of log replay. If data is lost or corrupted on the primary database,
you can recovery this data on the time delayed standby database.

— Rolling updates and upgrades feature

Using an HADR setup, you can make various types of upgrades and DB2
fix pack updates to your databases without an outage. If you have multiple
standby modes that are enabled, you can perform an upgrade while you
keep the protection provided by HADR.

HADR might be your best option if most or all data in your database requires
protection or if you perform DDL operations that must be automatically replicated
on a standby database. However, HADR is only one of several replication
solutions that are offered in the DB2 Product Family. The InfoSphere Federation
Server software and the DB2 database system include SQL replication and Q
replication solutions that you can also use, in some configurations, to provide
high availability. These solutions maintain logically consistent copies of database
tables at multiple locations. In addition, they provide flexibility and complex
functionality, such as support for column and row filtering, data transformation,
and updates to any copy of a table. You can also use these solutions in
partitioned database environments.
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The standard topology is one primary and one standby database. This topology
makes up the most commonly seen layout. This setup consists of a pair of
servers, one with a single DB2 instance and a single database that acts as the
primary database, and another with a single DB2 instance and a single database
that acts as the standby database.

However, this situation is by no means the only ways in which multiple pairs of
HADR databases can be implemented on multiple server nodes.

HADR replication takes place at a database level, not at the instance level.
Therefore, a standby server can have multiple databases from multiple primaries
on it. Another configuration option is to implement two servers in an active/active
cluster mode (Figure 5-2). Here the HADR primary databases are spread across
both servers in a load-sharing configuration. The advantage with this option is
that it makes more efficient use of available processor cycles, and other valuable
server resources.

0 I
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_————_  Primary Standby _—-—
e e
Database A % Database A
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—_— T
S —
—
o Database C
- "
Database B - —
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Database E ‘ﬂ Database E
v v

Figure 5-2 HADR takes place at the database level and not the DB2 instance level
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Since DB2 10.1, the HADR feature also supports multiple standby databases.
This feature enables an advanced topology where you deploy HADR in multiple
standby mode. In this scenario, you can have up to three standby databases in
your setup. You designate one of these databases as the principal HADR
standby database; any other standby database is an auxiliary HADR standby
database. As with the standard HADR deployment, both types of HADR standbys
are synchronized with the HADR primary database through a direct TCP/IP
connection. Furthermore, both types support the reads on standby feature, and
you can configure both types for time-delayed log replay. In addition, you can
issue a forced or non-forced takeover on any standby.

This scenario is illustrated by Figure 5-3.

Primary
I
| u
= % = [ Auxiliary
% =1 standby
SU,O
@ra
Sync
’hoo,e
0/7(1/
Any sync =
mode =il Auxiliary
— | standby
i
|
—
—
i |
Principal
standby

Figure 5-3 HADR scenario with multiple standby servers

There are many benefits to using a multiple HADR standby setup. Instead of
employing the HADR feature to achieve your high availability objectives and
another technology to achieve your disaster recovery objectives, you can use
HADR for both. You can deploy your principal standby in the same location as
the primary. If there is an outage on the primary, the principal standby can take
over the primary role within your recovery time objectives (RTOs). You can also
deploy auxiliary standbys in a distant location, which provides protection against
a widespread disaster that affects both the primary and the principal standby.
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When you work with multiple standby databases, all of the HADR sync modes
are supported on the principal standby, but the auxiliary standbys can be only in
SUPERASYNC mode.

Another point to consider while you set up an HADR environment is the new
HADR delayed replay feature. This feature prevents data loss because of errant
transactions. Delayed replay intentionally keeps the standby database at a point
in time that is earlier than the point in time of the primary database by delaying
replay of logs on that standby. If an errant transaction is run on the primary, you
have until the configured time delay elapses to prevent the errant transaction
from being replayed on the standby. To recover the lost data, you can either copy
this data back to the primary, or you can have the standby take over as the new
primary database.

You can use this feature in either single standby mode or multiple standby mode.
In multiple standby mode, typically one or more standbys stays current with the
primary for high availability or disaster recovery purposes, and one standby is
configured with delayed replay for protection against errant transactions. If you
use this feature in single standby mode, you should not enable IBM Tivoli
System Automation for Multiplatforms (Tivoli SA MP) because the takeover fails.

5.1.2 HADR synchronization modes

With HADR, you can choose the level of protection you want from potential loss
of data by specifying one of the three synchronization modes:

» Synchronous

Log write is considered successful only when the log buffers are written to the
primary’s log files and after an acknowledgement is received that it is also
written to the standby’s log files. There can be no data loss in this mode if
HADR is in the Peer state.

» Near-synchronous

This option is the default option. Log write is successful only when the
primary’s log buffer is written to log files on the primary and an
acknowledgement is received that the log buffer is received on the standby.

» Asynchronous

Log write is successful when logs are written to the disk on the primary and
log data is sent through TCP/IP to the standby. Data loss can occur in
this mode.
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» Super-asynchronous

The log writes are considered successful when the log records are written to
the log files on the primary database. Because the primary database does not
wait for acknowledgements from the standby database, transactions are
considered committed regardless of the state of the replication of

that transaction.

Figure 5-4 illustrates these HADR synchronization modes, and the point at which
DB2 considers itself able to commit a transaction while in the Peer state.

w TCP/IP socket HADR
send() receive()

Commit succeeded

Figure 5-4 Synchronization modes

5.2 HADR architecture

HADR technology is tightly coupled to the DB2 logging and recovery strategy.
The main design goal of DB2 HADR is to quickly fail over the failed system to a
standby server if there is a failure on the primary server.

The basic architecture of HADR is simple. It is based on the shipping of log
records from the primary database to a standby database. Thus, in DB2 the
HADR implementation can be used by the database administrator (DBA) to
decide which databases should be replicated.
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To start HADR, the corresponding commands must be entered on both the
standby and primary databases. The HADR system starts as soon as the primary
database becomes active.

Regarding a HADR system, DB2 has two special engine dispatchable units
(EDUs) to handle all HADR work. The one on the primary database is called
db2hadrp. Its counterpart on the standby database is called db2hadrs. They are
in charge of sending log records from the primary to the standby, processing
system messages, and receiving log files on the standby system.

At the database activation of the primary, the db2hadrp is created; this thread
then reads the database configuration file and opens a port to listen for a
connection from the standby. The relevant HADR database configuration
parameters are described in 11.1, “DB2 HADR configuration parameters” on
page 400. During this time, no client connections are allowed. The primary waits
for the number of seconds set in the configuration parameter HADR_TIMEOUT for
the standby connection. If the primary does not receive any communication from
the standby database, then the primary concludes that the connection with the
standby is lost. If the corresponding primary and standby are in the Peer state
when the connection is lost, they move into the disconnected Peer state if the
hadr_peer_window database configuration parameter is greater than zero, or into
the remote catchup pending state if hadr_peer_window is not greater than zero.

If the BY FORCE clause is used when you run the START HADR command, the
primary does not wait for the standby to connect. The primary creates a listener
and listens on the HADR port. The standby initiates the connection to the
primary. If the standby's connection attempt fails, it tries to connect to the primary
again. DB2 clients are always able to connect to an active HADR primary
database, and whenever the standby is ready, the actual HADR functionality
becomes operative.

The downside of using the BY FORCE clause is that the database does not respect
the setting of the AUTORESTART parameter and if a crash occurs, crash recovery is
performed regardless of the current setting. Any other methods to start HADR,
including ACTIVATE DATABASE and the first client connection, do respect the
AUTORESTART settings.

After the connection is established, the status and “health” of the HADR system
is monitored by a mechanism that is known as heartbeats. Heartbeats verify that
both the primary and the standby can see each other. Heartbeats are special
short messages that are sent over the HADR connection from the primary to the
standby, which are acknowledged and sent back by the standby. The heartbeat
messages are spaced at known time intervals so each end can know how many
heartbeats are missed and take appropriate actions.
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Upon successful connection of the standby database to the primary, the HADR
system enters the catchup phase. During the catchup phase, the size of the
logical log gap from the standby to the primary is determined and the primary
starts sending all log files that are required for the standby to reach the same
sync point as the primary.

The db2lfr EDU captures changes that are made on the primary server either by
reading the log buffer or by reading the log files. It then relays the log records to
the db2hadrp thread, that in turn forwards the records to the db2hadrs thread on
the standby. Finally, the db2hadrs thread passes the received log data to the
local log system.

After all the logs in the disk and the memory in the primary are relayed to the
standby, the HADR system enters the Peer state.

5.3 Terminology

Here we list and describe some of the more common terms that are used
specifically with HADR. Most of these terms can be found in various DB2
manuals or the DB2 Information Center, where you can search and see them
being used in context.

Generic definitions can be found in the DB2 10.1 Information Center Glossary at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/topic/com.ibm.db2.Tuw.gT
ossary.doc/doc/glossary.html

Use the search field in the DB2 Information Center to find in-context usage of
these terms:

» Catchup phase

HADR initialization always starts in the catchup phase, in which the standby
tries to catch up to in-memory logs on the primary by replaying logs that are
written to the disk or the archive. During catchup, the standby can retrieve log
files locally, or remotely from the primary through the HADR

network connection.

» Cluster

A cluster is a system that is based on two or more nodes. Nodes are
connected to each other and to shared storage. Each of these items is
considered a cluster resource. A clustering software is used to logically
connect these resources to appear as a single system to the clients.
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» Cluster resource

An object that can be managed by a clustering software. Clustering software
supports many resource types. These resource types include Disks, IP
addresses, File Share, DB2 instance, and so on.

» Failover

In the context of HADR, this term refers to changing the status of the standby
in an HADR pair to become the primary, with full DB2 functionality, because
the original primary fails. The original primary can start then in the role of
standby. Care must be taken to ensure that the original primary is truly
non-functional at the time of failover. If both databases are functioning as the
primary, there is a conflict in the data update that HADR cannot resolve. The
result is two incorrect versions of the database, which might be impossible

to reconcile.

Failover is also often used in the context of a cluster, where resources on an
active node that failed are made active on a previously passive or inactive
node. This situation is nearly indistinguishable as a concept from failover

in HADR.

» Failback

In the context of HADR, after a failover occurs, which made the original
standby into a primary, failback is the act of reverting this database back to a
standby and bringing the original primary back as a primary once again. That
means, switching the roles of the primary and the standby, while both are
alive and healthy.

Failback is not a mandatory operation. A customer can choose to leave the
databases in their reversed roles until another failover is necessary because
the failure of the new primary. This situation is especially likely in cases where
the HA goal is ultra-fast failover, as failback can be viewed as a needless
interruption in service.

Customers who choose this option must ensure that all DB2 related objects
and processes, which HADR does not replicate, are the same on both the
servers. This situation is especially true for things such as batch schedule
tasks, which must be deactivated while the database is in the standby mode,
and activated while it is in the primary mode.

In the context of a cluster, failback has effectively the same meaning as
with HADR.
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» Failure

Failure is an event where any database service prerequisite component
(DB2, operating system, server machine, or network) is no longer able to
provide the service it is supposed to. HADR maintains data availability if there
is a failure of any single component. If the failure affects only the standby
system or the communication between the primary and the standby, data
remains fully available on the primary without any disruption or required

user action.

If the failure prevents the primary itself from providing DB2 functionality, the
user can take the primary DB2 instance, the server, or both down (if it is not
already) and initiate failover, which rapidly changes the standby system into a
primary, making the data available again after only a brief outage.

Some failures can be detected and reported by HADR and DB2 to assist the
user in deciding whether failover is needed or whether certain database
components simply require attention. The HADR database processes report
a failure when they are unable to communicate. The DB2 database
processes report a failure when they detect a fault. These components are
the only DB2 database components that report failures as provided by the
DB2 software.

» Out of band

In this book, out of band refers to operations that can be performed on the
primary database, and which must be replicated at the standby, but cannot be
repeated solely based on log records. Such operations are non-logged or not
completely logged at the primary. To replicate such an operation, its results (a
copy of the new or modified object, for example) must be passed to the
standby by some other means. This “other means” is considered to be out of
band regarding the log stream. The usage of the term is different from the
meaning of out of band in TCP/IP. Thus, it is preferable to refer to the specific
operations or to non-logged or not completely logged operations to avoid any
confusion.

» Outage period

The outage period is the amount of time it takes to fail over DB2 functionality
from a broken DB2 primary database to the standby. This period starts from
the point at which failover is initiated to the point that DB2 functionality is
restored. To a client that connecting to the DB2 database, it is seen as a
connection failure, at which point retry logic should be working to ensure that
the transaction is not lost.
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» Peer state

After the standby catches up with in-memory logs on the primary, HADR
enters the Peer state, in which the primary ships the log records to the
standby whenever it flushes a log record to the disk. The log records are
replayed on the standby as they arrive. The records are also written to local
log files on the standby so that the primary and the standby have identical log
file sequences. Transaction commits on the primary wait for acknowledgment
messages from the standby or at least for a successful return of log send
calls, depending on the user-specified log shipping mode level.

» Primary (database)

The principal (master) copy of the database. Applications apply updates to
the primary database and those updates are propagated to the standby
server through log shipping.

» Primary reintegration

In some cases, the old primary database can rejoin the HADR pair after a
failover. Because the old standby is now the primary, the old primary can join
only as a standby. This concept is called primary reintegration. After
reintegration, a failback can optionally be performed.

» Reads on standby feature

The reads on standby capability can be used to run read-only operations on
the standby database in your HADR solution. You can use this expanded role
of the standby database to use the standby in new ways, such as running
some of the workload that would otherwise be running on your

primary database.

» Standby (database)

A copy of the primary database. It is not updated directly by the application.
All updates occur by rolling forward log data that is generated on the
primary database.

» Auxiliary standby (database)

When you deploy the HADR feature in multiple standby mode, you can have
up to three standby databases in your setup. You designate one of these
databases as the principal HADR standby database; any other standby
database is an auxiliary HADR standby database. The auxiliary standbys can
be only in SUPERASYNC mode.
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Split brain

This term refers to the condition of having both databases in an HADR pair
acting as primaries simultaneously. Such a situation leads to the databases
becoming inconsistent with each other and should be avoided at all costs.
HADR never automatically makes state transitions that result in two
primaries, and when the pair can communicate with each other (that is, the
network connection between them is operating properly), they also prevent a
user from creating this situation in an unforced takeover. HADR also does not
allow an inactive primary database to be activated without a successful
connection to a standby within the HADR_TIMEOUT period.

However, split brain is still possible in a situation where the user instructs the
current standby to become a primary while the communications link between
the pair is down, if either the current primary is still active or if it is brought
back to the non-HADR, or standard mode. But, this command is a manual
one that runs only in the most dire cases.

Standard (database)

In the context of HADR, standard means a normally operating non-HADR
database, that is, a database not using the HADR feature, and therefore not
operating in either the primary or the standby mode.

Synchronous mode

In the Peer state, the primary does not consider a transaction as committed
until it receives an acknowledgment message from the standby confirming
that the relevant log data is received and written to the disk on the standby.
Therefore, if a transaction is committed on the primary, it is guaranteed to be
persistently stored in the standby's log file. Even if the standby crashes before
it is able to replay the log, it can still replay it from its own log file when it
restarts. There is no transaction loss in a synchronous mode failover if the
primary was in a Peer state at the time of the failure.

Near-synchronous mode

In the Peer state, the primary does not consider a transaction as committed
until it gets an acknowledgment message from the standby confirming that
the relevant log data is received and written to the main-memory of the
standby.

Asynchronous mode

In the Peer state, the primary does not consider a transaction as committed
until it successfully submits the relevant log data to the network. The primary
does not wait for any acknowledgment message that the log data

was received.
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» Super-asynchronous mode

In this mode, the HADR pair can never be in the Peer state or disconnected
Peer state. The log writes are considered successful when the log records are
written to the log files on the primary database. Because the primary
database does not wait for acknowledgement from the standby database,
transactions are considered committed regardless of the state of the
replication of that transaction.

Takeover

Takeover is the act of the HADR standby taking control of the database from
the old primary server and becoming the new HADR primary. Takeover is
always initiated from the standby. If the primary can be reached over the
network as in an unforced takeover, the standby asks it to switch to standby,
performing cooperative role switching. Otherwise, the standby acts
unilaterally (with the risk of dual primary/split brain). Failover is a unilateral
takeover. Failback is a form of cooperative role switching performed after first
reintegrating the repaired server as a standby. HADR takeover can be
performed outside the context of failover and failback. A user might want to
switch HADR roles for rolling upgrade, which does not involve a failure at all.

Engine dispatchable unit (EDU)

The DB2 database server must perform many different tasks, such as
processing database application requests or ensuring that log records are
written out to disk. Each task is typically performed by a separate engine
dispatchable unit (EDU). The engine dispatchable units (EDUs) are
implemented as threads on all platforms. DB2 agents are the most common
type of EDU. These agents perform most of the SQL and XQuery processing
on behalf of applications. Prefetchers and page cleaners are other

common EDUs.
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HADR setup

In this chapter, we describe the steps to set up a High Availability Disaster
Recovery (HADR) environment using both the DB2 command line and IBM Data
Studio V3.1.1. We cover the basic operations, including the START HADR, STOP
HADR, and TAKEOVER HADR commands. We also provide some

troubleshooting tips.

This chapter covers the following topics:

Requirements for setting up HADR
Setup and configuration

Basic operation

Troubleshooting

vyvyyy

© Copyright IBM Corp. 2007, 2012. All rights reserved. 173



6.1 Requirements for setting up HADR

Before you set up HADR, you must know the requirements for a HADR setup.
We provide a basic outline of what you need to get started (for more information,
see Data Recovery and High Availability Guide and Reference, SC27-3870-00).

6.1.1 Requirements

To set up HADR, you must have the following requirements in place:

>

HADR is a DB2 feature available in all DB2 editions except for DB2
Express-C. For the standby and auxiliary standby databases, DB2 licensing
takes place according to usage as hot warm or cold standby. For more
information, consult with an IBM Information Management

marketing representative.

The operating system on the primary and standby databases should be the
same version, including the patches. You can violate this rule for a short time
during a rolling upgrade, but take extreme caution.

A TCP/IP interface must be available between the HADR host machines.

The DB2 version and level must be identical on both the primary and the
standby databases.

The DB2 software for both the primary and the standby databases must be
the same bit size (32-bit or 64-bit).

Buffer pool sizes on the primary and the standbys should be the same. If you
build the standby database by restoring the database using the backup copy
from the primary, the buffer pool sizes are the same because this information
is included in the database backup. If you are using the reads on standby
feature, you must configure the buffer pool on the primary so that the active
standby can accommodate log replay and read applications.

The primary and standby databases must have the same database name,
which means they must be in different instances.

Table spaces must be identical on the primary and standby
databases, including:

— Table space type (DMS or SMS)

Table space size

Container path

Container size

Container file type (raw device or file system)

The amount of space that is allocated for log files should also be the same on
both the primary and standby databases.
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6.1.2 Parameters

Use the following parameters to set up HADR:

» Use identical host computers for the HADR primary and standby database
servers. They should be from the same vendor and have the
same architecture.

» Use a high-speed and high-capacity network for the TCP/IP interface.

» Ensure that the primary and standby database servers have equal amounts
of memory.

» Have identical database (DB) and database management (DBM)
configuration parameters.

6.2 Setup and configuration

Here we perform the steps to set up HADR on an existing installation of DB2.
Our lab example uses 64-bit DB2 10.1 for SUSE Linux Enterprise Server 11 on
Intel (kernel 3.0.34-0.7). However, these steps are applicable to all

supported environments.

6.2.1 Preparing the environment

To prepare a real-world, pre-change window environment to set up HADR, there
are a few things that you can plan for so that you are ready beforehand. Unless
you are still using circular logging, the only downtime that is required for setting
up HADR is for updating database configuration parameters. This downtime can
be avoided by scheduling the work in a regular maintenance window. There
should be no pressure to minimize your change window, but avoid periods of
heavy logging if you want to avoid a long wait for the standby to catch up before
you reach the Peer state.

If you still use circular logging in your environment, you might want to set aside a
separate change window before you start the HADR setup to plan for the
changeover to archival logging, and all the associated considerations for log
archival, overflow scenarios, log file size, and retry on failure. If you are testing
the HADR setup in a sandbox environment, circular logging is only a minor
consideration, and no planning phase is required.

As basic components for this lab, you need at least two DB2 instances of the
same fix pack level.If you plan to set up a HADR environment with multiple
standby databases, you must have at least three DB2 instances of the same fix
pack level.
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HADR works even if both instances are on the same server (or LAPRSs), but a
real-world environment has separate servers, as we used in our examples.

Determine whether you intend to use the IBM Data Studio or the DB2 command
line processor (CLP) to configure HADR. IBM Data Studio is perfect for
introducing people who are unfamiliar with the HADR concept.

The DB2 CLP environment is suitable for experienced administrators or for
repeated configurations on multiple HADR server-pairs. It is also suitable for
environments where it is impractical to get a GUI working, whether locally or
remotely, such as AlX with telnet-only access, or systems without Java, or
systems with limited administrative network bandwidth.

If you work in a high-security environment where people that are performing DB2
installations and maintenance are not given sesu/sudo root or Windows
Administrator authority other than in a special change window, take the
necessary steps to request that authority.

If you are running the HADR setup from IBM Data Studio as the DB2 instance
owner, this situation specifically requires that the DB2 instance owner have the
authority to update the /etc/services file
(%Systemroot%\system32\drivers\etc\services on Windows), unless these
ports are registered. You might also have to manually update the /etc/hosts file
if you do not have a reliable Domain Name System (DNS) in place, but still want
to use host names rather than IP addresses.

The servers that you use in a real-world implementation must be connected by a
reliable TCP/IP connection. The servers, or at least the main port for each DB2
instance, must not have a firewall between them, and the two ports you set aside
for HADR communication must be left open.

Depending on your environment, and your choice of HADR SYNCMODE, you
might be working with physically separate servers:
» Over an intranet WAN with a slow connection (use SUPERASYNC)

» Over an intranet WAN (use ASYNC or NEARSYNC, but use them more for
disaster recovery functionality instead of high availability)

» OnaLAN (use NEARSYNC)

» On servers that are physically next to each other in the same rack
(use SYNC)

Our example uses the last configuration.
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If your environment does not tolerate frequent backups, even if they are online,
then take whatever steps are necessary to get in a maintenance window to
perform a backup as a starting point for the HADR change window.

If you want to reduce the number of steps that are performed inside IBM Data
Studio, in addition to changing from circular to archival logging, catalog entries
for the remote system on both the servers beforehand:

» Use TCPIP NODE for the DB2 instance.
» Use a DATABASE alias for the DB2 database.

Example 6-1 and Example 6-2 show the commands to catalog the database
server and database.

Example 6-1 Commands to catalog remote entries on the primary server (NODET1)

db2 catalog tcpip node DB2_NODE2 remote x.x.x.x server 60004
remote_instance db2instl system NODE2
db2 catalog database SAMPLE as SAMPL _NODE2 at node DB2_NODE?2

Example 6-2 Commands to catalog remote entries on the standby server (NODE2)

db2 catalog tcpip node DB2_NODE1l remote x.x.x.x server 60004
remote_instance db2instl system NODE1
db2 catalog database SAMPLE as SAMPL_NODEl at node DB2_NODEl

For our lab example, we use HADR ports 55001 for NODE1 and 55002 for
NODE2. You can also arrange to have the unqualified remote host name
registered in the /etc/hosts file on both the servers so that you do not have to
rely on IP addresses. Because they are not generally dynamic values, it is
acceptable in IBM Data Studio to enter the physical port number for the local and
remote DB2 instances rather than the service name (port 60004 for both
instances in our lab). For administrative and documentation reasons, it is still
important to register the port numbers for the local services in each server’s
/etc/services file.

You are now ready to perform an HADR setup.
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6.2.2 Configuration using the HADR setup wizard

Figure 6-1 illustrates the basic intended high-level architecture of our
lab environment.

DB2
Client
ACR
A A
Node1 i Node2
db2inst1 ; db2inst1
. | pon__
———— | 60004 60004 |
Port 55002
Primary server HADR Standby server

Figure 6-1 Lab environment high-level overview

Figure 6-1 shows two example instances both, called DB2INST1 on the server
host names NODE1 (9.162.141.44) and NODE2 (9.162.141.48), in a
non-clustered configuration, with basic TCP/IP Ethernet network adapter
connectivity. NODET1 is initially set up as the HADR primary, and NODE2 is
initially the HADR standby.

The ACR box in Figure 6-1 means automatic client reroute, which is built into the
DB2 client and configured on the DB2 server. After it is configured, ACR is
responsible for routing the client connections to whichever DB2 instance is set as
the primary. For more information about ACR, see Chapter 10, “Automatic client
reroute” on page 377.

In our lab, clients can communicate with the DB2 instance through port 60004,
and DB2 HADR servers communicate with each other through ports 55001
and 55002.

The database that is set up in a HADR configuration is called SAMPLE; we
catalog this database on each remote server, so that it is accessible from the
Administration Explorer view in IBM Data Studio, and for general remote
takeover, stop, and start commands.
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In our lab, we start out with only one SAMPLE database, which is in the
DB2INST1 instance on one of the servers (NODE1).

We finish with SAMPLE acting as the HADR primary on the DB2INST1 instance
on NODE1, and as the HADR standby in the DB2INST1 instance on NODEZ2.

In the descriptions that follow, the term remote is used in the context of the server
that we configure as the standby database, and the term local is used
interchangeably with primary. We are running the setup locally on the server that
becomes the primary. Initially, we do not have a primary or a standby, just the
local server where IBM Data Studio is running (NODE1 for our example) and the
remote server that has a database restored on it (NODEZ2).

After the configuration is complete, the primary and standby roles can be
switched if you want, so these descriptions are temporary at best. To help with
establishing a more permanent frame of reference, we included in our lab
example the server names (NODE1 and NODE2) in parentheses when we listed
a server, so you can substitute your own server names for each situation.

Beginning HADR configuration
For beginners, the preferred way to achieve a working HADR environment is to
use IBM Data Studio. Complete the following steps:

1. Start IBM Data Studio, and expand the All Databases tree that is located in
the Administration Explorer view to show your databases.

2. Connect to the database you want to set up HADR for by right-clicking the
database in the Administration Explorer and select Connect. If prompted for
connection parameters, enter your connection parameters and click OK.
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3. Right-click the database that you want to set up and select Set Up and
Configure — Setup HADR... (Figure 6-2).

(54 Administration Explarer ==H
Newv o E py g ¥
= [= All Databases
v H9.162.141.44
- & db2inst
| > H9162141.48
=@= Disconnect
b H9.162.141.49
o Ping...
b [H localhost
= Working Sets lManage Connection
Back Up and Restore
Set Up and Configure | B Configure. ..
Manage Database > | B Configure Automatic Maintenance. ..
Maonitor > | (¥ Configure Database Logging...
%0 Generate DOL... &% Setup HADR.
¥ Drop..
B Start Tuning...
% copy
Pes——Tm———
. Data Froject Explore ‘E Manage Frivileges L Results ﬁ Jobh Manager
n here
«" Refresh FS
Operation
[Z] Properties

Figure 6-2 Starting the HADR Setup wizard
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4. Check the logging mode of the primary database (Figure 6-3). This message
points out that HADR requires the database to use archival logging.

c The database must use archive logging to be set up for DB2 High Availability

HADR requ

Disaster Recovery (HADR). To change the logging type, click Configure to
open the task assistant for configuring database logging.

Figure 6-3 Configure the primary database to use archival logging

If the database is still using circular logging, click Configure..., and complete
the steps to configure archival logging.

If the database is already in archival logging mode, you can skip the next
several substeps (steps a - j on page 182) and go straight to step 5 on
page 182.

a.

If the database is in circular logging mode, the first window that opens
after you click Configure is Configure your logging type. Select Archive
as the database logging type.

Choose how you would like to handle your archived logs: Click Automatic
DB2 archive and specify a location, such as /usr/db2/archlog (for Linux)
or C:\db2archlog (Windows) for the primary’s archive log files. Click
Logging Size in the right pane of the window.

Choose the number and size of your log files: You can accept the defaults,
as we do in our example, but if you have different requirements, see
Chapter 5, “Databases”, in DB2 10.1 Database Administration Concepts
and Configuration Reference, SC27-3871-00. Click Logging Location.

Specify the location of your log files: Specify a location such as
/usr/db2/actlog (Linux) or C:\db2actlog (Windows). Click
Backup Image.

Specify where to store your backup image: This action is required as part
of the conversion to archival logging, as the database is placed in a
backup pending state after you change the critical database configuration
parameters. The logging recommences in the new archival format from
that point in time. Here we specify a location such as /usr/db2/backup
(Linux) or C:\db2backup (Windows). Click Backup Options.
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f. Specify options for the backup: Accept the defaults, and choose to
compress the backup image if you want to save time to transfer the file to
the standby server later on. Click Preview Command in the upper pane of
the Settings window.

g. Review the actions that take place when you click Run: Here you can see
a summary of the commands that are run when you click Run. Click Run
or go back to one of the previous steps to fix any incorrect settings
as necessary.

h. A warning message is displayed in the SQL Results window, warning you
that the database is going to be deactivated and reactivated before the
changes to one or more of the configuration parameters be effective.

i. The progress of the backup is indicated by the progress bar in the
message section. Wait for it to complete.

j- The SQL Results pane in the lower section of the window gives you a
summary of the results. Close the Configure Database Logging window.

5. Identify a standby database. After your database logging is in a state where
you can start the HADR configuration and the configuration is deactivated,
you can proceed with the next step which is choosing your standby database
(Figure 6-4 on page 183). For this step, it is not relevant if you have a
database on another server; have a DB2 instance running there.

High Availability and Disaster Recovery Options for DB2 for Linux, UNIX, and Windows



Settings
Specify any additional settings to use. Click Run when you are done.
<7 Preview Command

Primary Database Configure the standby database selection

Standby Database ) . o )
Specify the connection profile for the standby database, how to initialize the standby database, and, if

the standby database is new, the backup image of the primary database to restore the standby
TCP/IP Parameters database.

Copy Objects

Client Reroute Standby database system

Synchronization Select an existing connection profile for the standby database or create a new profile. The standby

system must have the same operating system and database levels as the primary database.
Options

Connection profile: | SAMPLE2 ¢ Add...|

Instance name:

Standby database initialization options for connection profile

(0 Use an existing database on the standby system

@ Create a new database by using a backup image

Mew standby database options

Select the backup image of the primary database to restore on the standby system. If the image file
exists on the primary database system, the file is transferred before the HADR setup commands are
run.

Method for selecting a backup image

() Enter the backup image information manually

@ Select the backup image from a table

Backup image

Use the following table to select the backup image to restore:
Cd

Time Object Typ Table Space Media Typ Location Backup Type

213:10:4" Database yster /home/db2instls FULL OFFLINE

Standby system directory for backup image

Image copy location: [.f’home.-fdbzinst‘lfbackups l |lBrowse...l|

Overwrite the selected backup image if it already exists on the standby system

Figure 6-4 Choosing a database to use as a standby database
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If you have not done so, catalog the standby server by providing the IP/host
name, Instance name, and either specify a backup image of the primary
server, or an existing remote database. To create a connection profile for your
standby database, click Add.... Add the host name/IP address and port
number for the remote system and the name of the instance that is running on
the standby system. You must provide a user name and password to connect
to the remote instance; use any SYSADM user name from the remote
instance (NODE2).

In the Add dialog box, the three fields for the details of the remote server
(Host, Port, and Instance name) are described as follows:

— Host name: Specify the host name or TCP/IP address of the standby
database server.

— Port number: Specify the TCP/IP connection port for the selected
database on the host.

— Instance name: Specify the name of the DB2 instance that is running on
the standby system.

For the field that specifies the port number, we used port 60004 for both
DB2INST1 on the primary and DB2INST1 on the standby, that is, the DB2
port for the DB2 service for the instance on each server. This port is the one
with which clients connect to DB2.

HADR itself uses two different ports, one for each server. We use 55001 and
55002 for our example; these ports are for log transmission and HADR
administrative traffic.

Figure 6-5 on page 185 shows the dialog box that prompts you for the details
about the standby database. Enter the required information and click either
Test connection to test the connection or Finish to create your connection
profile.
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=] Create standby database connection profile x

Specify instance details

Instance details (DB2 for Linux, UNEX, and Windows)

Host name: 9.162.141.48
FPort: &50004

Instance name: db2instl

User name: db2instl

Fassword: hasmasasd

Test connection

Figure 6-5 Catalog an instance node name for the remote server’s DB2 instance

6. To set up HADR, you can use either of the two options that are shown in the

Standby database initialization options for connection profile section in

Figure 6-4 on page 183 to initialize the database on the standby system. You

can either use an existing database or create a database on the standby

system using a backup of the database that is located on the primary. The
second one (Create a database by using a backup image) should provide a

simple HADR setup, which is what we used in our example.

7. Specify a backup image of the primary database (see Figure 6-4 on

page 183). If you previously set up your database for archival logging, you

must have created a backup, which is perfect for a HADR configuration.

If you were already using archival logging, this point is when you must make a
backup of your primary database. You can accomplish this task by selecting

the Primary Database section and clicking Backup. After the backup is

complete, you can use this backup to restore the database on the standby

database.
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In the Configure standby database window, you have two methods you can
use to restore the database on the standby database. In the Method for
selecting a backup image pane, you can either select Enter the backup
image information manually or Select the image from a table. We choose
to click select the backup image from a table as shown in Figure 6-4 on
page 183.

After you make your choice, a pane opens where you can select one of the
previously made backup images. Because we made a backup while we
changed the database logging from circular to archival mode, we choose the
latest backup in the Backup image section of the window.

IBM Data Studio is able to use DB2 ports to transfer the backup image on the
local system to the remote system. To accomplish this task, you must provide
a path on the standby where the backup image is to be copied to. You can
accomplish this task by using the Standby system directory for backup image
pane, which is the last pane in the window. Specify a path where the backup
image should be copied to.

If the backup image that you intend to restore from is not listed in the table (for
example, if the backup image is being transferred to the remote server over
FTP or through file sharing), then select Enter the backup image
information manually and specify the subdirectory and the date and time for
the backup image you are using, as found in the backup file name. Click
Copy Obijects to proceed.
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8. Copy objects to the standby system (Figure 6-6). If you have DB2 objects that

are not copied inside a database backup file, such as external code for UDFs
and stored procedures, you can identify those objects in this window and
have DB2 move them for you. Because we have none of those objects in our

example, we leave the window blank and click TCP/IP Parameters
to proceed.

Seftings

Primary Database
Standby Database
Copy Objects
TCP/IP Parameters
Client Reroute
Synchronization

Options

Specify any additional settings to use. Click Run when you are done.
<7 Preview Command

Select the external objects to copy to the standby system

The backup image does not include objects that are stored externally, such as user-defined functions

éor stored procedures. Use the following table to select the objects that you want to copy and specify
the location for them on the standby system.

?The objects that you select are copied as binary files to the standby system.

E,Atlentinn: All of the externally stored objects might not be included in the following table. Click Add to
insert a new row into the table for any missing objects that vou want copied.

Overwrite the copied object if it already exists on the standby system

Copy Library Mam  File on Frimary System Directory on Standby Sys Functions Add

Remaove

1] ¥

Figure 6-6 Copy “special” objects across to the standby system
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9. Specify TCP/IP communication parameters. Figure 6-7 shows the settings

that are required for the HADR-specific host name and service/port number
for the primary and standby databases. The HADR feature establishes a
connection between the primary and the standby databases. The TCP/IP
parameters (service name/port number and host name) for both databases
are retrieved from the database configuration information. Enter unique
values (as required) and click Client Reroute to proceed.

Settings

Primary Database
Standby Database
Copy Objects
TCP/IP Parameters
Client Reroute
Synchronization

Options

Specify any additional settings to use. Click Run when you are done.
< Preview Command

2 Run
Specify TCP/IP communication parameters

TCPR/IFP connections are used between the primary and standby systems. When the HADR feature
makes a connection between the primary and standby databases, the TCP/IP service name and host
name for both of the databases are retrieved from the database configuration information.

Requirement: If the HADR service name and port number pair are not specified in the senice file, edit
the file to include the pair. The port numbers for the primary and standby systems must not be the
same as the DB2 instance port number or port number+1; otherwise, the HADR service will not start
FPrimary system - 9.162.141.44 - SAMFLE

Host name: 9.162.141.44

HADR service name or port number.  |55001 Display Semvice File. ..

Standby system - 2.162.141.48 - SAMPLE
Host name: 9.162.141.48

HADR service name of port number. 55002 | | Display Semice File. .

Figure 6-7 Specify host address and port numbers for both HADR communication channels
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10.Configure databases for automatic client reroute. Figure 6-8 shows where we

set up the IP address redirect facility. Each client connection to a DB2 server
stores the IP address and port number of the primary and standby server.
When you switch roles, or force a takeover, the other IP address is then used
by the client; all a client sees is an SQL message that informs him that the
connection is changed and the transaction or database connection should be

tried again. For more information about ACR, see Chapter 10, “Automatic
client reroute” on page 377.

The port number refers to the main port number for the DB2 instance, not to
the HADR port. Match the port number with the correct server name/IP
address, and remember that the “alternate” for the primary is the standby
server, and vice versa. Click Synchronization to proceed.

Seftings

Primary Database
Standby Database
Copy Objects
TCFR/IP Parameters
Client Reroute
Synchronization

Options

Specify any additional settings to use. Click Fun when you are done.
<7 Preview Command

2 Run

Configure the databases for automatic client reroute

‘Automatic client rerouting redirects client applications fram the failed database server to the standby

édatabase. This feature enables applications to continue to run with minimal interruption after an HADR
failover has occurred.

Specify alternate servers for the databases

Primary system - 9.162.141.44

Alternate host name:  |9.162.141.48 |

Alternate port number: |.60004 |

Standby system - 9.162.141 .48

Alternate host name:  |9.162.141.44 |

Alternate port number: 60004 |

Figure 6-8 Configuring the automatic client reroute server and port information
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11.Specify synchronization mode for Peer state log writing. In Figure 6-9, you
can choose whether you want synchronous, near-synchronous,
asynchronous, or super-asynchronous mode for HADR. In our example, we
choose synchronous. For more information about the four available
synchronization modes, see 5.2, “HADR architecture” on page 165. Specify
values for the time-out period and the peer window time length. In our
example, we accept the default values. For details about choosing the
synchronization mode and how to speed up takeover time, see Chapter 11,
“HADR configuration parameters and registry variables” on page 399. Click
Options to proceed.

Settings
Specify any additional

Primary Database
Standby Database
Copy Objects
TCF/IF Farameters
Client Reroute
Synchronization

Options

<‘ri Ereview Command

settings to use. Click Run when you are done.

2 Run

Specify synchronization mode for peer state log writing

When the primary and standby systems are in peer state, the primary system writes log pages to a local
disk and sends them to the standby system. The synchronization mode specifies the log writing behavior
between the primary and standby systems. If the systems are in catchup state, log writing at the p||ma|y
'system is not affected, and the synchronization mode does not apply.

Sychronization mode

@ Synchronous

This mode guarantees that no data will be lost. Failback is supported.
) Near synchronous

This mode guarantees no loss of data for single point-of-failure disasters. If no loss of data has
occurred, failback is supported.

D) Asynchronous

In this mode, the primary system does not wait for log data o reach the standby system, and log data
is likely to be lost in the event of a failover. If HADR. detects a loss of log data, failback is not supported.
Connection time-out period

Tirne-out period (1 - 4294967295) [120 | (seconds)

This parameter (hadr_timeout) specifies the time that the high availability disaster recovery (HADR)
process waits before considering that a communication attempt has failed and the connection to the
standby database is lost. Set the parameter to a value that is long enough to avoid false alarms on the
HADFR. connection caused by short, temporary networks interruptions.

Feer window time length
Peer window time length (0 - 4294967295): |0 | (seconds)

This parameter (hadr_peer_window) specifies the length of time that a HADR primary-standby pair
continues to be considered in peer state after a connection to the standby database is lost. The
standby database is placed in disconnected peer state for the length of time specified. Set the
parameter to a value that is long enough to allow the system to perform automated failure response.

Figure 6-9 Choose an HADR syncmode - SYNC, NEARSYNC, or ASYNC
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12.Choose the Setup HADR options. Figure 6-10 shows the HADR options
window. Here you can choose to either start the HADR services immediately
after the setup is complete, or to start them later on your own. For our
example, we choose to start the HADR services immediately. Furthermore,
you can set some registry variables. For example, you can enable the
standby database to accept read-only workloads.

Settings
Specify any additional settings to use. Click Run when you are done.
< Preview Command

Primary Datahase Choose the Setup HADR options

Sl PHEhEET: ou can start HADR services on both the primary and standby databases immediately. or you can stalt
P b ¥ Y. ory!

Copy Objects them later, You can also_choose to change some registry variahles,

TCF/IF Farameters Start HADR option

Client Reroute ® Start HADR immediately

Synclmaization ) Start HADR at a later time
Options
Frimary registry variable options

The registry variables that are selected are applied on both the DBZ database systems for the primary
and standby databases. To make the registry variables effective, the DBZ instances for the primary
and standby databases are stopped and restarted. When the instances are stopped. all applications

are terminated.
[C] Limit the time that the primary database waits for log replication in peer state to seconds

[[] Convert a load operation with the COPY NO option to COPY YES
Copy target:

Directory name:

Standby registry variable options

The registry variables that are selected are applied on both the DBZ2 database systems for the
primary and standby databases. To make the registry variables effective, the DBZ instances for the

primary and standby databases are stopped and restarted. When the instances are stopped, all
applications are terminated.

[[] Enable the standby database to accept read-only workloads

Figure 6-10 Choose option parameters
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13.Review the actions that take place when you click Run (Figure 6-11). By
clicking the Preview Command link, you can review the command-line
statements that are run when you hit the Run button. These commands are
worth saving in a text file for subsequent configurations. To start the setup
process, click Run.

v Command

Click Run to run the commands that are displayed below. To open the commands in the SQL and ¥Query editor where you can edit and run
them, click Edit. To save the commands to a script that you can run directly from a data semwver, click Save.

Edit| |2 Run| |Save...

RESTORE DATABASE SAMPLE FROM "‘home/dbZinstl/backups" TAKEN AT 20120712131041 INTO SAMPLE REPLACE HISTORY FI
--Primary Database Configuration Commands;

-- Configure primary databases for client reroute - 2.162.141 . 44(db2inst1) - SAMFLE;

UFPDATE ALTERNATE SERVER FOR DATABASE SAMPLE USING HOSTHAME 9.162.141.48 PORT 60004;

-- Update HADR configuration parameters on primary database - 9.162.141 44(db2inst1) - SAMPLE; 3
UFPDATE DE CFG FOR SAMPLE USING LOGINDEXBUILD ONM ;

UPDATE DE CFG FOR SAMPLE USING INDEXREC RESTART ;

UFPDATE DE CFG FOR SAMPLE USING HADR_LOCAL_HOST 9.162.141 .44;

UFPDATE DE CFG FOR SAMPLE USING HADR_LOCAL_SWC 55001;

UFDATE DE CFG FOR SAMPLE USING HADR_REMOTE_HOST 9.162.141.48;

UFDATE DE CFG FOR SAMPLE USING HADR_REMOTE_SWC 55002;

UFDATE DE CFG FOR SAMPLE USING HADR_REMOTE_INST db2instl;

UFPDATE DE CFG FOR SAMPLE USING HADR_SYNCMODE SYNC;

UFDATE DE CFG FOR SAMPLE USING HADR_TIMEOUT 120;

UPDATE DB CFG FOR SAMPLE USING HADR_PEER_WINDOW O;

CONNECT TO SAMPLE;

QUIESCE DATABASE IMMEDIATE FORCE CONNECTIONS;

LIRIAESIE NATARASE:

1 ¥

Figure 6-11 Reviewing the commands before you start the final HADR setup

14.Execution of steps. After you click Run, the steps of the previously generated
script are run. Figure 6-11 shows a summary of those commands. If any
issues are encountered, IBM Data Studio informs you about what went wrong
and what must be corrected to successfully complete the corresponding step.
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Figure 6-12 shows the completed step, which is what you see when the script
runs successfully. The standard HADR setup with one primary and one
standby is now complete. Close the HADR setup window to complete the
setup process.

= Properties 1 SQL Results ] Job Manager ® % B B =
[h’ype fuery expression here l Status B
Status Operation el Bl et S @
b & Warning Configure Database Logging SAMPLE -- Start HADR on primary database - 9.162.141.44(db2inst1) - SAMPLI
DEACTIWATE DATABASE SAMPLE

v Succeeded BACKLUP DATABASE SAMPLE TO "/ho  gTaRT HADR ON DATABASE SAMPLE AS PRIMARY

v’ Succeeded FESTORE DATABASE SAMFPLE FROM
P v Succeeded SelplAR RIS SMEE Total execution time => 4 5: 176 ms 1
b v Succeeded Setup HADR SAMPLE
v " Succeeded Setup HADE SAMPLE

[ <] 1 I Ell ] i [ E'
Displayed € of € results: 5 succeeded, O failed, O terminated, 1 warning, O critical error Transferring backup ima...system ...

Figure 6-12 SQL Results window - the completed steps for a scripted HADR setup

15.Verify the HADR setup. You can check if your HADR setup is working
correctly by using IBM Data Studio.
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Right-click the corresponding database in the Administration Explorer and
select Manage Database —» Manage HADR. A window similar to the one
shown in Figure 6-13 opens.

Among other things, you can see here that the databases are running in the
Peer state, with the appropriate synchronization mode, and that they are in a
connected state. In addition, you can also see the log information. You can
get similar information by using the MON_GET_HADR table function or the

db2pd command.

Settings

Specify any additional settings to use. Click Run when you are done.

L] .
< Preview Command

Manage HADR Pair

Manage HADR pair

Managing an HADR pair involves specifying a refresh frequency, starting HADR on the
databases, stopping HADR on the databases, and causing the standby database to take over
as the primary database.

Refresh frequency: | Mo automatic refresh |2 | | Refresh. .

HADR pair state: FEER

Synchronization mode: SYMNC

Connection status: CONMECTED

Connection changed:  2012-07-12 14:54.55.6420729
Log gap (bytes): 0

Frimary Database

Connection profile: Caonfigure. ..
Host system: 9.162.141 .44 (dbZ2inst1)

Database role: PRIMARY

Log position: S0000001.LOG

Log page: =0

Figure 6-13 IBM Data Studio - manage the HADR window

6.2.3 Command-line setup

DB2 provides both a command line and a GUI setup for HADR. In this section,
we demonstrate how to set up HADR using the command-line interface (CLI). In
our lab environment, we set up the NODE1 server as the primary server, and
NODE2 server as the standby server with the database SAMPLE on

both servers.
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To set up HADR through the CLI, complete the following steps:
1. Set the required database configuration parameters.

If archive logging is not already turned on, then update the LOGARCHMETH1
parameter by running the following command:

db2 update database configuration for sample using LOGARCHMETH1
disk:/dbuser/archived Tlogs

Also, set the LOGINDEXBUILD parameter so that index creation, recreation, or
reorganization operations are logged, by running the following command:

db2 update database configuration for sample using LOGINDEXBUILD ON
2. Back up your database on the primary by running the following command:
db2 backup database sample to /usr/db2/backup
3. Move a copy of the backup to the standby server.
4. Restore the database on your standby server.

In our example, we restore the SAMPLE database on the NODE2 server by
running the following command:

db2 restore database sample from /usr/db2/backup taken at
20120716101759 replace history file

5. Configure databases for ACR. This step is optional, but is a good idea. To
configure ACR, update the ALTERNATE SERVER database configuration
parameter on both the primary and the standby server by completing the
following steps:

a. On the primary server, NODE1 in our test case, set the standby server as
the alternate server by running the following command:

db2 update alternate server for database sample using hostname
NODEZ port 60004

b. On the standby server, NODE2 in our test case, set the primary server as
the alternate server by running the following command:

db2 update alternate server for database sample using hostname
NODE1 port 60004

6. Update the following fields in the services file on the primary (NODE1) and
standby (NODE 2) server for HADR communication:

— Service name: DB2_HADR _1
— Port number: 55001
— Service name: DB2_HADR 2
— Port number: 55002
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7. Update the HADR database configuration parameters on the primary
database (NODET1) by running the following commands:

— db2 update db cfg for SAMPLE using HADR_LOCAL_HOST NODE1

— db2 update db cfg for SAMPLE using HADR_LOCAL_SVC DB2_HADR_1
— db2 update db cfg for SAMPLE using HADR_REMOTE_HOST NODE2

— db2 update db cfg for SAMPLE using HADR_REMOTE_SVC DB2_HADR_2
— db2 update db cfg for SAMPLE using HADR_REMOTE_INST db2instl
— db2 update db cfg for SAMPLE using HADR_SYNCMODE SYNC

— db2 update db cfg for SAMPLE using HADR_TIMEOUT 3

— db2 update db cfg for SAMPLE using HADR_PEER WINDOW 120

— db2 connect to SAMPLE

— db2 quiesce database immediate force connections

— db2 unquiesce database

— db2 connect reset

8. Update the HADR database configuration parameters on the standby
database, NODE2 in our test case, by running the following commands:

— db2 update db cfg for SAMPLE using HADR_LOCAL_HOST NODE2

— db2 update db cfg for SAMPLE using HADR_LOCAL_SVC DB2_HADR_2
— db2 update db cfg for SAMPLE using HADR_REMOTE_HOST NODE1

— db2 update db cfg for SAMPLE using HADR_REMOTE_SVC DB2_HADR_1
— db2 update db cfg for SAMPLE using HADR_REMOTE_INST db2instl
— db2 update db cfg for SAMPLE using HADR_SYNCMODE SYNC

— db2 update db cfg for SAMPLE using HADR_TIMEOUT 3

— db2 update db cfg for SAMPLE using HADR_PEER_WINDOW 120

9. If you want to use the reads on standby feature, you must set the
corresponding registry variables on the standby server by running the
following commands (this step is optional):

— db2set DB2_HADR_ROS=ON
— db2set DB2_STANDBY_ISO=UR

10.Start the standby database first by running the following commands
on NODE2:

— db2 deactivate database SAMPLE
— db2 start hadr on database SAMPLE as standby
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11.Start HADR on the primary database on NODE1 by running the
following commands:

— db2 deactivate database SAMPLE
— db2 start hadr on database SAMPLE as primary

6.2.4 Setting up HADR with multiple standby servers

This section describes how to initialize HADR in multiple standby mode.
Initializing a HADR system in multiple standby mode is similar to single standby
mode. The main difference is that multiple standby mode requires the
hadr_target_1ist configuration parameter to be set on all

participating databases.

This parameter lists the standby servers in a scenario where the database
becomes a primary. It is required even on a standby. Mutual inclusion is required
(that is, if server A has server B in its target list, B must have A in its target list).
This setup ensures that after a takeover from any standby, the new primary can
always keep the old primary as its standby. The first standby that you specify in
the target list is designated as the principal standby database. Additional
standbys are auxiliary standby databases. Working out the target list for each
database is an important step.

To initialize HADR in multiple standby mode, complete the following steps:

1. Set the required database configuration parameters.

If archival logging is not already activated, update the LOGARCHMETH1
parameter by running the following command:

db2 update db cfg for sample using LOGARCHMETH1
disk:/dbuser/archived_logs

Also, set the LOGINDEXBUILD parameter so that index creation, recreation, or
reorganization operations are logged, by running the following command:

db2 update database configuration for sample using LOGINDEXBUILD ON
2. Back up your database on the primary by running the following command:
db2 backup database sample to /usr/db2/backup compress
3. Move a copy of the backup to each of the standby servers.
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4. Restore the database on each of the standby servers.

In our example, we restore the SAMPLE database on NODE2 (the principal
standby) and on NODES3 (the auxiliary standby) by running the
following command:

db2 restore database sample from /usr/db2/backup taken at
20120716153706 replace history file

5. Configure the databases for ACR. This step is optional, but is a good idea.
Because each database server can have only one alternate server that is
defined, you must select one standby database (usually the principal standby)
as the alternate server of the primary. To configure ACR, update the
ALTERNATE SERVER database configuration parameter on both the primary and
each standby by completing the following steps:

a. On the primary server, NODE1 in our test case, set the standby server as
the alternate server by running the following command:

db2 update alternate server for database sample using hostname
NODEZ port 60004

b. On the principal standby server, NODE2 in our test case, set the primary
server as the alternate server by running the following command:

db2 update alternate server for database sample using hostname
NODEI port 60004

c. On the auxiliary standby server, NODES in our test case, set the primary
server as the alternate server by running the following command:

db2 update alternate server for database sample using hostname
NODE1 port 60004

6. Add the following fields in the services file on the primary (NODE1) and each
standby (NODE 2, NODES) server to set up the HADR communication:

— Service name: DB2_HADR _1
— Port number: 55001
— Service name: DB2_HADR_2
— Port number: 55002
— Service name: DB2_HADR_3
— Port number: 55003

7. Update the HADR database configuration parameters on the primary
database (NODE1) by running the following commands:

— db2 update db cfg for SAMPLE using HADR_LOCAL_HOST NODE1
— db2 update db cfg for SAMPLE using HADR_LOCAL_SVC DB2_HADR_1
— db2 update db cfg for SAMPLE using HADR_REMOTE_HOST NODE2
— db2 update db cfg for SAMPLE using HADR_REMOTE_SVC DB2_HADR_2
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db2 update db cfg for SAMPLE using

db2 update db cfg for SAMPLE using
NODE2:55002 | NODE3 : 55003

update db cfg for SAMPLE using
update db cfg for SAMPLE using
update db cfg for SAMPLE using
connect to SAMPLE

quiesce database immediate force connections

db2
db2
db2
db2
db2
db2
db2

unquiesce database

connect reset

HADR_REMOTE_INST db2instl
HADR_TARGET LIST

HADR_SYNCMODE SYNC
HADR_TIMEOUT 3
HADR_PEER_WINDOW 120

. Update the HADR database configuration parameters on the principal
standby database, NODEZ2 in our test case, by running the
following commands:

db2
db2
db2
db2
db2
db2

NODE1:55001 | NODE3:

update
update
update
update
update
update

db cfg
db cfg
db cfg
db cfg
db cfg
db cfg

db2 update db cfg
db2 update db cfg
db2 update db cfg

. Update the HADR database configuration parameters on the auxiliary
standby database, NODES in our test case, by running the
following commands:

db2
db2
db2
db2
db2
db2

NODE1:55001 | NODE2:

update
update
update
update
update
update

db cfg
db cfg
db cfg
db cfg
db cfg
db cfg

db2 update db cfg

for SAMPLE using
for SAMPLE using
for SAMPLE using
for SAMPLE using
for SAMPLE using

for SAMPLE using
55003

for SAMPLE using
for SAMPLE using
for SAMPLE using

for SAMPLE using
for SAMPLE using
for SAMPLE using
for SAMPLE using
for SAMPLE using

for SAMPLE using
55002

for SAMPLE using

HADR_LOCAL_HOST NODE2
HADR_LOCAL_SVC DB2_HADR 2
HADR_REMOTE_HOST NODE1
HADR_REMOTE_SVC DB2_HADR_1
HADR_REMOTE_INST db2instl
HADR_TARGET_LIST

HADR_SYNCMODE SYNC
HADR_TIMEOUT 3
HADR_PEER_WINDOW 120

HADR_LOCAL_HOST NODE3
HADR_LOCAL_SVC DB2_HADR 3
HADR_REMOTE_HOST NODE1
HADR_REMOTE_SVC DB2_HADR 1
HADR_REMOTE_INST db2instl
HADR_TARGET_LIST

HADR_SYNCMODE SUPERASYNC
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— db2 update db cfg for SAMPLE using HADR_TIMEOUT 3
— db2 update db cfg for SAMPLE using HADR_PEER_WINDOW 120

10.1f you want to use the reads on standby feature, you must set the
corresponding registry variables on each standby by running the following
commands (this step is optional):

— db2set DB2_HADR_ROS=0N
— db2set DB2_STANDBY_ISO0=UR

11.Start the standby databases first by running the following commands on
NODE2 and NODES3:

— db2 deactivate database SAMPLE
— db2 start hadr on database SAMPLE as standby

12.Start HADR on the primary database on NODE1 by running the
following commands:

— db2 deactivate database SAMPLE
— db2 start hadr on database SAMPLE as primary

13.To verify that HADR is running, you can query the status of the databases
from the primary on NODE1 by running the db2pd command, which returns all
information about the HADR setup, including the standbys.

db2pd -db sample -hadr

The standby databases start in the local catchup state, in which locally available
log files are read and replayed. After all local logs are replayed, the databases
enter the remote catchup pending state. After the primary starts, the standbys
enter remote catchup state, in which log pages are received from the primary
and replayed. After all of the log files that are on the disk of the primary database
are replayed on the standbys, what happens next depends on the type of
synchronization mode. A principal standby in SUPERASYNC and any auxiliary
standby stay in remote catchup mode. A principal standby with a SYNC,
NEARSYNC, or ASYNC mode enter peer mode.

The previous steps describe how the set up a HADR scenario with multiple
standbys from scratch. If you have a working HADR environment (consisting of
one primary and one standby) and want to add an additional auxiliary standby;,
you can find more information in the Information Center at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=/com.ibm
.db2.1uw.admin.ha.doc/doc/t0060257 .html
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6.2.5 HADR log spooling

The HADR log spooling feature is a new feature of DB2 10.1. It allows
transactions on a primary to progress without having to wait for the log replay on
the standby. When this feature is enabled, log data that is sent by the primary is
spooled, or written, to disk on the standby, and that log data is later read by

log replay.

The log spooling feature represents an improvement to the HADR feature. When
replay is slow, it is possible that new transactions on the primary can be blocked
because it is not able to send log data to the standby system if there is no room
in the buffer to receive the data. The log spooling feature means that the standby
is not limited by the size of its buffer. When there is an increase in data received
that cannot be contained in the buffer, the log replay reads the data from disk.
This situation allows the system to better tolerate either a spike in transaction
volume on the primary, or a slow down of log replay (because of the replay of
particular type of log records) on the standby.

This feature could potentially lead to a larger gap between the log position on the
primary and the log replay on standby, which can lead to longer takeover time.
You should consider your spool limit setting carefully, because the standby
cannot start as the new primary and receive transactions until the replay of the
spooled logs finishes.

The log spooling feature is activated by setting the hadr_spool_1limit database
configuration parameter.

db2 update db cfg for sample using HADR_SPOOL_LIMIT -1

The default value of 0 means no spooling. A value of -1 means unlimited
spooling (as much as supported by the disk space available). If you are using a
high value for hadr_spool_1imit, and if there is a large gap between the log
position of the primary and log replay on the standby, this setup might lead to a
longer takeover time. The standby cannot assume the role of the new standby
until the replay of the spooled logs finishes.

6.3 Basic operation

This section gives you the basic details about the start, stop, and takeover
operations that are preformed for HADR. We give examples for both the
command-line environment and IBM Data Studio.
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6.3.1 Starting and shutting down

This section covers the startup and shutdown procedures for HADR in IBM Data
Studio and the command-line environment.

Startup

Before you start HADR, ensure that your database manager (instance) on both
the primary and standby databases is started. Run db2start to start the instance
one each side, primary and standby. The instances can be started in any order.

When you start HADR, start the standby database before the primary database.
The reason for starting the standby first is that the primary HADR startup, without
the BY FORCE option, requires the standby to be active within the HADR_TIMEOUT
period. Otherwise, the startup process fails to prevent a split-brain scenario.

Running the start command

Here is the syntax for the start command:

START HADR ON DATABASE database-alias [USER username [USING password]]
AS {PRIMARY [BY FORCE] | STANDBY}

When you start the primary, the BY FORCE option specifies that the HADR primary
database does not wait for the standby database to connect to it. After you run
start BY FORCE, the primary database still accepts valid connections from the
standby database whenever the standby later becomes available.

For example, to start HADR on the primary, run the following command:

db2 start hadr on database sample as primary
It is important to note which database you are on when you start HADR.

You can find details for the START HADR command in DB2 10.1 Command
Reference, SC27-3868-00.
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Starting HADR from IBM Data Studio
HADR can also be started from the Manage HADR window in the IBM Data

Studio by completing the following steps:

1. From IBM Data Studio, expand the All Databases tree in the Administration
Explorer down to the wanted database object. Right-click the database that
you plan to start HADR on and select Manage Database — Manage HADR

(Figure 6-14).

[Ch Administration Explorer

= (= All Databases
- [ 9.162.141.44
< X dh2inst]

v SE SAMPL
- [ 9.162.141.48
= @ dbzinst]
b B SAMPL
b H9.162.141.49
b H localhost
= Working Sets

-o- Disconnect

o Ping...

Manage Connection
Back Up and Restore

Set Up and Configure

Manage Database

Maonitor

'5'5.'3 Generate DDL...
# Drop...
B Start Tuning...

G Copy

5 Manage Privileges
#* Refresh

=] Properties

= B || £4 Manage HADR

=

» Connection

Setftings
Specify any ad

A .
< Preview Co

Manage HAL

2| 0 Restart..
> | B Start..
Stop...

3 Quiesce...

% Unquiesce. ..

[ Manage HAD
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Figure 6-14 Select Manage HADR
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2. From the Manage High Availability Disaster Recovery (HADR) window, check
the Manage primary/standby database check box and select the Start
HADR service option in each pane (Figure 6-15). Click Run to start HADR.

Manage primary database

@ Start HADR service
[ By force

Starts sewvices on the primary database. This command runs only when a
connection to the standby database can be established unless the By force option
is specified. The By force option causes HADR services to start on the primary
database even if a connection to the standby database cannot be established.

) Stop HADR senvice

Stops logs from being shipped to the standby database and shuts down all HADR
semvices on the primary database. The primary database becomes a standard
database. Open sessions and transactions are not affected.

Standby Database

Connection profile: | SAMPLEZ S| | Add. . Configure. ..
Host system: 9.162.141 .48 (dbZinst1)

Database role: STAMDARD

Log position: INFORMATION NOT AWVAILABLE

Log page: INFORMATION NOT AVAILABLE

Manage standby database

@ Start HADR service
Starts sewvices for the standby database.
) Stop HADR senice

Stops log data from being received and replayed from the primary database. The
standby database becomes a standard database, remains offline, and is left in
rollforward pending state.

) Takeover as primary

Switches the roles of the primary and standby databases. During takeover, client
connections on the original primary database are forced closed, and open
transactions are rolled back. If the primary database has failed, use the By force
option. If the primary database is active, stop HADR semvices on the primary
database before issuing a takeover by force to prevent two primary databases from
coexisting.

Figure 6-15 Start HADR from the Manage HADR window
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Shutdown

Although the STOP HADR command can be used to stop HADR on the primary or
the standby, or both, it should be used with caution. If you want to stop the
specified database but still want it to maintain its role as either an HADR primary
or a standby database, do not run STOP HADR. If you run STOP HADR, the database
becomes a standard database and might require reinitialization to resume
operations as an HADR database. Instead, run DEACTIVATE DATABASE.

If you want to shut down only the HADR operation, this is the preferred way of
shutting down the HADR pair:

1. Deactivate the primary database.
2. Stop DB2 on the primary database.
3. Deactivate the standby database.
4. Stop DB2 on the standby database

Using the STOP HADR command
You can stop HADR from the command line or IBM Data Studio. When you want

to bring your database to a standard database, run STOP HADR.
The shutdown command has the following syntax:
STOP HADR ON DATABASE database-alias [USER username [USING password]]

For example:
db2 stop hadr on database sample

You can find the details for the STOP HADR command in DB2 10.1 Command
Reference, SC27-3868-00.

Stopping HADR from IBM Data Studio

You can stop HADR from IBM Data Studio by completing the following steps:

1. From IBM Data Studio, expand the All Databases tree in the Administration
Explorer down to the wanted database object. Right-click the database that

you plan to stop HADR on and select Manage Database — Manage HADR
(Figure 6-14 on page 203).
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2. From the Manage High Availability Disaster Recovery (HADR) window, check
the Manage primary database check box and select the Stop HADR
service option (Figure 6-16). You can also stop just the standby, or both the
primary and the standby, by repeating the process for the standby section of
the HADR window (Figure 6-17 on page 207). Click Run to stop HADR.

Settings
Specify any additional settings to use. Click Run when you are done.

< Preview Command | @ ryn

Manage HADR Pair Manage HADR pair

Managing an HADR. pair involves specifying a refresh frequency, starting HADR. on the
databases, stopping HADR on the databases, and causing the standby database to take over
as the primary database.

Refresh frequency: | Mo automatic refresh < | | Refresh. .

HADR pair state: FEER

Synchronization mode: SYMNC

Connection status: CONNECTED

Connection changed: 2012-07-12 14:54:55.642073
Log gap (bytes): 0

Primary Database

Connection profile: Configure. ..
Host system: 9.162.141.44 (dh2inst1)

Database role: PRIMARY

Log position: S0000001.LOG

Log page: 884

Manage primary database

) Start HADR semvice

Starts semvices on the primary database. This command runs only when a
connection to the standby database can be established unless the By force option
is specified. The By force option causes HADR semvices to start on the primary
database even if a connection to the standby database cannot be established.

@ Stop HADR service

Stops logs from being shipped to the standby database and shuts down all HADR
sevices on the primary database. The primary database becomes a standard
database. Open sessions and transactions are not affected.

Figure 6-16 Stop HADR from the Manage HADR window
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Manage standby database

) Start HADR service
Starts sewvices for the standby database.
@ Stop HADR senice

Stops log data from being received and replayed from the primary database. The
standby database becomes a standard database, remains offline, and is left in
rollforward pending state.

) Takeover as primary

Switches the roles of the primary and standby databases. During takeover, client
connections on the original primary database are forced closed, and open
transactions are rolled back. If the primary database has failed, use the By force
option. If the primary database is active, stop HADR semvices on the primary
database before issuing a takeover by force to prevent two primary databases from
coexisting.

Figure 6-17 Manage standby database section of the HADR window

6.3.2 Planned takeover

Planned takeover is also referred to as switching roles or role exchange. You run
TAKEOVER when you want to switch roles of the databases. For example, during
an upgrade, you switch roles, making the standby the new primary. Remember
to reroute your clients either manually or by using ACR after you run TAKEOVER.

Switching roles is done only from the standby when the databases are in the
Peer state. The TAKEOVER command fails if the databases are in any other state.

The takeover procedure is to run TAKEOVER HADR. For example, run the takeover
command on the standby database by running the following command:
db2 takeover hadr on database sample

The details for the TAKEOVER HADR command are found in DB2 10.1 Command
Reference, SC27-3868-00.

After you run the TAKEOVER HADR command from the standby, the following steps
are carried out in the background:

1. The standby tells the primary that it is taking over.

2. The primary forces off all client connections and refuses new connections.

3. The primary rolls back any open transactions and ships the remaining log, up
to the end of the log, to standby.
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4. The standby replays the received log, up to the end of the log.
5. The primary becomes the new standby.
6. The standby becomes the new primary.

Using IBM Data Studio

In our example, we start out with the SAMPLE database on NODE2 as the
primary database. To perform a takeover in IBM Data Studio, complete the
following steps:

1. From IBM Data Studio, expand the All Databases tree in the Administration
Explorer down to the wanted database object. Right-click the database that
you plan to take over HADR and select Manage Database — Manage HADR
as shown in Figure 6-14 on page 203.

2. Inthe HADR window, check the Manage standby database check box and
select the Takeover as primary radio button (Figure 6-18).

Manage standby database

) Start HADR senvice
Starts services for the standby database.
) Stop HADR service

Stops log data from being received and replayed from the primary database. The
standby database becomes a standard database, remains offline, and is left in
rolifforward pending state.

@) |Takeover as primary
[J By force

Switches the roles of the primary and standby databases. During takeover, client
connections on the ariginal primary database are forced closed, and open
transactions are rolled hack. Ifthe primary database has failed, use the By force
option. If the primary database is active, stop HADR services on the primary
database before issuing a takeover by force to prevent two primary databases from
coexisting.

Figure 6-18 Manage HADR Takeover
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3. Clicking the Preview Command link shows the commands DB2 that runs for
the takeover operation (Figure 6-19).

~ Command

Click Fun to run the commands that are displayed below. To open the commands in the SQL and XQuery editor where you can edit and run
them, click Edit. To save the commands to a script that you can run directly from a data semver, click Save.

Edit| |3 Run| |Save...

ATTACH TO db2inst1;

ACTINVATE DATABASE SAMPLE:

TAKEOWER HADR OM DATABASE SAMPLE;

ATTACH TO db2instl;

DEACTIVATE DATABASE SAMPLE;

START HADR. ON DATABASE SAMPLE AS FRIMARY,

Figure 6-19 Command windows shows the Takeover HADR script

4. Click Run to cause the standby to take over as primary.

The primary and the standby roles are swapped. Run the same command again
to swap the roles back. This action can be done as often as necessary, assuming
that the databases are in the Peer state.

6.3.3 Takeover by force

A takeover by force is also referred to as failover, which is issued from the
standby database with the TAKEOVER command BY FORCE option included. You
should use takeover by force only if your primary database is not functional. The
BY FORCE option tells the standby to become the new primary without
coordinating with the original primary, as it does with a planned takeover. When
the PEER WINDOW ONLY suboption is specified, there is no committed transaction
loss if the command succeeds and the primary database is stopped before the
end of the peer window period.
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The procedure for failover includes the following steps:

1. Ensure that the primary is down to minimize the chances of data loss. If a
takeover by force is run and the primary is not down, this action can result in
both the databases becoming primary databases. This situation is referred to
as split-brain.

2. Run TAKEOVER HADR with the BY FORCE and PEER WINDOW ONLY options on the
standby database. Here is an example of this command for the
SAMPLE database:

db2 takeover hadr on database sample by force

After you run TAKEOVER HADR with the BY FORCE option from the standby, the
following steps are carried out in the background:

1. The standby sends a notice that tells the primary to shut down.

2. The standby does not wait for any acknowledgement from the primary to
confirm that it received the takeover notification or that it shut down.

3. The standby stops receiving logs from the primary, finishes replaying the logs
that it received, and then becomes a primary.

Data loss is possible when a takeover by force is issued. Your chance of data
loss depends on your configuration and circumstances. The following list shows
the general settings and the result of a failure on the primary:

» If the primary database is in the Peer state when it fails:

— With syncmode set to SYNC, the standby does not lose any transactions
that were reported committed to the application before the primary failed.

— With syncmode set to NEARSYNC, the standby loses only transactions
that are committed by the primary if the primary and standby databases
fail at the same time. This scenario is highly unlikely.

— With syncmode set to ASYNC or SUPERASYNC, the standby database
can lose transactions that are committed on the primary if the standby did
not receive all of the log records for those particular transactions before
the takeover operation was performed. As with the NEARSYNC mode, if
the primary and the standby fail at the same time, transactions can be lost.

» If the primary is in the remote catchup pending state or any other non-Peer
state when it fails, for all the four syncmodes (SYNC, NEARSYNC, ASYNC,
and SUPERASYNC), transactions that are not received and processed by the
standby database are lost.

When you run TAKEOVER BY FORCE PEER WINDOW ONLY and it succeeds, then there
is not any transaction information on the primary database that is not copied to
the standby database. This situation ensures a greater degree of

data consistency.
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For more information about ways to prevent data loss in a forced takeover, see
Chapter 7, “Developing a backup and recovery strategy”, in DB2 10.1 Data
Recovery and High Availability Guide and Reference, SC27-3870-00.

Following a takeover by force because of a failure at the primary database, after
the old primary is recovered and you bring it back online, you can reintegrate the
old primary as the standby database.

To reintegrate the old primary, complete the following steps:
1. Recover the failed primary, and bring it back online.

2. Restart the failed primary as the new standby by running START HADR.
For example:

db2 start hadr on database sample as standby

If the two databases have incompatible log streams, for example, because of
logs not being received from the standby before takeover, then the reintegration
of the old primary with the new standby fails. You must restore a backup of the
current primary to your failed primary to start it as the new standby. For more
information about reintegration, see 6.4.5, “Re-establishing HADR after failure”
on page 217.

Example of takeover by force in IBM Data Studio

To perform a takeover by force in IBM Data Studio, complete the following steps:

1. From the IBM Data Studio, expand the All Databases tree in the
Administration Explorer down to the wanted database object. Right-click the

database that you plan to execute a takeover HADR on and select Manage
Database —» Manage HADR, as shown in Figure 6-14 on page 203.
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2. Inthe HADR window, check the Manage standby database check box and
select the Takeover as primary radio button (Figure 6-20). Check the By
force check box.

Manage standby database

() Start HADR service
Starts sewvices for the standby database.
) Stop HADR senvice

Stops log data from being received and replayed from the primary database. The
standby database becomes a standard database, remains offline, and is left in
rollfforward pending state.

@ Takeover as primary
By force

Switches the roles of the primary and standby databases. During takeover, client
connections on the original primary database are forced closed, and open
transactions are rolled back. Ifthe primary database has failed, use the By force
option. If the primary database is active, stop HADR sewices on the primary
database hefore issuing a takeover by force to prevent two primary databases from
coexisting.

Figure 6-20 Takeover HADR by force

3. Click Run to force the standby to take over as the primary.

6.4 Troubleshooting

Here we examine some of the possible issues you might encounter while you set
up and run HADR, and while you attempt to resume the HADR operation after a
server failure, or another unanticipated interruption to DB2 HADR
communication. In most cases, the solutions and workarounds are
straightforward, but are not often immediately obvious from the error messages
you might be getting at the time.

An additional source of material to review in case you run into trouble when you
set up HADR are the platform-specific prerequisites and maintenance
dependencies, which are dynamically updated online at the following website:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/index.jsp?topic=/com.ibm
.db2.Tuw.gb.server.doc/doc/r0025127 .htm1
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6.4.1 During setup

Here is a list of issues and their possible fixes that might be encountered
during setup:

» Symptom

On Windows, various error messages are claiming that the user ID does not

have the authority to run a command, even though the user ID is both the DB2

instance owner with implicit SYSADM authority and a

Windows Administrator.

— Fix
As a prerequisite, ensure that if you are in a permanently connected
domain, have the DB2ADMNS group with the DB2 instance user ID
created at least on the domain and optionally replicated onto the local
servers as a security policy. Ensure that you are logged on to Windows as
the same user ID type when DB2 was installed. In an Active Directory
configured server, this user is most likely the domain user ID rather than
the local user ID. Ensure that the user ID you log on with is part of the
Administrator’s group. You can also encounter issues with the DB2
instance user ID’s implicit authority if you change the SYSADM_GROUP
db cfg parameter from the default blank value, even if the DB2 instance
owner is connected to the SYSADM_GROUP.

If you are running DB2 on a server that is configured in a domain, but is
not permanently connected to that domain and does not have a security
policy periodically overwriting the local registry, then it might be better to
install everything using the local user ID.

A final consideration is to check the value of the DB2 registry variable
DB2_GRP_LOOKUP, which is specific to the Windows environment. Users who
log on as the domain user ID have their group connections in Windows
checked against the domain groups by default, rather than local groups.
Setting the DB2_GRP_LOOKUP parameter to LOCAL overrides this behavior.

» Symptom

You cannot see the remote server or DB2 objects on the standby server when
you attempt to discover DB2 instances and databases.
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— Fix
Manually catalog the administrative TCP/IP node, the instance TCP/IP

node, and the remote database on the command line, as shown in
Example 6-3.

Example 6-3 Catalog the TCP/IP node and database

db2 catalog tcpip node db2_NODEZ2 remote Xx.x.x.x server 60004
remote_instance db2instl system NODE2
db2 catalog database sample as sampl_NODEZ at node db2_NODE2

6.4.2 After setup or during normal execution

214

The following common issues and possible fixes are encountered after setup and
when HADR is operating:

» Symptom

A SQL30081N communication error is detected when you attempt to connect to
the database on the remote server, even though there was no issue
previously, and the relevant DB2 instance is definitely up and running on the
remote server.

- Fix:

This issue is a common one on a dynamic network environment, and
could be caused by any number of reasons, including firewall issues, IP
address or port number mismatches or conflicts, incorrect /etc/hosts or
/etc/hosts.allow/deny content, incorrect host name, or DNS issues. The
first thing to do is see Chapter 26, " in DB2 10.1 Message Reference
Volume 2, SC27-3880-00 and perform any actions that it provides for any
protocol-specific error codes. Then, you might stop using DNS addresses
and service names, and temporarily use the direct IP address and port
numbers instead, which you know to be correct and open in the firewall. If
this issue persists, ask whomsoever supports the network architecture to
check that the firewall ports are open and whatever else might be causing
the described communication error symptoms, providing them with all the
protocol-specific error message information.

» Symptom

After you change db cfg parameters on both servers and perform
deactivation and reactivation on the standby, HADR still does not reconnect,
so roles cannot be switched for the second database
deactivation/reactivation.
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— Fix
If you are changing certain parameters, such as any of the HADR_
prefixed db cfg parameters, the currently active values must match on
both sides for HADR connectivity to work. You require downtime on the
primary after you change the db cfg parameter on both the servers to
establish the new value as the current value. Plan for an outage window to
accomplish this task, or you risk rendering your standby inoperative and
disconnected until you change the db cfg value back again to match the
current value on the primary.

6.4.3 After an HADR disconnects or server failure occurs

Here is an issue and possible fix that is encountered after HADR is disconnected
or a server failure.

>

Symptom

As an example, let us say an operating system fix is carried out, and the

server is recycled without any warning sent to DB2 support about it. As a

result, HADR becomes disconnected, and attempts to restart it

continually fail.

— Fix
In this case, most likely the cause is mismatched or lost log records on the
standby, such that it cannot reintegrate successfully with the primary. You
can discover if this is the case by looking at the output in the db2diag.Tog
file for the times you attempt to start HADR on either the primary or the
standby. The error messages for this situation are clear. Subsequent
corrective actions are straightforward.

You have no choice but to re-establish HADR by backing up the primary,
transferring it to the standby, and restoring it there. Instructions for this
task can be found in 6.4.5, “Re-establishing HADR after failure” on
page 217.

6.4.4 Considerations while running HADR

When the HADR is configured and running, consider these situations:

>

If you schedule backup and maintenance tasks through the DB2 tools
database, you should consider managing it through HADR in parallel with
your application database. In the case where an extended outage of the
primary server carries over through a critical batch window, you want it to be
working and running the same tasks as on the original primary server.
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» The db cfg parameter AUTORESTART should be turned off if you do not want the
standby database to attempt to roll forward through logs while HADR is
stopped and the DB2 instance is recycled while that database is still in
STANDARD mode.

» If you use ACR rather than a clustering solution to control IP addressing and
takeover for remote clients, db2iauto should be turned off for the DB2
instances that control HADR databases. To explain this situation using an
example of server A and server B, the situation is that DB2 on a broken
primary server A does not automatically restart when server A is later fixed
and started, causing a split-brain scenario.

Fortunately, DB2 HADR is able to protect itself from split-brain scenarios
where an HADR primary database is deactivated while it is in HADR primary
mode. If a client attempts to connect to such a database, it goes through an
attempt to activate the database in HADR primary mode, and connect to an
HADR standby. After the HADR_TIMEOUT interval, DB2 returns an SQL1768N
with reason code 7:

The primary database failed to establish a connection to its standby
database within the HADR timeout interval.

This is also why it is easier from an administrative perspective to start the
HADR standby database first and then the primary, as there is no pressure to
get the other database started before the HADR_TIMEOUT interval lapses and
the database is left inactive again.

Split brain in the context of HADR can still occur in other ways:

— Where the broken HADR primary server was never deactivated (for
example, the failure is with the network rather than with the server), and

after a db2 takeover hadr on database ... by force command is run
by the standby server B, the broken primary server A unexpectedly comes
back online.

A proper clustering solution should be able to solve this problem by using
resource group takeover actions. This situation is where a primary server
that finds itself isolated knows to relinquish ownership of resources and
run shutdown scripts to critical resources on that server, but there is no
easy fix in a non-clustering scenario. This scenario can occur regardless
of any temporary failure, for example, when the forced takeover
command is issued on server B but the HADR primary on server A is
never stopped.
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— Where the broken HADR PRIMARY on server A has a db2 stop hadr on
database command run on it, is now in STANDARD mode, and clients can
once again connect to it instead of the correct HADR primary database
that is running on server B. As with the previous scenario, this should not
be possible in a proper clustering solution that manages IP addressing.
Remote clients in this case can connect to only a single server that has the
role of the active node.

For more information about clustered environments, see Chapter 2, “DB2 with
IBM Tivoli System Automation for Multiplatforms” on page 19, Chapter 3, “DB2
and PowerHA SystemMirror” on page 71, and Chapter 4, “DB2 with Microsoft

Windows Failover Cluster” on page 101.

6.4.5 Re-establishing HADR after failure

Also referred to as reintegration of HADR, this process is similar to the initial
setup of HADR, but without configuring the db cfg parameters.

There are two ways to successfully get HADR working again in a paired primary
and standby relationship; both should require no downtime, and the firstis a
rapid and low complexity solution.

For our example, we use the SAMPLE HADR database on both Server A as
primary and Server B as standby, where Server A suffers a failure, followed by a
takeover hadr by force command on server B, such that server B becomes the
new primary.

The first way works only if the primary and the standby were in the Peer state at
the time of server A’s failure. In this scenario, the DB2 instance is eventually
restarted on server A after you correct whatever failure occurred. DB2 HADR
protects itself from a split-brain scenario by not allowing activation of the
database on server A, returning SQL1768N with RC 7 if any database activation or
remote client connection attempts are made now.

The next thing to do is run db2 start hadr on database sample as standby on
Server A. The SAMPLE database cannot have a db2 stop hadr on database
sample command that is run on it beforehand, as the database then contains log
records that server B does not know about, making it effectively unusable as a
standby for server B. Attempts to restart HADR on it as a standby result in
SQL1767N RC 1. Attempting to start HADR as standby on server A’'s SAMPLE
database naturally fail for the same reason if the databases were not in a Peer
state at the time of server A’s failure.
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In an ideal situation, the Peer state should be continually tracked on the HADR
primary server. If any failure occurs while not in the Peer state, consider this
situation before you run a db2 hadr takeover database sample by force
command on the standby server B. In this situation, every effort should be made
to correct issues on Server A and have that database restarted rather than run a
takeover by force command on Server B's STANDBY database. The Peer state
is the only guarantee you have that no data is lost from the

committed transactions.

The second way works regardless of whether the HADR pair was in a Peer state
at the time of a server failure. This method is relatively less complex, and saves
time compared to the initial setup of HADR, because the db cfg parameters are
stored separately from the physical data containers, in a non-user-readable file
called SQLDBCONF. This file is not replaced by a restore command unless that
database is dropped before the restore.

If you must drop your standby database before you run the restore from primary
backup, you must change the following db cfg parameters:

HADR_LOCAL_HOST = <hostname>

HADR_LOCAL_SVC = <this server's HADR port# >
HADR_REMOTE_HOST = <the remote server hostname
HADR_REMOTE_SVC = <the remote server’'s HADR port#>
HADR_REMOTE_INST = <the remote server’s DB2 Instance name>

vyvyyvyyvyy

Normally, you would never need to drop your standby database before the
restore. However, DB2 does not let you restore over the top of a database that is
in an HADR standby or primary state. In some cases, DB2 does not let you stop
HADR and put that database into a standard mode; this situation can happen if
HADR was not stopped on a database before the DB2 instance is migrated from
Version 9.7 to Version 10.1, for example.

Apart from not having to change your db cfg parameters after a restore, you do
not want to drop the database before the restore if you have a database with
large containers, regardless of the amount of data that is contained within them.
DB2 needs time to pre-format at the time of database creation. Large containers
take more time. The time that is needed depends on the storage and system
capacity. Restoring the database without dropping the database beforehand
would save on the pre-format time.
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If you are concerned about scheduling a downtime window for re-establishing
HADR, be assured that you should not need one; at most, you might experience
some read-only impact for a short duration while the online backup takes place
on the primary database. As stated in Chapter 3, “Command line processor plus
(CLPPIus)”, in DB2 10.1 Command Reference, SC27-3868:

“During an online backup, DB2 obtains IN (Intent None) locks on all tables that
exist in SMS table spaces as they are processed. S (share locks) are no longer
held on LOB data in SMS table spaces during online backup.”

Command-line steps

Re-establishing (reintegrating) the standby with the primary can be achieved
through a few command-line steps that are issued by the DB2 instance user ID:

1. Prepare a database backup to restore the broken standby.

Back up your primary database. You might want to compress the backup to
save time when you transfer it to the remote (standby) server, or use a Tivoli
Storage Manager target that the remote server is authorized to read from. In
our example on Linux, we make a compressed backup of the SAMPLE
database on the local server (NODE1) to local disk, then use scp to transfer
the backup file to the remote server (NODE2):

db2 backup database sample online to /usr/db2/backup compress
Backup successful. The timestamp for this backup image is :
20120716153706

2. Transfer your primary database backup file to the remote server.

For our example, we must discover the name of the backup file; the
destination of the backup step was /usr/db2/backup. The backup file name
on Windows matches Linux/UNIX, a long file name in a single subdirectory.

Example 6-4, shows the results of running 1s -1 on the /usr/db2/backup in
the Linux server.
Example 6-4 List database backup files

b2instl@nodel:/usr/db2/backup> 1s -1
-rW-r----- 1 db2instl db2grpl 12079104 2012-07-16 15:37
SAMPLE.0.db2inst1.NODE0O0OO.CATN0000.20120716153706.001

The backup file name that we want contains a matching timestamp with the
output of the example backup command. The matching file for us is:

SAMPLE.O.db2inst1.NODEO00O.CATN0000.20120716153706.001

The timestamp (20120716153706 in our example), is also used in the restore
command later, so note it.
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Now, we actually run the transfer command. We use scp in our example, but
you could use sftp or a similar command:

scp SAMPLE.0.db2inst1.NODE0OOO.CATN0000.20120716153706.001
db2instl@node2: /usr/db2/backup

3. We log on to the remote server (NODE2 in our example) and run the restore
database command. HADR is not able to re-establish a connection if the
standby database is rolled forward after the restore.

db2 restore db sample from /usr/db2/backup taken at 20120716153706

As you can see, we use the timestamp in the restore command. Respond
with y to any prompt to overwrite an existing database.

4. The final step involves starting HADR on both the primary and standby, and
checking that HADR is connecting successfully. You can wait until the
standby database reaches the Peer state, or leave it in the catchup-pending
state, where it eventually catches up and reaches the Peer state.

Complete the following steps:

a. In our example, the primary database never left the HADR primary state,
so we need only to start HADR on the standby by running the
following command:

db2 start hadr on db sample as standby

If HADR is not started on the primary server database, we could achieve
this start by logging on there and running the following command:

db2 start hadr on db sample as primary
Restarting HADR: If HADR is stopped on both servers for a database,

restart the standby first, then the primary, or you end up with this
error message:

SQL1768N  Unable to start HADR. Reason code = "7".

b. To check that HADR is connected and working, run either db2diag.10g
or db2pd:

db2pd -db sample -hadr
The output of these commands for our example is shown in Example 6-5.

Example 6-5 Checking HADR using the db2pd output

Database Member 0 -- Database SAMPLE -- Active -- Up 6 days
00:07:31

HADR_ROLE = STANDBY
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HADR_STATE = PEER
HADR_SYNCMODE = SYNC

HADR_CONNECT_STATUS = CONNECTED
HADR_CONNECT_STATUS_TIME = 11/07/2012 12:49:59.216304
(1342007399)

HADR_TIMEOUT (seconds) = 120

PRIMARY_MEMBER_HOST = NODE2
PRIMARY_INSTANCE = db2instl

STANDBY_MEMBER_HOST = NODE1
STANDBY_INSTANCE = db2instl

PRIMARY_LOG_FILE,PAGE,POS
STANDBY_LOG_FILE,PAGE,POS

50000004.L0G, 900, 60732812
50000004.L0G, 900, 60732812

. Optionally, after you reach the Peer state, you can switch roles. For
example, if you just restored the database on a broken server that was
originally the primary system, and is now running as the standby, log on to
that standby server and run the non-forced takeover command:

db2 takeover hadr on db sample

In our example environment, a subsequent running of db2pd shows the
results in Example 6-6.

Example 6-6 db2pd output - HADR is in the Peer state

Database Member 0 -- Database SAMPLE -- Active -- Up 6 days
00:07:31

HADR_ROLE = PRIMARY
HADR_STATE = PEER
HADR_SYNCMODE = SYNC

HADR_CONNECT_STATUS = CONNECTED
HADR_CONNECT_STATUS_TIME = 11/07/2012 12:49:59.216304
(1342007399)

HADR_TIMEOUT (seconds) = 120

PRIMARY_MEMBER_HOST = NODE1
PRIMARY_INSTANCE = db2instl

STANDBY_MEMBER_HOST = NODE2
STANDBY_INSTANCE = db2instl
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50000004.L0G, 903, 60744782
50000004.L0G, 903, 60744782

PRIMARY_LOG_FILE,PAGE,POS
STANDBY_LOG_FILE,PAGE,POS

. If you are managing HADR from IBM Data Studio, you would catalog the

remote node and database aliases, so alternatively, you can run the
takeover command remotely by specifying the remote database alias and
the explicit DB2 instance user ID and password. For example, if we now
want to switch the roles again so that SAMPLE database on the NODE1
server becomes the primary, we can run the following command from the
NODE2 server:

db2 takeover hadr on db sampl NODEl user db2instl

. If you cataloged only the nodes and database alias from the primary

server side when initially setting up HADR, there are not any equivalent
entries on the standby server. You can catalog them on the standby by
using the command line processor (CLP).

In summary, re-establishing (reintegrating) HADR should be as simple as
restoring a backup from the primary over the top of the broken standby, running
the appropriate start HADR commands, and downtime is not required.
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HADR with clustering
software

Clustering software, such as PowerHA SystemMirror (PowerHA) and IBM Tivoli
System Automation for Multiplatforms (Tivoli SA MP), are system high availability
options. Combining high availability disaster recovery (HADR) with clustering
software strengthens the high availability for the computing environment. In this
chapter, we describe how to configure HADR with PowerHA or Tivoli SA MP to
enable automating HADR takeover.

This chapter covers the following topics:

>

»

»

Overview: Why clustering software is needed
db2haicu

DB2 HADR with Tivoli SA MP configuration for automatic failover on an AIX
system

DB2 HADR with Tivoli SA MP configuration for automatic failover on a Linux
system

Automating HADR takeover with PowerHA
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7.1 Overview: Why clustering software is needed

The present version of HADR does not monitor the environment of the primary
database server for outages such as a down network. As illustrated in Figure 7-1,
in the Remote Catchup Pending state, the standby database keeps waiting for
log records to be transferred even though the primary database is no longer
active. It is necessary to monitor the HADR pair and manually run the
appropriate takeover commands if there is a primary database server failure.
This situation is where clustering software is required to automate

HADR takeover.

Remote catch
up pending?

HADR ONLY

STANDBY is
still
"STANDBY"

HADR PAIR

PRIMARY

Figure 7-1 Takeover HADR does not happen automatically

7.1.1 What is clustering software

Clustering software automates the failover of resources, such as processes,
applications, storages, and IP addresses. Clustering software monitors the
health of the network, hardware, and software processes, detects and
communicates any fault, and automatically fails the service and associated
resources over to a healthy host in the cluster.

In a cluster environment, the terms failover, fallover, and takeover are often
used interchangeably, referring to the action where system activities are moved
from the failed system to the healthy one. Specifically, failover refers to the
activity of the broken node/server handing over responsibility to a backup or
standby node/server. Fallover is similar, but a more general term for moving
resources, including planned move operations for maintenance. Takeover refers
to the activity of the backup node/server making resources active after the
original primary server breaks/fails.
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There are several types of clustering software you can choose from, depending
on the platforms where the databases are running. Here we list a few of them:

» Tivoli SA MP

Tivoli System Automation is a solution that is designed to provide a
multitiered architecture of clustering in a heterogeneous environment. This
architecture can be realized either through the Tivoli SA MP base component
on various platforms, or through existing base-level cluster solutions from
other vendors, which are coupled with the Tivoli SA MP end-to-end
component, which interfaces with all the base-level clustering software (with
adapters for non Tivoli SA MP products). This setup enables central control of
all clusters, and facilitates the grouping of interdependent base-level clusters
into applications. Tivoli SA MP provides a consistent, single monitoring and
control interface for these disparate servers and clusters within a
mission-critical business environment, and can truly be considered an
integrated and automated highly available solution.

For detailed information about Tivoli System Automation, see Chapter 2,
“DB2 with IBM Tivoli System Automation for Multiplatforms” on page 19.

» IBM PowerHA SystemMirror for AIX

PowerHA offers robust high availability and disaster recovery for IBM
customers with mission-critical applications. PowerHA provides base services
for cluster node membership, system management, configuration integrity
and control, and failover and recovery for applications. PowerHA clusters with
both non-concurrent and concurrent access can be an IBM System p®, or a
logical partition (LPAR) of an applicable System p.

For detailed information about PowerHA, see the following website:

http://www-03.1ibm.com/systems/power/software/availability/aix/index.
html

» Microsoft Cluster Service for Windows operating systems

Microsoft Cluster Service (MSCS) was introduced in Windows 2003. The new
replacement for MSCS has improved capabilities: You can use it to connect
up to eight nodes in a cluster; more technology is added to make
geographically remote clusters possible.

For information about MSCS, see the white paper Implementing IBM DB2
Universal Database V8.1 Enterprise Server Edition with Microsoft Cluster
Server, found at:

http://ibm.com/software/data/pubs/papers/
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>

LifeKeeper for Linux/Windows

LifeKeeper for Linux/Windows is a clustering software that is provided by
SteelEye Technology, Inc. LifeKeeper provides features and functions to
monitor system and application health, maintaining client connectivity and
providing uninterrupted data access. By maintaining the system uptime,
LifeKeeper ensures high availability for Linux/Windows applications.

For more information about this product, go to:
http://www.steeleye.com/products/

DB2 UDB and SteelEye LifeKeeper for Linux - A High Availability Database,
introduces a sample configuration of integrating DB2 into a LifeKeeper cluster
environment. This article is available at:

ftp://ftp.software.ibm.com/software/data/pubs/papers/1k.pdf

7.1.2 How HADR works in an environment with clustering software

When a primary database server outage occurs, clustering software detects the
failure and fails the resources from the primary over to the standby node. You
can configure the failover scripts to start HADR takeover on the standby
database with the resource failover. Figure 7-2 shows a typical failover flow in the
HADR cluster that is automated by the clustering software.

[

HADR+ CLUSTERING}V)\«

SOFTWARE

ailure detection”
of primary
. database_.

PRIMARY STANDBY

Clustering
software

Clustering
software

" TAKEOVER HADR ON
~._ DBBYFORCE .

PRIMARY

Clustering
software

PRIMARY

Clustering
software

Figure 7-2 Why clustering software is needed to automate HADR takeover
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In the cluster environment, the typical failover flow is as follows:

1.

Under normal operations, users connect to the primary server and run
transactions against the database on this server. HADR continuously
transfers the changes from the DB2 log from the primary to the standby
server. In the standby, the logs are continuously replayed, therefore
replicating the primary database. The standby database is in rollforward
pending and no user can access this database.

If there is an outage on the primary server, clustering software detects the
fault, starts to fail over the defined resources, such as an IP address, and run
takeover scripts. Clustering software can be configured to detect not only the
server outage but also an instance crash by monitoring instance process.

The takeover scripts run an HADR takeover command against the standby
database to change its role to primary. The old standby server can now serve
users as the primary server.

Although HADR takes care of synchronization of data between a primary and
standby pair, there is still a need for applications to dynamically access the
new primary server after an outage. This access is achieved by the DB2
automatic client reroute (ACR) feature. Whenever the client fails to connect to
the original server, the DB2 client attempt to reroute the connection to the
alternate server. If the reroute succeeds, the application can continue.

When the failed server comes back online, it can then be started as the
standby server, reversing the roles to the ones that existed before the outage.

7.1.3 What resources should be taken over

The resources that must be taken over to automate HADR takeover with
clustering software are as follows:

>

Storage devices

In a disk shared cluster, you must configure the shared storage device and
create all database resources on it.

In an HADR environment, it is not necessary to share storage resources for
fallover because the primary and standby databases are independent
databases that are on separate storage devices.

IP address

IP address takeover is optional. When you use ACR, you do not always have
to have a fallover IP address because switching the IP address is handled on
the client side. But be aware that for the clients or other servers that
communicate with the database server and do not support ACR, you must
switch the definition of the IP address to the new primary database server.
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» Takeover scripts

Takeover scripts must be configured as a resource of the clustering software,
and must be issued on the standby database by the clustering software at the
time of takeover of resources after you detect an outage on the

primary database.

7.2 db2haicu

DB2 High Availability Instance Configuration Utility (db2haicu) is a text-based
utility that can be used to configure and administer your highly available
databases in a clustered environment. It collects information about the database
instance, cluster environment, and cluster manager by querying the system.
Information can be supplied through parameters to the db2haicu call, an input
file, or run time at db2haicu prompts.

7.2.1 Prerequisites

Before you run db2haicu, there is a set of tasks that must be performed by a user
with root authority and that database manager instance owner.

A user with root authority must initialize db2haicu on all machines that are added
to the cluster domain by running the following command:

preprpnode

This command prepares security on the node on which the command is run so it
can be defined in a peer domain. It allows peer domain operations to be
performed on the node and must be run before the node can join a peer domain.
For example:

/usr/shin/preprpnode <nodename>

This command needs only to be run once per node and not for every DB2
instance that is made highly available.

A database manager instance owner must perform the following tasks:

» Synchronize /etc/services files on all machines that are added to
the cluster.

» Run the db2profile script for the database manager instance to be used to
create the cluster domain.

» Start the database manager by running db2start.
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There are some tasks specific to HADR. If HADR is already configured on your
system, perform the following tasks:

» Ensure that all HADR databases are started in their respective primary and
standby database roles, and that all HADR primary-standby database pairs
are in the Peer state.

» Configure the HADR_PEER_WINDOW database configuration parameter for all
HADR databases with a value of at least 120 seconds.

» Disable the DB2 fault monitor.

For a partitioned database environment, before you configure it for high
availability, configure the DB2_NUM_FAILOVER_NODES registry variable on all
machines that are added to the cluster domain. This variable specifies the
number of additional database partitions that might need to be started on a
machine in the event of failover.

When all of these tasks are done, a database manager instance owner can use
db2haicu to perform cluster configuration and administration operations.

7.2.2 Usage

The db2haicu utility takes in user input regarding the software and hardware
environment of a DB2 instance, and configures the instance for high availability
using the Tivoli SA MP Cluster Manager. During this configuration process, all
necessary resources, dependencies, and equivalencies are automatically
defined to Tivoli SA MP.

Syntax
The syntax for db2haicu is as follows:
db2haicu [ -f <XML-input-file-name> ]
[ -disable ]
[ -delete [ dbpartitionnum <db-partition-list> |
hadrdb <database-name> ] ]

The parameters that you pass to the db2haicu command are case-sensitive, and
must be in lowercase.
» -f <XML-input-file-name>

You can use the -f parameter to specify your cluster domain details in an
XML input file. For example, if you have an XML file that is called DPF.xm1 that
has all cluster definitions, you can run the following command to create

a cluster:

db2haicu -f DPF.xml
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» -disable

Use this option to disable the HA configuration for an instance. After you run
the command, the system does not respond to any failures and all resource
groups for the instance are locked.

» -delete

You can use the -delete parameter to delete resource groups for the current
database manager instance. If you do not use either the dbpartitionnum
parameter or the hadrdb parameter, then db2haicu removes all the resource
groups that are associated with the current database manager instance.

— dbpartitionnum <db-partition-list>

You can use the dbpartitionnum parameter to delete resource groups that
are associated with the database partitions listed in <db-partition-list>.
It is a comma-separated list of numbers that identify the

database partitions.

— hadrdb <database-name>

You can use the hadrdb parameter to delete resource groups that are
associated with a specific HADR database <database-name>. If there are
no resource groups that are left in the cluster domain after db2haicu
removes the resource groups, then db2haicu also removes the

cluster domain.

After a cluster domain is removed, you can reconfigure a database
manager instance for HA by running db2haicu again either in interactive
mode or batch mode.

For example, to remove all the resource groups that are associated with
the current database manager instance, run the following command:

db2haicu -delete

Modes

To configure a database manager instance for high availability, you can run
db2haicu in one of the following modes:

» Interactive mode

When you run db2haicu without specifying an XML input file with the -f
parameter, it runs in interactive mode, displays information, and prompts for
information in a text-based format.

To run db2haicu in interactive mode, run db2haicu without the -f
<input-file-name> parameter.
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» Batch mode with an XML input file

When you specify an XML input file with the db2haicu command, it runs in
batch mode and uses the configuration details that are provided in the file.
This option is useful when you must perform configuration for multiple
database partitions for high availability.

To configure your clustered environment for the current database manager
instance using db2haicu and an input file that you create called
db2haicu-sample.xml, run the following command:

db2haicu -f db2haicu-sample.xml

There is a set of sample XML input files that are in the samples subdirectory of
the sq111b directory that you can modify and use with db2haicu to configure
your clustered environment.

» Startup mode

When db2haicu is run for the first time for a database manager instance,
db2haicu operates in startup mode. It examines your database manager
instance and your system configuration, and searches for an existing cluster
domain. If there is no cluster domain that is created and configured for the
instance, db2haicu begins the process of creating and configuring a cluster
domain. While creating the domain, db2haicu prompts you for information,
such as a name for the new cluster domain and the host name of the
current machine.

If you create a cluster domain, but do not complete the task of configuring the
cluster domain, then the next time you run db2haicu, it resumes the task of
configuring the cluster domain. After a cluster domain is configured, db2haicu
runs in maintenance mode.

A cluster domain is a model that contains information about your database
and cluster elements, such as databases, mount points, and failover policies.
db2haicu uses the information in the cluster domain to manage configuration
and maintenance of database and cluster elements.

» Maintenance mode

When db2haicu is run and there is already a cluster domain that is created for
the current database manager instance, db2haicu operates in maintenance
mode. In this mode, it presents you with a list of configuration and
administration tasks that you can perform, including the following tasks:

— Add or remove cluster nodes.

— Add or remove a network interface.

— Add or remove a highly available database.
— Add or remove a mount point.
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— Add or remove an IP address.
— Add or remove a non-critical path.

— Move DB2 database partitions and HADR databases for
scheduled maintenance.

— Change the failover policy for this instance.
— Create a quorum device for the domain.

— Destroy the domain.

— Exit.

7.2.3 Considerations

Consider the following list of practices for configuring your cluster and your
database manager instances when you use db2hai cu:

» Network time protocol (NTP): In the case of HADR and DPF cluster
configurations, the time and dates on all nodes should be synchronized as
closely as possible. This synchronization is critical to ensure a
smooth failover.

For an automatic instance failover, it is a preferred practice (but it is not
mandatory) that the time and dates on cluster nodes be synchronized.

For information about how to configure NTP for your system, see your
operating system documentation.

» For an automatic instance failover cluster configuration, when you add mount
points for the cluster by adding entries to /etc/fstab on all cluster nodes,
use the noauto option to prevent the mount points from being automatically
mounted on more than one machine in the cluster. For example:

# LUN Mount Point FileSystem Type Automount
/dev/sdd /shared_home ext3 noauto

» Any maintenance work can be performed by disabling the HA configuration
by running db2haicu -disable without worrying about cluster manager
intervention. After you run this command, the system does not respond to any
failures, and all resource groups for the instance are locked.

7.2.4 Troubleshooting
You can investigate and diagnose db2haicu errors using the database manager

diagnostic log, db2diag.10g, and the db2pd tool. There is no separate diagnostic
log that db2haicu uses to log all errors and warnings.
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If db2haicu fails with an error while you are creating and configuring a new
cluster domain, you must complete the following steps:

» Remove the resource groups of the partially created cluster domain by
running db2haicu with the -delete parameter.

» Re-create the cluster domain by calling the db2hai cu utility again.

7.3 DB2 HADR with Tivoli SA MP configuration for
automatic failover on an AIX system

This section describes how to configure automatic DB2 HADR takeover with
Tivoli SA MP using the db2haicu command in an AlX environment.

In an HADR with Tivoli SA MP environment, Tivoli SA MP facilitates the detection
of failures and automatically executes HADR takeover from one system to
another in the cluster after a hardware or software failure. In a Tivoli SA MP
cluster, HADR is placed under Tivoli SA MP control. For more information about
Tivoli SA MP, see Chapter 2, “DB2 with IBM Tivoli System Automation for
Multiplatforms” on page 19.

7.3.1 Architecture

Before you set up an HADR with Tivoli SA MP environment, you must plan the
cluster environment. Consider the following items:

» Physical nodes:

— Decide on the primary and the secondary nodes. The primary node (or
service node) provides regular service to clients. The HADR primary
database runs on this node. The role of both nodes can be changed in
response to system failover or planned takeover that is issued
by administrators.

— Confirm the software requirements on each node.
» Network:

— A network interface that provides client access on each node. This
interface is one of the Tivoli SA MP controlled resources.

— Have one network card for a Tivoli SA MP tiebreaker. Have a separate
network for HADR to avoid interference by the HADR log transfer.
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» Tivoli SA MP configuration:

Define a cluster domain name that includes the resources of a virtual IP
(service IP), a DB2 instance, and a HADR database. The db2haicu
commands automatically create the cluster domain and resource groups.

» HADR configuration:

Define the HADR configuration. The db2haicu command does not
automatically create the HADR configuration. To define the HADR
configuration, see Chapter 10, “Automatic client reroute” on page 377.

» Scripts:

DB2 10.1 automatically installs the Tivoli SA MP scripts that are used for
start, stop, and monitoring DB2 resources.

Lab environment

Figure 7-3 shows the configuration of HADR with Tivoli SA MP in our
lab environment.

: Service ]
1 192.168.10.111 i

- Baltic:en1 Zaire:en1 -
192.168.10.48 | Baltic_mnt:eno 192.168.10.45 Zaire_mnt:en0
9.43.86.48 9.43.86.45
Baltic Zaire
Primary
i Baltic_int:en2 Zaire_int:en2 N
192.168.20.48 192.168.20.45

Figure 7-3 HADR with Tivoli SA MP lab environment
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The planning for our lab environment is as follows:
» Physical node configurations:
— Two physical nodes named Baltic and Zaire are defined in the cluster.

— Baltic is designated as a service node and has the HADR
primary database.

— Zaire is the standby node on which the HADR standby database is.

— The software configuration that is used to set up the lab
environment includes:

e AIX 7.1 Technology Level 1
e DB2 10.1 Advanced Enterprise Server Edition
e Tivoli SA MP Base Component V3.2

» Network configurations:

— One Ethernet network interface (en1) on each node is provided for client
access, under the control of Tivoli SA MP. The service address for the
clients is added on one network interface as follows:

Primary node (Baltic)
enl: 192.168.10.48 (255.255.252.0)
Standby node (Zaire)
enl: 192.168.10.45 (255.255.252.0)

— One Ethernet network interface (en2) is dedicated to
HADR communications:

Primary node (Baltic)
en2: 192.168.20.48 (255.255.252.0)
Standby node (Zaire)
en2: 192.168.20.45 (255.255.252.0)

— One Ethernet network is configured for a Tivoli SA MP tiebreaker. For a
detailed description about the Tivoli SA MP tiebreaker, see 2.1.2,
“Terminology of Tivoli SA MP” on page 22.

Shared disks: For HADR in a Tivoli SA MP cluster, shared disks are not
necessary because the primary and standby databases are independent
databases, which can be in separate storage devices.

» Tivoli SA MP configuration:

— A Cluster Domain named hadr_domain is configured, which includes the
virtual IP (service IP), DB2 instance, and HADR database.

— In our lab, we configured a virtual IP in the Tivoli SA MP cluster domain.
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HADR configuration:

— Each node has the DB2 instance named db2inst1. Instance names do not
have to be identical on both the nodes.

— Each instance has the database named SAMPLE.
— A configured dedicated network for HADR communication.

7.3.2 Configuration

In this section, we provide the steps to configure an automated HADR takeover
environment with Tivoli SA MP. HADR setup must be done before you
run db2haicu.

HADR setup
To configure the HADR database pair, complete the following steps:

1.

For new systems, create a DB2 instance on both nodes. We created
db2inst1.

. Check that the correct entries are configured in the /etc/hosts and

/etc/services files.

For new systems, create a database on the primary node. We
created SAMPLE.

4. Back up the primary database and restore the image on the standby node.

5. Configure the HADR parameters correctly on both the databases.
6. Start HADR on the standby database, and then start HADR on the

primary database.

. Check that both databases can communicate with each other in the Peer

state by running db2pd.

For a step-by-step configuration of HADR, see Chapter 6, “HADR setup” on
page 173.
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Figure 7-4 shows the entries of the services and hosts of the HADR configuration
in our lab environment.

Baltic(primary) Zaire(standby)
/etc/services /etc/services
db2c_db2inst1 50000/tcp db2c_db2inst1 50000/tcp
hadrp_db2inst1 60004/tcp hadrp_db2inst1 60004/tcp
hadrs_db2inst1 60005/tcp hadrs_db2inst1 60005/tcp
/etc/hosts /etc/hosts
192.168.10.111 Service 192.168.10.111 Service
192.168.10.48 Baltic 192.168.10.48 Baltic
192.168.20.48 Baltic_int 192.168.20.48  Baltic_int
9.43.86.48 Baltic_mnt 9.43.86.48 Baltic_mnt
192.168.10.45 Zaire 192.168.10.45 Zaire
192.168.20.45 Zaire_int 192.168.20.45 Zaire_int
9.43.86.45 Zaire_mnt 9.43.86.45 Zaire_mnt
7 7
instance: db2inst1 instance: db2inst1

Figure 7-4 Configuration of HADR

Checking the Internet Protocol network connection
Before you configure Tivoli SA MP, check that the network is configured
correctly. To check network configurations for the cluster, complete the
following steps.

In our examples, we use the notations (P) and (S) proceeding a command to
designate on which node that command is to be issued to properly set up the
topology that is shown in Figure 7-4. The order of the notation also designates
the sequence of the command execution on the nodes.
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The notations are:
» (P): Primary database node (Baltic)
» (S): Standby database node (Zaire)

» (P)(S): Command that is issued on the primary node first, then the
secondary node

1. Check whether the IP addresses are configured on network interfaces by
running the following command:

netstat -in | grep -v link

Example 7-1 shows the configuration of the IP addresses on Baltic.

Example 7-1 IP address configuration

(P)(S) #netstat -in | grep -v link
Name Mtu Network Address

en0 1500 9.43.84 9.43.86.48
enl 1500 192.168.8 192.168.10.48
en2 1500 192.168.20 192.168.20.48
100 16896 127 127.0.0.1

2. Check whether the /etc/hosts file has all the entries of IP addresses.
Example 7-2 shows the content of our hosts files.

Example 7-2 hosts file content

(P) (S)#vi /etc/hosts
192.168.10.111  Service ## Virtual IP address

192.168.10.48 Baltic ## SA MP N/W interface for Virtual IP on

Baltic

192.168.20.48 Baltic_int ## HADR N/W interface on Baltic
9.43.86.48 Baltic_mnt ## For Maintenance N/W interface on
Baltic

192.168.10.45 Zaire ## SAMP N/W interface for Virtual IP on
Zaire

192.168.20.45 Zaire_int ## HADR N/W interface on Zaire
9.43.86.45 Zaire_mnt ## For Maintenance N/W interface on
Zaire
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3. Verify that name resolution is working by running host. If something is wrong,
check and modify the /etc/hosts file:

(P) (S)#host Baltic
Baltic is 192.168.10.48

Setting up the cluster domain of Tivoli SA MP by using
db2haicu

The main steps for this setup are as follows:

1. Complete the Initial configuration.
2. Configure the cluster domain and resource by using db2haicu.

Next, we provide the detailed steps for this setup.

Initial configuration
On both nodes, run preprpnode as root to prepare the local node to join
the domain:

(P)(S) # preprpnode Baltic Zaire

Configuring the cluster domain and resource by using db2haicu

In this section, we demonstrate the cluster configuration by using the db2haicu
XML file setup mode. For information about configuring with db2ha1icu interactive
setup mode, see 7.4, “DB2 HADR with Tivoli SA MP configuration for automatic
failover on a Linux system” on page 266.

Ensure that all the nodes to be configured in the SAMP cluster domain can see
each other in the network and can communicate with each other.

Run db2haicu to create the cluster domain and resource group on either node:

1. Create the XML file:

The db2haicu XML file contains all the information that db2haicu needs to
make a DB2 HADR instance cooperate with Tivoli SA MP. DB2 provides
sample XML files that are in the sq11ib/samples/ha/xm1 directory. These
sample XML files can also be found at:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/topic/com.ibm.db2.Tuw
.admin.ha.doc/doc/r0052514.htmi
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Example 7-3 illustrates a sample db2haicu XML file.

Example 7-3 The example of XML file on standby node

<?xml version="1.0" encoding="UTF-8"?>
<DB2Cluster xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="db2ha.xsd" clusterManagerName="TSA"
version="1.0">
<ClusterDomain domainName="hadr_dom">
<Quorum quorumDeviceProtocol="network"
quorumDeviceName="192.168.10.51"/>
<PhysicalNetwork physicalNetworkName="db2 public_network 0"
physicalNetworkProtocol="ip">
<Interface interfaceName="enl" clusterNodeName="Baltic">
<IPAddress baseAddress="192.168.10.48"
subnetMask="255.255.252.0" networkName="db2 public_network 0"/>
</Interface>
<Interface interfaceName="enl" clusterNodeName="Zaire">
<IPAddress baseAddress="192.168.10.45"
subnetMask="255.255.252.0" networkName="db2 public_network 0"/>
</Interface>
</PhysicalNetwork>
<PhysicalNetwork physicalNetworkName="db2 private network 0"
physicalNetworkProtocol="ip">
<Interface interfaceName="en2" clusterNodeName="Baltic">
<IPAddress baseAddress="192.168.20.48"
subnetMask="255.255.252.0" networkName="db2 private network 0"/>
</Interface>
<Interface interfaceName="en2" clusterNodeName="Zaire">
<IPAddress baseAddress="192.168.20.45"
subnetMask="255.255.252.0" networkName="db2 private network 0"/>
</Interface>
</PhysicalNetwork>
<ClusterNode clusterNodeName="Baltic"/>
<ClusterNode clusterNodeName="Zaire"/>
</ClusterDomain>
<FailoverPolicy>
<HADRFailover></HADRFailover>
</FailoverPolicy>
<DB2PartitionSet>
<DB2Partition dbpartitionnum="0" instanceName="db2inst1">
</DB2Partition>
</DB2PartitionSet>
<HADRDBSet>
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<HADRDB databaseName="SAMPLE" localInstance="db2inst1"
remoteInstance="db2inst1" localHost="Zaire" remoteHost="Baltic" />
values for local and remote hosts remain the same or they msut be

<VirtualIPAddress baseAddress="192.168.10.111"
subnetMask="255.255.252.0" networkName="db2_public_network_0"/>
</HADRDBSet>
</DB2Cluster>

The existing values in this XML file can be replaced to reflect your own
configuration and environment. The XML elements in the configuration files
are as follows:

— The <ClusterDomain> element covers all cluster-wide information. This
information includes the nodes in the cluster domain, the network
equivalencies (groups of networks that can fail over for one another), and
the quorum device (tie-breaking mechanism).

¢ The <Quorum> subelement of the ClusterDomain element specifies
the quorum device for the cluster domain.

e The <PhysicalNetwork> subelement of the ClusterDomain element
includes all network information. This information includes the name of
the network and the network interface cards that are contained in it. We
define our single public network and private network using
this element.

¢ The <ClusterNode> subelement contains information about a particular
node in the cluster.

— The <FailoverPolicy> element specifies the failover policy that the cluster
manager should use with the cluster domain. Select one of the following
failover polices for the cluster manager to follow if there is a failure in the
cluster domain (we define HADRFailover in our case):

¢ RoundRobin: When you are using a round robin failover policy, if there
is a failure that is associated with one computer in the cluster domain,
the database manager restarts the work from the failed cluster domain
node on any other node in the cluster domain.

e Mutual: To configure a mutual failover policy, you associate a pair of
computers in the cluster domain as a system pair. If there is a failure on
one of the nodes in the pair, the database partitions on the failed node
fail over to the other node in the pair. Mutual failover is only available
when you have multiple database partitions (DPF).
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¢ NPIlusM: When you are using an N Plus M failover policy, if there is a
failure that is associated with one computer in the cluster domain, the
database partitions on the failed node fail over to any other node that is
in the cluster domain. N Plus M failover is only available when you
have multiple database partitions (DPF).

¢ LocalRestart: When you use a local restart failover policy, if there is a
failure on one of the computers in the cluster domain, the database
manager restarts the database in place (or locally) on the same node
that failed.

e HADRFailover: When you configure an HADR failover policy, you are
enabling the HADR feature to manage failover. If an HADR primary
database fails, the database manager moves the workload from the
failed database to the HADR standby database.

e Custom: When you configure a custom failover policy, you create a list
of nodes in the cluster domain onto which the database manager can
fail the resources over. If a node in the cluster domain fails, the
database manager moves the workload from the failed node to one of
the nodes in the list that you specified

— The <DB2PartitionSet> element covers the DB2 instance information. This
information includes the current DB2 instance name and the DB2
partition number.

— The <HADRDBSet> element covers the HADR database information. This
information includes the primary node name, standby node name, primary
instance name, standby instance name, and the virtual IP address that is
associated with the database.

For a more detailed description of the XML files, see:

http://pic.dhe.ibm.com/infocenter/db2Tuw/v10rl/topic/com.ibm.db2.Tuw
.admin.ha.doc/doc/r0053130.htm1

2. Run db2haicu.

db2haicu must be run first on the standby instance and then on the primary
instance for the configuration to complete, as follows:

db2haicu -f XMLfilepath
Example 7-4 shows the sample output of db2haicu with XML on the
standby node.

Example 7-4 Sample output of db2haicu with XML on the standby node

(S) $ db2haicu -f db2hadr.xml
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).
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You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the
utility called db2pd to query the status of the cluster domains you
Create.

For more information about configuring your clustered environment
using db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.

db2haicu determined the current DB2 database manager instance is
db2instl. The cluster configuration that follows apply to this
instance.

db2haicu is collecting information on your current setup. This step
may take some time as db2haicu need to activate all databases for
the instance to discover all paths ...

Creating domain hadr_dom in the cluster ...

Creating domain hadr_dom in the cluster was successful.
Configuring quorum device for domain hadr_dom ...

Configuring quorum device for domain hadr_dom was successful.
Adding network interface card enl on cluster node Baltic to the
network db2_public_network 0 ...

Adding network interface card enl on cluster node Baltic to the
network db2_public_network_0 was successful.

Adding network interface card enl on cluster node Zaire to the
network db2_public_network 0 ...

Adding network interface card enl on cluster node Zaire to the
network db2_public_network_0 was successful.

Adding network interface card en2 on cluster node Baltic to the
network db2_private_network 0 ...

Adding network interface card en2 on cluster node Baltic to the
network db2_private_network_0 was successful.

Adding network interface card en2 on cluster node Zaire to the
network db2_private_network 0 ...

Adding network interface card en2 on cluster node Zaire to the
network db2_private_network_0 was successful.

Adding DB2 database partition 0 to the cluster ...

Adding DB2 database partition 0 to the cluster was successful.
The HADR database SAMPLE has been determined to be valid for high
availability. However, the database cannot be added to the cluster
from this node because dbZ2haicu detected this node is the standby
for the HADR database SAMPLE. Run db2haicu on the primary for the
HADR database SAMPLE to configure the database for automated
failover.
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A11 cluster configurations have been completed successfully.
db2haicu exiting ...

Example 7-5 shows the sample output of db2haicu with XML on the
primary node.

Example 7-5 Sample output of db2haicu with XML on the primary node

(P) $ db2haicu -f db2hadr.xml
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).

You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the
utility called db2pd to query the status of the cluster domains you
Create.

For more information about configuring your clustered environment
using db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.

db2haicu determined the current DB2 database manager instance is
db2instl. The cluster configuration that follows apply to this
instance.

db2haicu is collecting information on your current setup. This step
may take some time as db2haicu need to activate all databases for
the instance to discover all paths ...

Configuring quorum device for domain hadr_dom ...

Configuring quorum device for domain hadr_dom was successful.

The network adapter enl on node Baltic is already defined in network
db2_public_network_0 and cannot be added to another network until it
is removed from its current network.

The network adapter enl on node Zaire is already defined in network
db2_public_network_0 and cannot be added to another network until it
is removed from its current network.

The network adapter en2 on node Baltic is already defined in network
db2_private_network 0 and cannot be added to another network until
it is removed from its current network.

The network adapter en2 on node Zaire is already defined in network
db2_private_network 0 and cannot be added to another network until
it is removed from its current network.

Adding DB2 database partition 0 to the cluster ...

Adding DB2 database partition 0 to the cluster was successful.
Adding HADR database SAMPLE to the domain ...
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Adding HADR database SAMPLE to the domain was successful.
A11 cluster configurations have been completed successfully.
db2haicu exiting ...

Primary node messages: The messages regarding the networks (bold
text) encountered on the primary node can be safely ignored. These
messages appear because we already defined the public network to
db2haicu through the standby node.

The HADR configuration is completed right after db2haicu runs the XML file
on the primary instance. Run 1ssam, 1srpdomain, and 1srpnode to see the
resources that are created during this process.

Example 7-6 shows the domain cluster resource status that is listed by
running 1ssam.

Example 7-6 List domain cluster resource status with Issam

(P) #1ssam
OnTine IBM.ResourceGroup:db2_dbZ2instl_Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl_Baltic_0-rs
'- Online
IBM.Application:db2_db2instl_Baltic_0-rs:Baltic
OnTine IBM.ResourceGroup:db2_dbZ2instl_Zaire_0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl_Zaire_0-rs
'- Online
IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
OnTine IBM.ResourceGroup:db2_dbZinstl_db2instl_SAMPLE-rg
Nominal=Online
|- Online IBM.Application:db2_db2instl_db2instl SAMPLE-rs
|- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Baltic
'- Offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
|- Online
IBM.ServicelIP:db2ip_192_168_10_111-rs:Baltic
'- Offline
IBM.ServicelIP:db2ip_192_168_10_111-rs:Zaire
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Example 7-7 shows the cluster domain status that is listed by
running 1srpdomain.

Example 7-7 List cluster domain status

(P) # 1srpdomain
Name OpState RSCTActiveVersion MixedVersions TSPort GSPort
hadr_domain Online 3.1.2.2 No 12347 12348

Example 7-8 shows the nodes in the cluster that are listed by
running 1srpnode.

Example 7-8 List of nodes in the cluster

(P) # 1srpnode

Name OpState RSCTVersion
baltic Online 3.1.2.2
zaire Online 3.1.2.2
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Resource groups topology
After the db2haicu tool is run successfully on both the standby and primary
instances, the setup is complete. The relationships among the resources are

shown in Figure 7-5.

DB2 Primary Resource Group

DB2 resource
Instance: db2inst1
Partition#: 0

~

DB2 Standby Resource Group

_/ Private network equivalency

DB2 resource
Instance: db2inst1
Partition#: 1

Vs

en2:Baltic_int

192.168.20.48

(&

en2:Zaire_int
192.168.20.45

Public network equivalency

Vs

en1:Baltic

192.168.10.48

S

en1:Zaire
192.168.10.45

HADR resource group

-
HAgg yesource Virtual IP
SAMPLE 192.168.10.111
g
Node:Baltic Node:Zaire

Cluster node equivalency

Figure 7-5 Resource groups that are created for a multiple network HADR topology

The following list shows how the resources illustrated in this figure correspond to

the resources listed in the 1ssam command that is shown in Example 7-6 on

page 245:

» Primary DB2 instance resource group: db2_db2inst1_Baltic_0-rg (1ssam)

Member resources:

Primary DB2 resource: db2_db2inst1_Baltic_0-rs (1ssam)
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» Standby DB2 instance resource group: db2_db2inst1_Zaire_0-rg (1ssam)
— Member resources:
e Standby DB2 resource: db2_db2inst1_Zaire_0-rs

» HADR database resource group: db2_db2inst1_db2inst1_SAMPLE-rg
(1ssam)

— Member resources:

¢ HADR DB resource: db2_db2inst1_db2inst1_SAMPLE-rs (1ssam)
e Virtual IP address resource: db2ip_192_168_10_111-rs (1ssam)

Deleting the domain

The db2haicu option -delete removes an entire HA configuration from a system
and deletes all resources in the cluster. If the other instances are using the
domain at the time, the domain is deleted as well.

Run db2haicu with the -delete option on an instance before it is made highly
available. This action ensures that the setup is started from scratch and there are
no residuals from the previous build. For example, when you run db2haicu with
an XML file, any invalid attribute in the file causes db2haicu to exit with a
non-zero error code. Before db2haicu is run again with the corrected XML file,
you can run the -delete option to ensure that any temporary resources created
during the initial run are cleaned up.

The db2haicu -delete option leaves the DB2 instances and the HADR
replication unaffected. It does not stop the DB2 instances of HADR replications.
However, any IP addresses that were highly available are removed and are no
longer presented after the db2haicu -delete command completes.

Example 7-9 shows a sample output of the db2haicu -delete command.

Example 7-9 Output of db2haicu -delete

(P) (S) $db2haicu -delete
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).

You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the utility
called db2pd to query the status of the cluster domains you create.

For more information about configuring your clustered environment using

db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.
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db2haicu determined the current DB2 database manager instance is
db2instl. The cluster configuration that follows apply to this
instance.

When you use dbZ2haicu to configure your clustered environment, you
create cluster domains. For more information, see the topic 'Creating a
cluster domain with db2haicu' in the DB2 Information Center. dbZ2haicu
is searching the current node for an existing active cluster domain ...
db2haicu found a cluster domain called Baltic on this node. The cluster
configuration that follows apply to this domain.

Deleting the domain Baltic from the cluster ...

Deleting the domain Baltic from the cluster was successful.

A11 cluster configurations have been completed successfully. db2haicu
exiting ...

7.3.3 Administration

From time to time, you must plan for a system outage for some maintenance
activities, such as a software upgrade or recycling a DB2 instance to change
non-dynamic database manager parameters. In this section, we demonstrate
how to perform some DB2, OS, and SAMP operations manually for a planned
outage or maintenance.

When you complete the DB2 HADR with SAMP setup, you can perform these
operations as some simple tests to verify your configuration.

Manual DB2 instance operations
Here we describe how to stop and start DB2 on the primary and the standby
nodes for a planned outage or maintenance.

Running db2stop and db2start on the standby

You can run db2stop and db2start on the standby node without impacting the
activities that are taking place on the primary database.

The db2stop force command stops the instance and causes HADR replication
to halt:

(S) $db2stop force
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After that, the resource group of the standby instance (db2_db2inst1_Zaire_0-rg)
is in the Pending Online state. The LOCK status is placed on the HADR
resource group and the standby instance resource group. This lock indicates that
the HADR databases are no longer in the Peer state. Example 7-10 illustrates
the effect of the db2stop force command that is issued on the

standby instance.

Example 7-10 Issam output after you stop DB2 on the standby instance

(P) (S) #1ssam
Online IBM.ResourceGroup:db2 db2instl Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Baltic_0-rs
'- Online
IBM.Application:db2_db2instl Baltic 0-rs:Baltic
Pending online IBM.ResourceGroup:db2 db2instl Zaire 0-rg Request=Lock
Nominal=0Online
'- Offline IBM.Application:db2 db2instl Zaire 0-rs
Control=StartInhibitedBecauseSuspended
'- Offline
IBM.Application:db2_db2instl Zaire 0-rs:Zaire
Online IBM.ResourceGroup:db2 db2instl db2instl SAMPLE-rg Request=Lock
Nominal=0Online
|- Online IBM.Application:db2 db2instl db2instl SAMPLE-rs
Control=SuspendedPropagated
|- Online
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Baltic
'- Offline
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Zaire
'- Online IBM.ServicelP:db2ip 192 168 10 111-rs
Control=SuspendedPropagated
|- Online IBM.ServiceIP:db2ip 192 168 10 111-rs:Baltic
'- Offline IBM.ServicelP:db2ip 192 168 10 111-rs:Zaire

To recover from this state, start the standby DB2 instance and activate the
database again by running the following command:

(S) $db2start;db2 activate db sample

Running the db2stop and db2start commands on the primary

Running db2stop force on the primary instance breaks the connection from the
client and halts HADR:

(P) $db2stop force
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Example 7-11 illustrates the effect of the db2stop force command that is issued
on the primary instance. The takeover does not occur because that is a planned
operation.

Example 7-11 Issam output after you stop DB2 on the primary instance

(P) (S) #1ssam
Pending online IBM.ResourceGroup:db2 db2instl Baltic_0-rg Request=Lock
Nominal=0nline
'- Offline IBM.Application:db2 _db2instl Baltic_0-rs
Control=StartInhibitedBecauseSuspended
'- Offline
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
OnTine IBM.ResourceGroup:db2_db2instl_Zaire_ 0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl_Zaire_0-rs
'- Online IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
Pending online IBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rg
Request=Lock Nominal=0nline
|- Offline 1BM.Application:db2_db2instl db2instl SAMPLE-rs
Control=StartInhibitedBecause Suspended
|- Offline
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Baltic
'- Offline
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Zaire
'- OnTine IBM.ServiceIP:db2ip 192 168 10 111-rs
Control=SuspendedPropagated
|- Online IBM.ServiceIP:db2ip 192 168 10 111-rs:Baltic
'- Offline IBM.ServicelIP:db2ip 192 168 10 11l-rs:Zaire

To recover from this state, start the primary DB2 instance and activate the
database again by running the following command:

(P) $db2start;db2 activate db sample

Running takeover hadr on the standby instance

There might be situations when a DBA wants to perform a manual takeover to
switch database roles. The safest way to accomplish this task is to run takeover
hadr without the by force option.

Log on to the standby node and run takeover hadr on db dbname to perform a
manual takeover. For example:

(S) $db2 takeover hadr on db sample
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After the takeover completes successfully, running the 1ssam commands shows
the changes. The virtual IP (service IP) address is also moved to the new primary
node as part of the takeover process (Example 7-12).

Example 7-12 Issam output after takeover

(P) (S)#1ssam
OnTine IBM.ResourceGroup:db2_dbZinstl Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl Baltic_0-rs
‘- Online
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
OnTine IBM.ResourceGroup:db2_dbZ2instl_Zaire_ 0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl Zaire 0-rs
‘- OnTine IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
OnTine IBM.ResourceGroup:db2_dbZ2instl_db2instl_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2instl_db2instl SAMPLE-rs
|- Offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Baltic
'- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
|- Offline IBM.ServiceIP:db2ip_192 168 10 11l-rs:Baltic
'- OnTine IBM.ServiceIP:db2ip_192_168 10_111-rs:Zaire

Manual OS operations

Here we describe OS and Tivoli SA MP operations for a planned outage
or maintenance.

Stopping the standby node

If you need to stop Tivoli SA MP on the standby node for maintenance, complete
the following steps:

1. Run db2stop force on the standby instance:
(S) $db2stop force

2. Run stoprpnode hostname command as the root user on the primary node. If
you run stoprpnode on the standby node, you cannot issue any Tivoli SA MP
or RSCT operations on the standby node. So, run these commands on the
primary node:

(P) #stoprpnode Zaire

(P) #1srpnode

Name OpState RSCTVersion
Zaire Offline 3.1.2.2
Baltic Online 3.1.2.2
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3. Run 1ssam to observe the state of the resources (Example 7-13).

Example 7-13 Issam output after stoprpnode

(P) #1ssam
OnTine IBM.ResourceGroup:db2_db2instl Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Baltic_0-rs
'- Online
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
Failed offline IBM.ResourceGroup:db2_db2instl_Zaire_0-rg
Request=Lock Nominal=0nline
'- Failed offline IBM.Application:db2_db2instl Zaire 0-rs
Control=SuspendedPropagated
'- Failed offline
IBM.Application:db2_db2instl Zaire 0-rs:Zaire Node=0ffline
OnTine IBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rg
Request=Lock Nominal=0nline
|- Online IBM.Application:db2 db2instl db2instl SAMPLE-rs
Control=SuspendedPropagated
|- Online
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Baltic
'- Failed offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire Node=0ffline
'- Online IBM.ServiceIP:db2ip 192 168 10 111-rs
Control=SuspendedPropagated
|- Online
IBM.ServiceIP:db2ip 192 168 10 111-rs:Baltic
'- Failed offline
IBM.ServicelIP:db2ip_192_168_10_111-rs:Zaire Node=0ffline

4. You can perform the maintenance operations on the standby node, such as
rebooting the OS. After the maintenance work is complete, run startrpnode
hostname for the standby node on the primary node. For example:

(P) #startrpnode Zaire

(P) #1srpnode

Name OpState RSCTVersion
Zaire Online 3.1.2.2
Baltic Online 3.1.2.2

5. Run db2start on the standby instance:
(S) $db2start;db2 activate db sample

6. Run 1ssam to observe the state of the resources. Confirm that the resource of
the instance on Zaire is online.
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Stopping the primary node
If you must stop Tivoli SA MP on the primary node for the planned outage or
maintenance, complete the following steps:

1. Switch the roles. Have the standby (Zaire) take over the services so you can
stop the primary node (Baltic) by running the following command:

(S) $db2 takeover hadr on db sample
If the takeover completes successfully, the client should be able to access the
new primary node (Zaire).
2. Run db2stop force on the new standby node (Baltic):
(S) $db2stop force

3. Run stoprpnode as the root user for the new standby node. You run this
command on the new primary node (Zaire):

(P) #stoprpnode Baltic

(P) #1srpnode

Name OpState RSCTVersion
Baltic Offline 3.1.2.2
Zaire Online 3.1.2.2

4. Run 1ssam to observe the state of the resources.

5. Now you can perform the maintenance operations on the new standby node,
such as rebooting the OS. After the maintenance work is complete, run
startrpnode for the new standby node (Baltic) on the new primary
node (Zaire):

(P) #startrpnode Baltic
(P) #1srpnode

Name OpState RSCTVersion
Baltic Online 3.1.2.2
Zaire Online 3.1.2.2

6. Run db2start on the new standby instance:
(S) $db2start;db2 activate db sample

7. Run 1ssam to observe the state of the resources and confirm that the
resources of the instance on Baltic are online.

8. Have the old primary node (Baltic) take over the services again by running the
following command:

(S) $db2 takeover hadr on db sample

After the takeover completes successfully, check that the client can access
the primary node without any problems.
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7.3.4 Unplanned outages

The purpose of having HA systems is to minimize system downtime that is
caused by unplanned outages, such as a power failure, a network failure, a DB2
failure, and so on. In this section, we simulate a DB2 system failure, a system
crash, and a network failure to verify our setup, and show the transition states of
the takeover process that Tivoli SA MP performs.

DB2 instance failure

We simulate the DB2 instance failure on the primary node by stopping the
DB2 processes.

Stopping the DB2 instance on the primary

Run db2_ki11 on the primary instance to stop the DB2 processes. Now all DB2
clients cannot connect to the database.

Run T1ssam to examine the resources. The HADR resource and the DB2 resource
on the primary node are in the Pending Online state (Example 7-14).

Example 7-14 Issam output after you stop DB2

(P) (S) #1ssam
Pending online IBM.ResourceGroup:db2 db2instl Baltic_0-rg
Nominal=Online
'- Pending online IBM.Application:db2 db2instl Baltic 0-rs
'- Pending online
IBM.Application:db2_db2instl Baltic O-rs:Baltic
Online IBM.ResourceGroup:db2 db2instl Zaire 0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl Zaire 0-rs
'- Online IBM.Application:db2 db2instl Zaire 0-rs:Zaire
IBM.ResourceGroup:db2_db2instl db2instl SAMPLE-rg Nominal=Online
|- Pending online
IBM.Application:db2_db2instl db2instl SAMPLE-rs
|- Pending online
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Baltic
'- Offline
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Zaire
'- Online IBM.ServicelP:db2ip 192 168 10 111-rs
|- Online IBM.ServiceIP:db2ip 192 168 10 111-rs:Baltic
'- Offline IBM.ServicelP:db2ip 192 168 10 111-rs:Zaire

Tivoli SA MP restarts the DB2 instance on the same node automatically. Tivoli
SA MP does not execute takeover because the failed DB2 instance is recovered.
All DB2 clients can connect to the database again.
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Preventing a restart of the DB2 instance on primary node

In this test, we rename the DB2 start executable file so Tivoli SA MP cannot
restart the DB2 instance. Run the following commands on the primary node to
stop and break the DB2 instance:

(P) $mv ./sqllib/adm/db2star2 db2star2.mv ; db2 kill

The output of the 1ssam command shows that the HADR resource and the DB2
resource on the primary node are in the Pending Online state (Example 7-15).
Now all DB2 clients cannot connect to the database.

Example 7-15 Issam output after you run db2_kill

(P) (S) #1ssam
Pending online IBM.ResourceGroup:db2_db2instl Baltic_0-rg
Nominal=Online
'- Pending online IBM.Application:db2_db2instl Baltic 0-rs
'- Pending online
IBM.Application:db2_db2instl Baltic 0-rs:Baltic
OnTine IBM.ResourceGroup:db2_db2instl_Zaire_ 0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl Zaire 0-rs
'- Online IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
Pending online IBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rg
Nominal=0nline
|- Pending online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs
|- Pending online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Balti
c
'- Offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelP:db2ip_192_168 10_111-rs
|- Online IBM.ServiceIP:db2ip_ 192 168 10 111-rs:Baltic
'- Offline IBM.ServicelIP:db2ip_192 168 10_111-rs:Zaire

Tivoli SA MP tries to start the DB2 instance but fails because the DB2 executable
was renamed. Tivoli SA MP then executes a failover. The virtual IP address is
moved to the standby node, and the takeover operation causes the standby
database to assume the primary role.
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Shortly after the failover, the HADR resource group
(db2_db2inst1_db2inst1_SAMPLE-rg) is successfully placed in the online state.
The resource on the old primary node is still in the Pending Online state
(Example 7-16).

Example 7-16 Issam output after the takeover

(P) (S) #1ssam
Pending online IBM.ResourceGroup:db2_db2instl Baltic_0-rg
Nominal=Online
'- Pending online IBM.Application:db2_db2instl Baltic 0-rs
'- Pending online
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
Online IBM.ResourceGroup:db2 db2instl Zaire 0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Zaire 0-rs
'- Online IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
Online IBM.ResourceGroup:db2_db2instl db2instl SAMPLE-rg Request=Lock
Nominal=Online
|- Online IBM.Application:db2 db2instl db2instl SAMPLE-rs
Control=SuspendedPropagated
|- Failed offline
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Baltic
'- Online
IBM.Application:db2_db2instl db2instl SAMPLE-rs:Zaire
'- Online IBM.ServiceIP:db2ip 192 168 10 111-rs
Control=SuspendedPropagated
|- Offline IBM.ServiceIP:db2ip 192 168 10 111-rs:Baltic
'- OnTine IBM.ServiceIP:db2ip 192 168 10 111-rs:Zaire

Tivoli SA MP continues trying to bring the DB2 instance resource online on what
is now the old primary node. The timeout occurs 4 - 5 minutes afterward, and this
Pending Online state is changed to the Failed Offline state (Example 7-17).

Example 7-17 Issam output after timeout

(P) (S) #1ssam
Failed offline IBM.ResourceGroup:db2_db2instl Baltic 0-rg
Control=MemberInProblemState Nominal=0nline
'- Failed offline IBM.Application:db2 db2instl Baltic 0-rs
'- Failed offline
IBM.Application:db2_db2instl Baltic 0-rs:Baltic
Online IBM.ResourceGroup:db2 db2instl Zaire 0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Zaire 0-rs
'- Online IBM.Application:db2 db2instl Zaire O-rs:Zaire
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OnTine IBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rg Request=Lock
Nominal=Online
|- Online IBM.Application:db2_db2instl_db2instl SAMPLE-rs
Control=SuspendedPropagated
|- Failed offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Balti
c
'- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
Control=SuspendedPropagated
|- 0ffline IBM.ServiceIP:db2ip_192 168 10 111-rs:Baltic
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs:Zaire

To recover from this scenario, rename the db2start executable to its original
name on the old primary node (Baltic) by running the following command:

(S) $mv ./db2star2.mv ./sqllib/adm/db2star2
You must reset the HADR and DB2 resources on the old primary node to remove
the Failed Offline flag. You accomplish this task by running resetrsrc

commands (with root authority) in the following order on either the standby or the
primary nodes:

» resetrsrc -s 'Name like "instance resource name on old primary" &&
NodeNameList={"old primary node name"}' IBM.Application

» resetrsrc -s 'Name like "HADR resource name" && NodeNameList=
{"old primary node name"}' IBM.Application
Example 7-18 shows the commands that we chose to run.

Example 7-18 Reset the resources

(P) (S) #CT_MANAGEMENT SCOPE=2
(P)(S) #export CT_MANAGEMENT SCOPE

(P)(S) #resetrsrc -s 'Name 1ike "db2_db2instl Baltic_0-rs" &&
NodeNameList={"Baltic"}' IBM.Application

(P)(S) #resetrsrc -s 'Name like "db2 db2instl db2instl SAMPLE-rs" &&
NodeNameList={"Baltic"}' IBM.Application
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These commands result in

the DB2 instance starting in the old primary.

Reintegration occurs automatically, and the old primary database assumes the
new standby role. After the system reaches the Peer state, the Lock status from
the HADR resource group is removed. You can run these procedures without

impacting the activities taki
DB2 clients.

ng place at the new primary database and

Primary node crash and reintegration of the old primary node

Here we describe node failure by simulating a node crash on the primary node.
We simulate this crash by performing a power off or running shutdown on

the node.
Node crash
Figure 7-6 illustrates the cluster behavior if there is a primary (service)
node crash.
S Senice !
|:> | 192.168.10.111 |
- Baltic:en1 Zaire:en1 i

192.168.10.48 )
Baltic_mnt:eno

9.43.86.48

192.168.10.45 )
Zaire_mnt:en0

9.43.86.45

Baltic

Zaire

db2_db2inst1_ by force

db2inst1_SAMPLE|

Baltic_int:en2
192.168.20.48

Zaire_int:en2
192.168.20.45

Takeover hadr

peer window only

Figure 7-6 Automatic failover to a standby node
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When the primary node crashes, the clients cannot connect to the database.
Tivoli SA MP detects the primary node’s outage and starts the failover process
as follows:

1. The db2_db2inst1_db2inst1_SAMPLE-rg resource group is acquired by the
standby node (Zaire).

2. The standby node pings and acquires quorum.

3. The virtual IP address (192.168.10.111) is assigned to the en1 NIC on the
standby node.

4. The start script in the Tivoli SA MP, which is related to the resource group, is
run on the standby node. The script includes the TAKEOVER HADR command,
which changes the role of the standby database to primary.

After the failover, the resources are in the states that are shown in Example 7-19:

» The db2_db2inst1_db2inst1_SAMPLE-rg HADR resource group is online on
the new primary (Zaire). However, the HADR resource group is locked.

» The resources on the old primary node (Baltic) assume the Failed
Offline state.

Example 7-19 Issam output after the primary node crash

(S) #1ssam
Failed offline IBM.ResourceGroup:db2_db2instl Baltic_0-rg
Control=MemberInProblemState Nominal=Online
'- Failed offline IBM.Application:db2_db2instl Baltic_0-rs
Control=MemberInProblemState
'- Failed offline
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
Node=0ffline
OnTine IBM.ResourceGroup:db2_db2instl_Zaire_ 0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl Zaire 0-rs
'- Online IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
OnTine IBM.ResourceGroup:dbZ2_db2instl_db2instl_SAMPLE-rg Request=Lock
Nominal=Online
|- Online IBM.Application:db2_db2instl db2instl SAMPLE-rs
Control=SuspendedPropagated
|- Failed offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Balti
¢ Node=0ffline
'- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
Control=SuspendedPropagated
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|- Failed offline
IBM.ServicelIP:db2ip_192_168_10_111-rs:Baltic
Node=0ffline

'- Online IBM.ServicelIP:db2ip_192_168_ 10_l111-rs:Zaire

The HADR resource group is placed in the Lock status after the failover. This
lock indicates that the HADR databases are no longer in the Peer state.
Therefore, no further actions are taken on this resource group if there are
more failures.

Clients who address the service IP address succeed in connecting to the new
primary database on the surviving node, which now has the SAMP
resource group.

Reintegration

Figure 7-7 on page 262 shows the process that is required to reintegrate the old
primary node in to clusters:

1. Baltic recovers from the crash.

2. When the old primary node comes back up, the reintegration
occurs automatically:

a.
b.
c.

The DB2 instance is started automatically on the old primary (Baltic).
The old primary database is activated as a standby.

HADR replication resumes automatically. The old primary database
automatically catches up the log records that are processed only on the
new primary database during the time the old primary node is out of order.

When the HADR system reaches the Peer state, the lock from the HADR
resource group is removed. Reintegration of the old primary database
is complete.
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Figure 7-7 Reintegration of the old primary database

Network failure

Here we describe network failures in this section by simulating network interface
malfunctions on the primary and the standby nodes.

Public network interface card failure on the primary node

We unplug the en1 cable on the primary node (Baltic) to break the network, then
run 1ssam to examine the state of the system resources. You can simulate the
network failure by running chdev:

(P) # chdev -1 'enl' -a state='detach'

The HADR resource (db2_db2inst1_db2inst1_SAMPLE-rg) is in a Pending
Online state (Example 7-20).

Example 7-20 Issam output after a network failure on the primary node

(P) (S) #1ssam
OnTine IBM.ResourceGroup:db2_db2instl Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Baltic_0-rs
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‘- Online
IBM.Application:db2_db2instl_Baltic_0-rs:Baltic
OnTine IBM.ResourceGroup:db2_db2instl_Zaire_0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl_Zaire_0-rs
'- OnTine IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
PendingonlineIBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rgControl=M
emberInProblemState Nominal=0Online
|- Pending online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs
|- 0ffline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Balti
c
'~ Pending online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zaire
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
Control=MemberInProblemStated
|- Failed offline
IBM.ServicelP:db2ip_192_168_10_111-rs:Baltic
'- Online IBM.ServicelIP:db2ip_192_168_ 10_111-rs:Zaire

Tivoli SA MP starts a failover operation. Run 1ssam repeatedly to examine the
progress of the failover. The system eventually enters one of the following states:

» The standby HADR database assumes the primary role.
» The virtual IP address comes online on the standby node.

» The resource group of the old primary instance has the Failed Offline status
(Example 7-21).

Example 7-21 Issam output after takeover

(P) (S) #1ssam
Failedoffline
IBM.ResourceGroup:dbZ_db2instl_Baltic_0-rgControl=MemberInProblemSta
te Nominal=0Online
'- Failed offline IBM.Application:db2_db2instl_Baltic_0-rs
'- Failed offline
IBM.Application:db2_db2instl_Baltic_O-rs:Baltic
OnTine IBM.ResourceGroup:db2_dbZ2instl_Zaire_0-rg Nominal=Online
'- Online IBM.Application:db2_db2instl_Zaire_0-rs
'- Online
IBM.Application:db2_db2instl_Zaire_0-rs:Zaire
OnTine IBM.ResourceGroup:db2_dbZinstl_db2instl_SAMPLE-rg
Request=Lock Nominal=0Online
|- Online IBM.Application:db2_db2instl_db2instl SAMPLE-rs
Control=SuspendedPropagated
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|- offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Ba
1tic

'- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Za
ire

'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
Control=SuspendedPropagated

|- Failed offline
IBM.ServicelP:db2ip_192_168_10_111-rs:Baltic

'- Online

IBM.ServicelP:db2ip_192_168_10_111-rs:Zaire

To recover from this state, we plug the en1 cable back into the old primary node
(Baltic). If you run chdev to simulate the failure, run this command again to
change the state:

(S) # chdev -1 'enl' -a state='up'

For some environments, it might be necessary to restart the network interface.
As root, run smitty network and select Minimum Configuration & Startup. Then,
select en1 interface. Set yes as a value for the “START TCP/IP daemons Now”
property and press Enter to run the selected command. Afterward, verify if
network interface “en1”is listed as a resource on both nodes under equivalency
for public network by running 1sequ (Example 7-22).

Example 7-22 Isequ output after you restart the public network interface

(S) # 1sequ -e db2 public_network 0
Displaying Equivalency information:
For Equivalency "db2 public_network 0".

Equivalency 1:

Name = db2_public_network_0
MemberClass = IBM.NetworkInterface
Resource:Node[Membership] = {Unresolved,enl:Zaire}
SelectString =

SelectFromPolicy = ANY

MinimumNecessary =1

Subscription = {}

Color =0

ActivePeerDomain = hadr_dom
ConfigValidity =
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If there is a “Unresolved” string in the “Resource:Node[Membership]” field,
modify the existing configuration by running the following command:

(S) # chequ -u r db2 public_network 0
IBM.NetworkInterface:enl:Baltic,enl:Zaire

In this case, the virtual IP resource on the primary node remains in the Failed
Offline status. You must reset the virtual IP resource on the old primary node to
remove the Failed Offline flag. Run the following commands with root authority in
the given order on either the standby or primary nodes:

resetrsrc -s 'Name like "Virtual IP resource name" &&
NodeNameList={"old primary node name"}' IBM.ServicelP

Before you run resetrsrc, ensure that the CT_MANAGEMENT_SCOPE environment
variable is set to a proper value, for example:

(P) (S) #CT_MANAGEMENT SCOPE=2
(P) (S) #export CT_MANAGEMENT SCOPE

(P) (S) #resetrsrc -s 'Name Tike "db2ip 192 168 10 111-rs" &&
NodeNameList={"Baltic"}' IBM.ServicelP

(P) (S) #resetrsrc -s "Name Tike 'db2_db2instl Baltic _O-rs"'"
IBM.AppTlication

Again, run 1ssam repeatedly to examine the progress of the failover. The system
eventually reaches the following states:

» The resource group of the old primary instance is Online.
» The old primary virtual IP resource remains Offline.

For more details, see Example 7-23.

Example 7-23 Issam output after you recover the network failure on the old primary

(P) (S) #1ssam
Online IBM.ResourceGroup:db2_db2instl Baltic_0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Baltic_0-rs
'- Online
IBM.Application:db2_db2instl Baltic_0-rs:Baltic
OnTine IBM.ResourceGroup:db2_db2instl_Zaire_0-rg Nominal=Online
'- Online IBM.Application:db2 db2instl Zaire 0-rs
'- Online
IBM.Application:db2_db2instl Zaire 0-rs:Zaire
OnTine IBM.ResourceGroup:db2_db2instl_db2instl_SAMPLE-rg
Request=Lock Nominal=0nTine
|- Online IBM.Application:db2_db2instl db2instl SAMPLE-rs C
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|- offline
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Bal
tic
'- Online
IBM.Application:db2_db2instl_db2instl_SAMPLE-rs:Zai
re
'- Online IBM.ServicelIP:db2ip_192_168 10_111-rs
Control=SuspendedPropagated
|- offline
IBM.ServicelIP:db2ip_192_168_10_111-rs:Baltic
'- Online
IBM.ServicelIP:db2ip_192_168_10_111-rs:Zaire

7.4 DB2 HADR with Tivoli SA MP configuration for
automatic failover on a Linux system

Here we present a test case that combines the DB2 HA features to automate
failover of HADR databases on Linux. It shows how db2haicu interactive mode
can be used set up the Tivoli SA MP.

7.4.1 Architecture

The example uses the following architecture, and assumes that the following
minimum configuration is already in place:

» Two servers, lepus and mensa, running SUSE Linux Enterprise Server 11
SP1 for AMD64/Intel64

» One network interface card per server
» Common network access to a third gateway device as a tiebreaker

» DB2 10.1 Advanced Enterprise Server Edition with fix pack 1 and Tivoli SA
MP V3.2 installed

» HADR set up on a database
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Table 7-1 shows the naming conventions that we used in this example.

Table 7-1 DB2 HADR naming

subnet mask

255.255.252.0

Server lepus mensa

IP 9.43.86.91 9.43.86.90
Local instance db2inst2 db2inst2
Local DB name SAMPLE SAMPLE
Remote node mensa lepus
Remote DB alias SAMPMENS SAMPLEPU
HADR database role Primary Standby
HADR_LOCAL_HOST lepus mensa
HADR_LOCAL_SVC 55001 55002
HADR_REMOTE_HOST mensa lepus
HADR_REMOTE_SVC 55002 55001
HADR_REMOTE_INST db2inst2 db2inst2
HADR_TIMEOUT 120 120
HADR_SYNCMODE SYNC SYNC
HADR_PEER_WINDOW 120 120
Gateway tiebreaker 9.43.85.1 9.43.85.1
Virtual IP address: 9.43.86.252: 9.43.86.252:

255.255.252.0

HADR and the service port number: HADR prefers the actual service port
number to the canonical service name for HADR_LOCAL_SVC and

HADR_REMOTE_SVC. Local and remote host names in HADR_LOCAL_HOST

and HADR_REMOTE_HOST should match the host short-names in /etc/hosts.
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7.4.2 Configuration

In this section, we provide individual configuration steps, followed by the
execution of the db2haicu utility to create a cluster. The steps and tasks that are
involved in setting up a cluster that is integrated with DB2 High Availability
Feature are covered in detail in the section “Configuring for high availability”, in
Chapter 4, “Configuring for high availability”, in Data Recovery and High
Availability Guide and Reference, SC27-3870-00.

Before you run db2haicu

Based on the provided architecture for our example, complete the following
configuration steps before you run db2haicu:

1.

Ensure that the matching entries for DB2 instance communication and HADR
ports exist in the /etc/services files for both servers that are added as
cluster nodes. Example 7-24 shows the entries for our configuration.

Example 7-24 Matching DB2 service ports in /etc/services file on each node

db2c_db2inst2 50002
db2_hadr_1 55001
db2_hadr_2 55002

Ensure that the matching host name entries exist in the /etc/hosts files for
both servers that are added as cluster nodes. Example 7-25 shows the
entries for our configuration.

Example 7-25 Both host name entries should be in both /etc/hosts files

9.43.86.90 mensa.itsosj.sanjose.ibm.com mensa
9.43.86.91 lepus.itsosj.sanjose.ibm.com lepus

Run the ~/sq11ib/db2profile script for the DB2 instance that is being used
to create the cluster domain. This command has most likely been added to
the ™/ .profile of the user ID by the db2icrt command.

Start the database manager on both servers by running db2start.

5. Ensure that all DB2 High Availability Disaster Recovery (HADR) databases

are started in their respective primary and standby database roles, and that
all HADR primary/standby database pairs are in the Peer state.

Set the database configuration (db cfg) parameter HADR_PEER_WINDOW to a
value greater than or equal to 120 [seconds] on both servers. Run the
following command with the instance owner ID:

db2 update db cfg for sample using HADR PEER WINDOW 120
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7. To prepare each node for clustering:
On both servers, run preprpnode with user ID root:
/usr/sbin/rsct/bin/preprpnode lepus mensa

If this command is not run on both servers, “permission denied” errors occur
when db2haicu is run.

The syntax for the preprpnode command is covered in RSCT for
Multiplatforms: Technical Reference, SA22-7893-19 or in the RSCT
Information Center at:

http://publib.boulder.ibm.com/infocenter/clresctr/vxrx/topic/com.ibm
.cluster.rsct.v3r2.rsct700.doc/b1501m_about.htm

RSCT on virtual machines

If the environment is running on cloned virtual images (for example, VMware),
then the RSCT node identifier is not unique, which prevents the creation of

a cluster.

The node ID is a 64-bit number that is created when RSCT is installed. It is
derived using a True Random Number Generator and is used to uniquely identify
a node to the Resource Monitoring and Control (RMC) Subsystem. The node ID
is maintained in the /var/ct/cfg/ct_node_id file. A backup copy is maintained
inthe /etc/ct_node_id file. For more information, see the Information Center at:

http://publib.boulder.ibm.com/infocenter/clresctr/vxrx/topic/com.ibm.cl
uster.rsct.v3r2.rsct100.doc/b1503_about.htm

This error can be corrected, if there is no cluster present, by running the
following command:

/usr/sbin/rsct/install/bin/recfgct

This command effectively reinitializes the RSCT base, and one feature is to give
each node a unique identifier.

Cluster definitions: If there is any cluster definition present when the recfgct
command is run, the effects are unpredictable, and symptoms might include
immediate recycling of the operating system.

The db2haicu configuration

At this stage, the environment should be ready for the db2haicu command. It
should be first run on the HADR standby node, and then on the HADR primary
node to successfully complete cluster definition with HADR integration.
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When every prerequisite is met, the assumptions that are made by db2haicu
allow usage of the default response to almost each prompt. We use the defaults
wherever possible, emphasizing places where we made specific entries.

Example 7-26 shows the initial execution of db2haicu on our HADR standby node
after you confirm that HADR is running in the Peer state as the standby.

Example 7-26 db2haicu initial pass on HADR standby node

db2inst2@mensa:™~> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Standby -- Up 2 days 19:03:16

-- Date 2012-08-06-05.37.11.820815

HADR_ROLE
REPLAY_TYPE
HADR_SYNCMODE
STANDBY_ID
LOG_STREAM_ID
HADR_STATE
PRIMARY_MEMBER_HOST
PRIMARY_INSTANCE
PRIMARY_MEMBER
STANDBY_MEMBER_HOST
STANDBY_INSTANCE
STANDBY_MEMBER
HADR_CONNECT _STATUS
HADR_CONNECT_STATUS_TIME

(1344245416)
HEARTBEAT INTERVAL (seconds)
HADR_TIMEOUT (seconds)
TIME_SINCE_LAST_RECV(seconds)

PEER_WAIT LIMIT(seconds) = 0
LOG_HADR_WAIT_CUR(seconds) = 0.000

LOG_HADR_WAIT RECENT AVG(seconds)
LOG_HADR_WAIT_ACCUMULATED(seconds)
LOG_HADR_WAIT_COUNT
SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes)
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes)
PRIMARY_LOG_FILE,PAGE,POS
STANDBY_LOG_FILE,PAGE,POS
HADR_LOG_GAP (bytes)
STANDBY_REPLAY_LOG_FILE,PAGE,POS
STANDBY_RECV_REPLAY_GAP(bytes)
PRIMARY_LOG_TIME

(1344245414)

STANDBY
PHYSICAL
SYNC

0

0

PEER
lepus
db2inst2
0

mensa
db2inst2
0
CONNECTED
08/06/2012 05:30:16.969954

1

0

0.003236

0.142

44

0, 16384

0, 87380

$0000039.L0G, 260, 200785896
$0000039.L0G, 260, 200785896
0

$0000039.L0G, 260, 200785896
0

08/06/2012 05:30:14.000000
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STANDBY_LOG_TIME = 08/06/2012 05:30:14.000000
(1344245414)
STANDBY_REPLAY_LOG_TIME = 08/06/2012 05:30:14.000000
(1344245414)
STANDBY_RECV_BUF_SIZE(pages) = 512
STANDBY_RECV_BUF_PERCENT = 0
STANDBY_SPOOL_LIMIT(pages) = 0
PEER_WINDOW(seconds) = 120
PEER_WINDOW_END = 08/06/2012 05:39:11.000000
(1344245951)
READS_ON_STANDBY_ENABLED = N
db2inst2@mensa:™> db2haicu
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).

You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the utility
called db2pd to query the status of the cluster domains you create.

For more information about configuring your clustered environment using
db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.

db2haicu determined the current DB2 database manager instance is
'db2inst2'. The cluster configuration that follows apply to this
instance.

db2haicu is collecting information on your current setup. This step may
take some time as db2haicu need to activate all databases for the
instance to discover all paths ...

When you use dbZ2haicu to configure your clustered environment, you
create cluster domains. For more information, see the topic 'Creating a
cluster domain with db2haicu' in the DB2 Information Center. db2haicu
is searching the current machine for an existing active cluster domain

db2haicu did not find a cluster domain on this machine. db2haicu now
query the system for information about cluster nodes to create a new
cluster domain ...

db2haicu did not find a cluster domain on this machine. To continue
configuring your clustered environment for high availability, you must
create a cluster domain; otherwise, dbZ2haicu exit.

Create a domain and continue? [1]

1. Yes
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2. No

Create a unique name for the new domain:

lepusmensa

Nodes must now be added to the new domain.

How many cluster nodes the domain 'lepusmensa' contain?

2

Enter the host name of a machine to add to the domain:

mensa

Enter the host name of a machine to add to the domain:

lepus

db2haicu can now create a new domain containing the 2 machines that you
specified. If you choose not to create a domain now, db2haicu exit.

Create the domain now? [1]
1. Yes
2. No

Creating domain 'lepusmensa' in the cluster ...
Creating domain 'lepusmensa' in the cluster was successful.

Interrupt: If your server has some leftover cluster definitions, db2haicu might
halt at this point and return you to the command line. You can either continue
and run db2haicu again, which skips over the next stage of creating a quorum
device, or you can run db2haicu -delete and then try running db2haicu
again. You can add a quorum device later through the db2haicu maintenance
mode menu item 6 “Create a new quorum device for the domain”. Run
db2haicu -delete because it ensures a clean cluster definition.

You can now configure a quorum device for the domain. For more
information, see the topic "Quorum devices" in the DB2 Information
Center. If you do not configure a quorum device for the domain, then a
human operator have to manually intervene if subsets of machines in
the cluster lose connectivity.

Configure a quorum device for the domain called 'lepusmensa'? [1]
1. Yes
2. No

The following is a Tist of supported quorum device types:
1. Network Quorum
Enter the number corresponding to the quorum device type to be used:

[1]
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Specify the network address of the quorum device:

9.43.85.1

Configuring quorum device for domain 'lepusmensa'’

Configuring quorum device for domain 'lTepusmensa' was successful.
The cluster manager found the following total number of network
interface cards on the machines in the cluster domain: '2'. You can
add a network to your cluster domain using the db2haicu utility.

Create networks for these network interface cards? [1]
1. Yes
2. No

Enter the name of the network for the network interface card: 'eth0' on
cluster node: 'mensa.itsosj.sanjose.ibm.com'

1. Create a new public network for this network interface card.
2. Create a new private network for this network interface card.
Enter selection:

1

Are you sure you want to add the network interface card 'eth0' on
cluster node 'mensa.itsosj.sanjose.ibm.com' to the network
'db2_public_network_0'? [1]

1. Yes

2. No

Adding network interface card 'eth0' on cluster node
‘mensa.itsosj.sanjose.ibm.com’ to the network 'dbZ_public_network_0'

Adding network interface card 'eth0' on cluster node
‘mensa.itsosj.sanjose.ibm.com’ to the network 'dbZ_public_network_0'
was successful.

Enter the name of the network for the network interface card: 'eth0' on
cluster node: 'lepus.itsosj.sanjose.ibm.com'

1. db2_pubTlic_network_0

2. Create a new public network for this network interface card.

3. Create a new private network for this network interface card.
Enter selection:

1

Are you sure you want to add the network interface card 'eth0' on
cluster node 'lepus.itsosj.sanjose.ibm.com' to the network
'db2_public_network_0'? [1]

1. Yes

2. No
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Adding network interface card 'eth0' on cluster node
‘Tepus.itsosj.sanjose.ibm.com’ to the network 'dbZ_public_network_0'

Adding network interface card 'eth0' on cluster node
‘Tepus.itsosj.sanjose.ibm.com' to the network 'dbZ_public_network_0'
was successful.
Retrieving high availability configuration parameter for instance
"db2inst2'
The cluster manager name configuration parameter (high availability
configuration parameter) is not set. For more information, see the
topic "cluster_mgr - Cluster manager name configuration parameter" in
the DB2 Information Center. Do you want to set the high availability
configuration parameter?
The following are valid settings for the high availability
configuration parameter:

1.TSA

2.Vendor
Enter a value for the high availability configuration parameter: [1]

Setting a high availability configuration parameter for instance
'db2inst2' to 'TSA'.

Adding DB2 database partition '0' to the cluster ...

Adding DB2 database partition '0' to the cluster was successful.
Do you want to validate and automate HADR failover for the HADR
database 'SAMPLE'? [1]

1. Yes

2. No

Adding HADR database 'SAMPLE' to the domain ...

The HADR database 'SAMPLE' has been determined to be valid for high
availability. However, the database cannot be added to the cluster from
this node because db2haicu detected this node is the standby for the
HADR database 'SAMPLE'. Run db2haicu on the primary for the HADR
database 'SAMPLE' to configure the database for automated failover.
A11 cluster configurations have been completed successfully. db2haicu
exiting ...

db2inst2@mensa:™>

This process brings us a/most to the state of a working cluster. The HADR
database pair is not added to the cluster yet because the database on the current
cluster node is in the HADR standby role. db2haicu must now be run on the
primary node to add the SAMPLE database for both nodes in to the cluster.
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On a clean system with no residual cluster definitions, the output of db2haicu in
startup mode resembles Example 7-27. This example shows db2haicu adding
the HADR primary database to the cluster definition to pair with the HADR
standby database cluster definition. It also gives you the option to add in a virtual
IP definition, as an alternative to using Automatic Client Redirection (ACR). We
choose to use a virtual IP address in our test environment, with our remote client
running db2 catalog tcpip node commands to point at that virtual IP address.

Example 7-27 db2haicu on HADR Primary node - first run on a clean system

db2inst2@lepus:™> db2haicu
Welcome to the DB2 High Availability Instance Configuration Utility
(db2haicu).

You can find detailed diagnostic information in the DB2 server
diagnostic Tog file called db2diag.log. Also, you can use the utility
called db2pd to query the status of the cluster domains you create.

For more information about configuring your clustered environment using
db2haicu, see the topic called 'DB2 High Availability Instance
Configuration Utility (db2haicu)' in the DB2 Information Center.

db2haicu determined the current DB2 database manager instance is
'db2inst2'. The cluster configuration that follows apply to this
instance.

db2haicu is collecting information on your current setup. This step may
take some time as db2haicu need to activate all databases for the
instance to discover all paths ...

When you use db2haicu to configure your clustered environment, you
create cluster domains. For more information, see the topic 'Creating a
cluster domain with db2haicu' in the DB2 Information Center. dbZhaicu
is searching the current machine for an existing active cluster domain

db2haicu found a cluster domain called 'Tepusmensa' on this machine.
The cluster configuration that follows apply to this domain.

Retrieving high availability configuration parameter for instance
'db2inst2'

The cluster manager name configuration parameter (high availability
configuration parameter) is not set. For more information, see the
topic "cluster mgr - Cluster manager name configuration parameter" in
the DB2 Information Center. Do you want to set the high availability
configuration parameter?
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The following are valid settings for the high availability
configuration parameter:

1.TSA

2.Vendor
Enter a value for the high availability configuration parameter: [1]

Setting a high availability configuration parameter for instance
'db2inst2' to 'TSA'.

Adding DB2 database partition '0' to the cluster ...

Adding DB2 database partition '0' to the cluster was successful.
Do you want to validate and automate HADR failover for the HADR
database 'SAMPLE'? [1]

1. Yes

2. No

Adding HADR database 'SAMPLE' to the domain ...

Adding HADR database 'SAMPLE' to the domain was successful.

Do you want to configure a virtual IP address for the HADR database
"SAMPLE'? [1]

1. Yes

2. No

Enter the virtual IP address:

9.43.86.252

Enter the subnet mask for the virtual IP address '9.43.86.252':
[255.255.255.0]

255.255.252.0

Select the network for the virtual IP '9.43.86.252"':

1. db2 _public_network 0

2. db2 private_network 0

Enter selection:

1

Adding virtual IP address '9.43.86.252' to the domain .

Adding virtual IP address '9.43.86.252' to the domain was successful.
A11 cluster configurations have been completed successfully. db2haicu
exiting .

db2inst2@lepus:™>
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We now have a fully completed and integrated HADR cluster. You can see what
cluster objects are defined by running the Tivoli SA MP 1ssam command
(Example 7-28). This output shows us:

» The resource group for the HADR database pair (SAMPLE on lepus, as the
HADR primary, is shown as “Online”, while SAMPLE on mensa, as the HADR
standby, is shown as “Offline”).

» The Application definition of the virtual service IP address (again, lepus, as
the HADR primary, is shown as “Online”, while mensa, as the HADR standby,
is shown as “Offline”).

» Two resource groups (one for each of the db2inst2 DB2 instances on lepus
and mensa). Because both DB2 instances are technically running, both are
shown as “Online”.

Example 7-28 Tivoli SA MP view of cluster objects that are created by db2Zhaicu

db2inst2@lepus:™~> 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2instZ2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- Offline IBM.ServicelIP:db2ip_192_168_ 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

7.4.3 Testing

Here we describe the steps of a standard set of tests to prove that the cluster
controlled by the DB2 High Availability Feature can handle common failure
scenarios in an appropriate manner. These scenarios include unplanned failure
scenarios of the DB2 instance on the HADR primary node, and unplanned failure
of the HADR primary cluster node itself.
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Preparation

Our tests assume that our HADR database pair SAMPLE is active, connected,
and in the Peer state, that our HADR Primary role is held by lepus, and HADR
standby is mensa, as shown by the output of 1ssam and db2pd commands in
Example 7-29.

Example 7-29 The assumed starting point for our testing scenarios

db2inst2@lepus:™~> 1ssam
OnTine IBM.ResourceGroup:db2_dbZ2instZ2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O0-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

db2inst2@lepus:™~> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Active -- Up 2 days 20:52:44 --
Date 2012-08-06-07.26.48.066630

HADR_ROLE = PRIMARY
REPLAY TYPE = PHYSICAL
HADR_SYNCMODE = SYNC
STANDBY_ID = 1
LOG_STREAM_ID = 0
HADR_STATE = PEER
PRIMARY_MEMBER_HOST = Tepus
PRIMARY_INSTANCE = db2inst2
PRIMARY_MEMBER = 0
STANDBY_MEMBER_HOST = mensa
STANDBY_INSTANCE = db2inst2
STANDBY_MEMBER = 0
HADR_CONNECT_STATUS = CONNECTED
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HADR_CONNECT_STATUS_TIME = 08/06/2012 05:30:16.970056
(1344245416)
HEARTBEAT INTERVAL(seconds) = 1
HADR_TIMEOUT (seconds) = 3
TIME_SINCE_LAST_RECV(seconds) =1
PEER_WAIT_LIMIT(seconds) = 0
LOG_HADR_WAIT_CUR(seconds) = 0.000
LOG_HADR_WAIT_RECENT AVG(seconds) = 0.002415
LOG_HADR WAIT ACCUMULATED(seconds) = 0.713
LOG_HADR_WAIT COUNT = 287
SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes) = 0, 16384
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes) = 0, 87380
PRIMARY_LOG_FILE,PAGE,POS = S0000039.L0G, 309, 200983920
STANDBY_LOG_FILE,PAGE,POS = S0000039.L0G, 309, 200983920
HADR LOG_GAP(bytes) = 0
STANDBY_REPLAY_LOG_FILE,PAGE,POS = S0000039.L0G, 309, 200983920
STANDBY_RECV_REPLAY GAP(bytes) = 0
PRIMARY_LOG_TIME = 08/06/2012 07:18:53.000000

(1344251933)
STANDBY_LOG_TIME = 08/06/2012 07:18:53.000000

(1344251933)
STANDBY_REPLAY_LOG_TIME = 08/06/2012 07:18:53.000000

(1344251933)

STANDBY RECV_BUF_SIZE(pages) = 512
STANDBY RECV_BUF_PERCENT = 0
STANDBY_SPOOL_LIMIT (pages) = 0
PEER_WINDOW(seconds) = 120
PEER WINDOW _END = 08/06/2012 07:28:47.000000
(1344252527)
READS_ON_STANDBY_ ENABLED = N

Monitoring scripts

During testing, we monitor the status of the cluster with a single-line shell script
that issues 1ssam repeatedly, echoes an empty line, and sleeps for 5 seconds:

while : ;do Tssamjecho *“ “;sleep 5;done

We also monitor and test the remote DB2 connectivity of the current HADR
primary database with a simple looping script. Our example runs from a DB2
client also running on Linux, so it uses the following syntax:

while : ;do

db2 connect to testsamp user db2inst2 using passblah
db2 connect reset

echo “
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sleep 5
done

The DB2 client script assumes the following catalog TCP/IP node and database
alias definitions are run on the remote client DB2 command line:

» db2 catalog tcpip node testsamp remote 9.43.86.252 server 50002
» db2 catalog db sample as testsamp at node testsamp

We use the Virtual IP address that is defined as part of the db2haicu cluster
definition as the service IP address (that is, the address that external clients use
to connect to the current DB2 HADR primary database.

Planned HADR takeover

A wonderful property of the DB2 High Availability Feature is that appropriate
cluster actions are integrated into DB2 native commands.

For HADR clusters controlled by the new HA feature, rather than needing to su to
the root user and run chrg or the cluster manager command that is normally
required to make a change in the cluster, you can run db2stop, db2start, stop
hadr, start hadr, and takeover hadr commands as required. The cluster reacts
appropriately, rather than fighting against these actions on the assumption that
something is wrong with a resource. The DB2 instance user is also authorized to
run the 1ssam command to monitor the current Online/Offline state of cluster
resources. There is no requirement to su to the root user.

A complete list of the DB2 native commands that are integrated with the cluster
manager can be found in the DB2 10.1 Information Center at:
http://publib.boulder.ibm.com/infocenter/db21uw/v10rl/topic/com.ibm.db2
.lTuw.admin.ha.doc/doc/t0051380.htm1

Ouir first test is to issue two unforced HADR takeovers. The first one moves the
HADR primary role from the SAMPLE database on lepus to the SAMPLE
database on mensa, and the second one moves the HADR primary role back
again, to the SAMPLE database on lepus.

We start our looping 1ssam script on one of the servers, then have the db2inst2
user on mensa (the current HADR standby) run the following command:

db2 takeover hadr on db sample

The step-by-step results for our first takeover command are shown in
Example 7-30 on page 281 to Example 7-35 on page 283.
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The first change is a Request=Lock state on the HADR resource group
(Example 7-30).

Example 7-30 Unforced takeover - step 1 of 6

Online IBM.ResourceGroup:db2 db2inst2 db2inst2 SAMPLE-rg Request=Lock
Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus 0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2 mensa 0-rs
'- Online IBM.Application:db2_db2inst2 mensa 0-rs:mensa

The next noticeable change is a Request=Move, and the virtual IP address is set
Offline (Example 7-31).

Example 7-31 Unforced takeover - step 2 of 6

Online IBM.ResourceGroup:db2 db2inst2 db2inst2 SAMPLE-rg Request=Move
Nominal=0Online
|- Online IBM.Application:db2 db2inst2 db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:1epus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Offline IBM.ServicelIP:db2ip_192_168 145 252-rs
|- Offline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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In Example 7-32, the HADR resource for the primary is set to Pending Offline.

Example 7-32 Unforced takeover - step 3 of 6

Pending offline IBM.ResourceGroup:db2 _db2inst2_db2inst2 SAMPLE-rg
Request=Move Nominal=0Online
|- Pending offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
|- Pending offline
IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs:lepus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- 0ffline IBM.ServicelIP:db2ip_192 168 145 252-rs
|- 0ffline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus 0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

The virtual IP address for mensa is set to Online, and the HADR database
resource for mensa is Pending Online (Example 7-33).

Example 7-33 Unforced takeover - step 4 of 6

Pending online IBM.ResourceGroup:db2 db2inst2_db2inst2 SAMPLE-rg
Request=Move Nominal=0Online
|- Pending online
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'~ Pending online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs
|- 0ffline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_Tlepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- Online IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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The HADR database resource for mensa is now set to Online. Apart from the
Request=Lock, the DB2 HADR pair should now be available again for
communication (Example 7-34).

Example 7-34 Unforced takeover - step 5 of 6

Online IBM.ResourceGroup:db2 db2inst2 db2inst2 SAMPLE-rg Request=Lock
Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- 0ffline
IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs:lepus
'- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- 0ffline IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- OnTine IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Control of the DB2 command line returns to the administrator. The SAMPLE
database on lepus now has the HADR standby role (Example 7-35), which is
confirmed by running db2pd. With the SAMPLE database on mensa having the
HADR primary role, the Service IP address resource is assigned to mensa.

Example 7-35 Unforced takeover - step 6 of 6

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- 0ffline
IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs:1epus
'- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- 0ffline IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- Online IBM.ServicelIP:db2ip_192_168 145 _252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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db2inst2@lepus:™~> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Active -- Up 2 days 21:51:16 --

Date 2012-08-06-08.25.11.518820

HADR_ROLE

REPLAY_TYPE

HADR_SYNCMODE

STANDBY_ID

LOG_STREAM_ID

HADR_STATE

PRIMARY_MEMBER_HOST

PRIMARY_INSTANCE

PRIMARY_MEMBER

STANDBY_MEMBER_HOST

STANDBY_INSTANCE

STANDBY_MEMBER

HADR_CONNECT_STATUS

HADR_CONNECT_STATUS_TIME
(1344245416)

HEARTBEAT_INTERVAL (seconds)

HADR_TIMEOUT (seconds)

TIME_SINCE_LAST_RECV(seconds)

PEER_WAIT_LIMIT(seconds)

LOG_HADR_WAIT_CUR(seconds)

LOG_HADR_WAIT_RECENT_AVG(seconds)

LOG_HADR_WAIT_ACCUMULATED(seconds)

LOG_HADR_WAIT_COUNT

SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes)

SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes)

PRIMARY_LOG_FILE,PAGE,POS

STANDBY_LOG_FILE,PAGE,POS

HADR_LOG_GAP (bytes)

STANDBY_REPLAY_LOG_FILE,PAGE,POS

STANDBY_RECV_REPLAY_GAP (bytes)

PRIMARY_LOG_TIME

(1344252598)
STANDBY_LOG_TIME

(1344252598)
STANDBY_REPLAY_LOG_TIME

(1344252598)

STANDBY_RECV_BUF_SIZE (pages)
STANDBY_RECV_BUF_PERCENT
STANDBY_SPOOL_LIMIT(pages)
PEER_WINDOW(seconds)

PRIMARY
PHYSICAL
SYNC

1

0

PEER
mensa
db2inst2
0

lepus
db2inst2
0
CONNECTED
08/06/2012 05:30:16.969954

o O W

0.000

0.000000

0.000

0

0, 16384

0, 87380

50000039.L0G, 309, 200986141
50000039.L0G, 309, 200986141
0

50000039.L0G, 309, 200986141
0

08/06/2012 07:29:58.000000

08/06/2012 07:29:58.000000
08/06/2012 07:29:58.000000
512

0

0
120
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PEER_WINDOW_END = 08/06/2012 08:27:10.000000
(1344256030)
READS_ON_STANDBY_ENABLED = N

The output from our looping remote DB2 client script in Example 7-36 shows that
for a brief period during the cluster manager’s resource switching actions, the
Service IP address is pointing to the HADR Standby database, then is
unavailable, and then connectivity returns to normal.

Example 7-36 Brief outage of remote DB2 connectivity during takeover

Database Connection Information

DB2/LINUXX8664 10.1.1
DB2INST2
TESTSAMP

Database server
SQL authorization ID
Local database alias

DB20000I The SQL command completed successfully.

SQL1776N The command cannot be issued on an HADR standby database.
Reason

code = "1".

SQL1024N A database connection does not exist. SQLSTATE=08003

SQL1776N The command cannot be issued on an HADR standby database.
Reason

code = "1".

SQL1024N A database connection does not exist. SQLSTATE=08003

SQL3008IN A communication error has been detected. Communication
protocol

being used: "TCP/IP". Communication API being used: "SOCKETS".
Location

where the error was detected: "9.43.86.145.252". Communication
function

detecting the error: "connect". Protocol specific error code(s):
113n, v

"xt_ SQLSTATE=08001

SQL1024N A database connection does not exist. SQLSTATE=08003

Database Connection Information

DB2/LINUXX8664 10.1.1
DB2INST2

Database server
SQL authorization ID
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Local database alias = TESTSAMP

DB20000I The SQL command completed successfully.

The only reason that we are even seeing the SQL1776N messages in

Example 7-36 on page 285 is that for this particular test environment we did not
configure DB2 automatic client reroute (ACR) between the two HADR databases.
This setup provides a useful contrast with the output from testing that we perform
in 7.4, “DB2 HADR with Tivoli SA MP configuration for automatic failover on a
Linux system” on page 266, where we configure ACR in addition to the Virtual IP
resource. Use ACR in addition to a cluster managed virtual IP address, as a
useful means of avoiding remote DB2 connections that point at an HADR
standby database.

Return the HADR Primary role back to the SAMPLE database on lepus by
running the following command as the db2inst2 user on lepus:

db2 takeover hadr on db sample

The process of unforced HADR takeover from mensa back to lepus shows much
the same output when you run Tssam, only with the other resources in a given
resource group pair doing the Pending Offline, Offline, Pending Online, and
Online status changes.

Unplanned failure of the HADR primary DB2 instance

Because the DB2 High Availability Feature integrated the db2stop command into
cluster management, you must use a technique that effectively stops the DB2
instance outside of the cluster manager.

The db2_ki11 command is an excellent way to achieve this task. To test it, start
the looping 1ssam monitor script on either one of the cluster nodes, and the IBM
DB2 Connect™ script on the remote client, then have the DB2 instance user
perform the db2_ki11 command on the HADR primary node lepus, and capture
the results.

The db2_ki11 command works as shown in Example 7-37.

Example 7-37 db2_kill performs its function

db2inst2@lepus:™~> db2 kill
ipclean: Removing DB2 engine and client's IPC resources for db2inst2.
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The looping 1ssam script output from Example 7-38 shows that the first preferred
action of the cluster manager in this situation is to simply attempt to restart the
DB2 instance that failed. This situation exemplifies the importance of ensuring
that if you want to make DB2 resources unavailable for maintenance purposes,
use commands that the cluster manager is aware of so that it does not
automatically attempt to override your actions.

Example 7-38 shows the first noticeable change from nominal resource states, to
the cluster manager noticing that something is wrong, placing the DB2 instance
resource group for lepus into a Pending Online state.

Example 7-38 Unplanned failure - Issam output 1 of 3

OnTine IBM.ResourceGroup:db2_dbZ2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip_192_ 168 145 252-rs:lepus
'- 0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_Tlepus_0-rs
‘- OnTine IBM.Application:db2_db2inst2_Tepus_0-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

OnTine IBM.ResourceGroup:db2_dbZ2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip_192_ 168 145 252-rs:lepus
'- 0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
Pending online IBM.ResourceGroup:dbZ2_db2inst2_lepus_0-rg Nominal=Online
'- Pending online IBM.Application:db2_db2inst2_lepus_0-rs
'~ Pending online
IBM.Application:db2_db2inst2_Tepus_0-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Example 7-39 shows the momentary lapse in the cluster manager’s
determination of the resource state for the HADR Primary database. All resource
states first appear nominal, but this lapse is picked up in the next iteration, where
the HADR primary database resource on lepus is shown with a state of
Unknown. This situation is where the HADR Primary database is not yet
activated, and DB2 must perform crash recovery.

Example 7-39 Unplanned failure - Issam output 2 of 3

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2 mensa 0-rs
'- Online IBM.Application:db2_db2inst2 mensa 0-rs:mensa

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Unknown 1BM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Unknown
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- Offline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
Pending online IBM.ResourceGroup:db2_db2inst2 lepus 0-rg Nominal=0Online
'- Pending online IBM.Application:db2_db2inst2 Tlepus 0-rs
'- Pending online
IBM.Application:db2_db2inst2_Tepus_0-rs:lepus
OnTine IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Example 7-40 shows the final range of actions that are taken by the cluster
manager. The HADR database resource for lepus is set to Pending Online while
DB2 performs crash recovery, then all resource states are back to nominal. DB2
connectivity is working again after the HADR Primary database is activated.

Example 7-40 Unplanned failure - Issam output 3 of 3

Pending online IBM.ResourceGroup:db2 db2inst2_db2inst2 SAMPLE-rg
Nominal=0nline
|- Pending online
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Pending online
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:1epus
'- Offline
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip 192 168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
Online IBM.ResourceGroup:db2 db2inst2 lepus 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2 lepus 0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2 mensa 0-rs
'- Online IBM.Application:db2 _db2inst2 mensa 0-rs:mensa

Online IBM.ResourceGroup:db2 db2inst2_db2inst2 SAMPLE-rg Nominal=0Online
|- Online 1BM.Application:db2 db2inst2 db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:1epus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip 192 168 145 252-rs
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- 0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_dbZ2instZ_lepus_0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Our output from the looping DB2 Connect script shows that the DB2 connectivity
is lost, then returns. Because we did not enable ACR, this output also indicates
that the HADR database role and the Virtual IP address are never switched by
the cluster manager for our test scenario. The only action the cluster manager
takes is to simply restart the failed DB2 instance and to activate the database as
HADR primary. This action matches the behavior of the Tivoli SA MP cluster we
test in 7.4, “DB2 HADR with Tivoli SA MP configuration for automatic failover on
a Linux system” on page 266.

When the cluster returns all resources to their nominal state, run db2pd
(Example 7-41), which confirms that the SAMPLE database on lepus retains the
HADR Primary role.

Example 7-41 Return of the HADR primary

db2inst2@lepus:™> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Active -- Up 0 days 00:02:07 --
Date 2012-08-06-12.54.52.362268

HADR_ROLE = PRIMARY
REPLAY_TYPE = PHYSICAL
HADR_SYNCMODE = SYNC
STANDBY_ID =1
LOG_STREAM_ID = 0
HADR_STATE = PEER
PRIMARY_MEMBER_HOST = Tepus
PRIMARY_INSTANCE = db2inst2
PRIMARY_MEMBER = 0
STANDBY_MEMBER_HOST = mensa
STANDBY_INSTANCE = db2inst2
STANDBY_MEMBER = 0
HADR_CONNECT_STATUS = CONNECTED
HADR_CONNECT_STATUS_TIME = 08/06/2012 12:52:49.336918
(1344271969)
HEARTBEAT INTERVAL(seconds) =
HADR_TIMEOUT (seconds) =
TIME_SINCE_LAST_RECV(seconds) =
PEER_WAIT LIMIT(seconds) =
LOG_HADR_WAIT_CUR(seconds) = 0.000
LOG_HADR_WAIT_RECENT_AVG(seconds) = 0.000000
LOG_HADR_WAIT_ACCUMULATED(seconds) = 0.000
LOG_HADR_WAIT_COUNT = 0
SOCK_SEND BUF_REQUESTED,ACTUAL (bytes) = 0, 16384
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes) = 0, 87380

O O W
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PRIMARY_LOG_FILE,PAGE,POS = S0000039.L0G, 402, 201366148
STANDBY_LOG_FILE,PAGE,POS = S0000039.L0G, 402, 201366148
HADR_LOG_GAP(bytes) = 0
STANDBY_REPLAY_LOG_FILE,PAGE,POS = S0000039.L0G, 402, 201366148
STANDBY_RECV_REPLAY_GAP(bytes) = 0
PRIMARY_LOG_TIME = 08/06/2012 11:28:53.000000

(1344266933)
STANDBY_LOG_TIME = 08/06/2012 11:28:53.000000

(1344266933)
STANDBY_REPLAY_LOG_TIME = 08/06/2012 11:28:53.000000

(1344266933)

STANDBY_RECV_BUF_SIZE(pages) = 512
STANDBY_RECV_BUF_PERCENT = 0
STANDBY_SPOOL_LIMIT(pages) =0
PEER_WINDOW(seconds) = 120
PEER_WINDOW_END = 08/06/2012 12:56:51.000000
(1344272211)
READS_ON_STANDBY_ENABLED = N

Unplanned failure of the primary cluster node

Our final test in this environment is to completely remove the primary node, and
see what actions are taken by the cluster manager on the remaining node.
Effectively, the primary node is in a suspended state, unable to be restarted by
the cluster manager on either node. We manually restart this node ourselves and
see how easily it can be reintegrated back into the cluster, and into the HADR
database pair.

After you start the remote DB2 Connect script on the client, and the 1ssam script
on the HADR standby node mensa, our next action is to stop the primary cluster
node in an unplanned manner. The most generic way to achieve this task is to
run shutdown -h now as the root user.

The output from our 1ssam script in Example 7-42 on page 292 and

Example 7-43 on page 293 shows the range of actions from when the cluster
manager notices that DB2 is unavailable, until it assigns the HADR primary role
to the SAMPLE database on our mensa node. Now our lepus node is

powered off.
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Example 7-42 shows the cluster manager is setting the resources for our lepus
node to Offline and Failed Offline. At this stage, to preserve integrity while it
decides what appropriate action to take, the cluster manager also sets the
resource group state for the mensa DB2 instance db2inst2 to Offline, although it
detects that the actual DB2 instance resource is still Online.

Example 7-42 Cluster manager is setting the resources for our lepus node to Offline and Failed Offline

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:lepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
Online IBM.ResourceGroup:db2 db2inst2 lepus 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
OnTine IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Offline IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=0Online
|- Offline 1BM.Application:db2_db2inst2 db2inst2 SAMPLE-rs
|- Failed offline
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:Tepus Node=0ffline
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Offline IBM.ServicelIP:db2ip 192 168 145 252-rs
|- Failed offline 1BM.ServiceIP:db2ip 192 168 145 252-rs:lepus
Node=0ffline
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
Offline IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=Online
'- Failed offline IBM.Application:db2_db2inst2 Tlepus 0-rs
'- Failed offline IBM.Application:db2_db2inst2 lepus 0O-rs:lepus
Node=0ffline
Offline IBM.ResourceGroup:db2_db2inst2_mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Example 7-43 shows that the cluster manager is progressing from noticing that
the primary node is gone, and is not going to be coming back any time soon
(Failed Offline). It then sets the HADR Resource group to Pending Online, and
then to Online as it successfully performs an HADR forced takeover, giving the
HADR primary role to the SAMPLE database on mensa. Of particular interest in
a node failure scenario is the Control=MemberInProblemState flag that is issued
against the DB2 instance resource group for lepus. This flag protects the integrity
of the cluster if lepus comes online again. Before lepus allows any external
connectivity, it must perform the appropriate cluster actions to satisfy the
requirements to overcome the Control=MemberInProblemState flag.

Example 7-43 Cluster manager notices that the primary node is in the Failed Offline state

Pending online IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg
Control=MemberInProblemState Nominal=0Online
|- Pending online IBM.Application:db2 db2inst2 db2inst2 SAMPLE-rs
Control=MemberInProblemState
|- Failed offline
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:Tepus Node=0ffline
'- Pending online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- OnTine IBM.ServicelIP:db2ip 192 168 145 252-rs
|- Failed offline IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus

Node=0ffline
'- Online IBM.ServiceIP:db2ip_192_168 145 252-rs:mensa
Failed offline IBM.ResourceGroup:db2 _db2inst2 lepus 0-rg Control=MemberInProblemState
Nominal=0nline
'- Failed offline IBM.Application:db2_db2inst2 Tlepus 0-rs
'- Failed offline IBM.Application:db2_db2inst2 lepus 0O-rs:lepus
Node=0ffline
Online IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Online IBM.ResourceGroup:db2_db2inst2_db2inst2 SAMPLE-rg Request=Lock Nominal=0Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
Control=SuspendedPropagated
|- Failed offline
IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:Tepus Node=0Offline
'- Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs Control=SuspendedPropagated
|- Failed offline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
Node=0ffline
'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
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Failed offline IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Control=MemberInProblemState
Nominal=Online
'- Failed offline IBM.Application:db2_db2inst2_lepus_0-rs
Control=MemberInProblemState
'- Failed offline IBM.Application:db2_db2inst2_lepus_0-rs:Tepus
Node=0ffline
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

The output from our DB2 client connect script in Example 7-44 shows no point
where DB2 displays lost connectivity. A forced takeover and Virtual IP switch that
is managed by our cluster manager are effective and rapid.

Example 7-44 DB2 Connect output

db2inst1@itso:™/script> ./conntest.sh

Database Connection Information

DB2/LINUXX8664 10.1.1
DB2INST2
TESTSAMP

Database server
SQL authorization ID
Local database alias

DB20000I The SQL command completed successfully.

The second part of our test consists of manually restoring power to our lepus
node, and continuing to capture the results as it automatically reintegrates into
the cluster.

Example 7-45 shows when the cluster manager detects that the lepus node is
back and available for cluster activity.

Example 7-45 The lepus node is available for cluster activity

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Request=Lock Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
Control=SuspendedPropagated
|- Offline IBM.Application:db2 db2inst2 db2inst2 SAMPLE-rs:lepus
'- OnTine IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip 192 168 145 252-rs Control=SuspendedPropagated
|- Offline IBM.ServicelP:db2ip_192 168 145 252-rs:lepus
'- Online IBM.ServiceIP:db2ip_192_168 145 252-rs:mensa
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Failed offline IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Control=MemberInProblemState
Nominal=Online
'- Failed offline IBM.Application:db2_db2inst2_lepus_0-rs
'- Offline IBM.Application:dbZ2_db2inst2_lepus_0-rs:Tepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

OnTine IBM.ResourceGroup:db2_dbZ2instZ_db2inst2_SAMPLE-rg Request=Lock Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
Control=SuspendedPropagated
|- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:1epus
‘- OnTine IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs Control=SuspendedPropagated
|- Offline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
'- OnTine IBM.ServicelIP:db2ip_192_168_145_252-rs:mensa
Pending online IBM.ResourceGroup:dbZ2_db2inst2_lepus_0-rg Nominal=Online
'~ Pending online IBM.Application:db2_db2inst2_lepus_0-rs
'- Pending online IBM.Application:db2_db2inst2_lepus_0-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Example 7-46 shows that the lepus node is now fully reintegrated in to the cluster
with a DB2 HADR standby role. The DB2 instance resource group for lepus is set
to Online, the DB2 HADR database resource for lepus is set to Offline, and
SuspendedPropagated and Lock flags are removed, meaning that the lepus
node successfully started as an HADR Standby database.

Example 7-46 The lepus node is fully reintegrated and HADR is standing by

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Request=Lock Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
Control=SuspendedPropagated
|- Offline IBM.Application:db2 db2inst2 db2inst2 SAMPLE-rs:lepus
'- OnTine IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip 192 168 145 252-rs Control=SuspendedPropagated
|- Offline IBM.ServicelP:db2ip_192 168 145 252-rs:lepus
'- Online IBM.ServiceIP:db2ip_192_168 145 252-rs:mensa
Online IBM.ResourceGroup:db2 db2inst2 lepus 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus 0-rs:lepus
OnTine IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- Online IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Online IBM.

Online IBM.

Online IBM.

ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=0Online
Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
|- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:1epus
‘- OnTine IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
Online IBM.ServicelIP:db2ip_192_168 145 _252-rs
|- Offline IBM.ServiceIP:db2ip_192 168 145 252-rs:lepus
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs:mensa
ResourceGroup:db2_db2inst2_Tepus_0-rg Nominal=Online
Online IBM.Application:db2_db2inst2_Tepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=Online
Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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For DB2 Connect output, see Example 7-44 on page 294. DB2 connectivity is
never lost. Example 7-47 shows that DB2 HADR is connected and in the Peer
state, and that the SAMPLE database has the standby role on lepus.

Example 7-47 SAMPLE database is on standby on lepus

db2inst2@lepus:™~> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Standby -- Up 0 days 00:11:16
-- Date 2012-08-06-13.32.16.605775

HADR_ROLE = STANDBY
REPLAY_TYPE = PHYSICAL
HADR_SYNCMODE = SYNC
STANDBY_ID = 0
LOG_STREAM_ID = 0
HADR_STATE = PEER
PRIMARY_MEMBER _HOST = mensa
PRIMARY INSTANCE = db2inst2
PRIMARY_MEMBER = 0
STANDBY_MEMBER HOST = lepus
STANDBY_INSTANCE = db2inst2
STANDBY_MEMBER = 0
HADR_CONNECT_STATUS = CONNECTED
HADR_CONNECT_STATUS_TIME = 08/06/2012 13:21:00.654849
(1344273660)
HEARTBEAT INTERVAL(seconds) =1
HADR_TIMEOUT(seconds) = 3
TIME_SINCE_LAST_RECV(seconds) = 0
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PEER_WAIT_LIMIT(seconds)
LOG_HADR_WAIT_CUR(seconds)
LOG_HADR_WAIT_RECENT_AVG(seconds)
LOG_HADR_WAIT_ACCUMULATED(seconds)
LOG_HADR_WAIT_COUNT
SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes)
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes)
PRIMARY_LOG_FILE,PAGE,POS
STANDBY_LOG_FILE,PAGE,POS
HADR_LOG_GAP (bytes)
STANDBY_REPLAY_LOG_FILE,PAGE,POS
STANDBY_RECV_REPLAY_GAP (bytes)
PRIMARY_LOG_TIME

(1344266933)
STANDBY_LOG_TIME

(1344266933)
STANDBY_REPLAY_LOG_TIME

(1344266933)

STANDBY_RECV_BUF_SIZE (pages)
STANDBY_RECV_BUF_PERCENT
STANDBY_SPOOL_LIMIT (pages)
PEER_WINDOW (seconds)
PEER_WINDOW_END

(1344274454)

READS_ON_STANDBY_ENABLED = N

0

0.000

0.002259

0.998

470

0, 16384

0, 87380
50000040.L0G, O,
50000040.L0G, O,
0

50000040.L0G, O,
0

08/06/2012 11:28:
08/06/2012 11:28:

08/06/2012 11:28:

512
0
0
120

08/06/2012 13:34:

203800046
203800046

203800046

53.000000

53.000000

53.000000

14.000000

Our final step to bring our cluster back to its initial state by running an unforced
HADR takeover command from lepus. The results are shown in the db2pd output

in Example 7-48. The output from our remote DB2 Connect script during this

process mirrors Example 7-36 on page 285 exactly.

Example 7-48 Bringing a cluster back to its initial state through an unforced takeover

db2inst2@lepus:™> db2 takeover hadr on db sample
DB20000I The TAKEOVER HADR ON DATABASE command completed successfully.
db2inst2@lepus:™> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Active -- Up 0 days 00:12:40 --

Date 2012-08-06-13.33.40.774711

HADR_ROLE
REPLAY_TYPE
HADR_SYNCMODE
STANDBY_ID

PRIMARY
PHYSICAL
SYNC

1
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LOG_STREAM_ID = 0
HADR_STATE = PEER
PRIMARY_MEMBER_HOST = Tepus
PRIMARY_INSTANCE = db2inst2
PRIMARY_MEMBER = 0
STANDBY_MEMBER_HOST = mensa
STANDBY_INSTANCE = db2inst2
STANDBY_MEMBER = 0
HADR_CONNECT_STATUS = CONNECTED
HADR_CONNECT_STATUS_TIME = 08/06/2012 13:21:00.654849
(1344273660)
HEARTBEAT INTERVAL(seconds) =
HADR_TIMEOUT (seconds) =
TIME_SINCE_LAST_RECV(seconds) =
PEER_WAIT LIMIT(seconds) =
LOG_HADR_WAIT_CUR(seconds) = 0.000
LOG_HADR_WAIT_RECENT AVG(seconds) = 0.000000
LOG_HADR_WAIT_ACCUMULATED(seconds) = 0.000
LOG_HADR_WAIT_COUNT = 0
SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes) = 0, 16384
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes) = 0, 87380
PRIMARY_LOG_FILE,PAGE,POS = S0000040.L0G, 0, 203800046
STANDBY_LOG_FILE,PAGE,POS = S0000040.L0G, 0, 203800046
HADR_LOG_GAP(bytes) = 0
STANDBY_REPLAY_LOG_FILE,PAGE,POS = S0000040.L0G, 0, 203800046
STANDBY_RECV_REPLAY_GAP(bytes) = 0
PRIMARY_LOG_TIME = 08/06/2012 11:28:53.000000

o = W

(1344266933)
STANDBY_LOG_TIME = 08/06/2012 11:28:53.000000

(1344266933)
STANDBY_REPLAY_LOG_TIME = 08/06/2012 11:28:53.000000

(1344266933)

STANDBY_RECV_BUF_SIZE(pages) = 512
STANDBY_RECV_BUF_PERCENT = 0
STANDBY_SPOOL_LIMIT(pages) =0
PEER_WINDOW(seconds) = 120
PEER_WINDOW_END = 08/06/2012 13:35:40.000000
(1344274540)
READS_ON_STANDBY_ENABLED = N

This concludes our testing of HADR integrated into a managed cluster with the
DB2HA feature.
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7.4.4 Administration

Here we provide a brief overview about how to perform maintenance activities on
DB2 resources without the cluster manager attempting to restart them when they
need to be offline.

We mentioned in “Planned HADR takeover” on page 280 how DB2 commands
are now integrated into the cluster manager. This integration makes
administration and maintenance of DB2 objects intuitive.

For our examples here, we use the same test environment and initial cluster
state that is used in 7.4.3, “Testing” on page 277.

Our first example is to run db2stop on the DB2 instance with the HADR standby
database. We measure the results using our looping 1ssam script from
“Monitoring scripts” on page 279.

Example 7-49 shows the output from the db2stop command. We must run a DB2
deactivate database command against an HADR standby database.

Example 7-49 db2stop on the HADR standby instance

db2inst2@mensa:™> db2 deactivate db sample

DB20000I The DEACTIVATE DATABASE command completed successfully.
db2inst2@mensa:™> db2stop

08/06/2012 13:47:39 0 0 SQL1064N DB2STOP processing was
successful.

SQL1064N DB2STOP processing was successful.

Example 7-50 shows the 1ssam output. After the cluster manager accepts the
request, the resource group for the DB2 instance is set to Offline, and the HADR
Standby database resource and virtual IP resource remain as Offline. This state
does not change until you decide to manually restart the DB2 instance.

Example 7-50 DB2 stopped with the DB2 High Availability Feature

OnTine IBM.ResourceGroup:db2_dbZ2instZ2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs
|- Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:Tepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_Tlepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
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OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

OnTine IBM.ResourceGroup:db2_dbZ2instZ_db2inst2_SAMPLE-rg Request=Lock Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
Control=SuspendedPropagated
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:Tepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
"- Online IBM.ServicelIP:db2ip_192_168_145_252-rs Control=SuspendedPropagated
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- Offline IBM.ServicelIP:db2ip_192_168_ 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_dbZ2instZ_lepus_0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_Tepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O-rs:lepus
Pendingonline IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Request=Lock Nominal=Online
'- Offline IBM.Application:dbZ_db2inst2_mensa_0-rs
Control=StartInhibitedBecauseSuspended
'- Offline IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Example 7-51 shows that we are manually restarting the DB2 instance, and the
output of a db2pd command confirms that the HADR standby database is
automatically activated. We perform the db2pd test primarily because it is difficult
to tell from output of the 1ssam command whether the HADR resource is in
standby or is offline.

Example 7-51 DB2 starts and the HADR standby is activated automatically

db2inst2@mensa:™> db2start

08/06/2012 13:50:01 0 0 SQL1063N DB2START processing was
successful.

SQL1063N DB2START processing was successful.

db2inst2@mensa:™> db2 start hadr on db sample as standby

DB20000I The START HADR ON DATABASE command completed successfully.
db2inst2@mensa:™~> db2pd -d sample -hadr

Database Member 0 -- Database SAMPLE -- Standby -- Up 0 days 00:00:22
-- Date 2012-08-06-13.42.47.375474

HADR_ROLE = STANDBY
REPLAY TYPE = PHYSICAL

HADR_SYNCMODE = SYNC
STANDBY_ID = 0

LOG_STREAM_ID = 0
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HADR_STATE
PRIMARY_MEMBER_HOST
PRIMARY_INSTANCE
PRIMARY_MEMBER
STANDBY_MEMBER_HOST
STANDBY_INSTANCE
STANDBY_MEMBER
HADR_CONNECT_STATUS
HADR_CONNECT_STATUS_TIME

(1344274946)
HEARTBEAT_INTERVAL (seconds)
HADR_TIMEOUT (seconds)
TIME_SINCE_LAST_RECV(seconds)
PEER_WAIT_LIMIT(seconds)
LOG_HADR_WAIT_CUR(seconds)
LOG_HADR_WAIT_RECENT_AVG(seconds)
LOG_HADR_WAIT_ACCUMULATED(seconds)
LOG_HADR_WAIT_COUNT
SOCK_SEND_BUF_REQUESTED,ACTUAL (bytes)
SOCK_RECV_BUF_REQUESTED,ACTUAL (bytes)
PRIMARY_LOG_FILE,PAGE,POS
STANDBY_LOG_FILE,PAGE,POS
HADR_LOG_GAP (bytes)
STANDBY_REPLAY_LOG_FILE,PAGE,POS
STANDBY_RECV_REPLAY_GAP (bytes)
PRIMARY_LOG_TIME

(1344266933)
STANDBY_LOG_TIME

(1344266933)
STANDBY_REPLAY_LOG_TIME

(1344266933)

STANDBY_RECV_BUF_SIZE (pages)
STANDBY_RECV_BUF_PERCENT
STANDBY_SPOOL_LIMIT(pages)
PEER_WINDOW(seconds)
PEER_WINDOW_END

(1344275088)
READS_ON_STANDBY_ENABLED

PEER
lepus
db2instl
0

mensa
db2instl
0
CONNECTED

08/06/2012 13:42:26.923441

O O W

0.000
0.000000
0.000

0

0, 16384

0, 87380
50000040. LOG,
50000040. L0G,
0
50000040.L0G,
0

08/06/2012 11:
08/06/2012 11:

08/06/2012 11:

512
0
0
120

08/06/2012 13:

N

28:

28:

28:

44.

203800046
203800046

203800046

53.000000

53.000000

53.000000

48.000000
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Example 7-52 shows the 1ssam output with a simple transition between the DB2
instance that is being stopped (Offline), and restarting it to be automatically
reintegrated into the cluster (Online). According to the cluster manager, there is
no change in state for the HADR standby database resource, although we know
that it must track internally the exact state of an HADR standby database for the
cluster to function correctly. The Online/Offline state limitation is an appropriate
peculiarity of cluster managers and resource dependencies.

Example 7-52 Reintegration is smooth with the DB2 High Availability Feature

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Request=Lock Nominal=Online
|- Online IBM.Application:db2 db2inst2_db2inst2 SAMPLE-rs
Control=SuspendedPropagated
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:lepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_ SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip 192 168 145 252-rs Control=SuspendedPropagated
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
Online IBM.ResourceGroup:db2 db2inst2 lepus 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Pendingonline IBM.ResourceGroup:db2_db2inst2 mensa_0-rg Request=Lock Nominal=Online
'- Offline IBM.Application:db2_db2inst2_mensa 0-rs
Control=StartInhibitedBecauseSuspended
'- Offline IBM.Application:db2_db2inst2 mensa 0-rs:mensa

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:lepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- Offline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
Online IBM.ResourceGroup:db2 db2inst2 lepus 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0O-rs:lepus
Online IBM.ResourceGroup:db2_db2inst2_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- Online IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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If a planned outage is required on the DB2 instance where the HADR primary
database is active, even without a cluster, the appropriate action for a DB2
administrator to follow is to first issue an unforced takeover to switch the HADR
primary role across to the database on the other node. After a successful
unforced takeover, the database can be deactivated, and the instance is stopped
to perform administration or maintenance activities.

You see in “Unplanned failure of the HADR primary DB2 instance” on page 286
how the cluster manager reacts to a db2_ki11 command issued outside its
control. For our next example, we attempt to run db2stop against the DB2
instance with the HADR primary database.

Example 7-53 is the output from our attempt to stop a DB2 HADR primary
database and instance.

Example 7-53 Stopping an HADR primary resource

db2inst2@lepus:™> db2 list applications

SQL1611W No data was returned by Database System Monitor.
db2inst2@lepus:™> db2 deactivate db sample

DB20000I The DEACTIVATE DATABASE command completed successfully.
db2inst2@lepus:™> db2stop

08/06/2012 13:54:05 0 0 SQL1064N DB2STOP processing was
successful.

SQL1064N DB2STOP processing was successful.

Example 7-54 to Example 7-56 on page 305 shows what we suspected might
happen. The cluster acts to restart the DB2 instance and reactivate the HADR
primary database.

Example 7-54 Stopping HADR primary - part 1 of 3

OnTine IBM.ResourceGroup:db2_dbZ2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs

|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs:lepus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa

'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs

|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServiceIP:db2ip 192 168 145 252-rs:mensa

OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs

'- Online IBM.Application:db2_db2inst2_lepus_0O-rs:lepus

OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs

‘- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa
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Pending online IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Request=Lock
Nominal=Online
|- Offline 1BM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
Control=StartInhibitedBecauseSuspended
|- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:1epus
'- Offline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs Control=SuspendedPropagated
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip_192_168 145 252-rs:mensa
Pending online IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Request=Lock Nominal=Online
'- Offline IBM.Application:dbZ_db2inst2_lepus_0-rs
Control=StartInhibitedBecauseSuspended
'- Offline IBM.Application:dbZ2_db2inst2_lepus_0-rs:Tepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
‘- Online IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Example 7-55 shows the progression from the DB2 instance that is restarted and
set back to the Online state, to where the HADR database resource for lepus is
optimistically set to Pending Online.

Example 7-55 Stopping HADR primary - part 2 of 3

db2inst2@lepus:™~> db2 activate db sample
DB20000I The ACTIVATE DATABASE command completed successfully.
db2inst2@lepus:™~> 1ssam
Pending online IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg
Nominal=Online
|- 0ffline IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
|- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip 192 168 145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip 192 168 145 252-rs:mensa
Online IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

Pending online IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg
Nominal=Online
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|- Pending online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs
|- Pending online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- 0ffline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168_145_252-rs
|- Online IBM.ServiceIP:db2ip_192_168_145 252-rs:lepus
'- 0ffline IBM.ServicelP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2instZ_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus_0-rs
'- Online IBM.Application:db2_db2inst2_lepus_O0-rs:lepus
OnTine IBM.ResourceGroup:db2_dbZ2instZ_mensa_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_mensa_0-rs
'- OnTine IBM.Application:db2_db2inst2_mensa_0-rs:mensa

In Example 7-56, we see that the cluster reports that the HADR database
resource group and resource for lepus are set to Online, and all is back
to nominal.

Example 7-56 Stopping HADR primary - part 3 of 3

OnTine IBM.ResourceGroup:db2_db2inst2_db2inst2_SAMPLE-rg Nominal=Online
|- Online IBM.Application:db2_db2inst2_db2inst2 SAMPLE-rs
|- Online
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:lepus
'- Offline
IBM.Application:db2_db2inst2_db2inst2_SAMPLE-rs:mensa
'- Online IBM.ServicelIP:db2ip_192_168 145 252-rs
|- Online IBM.ServiceIP:db2ip_192_ 168 145 252-rs:lepus
'- O0ffline IBM.ServicelIP:db2ip_192_168 145 252-rs:mensa
OnTine IBM.ResourceGroup:db2_db2inst2_lepus_0-rg Nominal=0Online
'- Online IBM.Application:db2_db2inst2_lepus 0-rs
'- Online IBM.Application:db2 db2inst2_lepus_0-rs:lepus
Online IBM.ResourceGroup:db2 db2inst2 mensa 0-rg Nominal=Online
'- Online IBM.Application:db2_db2inst2 mensa 0-rs
'- Online IBM.Application:db2 _db2inst2 mensa 0-rs:mensa
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7.5 Automating HADR takeover with PowerHA

This section describes how to automate DB2 HADR takeover in an PowerHA
environment. The section also describes the failover test procedure for HADR
controlled by the PowerHA facility.

PowerHA for AIX provides a highly available computing environment. PowerHA
facilitates the automatic switching of users, applications, and data from one
system to another in the cluster after a hardware or software failure. The primary
reason to create PowerHA clusters is to provide a highly available environment
for mission-critical applications.

In a PowerHA cluster, to ensure the availability of these applications, the
applications are placed under PowerHA control. PowerHA ensures that the
applications remain available even when a component in a cluster fails. To
ensure availability if there is a component failure, the PowerHA software moves
the application, along with the resources, to another node in the cluster. For
more information about PowerHA, see Chapter 3, “DB2 and PowerHA
SystemMirror” on page 71.

7.5.1 PowerHA and HADR planning

Before you set up an HADR and PowerHA environment, you must plan the
cluster environment. The following items must be considered:

» Physical nodes
Network

PowerHA configuration
HADR configuration
Scripts

vvyyy
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Lab environment
Figure 7-8 shows the configuration of PowerHA and HADR in our
lab environment.

Service !

- node1_boot1 node2_boot1
192.168.10.101 node1_boot2 192.168.10.102 node2_boot2

A 192.168.20.101 192.168.20.102
NODE1 NODE2
rs-232

Primary

- node1_hadr node2_hadr
192.168.30.101 192.168.30.102

Figure 7-8 Lab environment

Our planned lab environment is as follows:
» Physical node configurations:
— Two physical nodes named Node1 and Node2 are defined in the cluster.

— Node1 is designated as the service node, which regularly provides service
to clients. The HADR primary database runs on this node.

— Node2 is the standby node, where the HADR standby database is. The
role of both of these nodes changes in response to system failover or
planned takeover that is issued by administrators.

» Network configurations:

— Two Ethernet network interfaces on each node are provided for the client’s
access, which are under the control of PowerHA. The service address for
the clients is added on one of these network interfaces.
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— One Ethernet network interface is dedicated to HADR communications.
Have a separate network for HADR if you want to avoid interference by
HADR log transfer.

— One serial (RS-232C) network is configured for PowerHA keep-alive.
Having a serial network (non-TCP/IP network) makes PowerHA failure
detection more reliable.

Shared disks: It is not necessary to have shared disks for HADR in an
PowerHA cluster because the primary and standby databases are
independent databases, which can be in separate storage devices.

» PowerHA configuration:

— A resource group named hadr_rg is configured, which includes a service
address and an application server.

— In our lab, we configured a service address in the PowerHA resource
group. IP address takeover is optional if you use ACR, where clients can
automatically switch the nodes that they connect to.

» HADR configuration:

— Each node has the DB2 instance named hadrinst. Instance names do not
always have to be identical on both the nodes.

— Each instance has the database named SAMPLE. The database name
should be identical on both the nodes.

— Configured dedicated network for HADR communication.
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Failover after a primary node crash

Figure 7-9 shows the steps that the cluster performs if there is a primary
(service) node crash:

1. PowerHA detects the primary nodes outage and starts the failover process.
The resource group hadr_rg is acquired by the standby node (Node2).

2. The Service IP address that is related to the resource group is added to the
standby node.

3. The Start script in the PowerHA application server, which is related to the
resource group, is issued on the standby node. The script includes the
TAKEOVER HADR command to change the role of the standby database
to primary.

4. Clients who address the service address succeed in connecting to the new
primary database on the surviving node, which has the PowerHA resource
group now.

:>. Service )
! 94386111 |

“nodeft _boot1 node2_boot1 -
192.168.10.101 node1_boot2 192.168.10.102 node2_boot2
192.168.20.101 192.168.20.102
CoTTTTTh AT TS
; NODE1 : NODE2
| ! Takeover hadr
| ! C by force
! 1
i .- - | rs-232
! f. B i
! | T | |
I 1 I 1
! i Primary i i
! 1 ! 1
- node'1_hadr node2_hadr i
192.168.30.101 192.168.30.102

Figure 7-9 Automatic failover to standby node
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Reintegration of the old primary node
Figure 7-10 shows the process that is required to reintegrate the old primary
node into clusters:

1. After Node1 recovers from a hardware crash, you can start the instance and
start HADR as the standby database on this node by running start hadr with
the as standby option.

2. The standby database automatically catches up the log records that are
processed only on the new primary database during the time the old primary
node is out of order.

3. After the standby database catches up all the log gaps, the HADR primary
and standby again return to the Peer state. Reintegration of the old primary
database is complete.

] Service h
| 94386111 |
- node1_boot1 node2_boot1 -
192.168.10.101 node1_boot2 192.168.10.102 node2_boot2
192.168.20.101 192.168.20.102
NODE1 NODE2

Start hadr
as standby

rs-232
Standby
PEER
- node1_hadr node2