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Preface

This IBM® Redbooks® publication represents a compilation of best practices for deploying
and configuring IBM Midrange System Storage™ servers, which include the IBM DS4000®
and the DS5000 family of products. This book is intended for IBM technical professionals,
Business Partners, and customers responsible for the planning, deployment, and
maintenance of the IBM Midrange System Storage family of products. We realize that setting
up DS4000 and DS5000 Storage Servers can be a complex task. There is no single
configuration that will be satisfactory for every application or situation.

First, we provide a conceptual framework for understanding the hardware in a Storage Area
Network. Then we offer our guidelines, hints, and tips for the physical installation, cabling, and
zoning, using the Storage Manager setup tasks. After that, we turn our attention to the
performance and tuning of various components and features, including numerous guidelines.
We look at performance implications for various application products such as IBM DB2®,
Oracle, IBM Tivoli® Storage Manager, Microsoft® SQL server, and in particular, Microsoft
Exchange with IBM Midrange System Storage servers.

Then we review the various tools available to simulate workloads and to measure, collect, and
analyze performance data. We also consider the IBM AIX® environment, including IBM High
Availability Cluster Multiprocessing (HACMP™) and IBM General Parallel File System
(GPFS™). Finally, we provide a quick guide to the Storage Server installation and
configuration using best practices. This edition of the book also includes guidelines for
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Introduction to IBM Midrange
System Storage and SAN

In this chapter, we introduce IBM Midrange System Storage products with a brief description
of the various models, their features, and where they fit in terms of a storage solution. We also
summarize the functions of the DS Storage Manager (SM) software. Finally, we include a
review of basic concepts and topologies of Storage Area Networks that we explain in other
parts of the book.

Readers already familiar with the IBM Midrange product line and SAN concepts can skip this
chapter.
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1.1 DS4000 and DS5000 family fit

IBM has brought together into one family, known as the DS family, a broad range of disk
systems to help small to large-size enterprises select the right solutions for their needs. The
DS family combines the high-performance IBM System Storage DS6000™ and IBM System
Storage DS8000 series of enterprise servers that inherit from the ESS, with the DS4000 and
DS5000 series of mid-range systems, and other line-of-entry systems (DS3000). IBM
enterprise disk storage also includes the IBM XIV Storage System.

The IBM DS4000 and DS5000 series of disk storage systems that this book addresses are
IBM solutions for mid-range/departmental storage needs. The overall positioning of the
DS4000 and DS5000 series within IBM System Storage and the DS family are shown in
Figure 1-1, along with BM TotalStorage®.

Within the DS family, the DS4000 and DS5000 series of subsystems support both Fibre
Channel (FC) and Serial ATA (SATA) disk drives. Additionally, with the DS5000 family, there
are also new offerings of FDE and solid state disk drives. The maximum raw SATA storage
capacity of this family is over 440 TB (using 1 TB SATA drives). The maximum raw FC storage
capacity is over 260 TB (using the 600 GB FC drives).

3 8 Scale-Out File Services DCS9900

N 8 (SoFS) Support intensive computational apps.
= E Massive scalability High sequential bandwidth - HPC,
§~§ Services and STG Offering Digital Media, Clustered DVS

na

DS8000

Mainframe and Distributed

Data Protection / Continuous Availability
Disaster Recovery

OLTP

Optimized for capacity >50 TB

svC
Multi-vendor open storage; Data migration;
Space Efficient Replication; Thin Provisioning

Xiv
Continuous performance
Self-tuning, self-healing
Simple capacity management
Thin provisioning

Optimized for capacity >50TB
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VMware, SAP, Oracle DS 4000/ DS5000

Data protection and recovery Modular, scalable disk storage

Gateway for IP connect to competitive FC (start small and growincrementally)
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Basic snapshot and mirroring
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DS 3000
Distributed/Remote office, low end, modular
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| NAS |: Distributed |:| Mainframe, System i |
[ 1

| ProtecTier — Data Depup |

DS6000
Mainframe, System |

Compatible copy services w/DS8K
Optimized for capacity < 50 TB

Figure 1-1 The IBM TotalStorage and DS family overview

The DS4000 and DS5000 series of Storage Subsystems use Redundant Array of
Independent Disks (RAID) technology. RAID technology is used to offer various levels of
performance and protection for the user data from disk drive failures. DS4000 and DS5000
Storage Subsystem offer Fibre Channel (FC) interfaces to connect the host systems and
external disk drive enclosures. With the DS4000, these connections are all 4 Gbps maximum.
With the DS5000, the host side connections can be up to 8 Gbps. Additionally, with the
DS5000 family, there is also an iSCSI interface available for host side connections.
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1.2 DS4000 and DS5000 features and family members

The DS4000 and DS5000 series provide high system availability through the use of
hot-swappable and redundant components, which is crucial when the storage subsystem is
placed in high-end customer environments such as server consolidation on Storage Area
Networks (SANs). The current models also offer a number of advanced features and
functions that can be implemented dynamically without stopping normal operations. These
advanced features are:

» Dynamic Capacity Expansion: Allows for adding additional drives to an array group.
Automatically re-stripes the LUNs to make use of the additional drive resources
immediately.

» Dynamic Volume Expansion: Allows for increasing the size of a specific LUN which is
already defined and in use. The additional space will be used when the host allows it to be
recognized.

» Dynamic Segment Size: Allows for better handling of the host 10 when alignment and 10
block size issues are encountered.

» Dynamic Cache Block Size: Allows for dynamic change to be made to the selected cache
block size to better handle host 10 block size with minimal management.

» Dynamic RAID type: Allows for RAID type to be changed dynamically from one RAID type
to another to improve performance and availability as needed.

Many of these features can be used together to resolve configuration based issues
discovered after implementing the storage into production; or in cases where growth has
exceeded the planned model.

The DS4000 and DS5000 storage subsystems support host connectivity through the
following interfaces:

» 4 Gbps FC host ports (DS4700, DS5100 and DS5300)
» 8 Gbps FC host ports (DS5020, DS5100 and DS5300)
» 1 Gbps iSCSI host ports (DS5020, DS5100 and DS5300)

The current DS4000 and DS5000 series consist of the following models:
» [IBM DS5020 Storage Subsystem:

The DS5020 is the newest member of the DS5000 series and is designed to help address
midrange or departmental storage requirements. The DS5020 is a 3U rack-mountable
enclosure, has four 4 Gbps FC drive interfaces, and can be composed of a maximum of
six EXP520 expansion units for a total of up to 112 disk drives. Through a specific
activation feature, six EXP810 expansions can be used in place of the EXP520s.

The DS5020 can be configured with 2 or 4 GB of cache memory and the following host
connectivity options:

— Two 8 Gbps FC host ports on each of its two controllers
— Four 8 Gbps FC host ports on each of its two controllers
— Two 8 Gbps FC host ports and two 1 Gbps iSCSI on each of its two controllers

» |IBM DS5100 Storage Subsystem:

The DS5100 is targeted at high-end DS4000 customers. This storage subsystem is a 4U
rack-mountable enclosure, has sixteen 4 Gbps FC drive interfaces, and can hold a
maximum of twenty-eight EXP5000 expansion units or for migration purposes, up to
twenty-eight expansion units composed of a mix of EXP5000 and EXP810 for a total of up
to 448 disk drives.
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The DS5100 can have up to 64 GB of cache memory and various host connectivity
options as listed here:

— Four 4 Gbps or 8 Gbps FC host ports on each of its two controllers

— Two 1 Gbps iSCSI host ports on each of its two controllers

— Eight 4 Gbps or 8 Gbps FC host ports on each of its two controllers

— Four 8 Gbps FC host ports and Two 1 Gbps iSCSI host ports on each of its two
controllers

— Four 1 Gbps iSCSI host ports on each of its two controllers

» IBM DS5300 Storage Subsystem:

The DS5300 server has greater scalability than the DS5100. This storage subsystem is a
4U rack-mountable enclosure, has sixteen 4 Gbps FC drive interfaces and can connect a
maximum of twenty-eight EXP5000 expansion units or for migration purposes, up to
twenty-eight expansion units composed of a mix of EXP5000 and EXP810 for a total of up
to 448 Fibre Channel or SATA disk drives. With the new EXP 5060 and SATA drives only,
this number will increase to a maximum of 480 disk drives. The DS5300 is designed to
deliver data throughput of up to 400 MBps per drive port.

The DS5300 can support up to 64 GB of cache memory and various host connectivity
options as listed here:

— Four 4 Gbps or 8 Gbps FC host ports on each of its two controllers

— Four 1 Gbps iSCSI host ports on each of its two controllers

— Eight 4 Gbps or 8 Gbps FC host ports on each of its two controllers

— Four 8 Gbps FC host ports and four 1 Gbps iSCSI host ports on each of its two
controllers

— Eight 1 Gbps iSCSI host ports on each of its two controllers

With the DS5300 Disk Storage System and the Enhanced Remote Mirroring feature an
environment can design a near-enterprise-class disaster recovery strategies.

» IBM DS4700 Express Storage™ Subsystem:

The DS4700 Storage Subsystem is targeted at entry-level to mid-level customers. It can
hold a maximum of sixteen disk drives inside the Storage Subsystem enclosure and can
attach up to six EXP810 Expansion Units for a total of up to 112 Fibre Channel or SATA
disk drives.

The DS4700 comes in two models, Model 72 and Model 70. The Model 72 has a total of
eight 4 Gbps FC host ports and 4 GB of cache memory, whereas Model 70 has a total of
four 4 Gbps FC host ports and 2 GB of cache memory. The DS4700 is a good choice for
environments with intense replication requirements because it is designed to efficiently
handle the additional performance demands of IBM FlashCopy®, Volume Copy, and
Enhanced Remote Mirroring.

Note: The DS4700 Express and the EXP810 Storage Expansion Unit offer models
designed to be powered from a - 48 V dc Telco industry standard power source and are
NEBS-3 compliant.
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1.3 DS4000/DS5000 expansion enclosure

At the time of writing, the DS4000/DS5000 series expansion enclosures offer a 4 Gbps FC
interface. Four models are available:

» EXP810 Expansion Enclosure:

This expansion unit is packaged in a 3U rack-mountable enclosure, and supports up to
16 FC disk drives or E-DMM SATA drives. It contains 16 drive bays, dual-switched 4 Gbps
ESMs, and dual power supplies and cooling components. Fully populated with 450 GB FC
disk drive modules, this enclosure offers up to 7.2 TB of raw storage capacity or up to

16 TB when populated with the 1000 GB E-DDM SATA drives. The EXP810 expansion
unit is the only one that can be connected to every storage subsystem of the
DS4000/DS5000 family. Through the proper firmware level, this expansion unit is able to
host both FC and SATA drives. Intermix of FC and SATA drives is supported within this
expansion enclosure.

» EXP5000 Expansion Enclosure:

This expansion unit is packaged in a 3U rack-mountable enclosure, and supports up to
16 FC disk drives, E-DMM SATA drives, Full Disk Encryption (FDE) drives, and up to 20
SSDs per subsystem. It contains 16 drive bays, dual-switched 4 Gbps ESMs, and dual
power supplies and cooling components. Fully populated with 450 GB FC disk drive
modules, this enclosure offers up to 7.2 TB of raw storage capacity or up to 16 TB when
populated with the 1000 GB E-DDM SATA drives. The EXP5000 expansion unit can be
connected to the DS5100 or DS5300 storage server. Through the proper firmware level,
this expansion unit is able to host both FDE, FC, SATA drives and SSD as well. Intermix of
FC, SATA, FDE, and SSD drives is supported within this expansion enclosure.

» EXP520 Expansion Enclosure:

This expansion unit is packaged in a 3U rack-mountable enclosure, and supports up to
16 FC disk drives, E-DMM SATA drives, or Full Disk Encryption (FDE) drives. It contains
16 drive bays, dual-switched 4 Gbps ESMs, and dual power supplies and cooling
components. Fully populated with 450 GB FC disk drive modules, this enclosure offers up
to 7.2 TB of raw storage capacity or up to 16 TB when populated with the 1 TB E-DDM
SATA drives. The EXP520 expansion unit can be connected to the DS5020 storage server.
Through the proper firmware level, this expansion unit is able to host both FDE, FC, and
SATA drives. Intermix of FC, SATA, FDE drives is supported within this expansion
enclosure.

» EXP5060 Expansion Enclosure:

The IBM System Storage EXP5060 storage expansion enclosure provides high-capacity
SATA disk storage for the DS5100 and DS5300 storage subsystems. The storage
expansion enclosure provides continuous, reliable service, using hot-swap technology for
easy replacement without shutting down the system, and supports redundant, dual-loop
configurations. External cables and Small Form-Factor Pluggable (SFP) modules connect
the DS5100 or DS5300 storage subsystem to the EXP5060 storage expansion enclosure.
The EXP5060 uses redundant 4 Gbps Fibre Channels to make connections to the
DS5100 or DS5300 storage subsystem and another EXP5060 storage expansion
enclosure in a cascading cabling configuration, offering reliability and performance.

Note: A maximum of eight EXP5060 storage expansion enclosures (with 480 hard
drives) can be attached only to the DS5100 and DS5300 storage subsystems, and only
SATA disks are supported in the EXP5060 expansion.
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The EXP5060 is a 4U rack-mountable enclosure that supports up to 60 SATA Disk Drive
Modules (DDMs), offering up to 60 TB of SATA disk space per enclosure using 1 TB SATA
DDMs. The expansion enclosure contains 60 drive bays (arranged on five stacked drawers
with twelve drives for each drawer), dual-switched 4 Gbps ESMs, and dual power supplies
and cooling components. Coupled with a storage subsystem (DS5100 or DS5300), you
can configure RAID protected storage solutions of up to 480 TB when using 1 TB SATA
DDMs and eight EXP5060 storage expansion enclosures, providing economical and
scalable storage for your rapidly growing application needs. The Attach up to 8 EXP5060s
feature pack must be purchased for the DS5100/DS5300 storage subsystem to enable it
to be connected to up to 8 EXP5060 storage expansion enclosures.

1.3.1 Supported drives of the midrange family

At the time of writing, the IBM Midrange Storage Subsystem family supports Fibre Channel
drives in the sizes of: 36 GB, 73 GB, 146 GB, 300 GB, 450 GB, and 600 GB at a speed of 15K
rpm, and 73 GB, 146 GB, 300 GB, at a speed of 10K rpm. It supports 250 GB and 400 GB
SATA | drives, 500 GB, and 1 TB SATA Il drives, all at a speed of 7500 rpm. Additionally, the
DS5100 and DS5300 also support the new 73 GB solid-state disk (SSD) technology. With the
new SSD drives, the subsystem can support a maximum of twenty SSD drives in the
subsystem.

1.3.2 DS4000 and DS5000 series product comparison

In Figure 1-2 and Figure 1-3, the DS4000 and DS5000 series are summarized in both their
positioning and the characteristics of each of the family members. The models are grouped by
their respective size for ease of comparison.

DS4000/DS5000 Series Positioning

This table represents general positioning and not technical capabilities

/M

| DS3000 \\\\\ / %

Entry-level Midrange

Figure 1-2 DS54000/DS5000 series positioning
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D55300 DS5100 D54800 Mod 88 D55020 DS4700 Mod 70/72
One 667 Mhz One 667 Mhz
CPU Processors Intel Xeon 2.8 GHz Intel Xeon 2.8 GHz Intel Xeon 2.4 GHz Yscale wiXOR Yscale wXOR
Cache Memory, total 8/64GB 8/32GB 16GB 2GB/4GB 2GB
16 — 4/8Ghps 8 —4/8Gbps 8 —4Ghps 4/8 - 4Gbps 4 —4Ghps Autoney.
HostEChoits Jiotal Autoneg. 84,2 /421 | Autoneg. 84,2 /42,1 Autoneg. 2, 1 Autoneg. 2, 1 2,1
Disk FC Ports 16 — 4Ghps 16 — 4Ghps 8 — 4Ghps or 2Gbps 4‘2“5;“;“: or 4~ 4Ghps
FC - 112 SATA2? - SATAZ — 112
Max. Disk Drives (w/EXPs) FC - 448 SATA - 480 FC - 448 SATA - 480 FC-224 SATA - 224 112
Max. HA Hosts 256 256 512 256 256
Max. Storage Partitions / LUNs 512/4096 512/4096 64,2048 64/1024 64/1024
FlashCopy, FlashCopy, FlashCopy, FlashCopy, FlashCo
Premium Features VolumeCopy, ERM, YolumeCopy, ERM, VolumeCopy, ERM, VolumeCopy, ERM, Y.
H H H H VolumeCopy, ERM,
Intermix Intermix Intermix Intermix
Pg:;::fg:: d10PS ~ 700k ~650K 575k 120k 120k
-Disk Reads I0PS 172k 65k 79.2k 44k 11.2k
Write [0Ps 45k 20k 10.9k 9k 1.8k
=Cached Reads MB/s 6400 3200 1700/1600 | 1,500 1,500
-Disk Reads MB/s 6400 3200 1600 990 990
Disk Writes MB/s 5300 2500 1300 | 850 690

Figure 1-3 DS4000 and DS5000 series comparison chart

1.4 DS Storage Manager

The DS Storage Manager software is the primary tool for managing, configuring, monitoring,
and updating firmware, support data collection for the DS3000, DS4000, and DS5000 series
of storage subsystems, and repair procedures. This tool provides two interfaces for using it
with a user friendly graphical user interface (GUI), and a command line interpreter (smc11)
interface for use with scripts to make repetitive work easy. Various types of work that can be
performed are configuration of RAID arrays and logical drives, assigning logical drives to a
host, expanding the size of the arrays and logical drives, and converting from one RAID level
to another.

The tool can be used for troubleshooting and management tasks, such as checking the status
of the storage subsystem components, updating the firmware of the RAID controllers,
replacement procedures for failed components, including rebuilding drives for use, and
managing the storage subsystem. Finally, it offers implementation and management
capabilities for advanced premium feature functions such as FlashCopy, Volume Copy, and
Enhanced Remote Mirroring. The Storage Manager software package also includes the
required host software components for the specific host environments that are planned to be
supported.

The Storage Manager software level is closely tied to the features of the level of the firmware
code level that is being run on the subsystem. Newer Storage Manager level are designed to
be backward compatible with current firmware levels for previous generations of products as
well as earlier versions of firmware for the current product line. Newer firmware levels might
require a newer version of the Storage Manager to be installed.
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Note: Always consult the System Storage Interoperation Center for the latest supported
host types and operating systems:

http://www-03.1ibm.com/systems/support/storage/config/ssic/displayesssearchwitho
utjs.wss?start_over=yes

The Storage Manager software is now packaged as follows:

» Host-based software:

Storage Manager 10.6x Client (SMclient):

The SMclient component provides the GUI and the “smcli” interfaces for managing
storage subsystems through the Ethernet network or from the host computer.

Storage Manager 10.6x Runtime (SMruntime):

The SMruntime is a Java™ runtime environment that is required for the SMclient to
function. It is not available on every platform as a separate package, but in those
cases, it has been bundled into the SMclient package.

Storage Manager 10.6x Agent (SMagent):

The SMagent package is an optional component that allows in-band management of
the DS4000 and DS5000 storage subsystems.

Storage Manager 10.6x Utilities (SMutil):

The Storage Manager Utilities package contains command line tools for making logical
drives available to the operating system for specific host environments.

Multipath drivers:

The storage manager offers a choice of multipath drivers, RDAC, or MPIO. This choice
might be limited depending on host operating systems. Consult the Storage Manager
readme file for the specific release being used.

During the installation you are prompted to choose between RDAC or MPIO. Both are
Fibre Channel I/O path failover drivers that are installed on host computers. These are
only required if the host computer has a host bus adapter (HBA) installed.

» Controller-based software:

DS4000 and DS5000 Storage Subsystem controller firmware and NVSRAM:

The controller firmware and NVSRAM are always installed as a pair and provide the
“brains” of the DS4000 and DS5000 Storage Subsystem.

DS4000 and DS5000 Storage Subsystem Environmental Service Modules (ESM)
firmware:

The ESM firmware controls the interface between the controller and the drives.
DS4000 and DS5000 Storage Subsystem Drive firmware:

The drive firmware is the software that tells the specific drive types how to perform and
behave on the back-end FC loops.
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1.5 Introduction to SAN

For businesses, data access is critical and requires performance, availability, and flexibility.
In other words, there is a need for a data access network that is fast, redundant (multipath),
easy to manage, and always available. That network is a Storage Area Network (SAN).

A SAN is a high-speed network that enables the establishment of switched, routed, or direct
connections between storage devices and hosts (servers) within the specific distance
supported by the designed environment. At the basic level, the SAN is a Fibre Channel (FC)
network; however, new technology now enables this network to be routed or tunneled over
many other networks as well.

The SAN can be viewed as an extension of the storage bus concept, which enables storage
devices to be interconnected using concepts similar to that of local area networks (LANs) and
wide area networks (WANSs). A SAN can be shared between servers or dedicated to one
server, or both. It can be local or extended over geographical distances.

The diagram in Figure 1-4 shows a brief overview of a SAN connecting multiple servers to
multiple storage systems.
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Figure 1-4 What is a SAN?

SANs create new methods of attaching storage to servers. These new methods can enable
great improvements in availability, flexibility, and performance. Today’s SANs are used to
connect shared storage arrays and tape libraries to multiple servers, and are used by
clustered servers for failover. A big advantage of SANs is the sharing of devices among
heterogeneous hosts.

1.5.1 SAN components

In this section, we present a brief overview of the basic SAN storage concepts and building
blocks.

SAN servers

The server infrastructure is the underlying reason for all SAN solutions. This infrastructure
includes a mix of server platforms, such as Microsoft Windows, Novell NetWare, UNIX (and
its various versions), and IBM z/OS®.

10 IBM Midrange System Storage Implementation and Best Practices Guide



SAN storage

The storage infrastructure is the foundation on which information relies, and therefore, must
support a company’s business objectives and business model. In this environment, simply
deploying more and faster storage devices is not enough. A SAN infrastructure provides
enhanced availability, performance, scaleability, data accessibility, and system manageability.
It is important to remember that a good SAN begins with a good design. The SAN liberates
the storage device, so it is not on a particular server bus, and attaches it directly to the
network. In other words, storage is externalized and can be functionally distributed across the
organization. The SAN also enables the centralization of storage devices and the clustering of
servers, which has the potential to allow easier and less expensive centralized administration
that lowers the total cost of ownership (TCO).

Windows UNIX System i System p

System z

s

Director

DS3000

DS4000 DS5000 Tape DS8000

Figure 1-5 SAN components

Fibre Channel

Today, Fibre Channel (FC) is the architecture on which most SAN implementations are built.
Fibre Channel is a technology standard that enables data to be transferred from one network
node to another at very high speeds. Current implementations transfer data at 1 Gbps,

2 Gbps, 4 Gbps, and 8 Gbps are currently available.

Fibre Channel was developed through industry cooperation — unlike SCSI, which was
developed by a vendor, and submitted for standardization after the fact.

Fibre Channel architecture is sometimes referred to as the Fibre version of SCSI. Fibre
Channel is an architecture that can carry IPI traffic, IP traffic, IBM FICON® traffic, FCP (SCSI)
traffic, and possibly traffic using other protocols, all on the standard FC transport.
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SAN topologies

Fibre Channel interconnects nodes using three physical topologies that can have variants.
These three topologies are:

» Point-to-point: The point-to-point topology consists of a single connection between two
nodes. All the bandwidth is dedicated to these two nodes.

» Loop: In the loop topology, the bandwidth is shared between all the nodes connected to
the loop. The loop can be wired node-to-node, and is how the DS4000 and DS5000
subsystems perform their direct connection to single host without switch attachment;
however, if a node fails or is not powered on, the loop is out of operation, which can be
overcome by using a hub. A hub opens the loop when a new node is connected, and
closes it when a node disconnects.

» Switched or fabric: A switch enables multiple concurrent connections between nodes.
There are two types of switches: circuit switches and frame switches. Circuit switches
establish a dedicated connection between two nodes, whereas frame switches route
frames between nodes and establish the connection only when needed, which is also
known as switched fabric.

Note: The fabric (or switched) topology gives the most flexibility and ability to grow your
installation for future needs.

SAN interconnects

Fibre Channel employs a fabric to connect devices. A fabric can be as simple as a single
cable connecting two devices. However, the term is most often used to describe a more
complex network using cables and interface connectors, HBAs, extenders, and switches.

Fibre Channel switches function in a manner similar to traditional network switches to provide
increased bandwidth, scalable performance, an increased number of devices, and in certain
cases, increased redundancy. Fibre Channel switches vary from simple edge switches to
enterprise-scalable core switches or Fibre Channel directors.

Inter-Switch Links (ISLs)

Switches can be linked together using either standard connections or Inter-Switch Links.
Under normal circumstances, traffic moves around a SAN using the Fabric Shortest Path First
(FSPF) protocol, which allows data to move around a SAN from initiator to target using the
quickest of alternate routes. However, it is possible to implement a direct, high-speed path
between switches in the form of ISLs.

Trunking

Inter-Switch Links can be combined into logical groups to form trunks. In IBM TotalStorage
switches, trunks can be groups of up to four ports on a switch connected to four ports on a
second switch. At the outset, a trunk master is defined, and subsequent trunk slaves can be
added, which has the effect of aggregating the throughput across all links. Therefore, in the
case of switches with 8 Gbps ports, if we trunk up to four ports, we allow for a 32 Gbps
Inter-Switch Link.

1.5.2 SAN zoning

A zone is a group of fabric-connected devices arranged into a specified grouping. Zones can
vary in size depending on the number of fabric-connected devices, and devices can belong to
more than one zone.
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Typically, you can use zones to do the following tasks:

» Provide security: Use zones to provide controlled access to fabric segments and to
establish barriers between operating environments. For example, isolate systems with
various uses or protect systems in a heterogeneous environment.

» Customize environments: Use zones to create logical subsets of the fabric to
accommodate closed user groups or to create functional areas within the fabric. For
example, include selected devices within a zone for the exclusive use of zone members, or
create separate test or maintenance areas within the fabric.

» Optimize IT resources: Use zones to consolidate equipment logically for IT efficiency, or to
facilitate time-sensitive functions. For example, create a temporary zone to back up
non-member devices.

Note: Utilizing zoning is always a good idea with SANs that include more than one host.
With SANs that include more than one operating system, or SANs that contain both tape
and disk devices, it is mandatory.

Without zoning, failing devices that are no longer following the defined rules of fabric behavior
might attempt to interact with other devices in the fabric. This type of event is similar to an
Ethernet device causing broadcast storms or collisions on the whole network, instead of
being restricted to one single segment or switch port. With zoning, these failing devices
cannot affect devices outside of their zone.

Zone types
A zone member can be specified using one of the following zone types:

Port level zone A zone containing members specified by switch ports (domain ID, port
number) only. Port level zoning is enforced by hardware in the switch.

WWPN zone A zone containing members specified by device World Wide Port Name
(WWPN) only. WWPN zones are hardware enforced in the switch.

Mixed zone A zone containing various members specified by WWPN and certain
members specified by switch port. Mixed zones are software enforced
through the fabric name server.

Zones can be hardware enforced or software enforced:

» In a hardware-enforced zone, zone members can be specified by physical port number, or
in recent switch models, through WWPN, but not within the same zone.

» A software-enforced zone is created when a port member and WWPN members are in the
same zone.

Note: You do not explicitly specify a type of enforcement for a zone. The type of zone
enforcement (hardware or software) depends on the type of member it contains (WWPNs
or ports).

For more complete information regarding Storage Area Networks, see the following
Redbooks publications:

» Introduction to Storage Area Networks, SG24-5470
» IBM SAN Survival Guide, SG24-6143
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Zoning configuration

Zoning is not hard to understand or configure. Using your switch management software, you

can use WWPN zoning to set up each zone so that it contains one server port, and whatever
storage device ports that host port requires access to. You do not need to create a separate

zone for each source/destination pair. Do not put disk and tape access in the same zone. Also
avoid using the same HBA for disk and tape access.

We cannot stress enough to ensure that all zoning information be fully documented and that
documentation is kept up to date. This information must be kept in a safe location for
reference, documentation, and planning purposes. If done correctly, the document can be
used to assist in diagnosing zoning problems.

When configuring World Wide Name (WWN) based zoning, it is important to always use the
World Wide Port Name (WWPN), not the World Wide Node Name (WWNN). With many
systems, the WWNN is based on the Port WWN of the first adapter detected by the HBA
driver. If the adapter that the WWNN is based on happens to fail, and you based your zoning
on the WWNN, then your zoning configuration becomes invalid. Subsequently, the host with
the failing adapter then completely loses access to the storage attached to that switch.

Keep in mind that you will need to update the zoning information, if you ever need to replace a
Fibre Channel adapter in one of your servers. Most storage systems such as the DS4000,

Enterprise Storage Subsystem, and IBM Tape Libraries have a WWN tied to the Vital Product
Data of the system unit, so individual parts can usually be replaced with no effect on zoning.

For more details on configuring zoning with your particular switch, see Implementing an
IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116.

Multiple fabrics

Depending on the size, levels of redundancy, and budget, you might want more than one
switched fabric. Multiple fabrics increase the redundancy and resilience of your SAN by
duplicating the fabric infrastructure. With multiple fabrics, the hosts and the resources have
simultaneous access to both fabrics, and have zoning to allow multiple paths over each fabric.

» Each server can have two or more HBAs. In a two-HBA configuration, each HBA can
connect to a separate fabric.

» Each DS4000 and DS5000 can use separate host ports or mini hubs to connect to
multiple fabrics, thus giving a presence in each fabric.

» Zoning in each fabric means that the server can have many paths to its resources, which
also means that the zoning has to be done in each fabric separately.

» The complete loss of a fabric means that the host can still access the resources through
the other fabric.

The multiple fabric increases the complexity, resiliency, and redundancy of the SAN
infrastructure. This, however, comes at a larger cost due to the duplication of switches, HBAs,
zoning administration, and fiber connections. This trade-off has to be carefully examined to
see whether your SAN infrastructure requirements require multiple fabrics.
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IBM System Storage DS5000
Storage System planning tasks

Careful planning is essential to any new storage installation. This chapter provides guidelines
to help you with the planning process.

Choosing the right equipment and software, and also knowing what the right settings are for a
particular installation, can be challenging. Every installation has to answer these questions
and accommodate specific requirements, and there can be many variations in the solution.

Having a well thought-out design and plan prior to the implementation will help you get the
most out of your investment for the present and protect it for the future.

During the planning process, you need to answer numerous questions about your
environment:

What are my SAN requirements?

What hardware do | need to buy?

What reliability do | require?

What redundancy do | need? (For example, do | need off-site mirroring?)

What compatibility issues do | need to address?

Will I use any storage virtualization product such as IBM SAN Volume controller?
Will | use any unified storage product such as the IBM System Storage N series?
What operating system am | going to use (existing or new installation)?

What applications will access the storage subsystem?

What are the hardware and software requirements of these applications?

What will be the physical layout of the installation? Only local site, or remote sites as well?
What level of performance do | need?

How much does it cost?

YVVYVYYVYVYVYVYVYVYYVYY

This list of questions is not exhaustive, and as you can see, certain questions go beyond
simply configuring the DS5000 Storage System.
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2.1 Planning your SAN and storage server

When planning the setup of a Storage Area Network (SAN), you want the solution to answer
your current requirements and fulfill your future needs.

First, the SAN fabric must be able to accommodate a growing demand in storage (it is
estimated that storage needs double every two years). Second, the SAN must be able to keep
up with the constant evolution of technology and resulting hardware upgrades and
improvements. It is estimated that a storage installation needs to be upgraded every 2 to 3
years.

Ensuring compatibility among various pieces of equipment is crucial when planning the
installation. The important question is what device works with what, and also who has tested
and certified that equipment.

When designing a SAN storage solution, it is a best practice to complete the following steps:

1. Produce a statement outlining the solution requirements that can be used to determine the
type of configuration you need. Then use this statement to cross-check that the solution
design delivers the basic requirements. The statement must have easily defined bullet
points covering the requirements, for example:

— New installation or upgrade of existing infrastructure

— Host Bus Adapter (HBA) selection

— HBA driver type selection: SCSIPort or StorPort

— Multipath Driver selection: RDAC, MPIO, or SDDPCM

— Types of applications accessing the SAN (whether I/O intensive or high throughput)
— Required capacity

— Required redundancy levels

— Type of data protection needed

— Current data growth patterns for your environment

— Whether current data is more read or write based

— Backup strategies in use: Network, LAN-free, or Server-less

— Premium features required: FC/SATA Intermix, Partitioning, FlashCopy, Volume Copy,
or Enhanced Remote Mirroring

— Number of host connections required

— Types of hosts and operating systems that will connect to the SAN

— Zoning required

— Distances between equipment and sites (if there is there more than one site)
2. Produce a hardware checklist. It must cover such items that require you to:

— Make an inventory of existing hardware infrastructure. Ensure that any existing
hardware meets the minimum hardware requirements and is supported with the
DS5000 Storage System.

— Make a complete list of the planned hardware requirements.

— Ensure that you have enough rack space for future capacity expansion.

— Ensure that the power and environmental requirements are met.

— Ensure that your existing Fibre Channel switches and cables are properly configured.
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3. Produce a software checklist to cover all the required items that need to be certified and
checked. It must include such items that require you to:

— Ensure that the existing versions of firmware and storage management software are up
to date.

— Ensure that host operating systems are supported with the DS5000 Storage System.
Check the IBM System Storage DS5000 interoperability matrix available at this Web
site for more information:

http://www.ibm.com/servers/storage/disk

These lists are not exhaustive, but the creation of the statements is an exercise in information
gathering and planning; it gives you a greater understanding of what your needs are in your
current environment and creates a clearer picture of your future requirements. The goal ought
to be quality rather than quantity of information.

Use this chapter as a reference to help you gather the information for the statements.

Understanding the applications is another important consideration in planning for your
DS5000 Storage System setup. Applications can typically either be 1/O intensive, such as
high number of I/O per second (IOPS); or characterized by large I/O requests, that is, high
throughput or MBps.

» Typical examples of high IOPS environments are Online Transaction Processing (OLTP),
databases, and Microsoft Exchange servers. These have random writes and fewer reads.

» Typical examples of high throughput applications are data mining, imaging, and backup
storage pools. These have large sequential reads and writes.

By understanding your data and applications, you can also better understand growth
patterns. Being able to estimate an expected growth is vital for the capacity planning of your
DS5000 Storage System installation. Clearly indicate the expected growth in the planning
documents: The actual patterns might differ from the plan according to the dynamics of your
environment.

Selecting the right DS5000 Storage System model for your current and perceived future
needs is one of the most crucial decisions you will make. The good side, however, is that the
DS5000 offers scalability and expansion flexibility. Premium features can be purchased and
installed at a later time to add functionality to the storage server.

In any case, it is perhaps better to purchase a higher model than one strictly dictated by your
current requirements and expectations, which will allow for greater performance and
scalability as your needs and data grow.

2.1.1 SAN zoning for the DS5000 Storage System

Zoning is an important part of integrating a DS5000 Storage System in a SAN. When done
correctly, it can eliminate many common problems.

A best practice is to create a zone for the connection between the host bus adapter (HBA1)
and controller A and a separate zone that contains the other HBA2 to controller B, and then
create additional zones for access to other resources. For a single HBA server, use a
separate zone to controller A and a separate zone to controller B.

Best practice: Create separate zones for the connection between each HBA and each
controller (one zone for HBA1 to controller A and one zone for HBA2 to controller B), which
isolates each zone to its simplest form.
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Important: Disk and tape must be on separate HBAs, following the best practice for
zoning; then the disk and tape access will also be in separate zones. With certain UNIX
systems, this arrangement is supported by the DS5000 Storage System, but might have
hardware limitations; therefore, do not share HBAs between disk storage and tape.

2.1.2 Enhanced Remote Mirroring considerations

The Enhanced Remote Mirroring (ERM) Fibre Channel connection must be dedicated for
data replication between the subsystems. The ports used for ERM cannot receive 1/Os from
any host. These requirements are addressed by defining SAN zoning. The zones must
separate the host ports from the storage system mirroring ports and also separate the
mirroring ports between the redundant controllers.

When using ERM, you must create two additional zones:

» The first zone contains the ERM source DS5000 controller A and ERM target DS5000
controller A.

» The second zone contains the ERM source DS5000 controller B and ERM target DS5000
controller B.

ERM is detailed further in IBM Midrange System Storage Copy Services Guide, SG24-7822.

2.2 Planning for physical components

In this section, we review elements related to physical characteristics of an installation, such
as rack considerations, fiber cables, Fibre Channel adapters, and other elements related to
the structure of the storage system and disks, including enclosures, arrays, controller
ownership, segment size, storage partitioning, caching, hot spare drives, and Enhanced
Remote Mirroring.

2.2.1 Rack considerations

The DS5000 Storage System and possible expansions are mounted in rack enclosures.

General planning
Consider the following general planning guidelines. Determine:

» The size of the floor area required by the equipment:

— Floor-load capacity
— Space needed for expansion
— Location of columns

» The power and environmental requirements

Create a floor plan to check for clearance problems. Be sure to include the following
considerations in the layout plan:

» Determine service clearances required for each rack or suite of racks.

» If the equipment is on a raised floor, determine:

— The height of the raised floor
— Things that might obstruct cable routing
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» If the equipment is not on a raised floor, determine:
— The placement of cables to minimize obstruction

— If the cable routing is indirectly between racks (such as along walls or suspended), the
amount of additional cable needed

— Cleanliness of floors, so that the fan units will not attract foreign material such as dust
or carpet fibers

» Determine the location of:

— Power receptacles

— Air conditioning equipment, placement of grilles, and controls
— File cabinets, desks, and other office equipment

— Room emergency power-off controls

— All entrances, exits, windows, columns, and pillars

— Fire control systems

» Check access routes for potential clearance problems through doorways and passage
ways, around corners, and in elevators for racks and additional hardware that will require
installation.

» Store all spare materials that can burn in properly designed and protected areas.

Rack layout

To be sure that you have enough space for the racks, create a floor plan before installing the
racks. You might need to prepare and analyze several layouts before choosing the final plan.

If you are installing the racks in two or more stages, prepare a separate layout for each stage.

The following considerations apply when you make a layout:
» The flow of work and personnel within the area
» Operator access to units, as required
» If the rack is on a raised floor, determine:
— The need for adequate cooling and ventilation
» If the rack is not on a raised floor, determine:

— The maximum cable lengths
— The need for cable guards, ramps, and so on to protect equipment and personnel

» Location of any planned safety equipment

» Future expansion

Review the final layout to ensure that cable lengths are not too long and that the racks have
enough clearance.

You need at least 152 cm (60 in.) of clearance at the front and at least 76 cm (30 in.) at the
rear of the 42U rack suites. This space is necessary for opening the front and rear doors and
for installing and servicing the rack. It also allows air circulation for cooling the equipment in
the rack. All vertical rack measurements are given in rack units (U). One U is equal to 4.45 cm
(1.75in.). The U levels are marked on labels on one front mounting rail and one rear
mounting rail.
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Figure 2-1 shows an example of the required service clearances for a 9306-900 42U rack.
Check with the manufacturer of the rack for the statement on clearances.
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Figure 2-1 9306 enterprise rack space requirements

2.2.2 Cables and connectors
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In this section, we discuss various essential characteristics of fiber cables and connectors.
This information can help you understand the options you have for connecting and cabling the
DS5000 Storage System.

Cable types (shortwave or longwave)
Fiber cables are basically available in multi-mode fiber (MMF) or single-mode fiber (SMF).

Multi-mode fiber allows light to disperse in the fiber so that it takes many paths, bouncing off
the edge of the fiber repeatedly to finally get to the other end (multi-mode means multiple
paths for the light). The light taking these various paths gets to the other end of the cable at
slightly separate times (separate paths, separate distances, and separate times). The
receiver has to determine which incoming signals go together.

The maximum distance is limited by how “blurry” the original signal has become. The thinner
the glass, the less the signals “spread out,” and the further you can go and still determine
what is what on the receiving end. This dispersion (called modal dispersion) is the critical
factor in determining the maximum distance a high-speed signal can travel. It is more relevant
than the attenuation of the signal (from an engineering standpoint, it is easy enough to
increase the power level of the transmitter or the sensitivity of your receiver, or both, but too
much dispersion cannot be decoded no matter how strong the incoming signals are).
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There are two core sizes of multi-mode cabling available: 50 micron and 62.5 micron. The
intermixing of the two core sizes can produce unpredictable and unreliable operation.
Therefore, core size mixing is not supported by IBM. Users with an existing optical fiber
infrastructure are advised to ensure that it meets Fibre Channel specifications and is a
consistent size between pairs of FC transceivers.

Single-mode fiber (SMF) is so thin (9 microns) that the light can barely “squeeze” through and
it tunnels through the center of the fiber using only one path (or mode). This behavior can be
explained (although not simply) through the laws of optics and physics. The result is that
because there is only one path that the light takes to the receiver, there is no “dispersion
confusion” at the receiver. However, the concern with single mode fiber is attenuation of the
signal. Table 2-1 lists the supported distances.

Table 2-1 Cable type overview

Fiber type Speed Maximum distance
9 micron SMF (longwave) 1 Gbps 10 km
9 micron SMF (longwave) 2 Gbps 2 km
50 micron MMF (shortwave) 1 Gbps 500 m
50 micron MMF (shortwave) 2 Gbps 300 m
50 micron MMF (shortwave) 4 Gbps 150 m
50 micron MMF (shortwave) 8 Gbps 50m
62.5 micron MMF (shortwave) 1 Gbps 300 m
62.5 micron MMF (shortwave) 2 Gbps 150 m
62.5 micron MMF (shortwave) 4 Gbps 70 m
62.5 micron MMF (shortwave) 8 Gbps 21m

Note that the “maximum distance” shown in Table 2-1 is just that, a maximum. Low quality
fiber, poor terminations, excessive numbers of patch panels, and so on, can cause these
maximums to be far shorter.

All IBM fiber feature codes that are orderable with the DS5000 Storage System will meet the
standards.

Interfaces, connectors, and adapters

In Fibre Channel technology, frames are moved from source to destination using gigabit
transport, which is a requirement to achieve fast transfer rates. To communicate with gigabit
transport, both sides have to support this type of communication, which is accomplished by
using specially designed interfaces that can convert other types of communication transport
into gigabit transport.

The interfaces that are used to convert the internal communication transport of gigabit
transport are Small Form Factor Transceivers (SFF), also often called Small Form Pluggable
(SFP). See Figure 2-2. Gigabit Interface Converters (GBIC) are no longer used on current
models although the term GBIC is still sometimes incorrectly used to describe these
connections.
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Figure 2-2 Small Form Pluggable (SFP) with LC connector fiber cable

Obviously, the particular connectors used to connect a fiber cable to a component will depend
upon the receptacle into which they are being plugged.

LC connector

Connectors that plug into SFF or SFP devices are called LC connectors. The two fibers each
have their own part of the connector. The connector is keyed to ensure correct polarization
when connected, that is, transmit to receive and vice-versa.

The main advantage that these LC connectors have over the SC connectors is that they are of
a smaller form factor, and so manufacturers of Fibre Channel components are able to provide
more connections in the same amount of space.

All DS5000 series products use SFP transceivers and LC fiber cables. See Figure 2-3.

Figure 2-3 LC fiber cable connector

Best practice: When you are not using an SFP, it is best to remove it from the port on the
DS4000/5000 storage controller and replace it with a cover. Similarly, unused cables must
be stored with ends covered, which will help eliminate risk of dirt or particles contaminating
the connection while not in use.

Interoperability of 2 Gbps, 4 Gbps, and 8 Gbps devices

The Fibre Channel standard specifies a procedure for speedy auto-detection. Therefore, if a
4 Gbps port on a switch or device is connected to a 2 Gbps port, it must negotiate down and
the link will run at 2 Gbps. If there are two 8 Gbps ports on either end of a link, the negotiation
runs the link at 8 Gbps if the link is up to specifications. A link that is too long or “dirty” can end
up running at 4 Gbps, even with 8 Gbps ports at either end, so care must be taken with cable
lengths distances and connector quality is sound.
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The same rules apply to 8 Gbps devices relative to 4 Gbps and 2 Gbps environments. The

8 Gbps and 4 Gbps devices have the ability to automatically negotiate back down to either

4 Gbps, 2 Gbps or 1 Gbps, depending upon the attached device and the link quality. If the link
does unexpectedly negotiate to a slower speed than expected, then the causes or reasons for
this ought to be investigated and remedied.

The DS5000 Storage System now has 8 Gbps functionality; there are several switches and
directors that operate at this speed.

Note: On certain fiber switch vendor models, it might be necessary to configure the port to
a specific speed of 2, 4, or 8 Gbps to obtain the required speed instead of leaving
“auto-detection” on the port.

2.2.3 Cable management and labeling

Cable management and labeling for solutions using racks, n-node clustering, and Fibre
Channel are increasingly important in open systems solutions. Cable management and
labeling needs have expanded from the traditional labeling of network connections to
management and labeling of most cable connections between your servers, disk subsystems,
multiple network connections, and power and video subsystems. Examples of solutions
include Fibre Channel configurations, n-node cluster solutions, multiple unique solutions
located in the same rack or across multiple racks, and solutions where components might not
be physically located in the same room, building, or site.

Why more detailed cable management is required

The necessity for detailed cable management and labeling is due to the complexity of today's
configurations, potential distances between solution components, and the increased number
of cable connections required to attach additional value-add computer components. Benefits
from more detailed cable management and labeling include ease of installation, ongoing
solutions/systems management, and increased serviceability.

Solutions installation and ongoing management are easier to achieve when your solution is
correctly and consistently labeled. Labeling helps make it possible to know what system you
are installing or managing, for example, when it is necessary to access the CD-ROM or
DVD-ROM of a particular system, and you are working from a centralized management
console. It is also helpful to be able to visualize where each server is when completing
custom configuration tasks, such as node naming and assigning IP addresses.

Cable management and labeling improve service and support by reducing problem
determination time, ensuring that the correct cable is disconnected when necessary. Labels
will assist in quickly identifying which cable needs to be removed when connected to a device
such as a hub that might have multiple connections of the same cable type. Labels also help
identify which cable to remove from a component, which is especially important when a cable
connects two components that are not in the same rack, room, or even the same site.

Cable planning

Successful cable management planning includes three basic activities: site planning (before
your solution is installed), cable routing, and cable labeling.
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Site planning

Having adequate site planning completed before your solution is installed will result in a
reduced chance of installation problems. Significant attributes covered by site planning are
location specifications, electrical considerations, raised/non-raised floor determinations, and
determination of cable lengths. Consult the documentation of your solution for special site
planning considerations. There is IBM Netfinity® Racks site planning information in the IBM
Netfinity Rack Planning and Installation Guide, part number 241.8055.

Cable routing

With effective cable routing, you can keep your solution's cables organized, reduce the risk of
damaging cables, and allow for affective service and support. Use the following guidelines to
assist with cable routing:

» When installing cables to devices mounted on sliding rails:

Run the cables neatly along equipment cable-management arms and tie the cables to
the arms. (Obtain the cable ties locally.)

Note: Do not use cable-management arms for fiber cables.

— Take particular care when attaching fiber optic cables to the rack. See the instructions
included with your fiber optic cables for guidance on minimum radius, handling, and
care of fiber optic cables.

— Run the cables neatly along the rack rear corner posts.
— Use cable ties to secure the cables to the corner posts.
— Make sure the cables cannot be pinched or cut by the rack rear door.

— Run internal cables that connect devices in adjoining racks through the open rack
sides.

— Run external cables through the open rack bottom.

— Leave enough slack so that the device can be fully extended without putting a strain on
the cables.

— Tie the cables so that the device can be retracted without pinching or cutting the
cables.

» To avoid damage to your fiber optic cables, follow these guidelines:
— Use great care when utilizing cable management arms.

— When attaching to a device on slides, leave enough slack in the cable so that it does
not bend to a radius smaller than that as advised by your fiber optic cable guide when
extended or become pinched when retracted.

— Route the cable away from places where it can be snagged by other devices in the
rack.

— Do not overtighten the cable straps or bend the cables to a radius smaller than that as
advised by your fiber optic cable guide.

— Do not put excess weight on the cable at the connection point and be sure that it is well
supported. For example, a cable that goes from the top of the rack to the bottom must
have a method of support other than the strain relief boots built into the cable.

— For long cable runs, ensure that enough slack is made for rack movement in
accordance with your computer room standards for earthquake proofing.
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Additional information for routing cables for IBM Netfinity Rack products can be found in IBM
Netfinity Rack Planning and Installation Guide, part number 24L8055. This publication
includes pictures providing more details about how to set up the cable routing.

Cable labeling
When labeling your solution, follow these tips:

» As you install cables in the rack, label each cable with the appropriate identification.
» Remember to attach labels to any cables that you replace.

» Document deviations from the label scheme you use. Keep a copy with your Change
Control Log book.

» Comply with an existing cable naming convention or define and adhere to a simple logical
naming convention

An example of label naming convention might include these attributes:

» The function, to help identify the purpose of the cable.

» Location information must be broad to specific (for example, the site/building to a specific
port on a server or hub).

Other cabling mistakes
Avoid making these common mistakes in cabling:

» Leaving cables hanging from connections with no support.
» Not using dust caps.

» Not keeping connectors clean. (Certain cable manufacturers require the use of lint-free
alcohol wipes in order to maintain the cable warranty.)

» Leaving cables on the floor where people might kick or trip over them.
» Not removing old cables when they are no longer needed or planned for future use.

Tip: Collect all SFP, HBA, and cable dust caps, store in a dust free container, to be
used for future cabling work. Do not re-use dust caps which have been left loose in the
rack or computer room.

2.2.4 Fibre Channel adapters

We now review topics related to Fibre Channel adapters:
» Placement on the host system bus
» Distributing the load among several adapters

» Queue depth
» Driver selection

Host system bus

Today, there is a choice of high-speed adapters for connecting disk drives. Fast adapters can
provide better performance. The HBA must be placed in the fastest supported slot available.

Important: Do not place all the high-speed Host Bus Adapters (HBAs) on a single system
bus; otherwise, the computer bus becomes the performance bottleneck.
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It is always a best practice to distribute high-speed adapters across several buses. When you
use PCI adapters, make sure that you first review your system specifications. Certain systems
include a PCI adapter placement guide.

The number of adapters you can install depends on the number of PCI slots available on your
server, but also on what traffic volume you expect on your SAN. The rationale behind multiple
adapters is either redundancy (failover) or load sharing.

Failover

When multiple adapters are installed on the host system and used with a multipath driver, the
multipath driver checks to see if all the available paths to the storage server are still
functioning. In the event of an HBA or cabling failure, the path is changed to the other HBA,
and the host continues to function without loss of data or functionality.

In general, all operating systems support two paths to the DS5000 Storage System. Microsoft
Windows 2003 and 2008 and Linux support up to four paths to the storage controller. AIX can
also support four paths to the controller, provided that there are two partitions accessed within
the DS5000 Storage System. You can configure up to two HBAs per partition and up to two
partitions per DS5000 Storage System.

Load balancing

Load balancing or load sharing means distributing 1/0O requests from the hosts between
multiple adapters, which can be done by assigning LUNs to both the DS5000 controllers A
and B alternatively (see also 2.3.1, “Logical drives and controller ownership” on page 32).

Figure 2-4 shows the principle for a load-sharing setup. A multipath driver checks all available
paths to the controller. In Figure 2-4, that is two paths (red and blue). The driver forces the
data down all paths in a round-robin scheme, which means that it does not really check for
the workload on a single path, but moves the data down in a rotational manner (round-robin).
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Figure 2-4 Load sharing approach for multiple HBAs
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The RDAC drivers for Linux supports round-robin load balancing.

Note: In a cluster environment, you need a single path to the each of the controllers (A and
B) of the DS5000 Storage System. However, if the cluster software and host application
can do persistent reservations, you can keep multiple paths and the multipath driver will
route the I/O request using the appropriate path to the reserved logical drive.

Queue depth

The queue depth is the maximum number of commands that can be queued on the system at
the same time.

For the latest firmware for the DS5000 controller, see the following Web site:

http://www-03.1ibm.com/systems/storage/disk/

For QLogic based HBAs, the queue depth is known as execution throttle, which can be set
with either QLogic SANsurfer or in the BIOS of the QLogic-based HBA by pressing Ctl+Q
during the boot process.

2.2.5 Disk expansion enclosures

The DS5000 Storage Systems offer the EXP5000 expansion enclosure, and is compatible
with the EXP810 for migration purposes. When planning for which enclosure to use with your
DS5000, you must look at the applications and data that you will be using. The EXP520 is a
new expansion enclosure that will be used solely with the DS5020 storage system. The
DS4000 models will continue to use EXP810 expansion enclosures.

The EXP5000 and EXP520 enclosures can accommodate either Fibre Channel, SSD, or
SATA 1l drives. Intermixing of the drives is permitted. The EXP5000 and EXP520 is an 8 or 4
Gbps capable enclosure, offering high performance and value.

Enclosure IDs

It is very important to correctly set the tray (enclosure) IDs. They are used to differentiate
multiple EXP enclosures that are connected to the same DS5000 Storage System. Each EXP
enclosure must use a unique value. The DS5000 Storage Manager (SM) uses the tray IDs to
identify each EXP enclosure.

For the EXP5000, the enclosure ID is indicated by a dual seven-segment LED located on the
back of each ESM next to the other ESM indicator lights. The storage server firmware
automatically sets the enclosure ID number. If needed, you can change the enclosure 1D
setting through the DS5000 storage management software only. There are no switches on the
EXP5000 or EXP810 chassis to manually set the enclosure ID.

N
Tray ID

Figure 2-5 Enclosure ID LEDs for EXP5000
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Enclosure guidelines
The base controller unit and each expansion enclosure has an ID number associated with it.
The ID allows each enclosure to be identified properly to the base controller unit.

Because the base and all enclosures are connected by Fibre Channel loop, it is necessary for
each ID address to be distinct and unique for I/O to flow properly. An ID address is composed
of two digits: a tens digit (x10) and a ones digit (x1). Enclosure IDs are typically between the
values of x00 and x77.

The EXP5000 is automatically assigned enclosure IDs.

Because the storage system follows a specific address assignment scheme for the drives,
you have to observe a few guidelines when assigning enclosure IDs to expansion units if you
were to assign these manually. Failure to adhere to these guidelines can cause issues with
I/O error recovery, and make the troubleshooting of certain drive communication issues more
difficult:

» Whenever possible, maintain an even number of expansion units on the DS5000 Storage
System and configure it for enclosure loss protection. Add EXP expansion units in pairs
and (ideally) for the DS5000 Storage System in groups of four.

» Add drives into an expansion enclosure in pairs.

2.2.6 Selecting drives

The speed and the type of the drives used will impact the performance. Typically, the faster
the drive, the higher the performance. This increase in performance comes at a cost; the
faster drives typically cost more than the lower performance drives. FC drives outperform the
SATA drives.

The DS5000 Storage System supports solid-state drives (SSD), Fibre Channel and SATA
drives. The following types of FC drives are currently available:

4 Gbps FC, 73.4 GB / 15K Enhanced Disk Drive Module
4 Gbps FC, 146.8 GB / 15K Enhanced Disk Drive Module
4 Gbps FC, 300 GB / 15K Enhanced Disk Drive Module
4 Gbps FC, 450 GB / 15K Enhanced Disk Drive Module
4 Gbps FC, 600 GB / 15K Enhanced Disk Drive Module
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The following SATA drives are currently available:

> 4 Gbps SATA: 7.2K rpm, 500 GB E-DDM
> 4 Gbps SATA: 7.2K rpm, 750 GB E-DDM
» 4 Gbps SATA: 7.2K rpm 1000 GB (1 TB) E-DDM

The following Solid State Drives (SSD) are currently available:

» SSD73GB
» SSD 300 GB!

In addition DS5000 systems support Full Disk Encryption (FDE) drives are drives with built-in
disk encryption hardware that prevents unauthorized access to the data on a drive that is
physically removed from the storage subsystem:

» Encryption Capable 4 Gbps 15K rpm FC, 146.8 GB
» Encryption Capable 4 Gbps, 15K rpm FC 300 GB
» Encryption Capable 4 Gbps, 15K rpm FC 450 GB

1 Currently 300 GB SSD drive is only available through the RPQ process from IBM.
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Table 2-2 compares the Fibre Channel 10K, 15K, and SATA drives (single drive).
Best practice: Use the fastest drives available for best performance.

Table 2-2 Comparison between Fibre Channel and SATA

Drive feature Fibre Channel SATA SATA-2 SATA difference
Spin speed 10K and 15K 72K

Command Yes No Yes

queuing 16 Max 1 Max 4 Max

Single disk I1/0 280 & 340 88 88 .31 and .25
Rate

(# of 512 bytes

IOPS)2

Read bandwidth 69 & 76 60 60 .86 and .78
(MBps)

Write bandwidth 68 & 71 30 30 44

(MBps)

a. Note that the IOPS and bandwidth figures are from disk manufacturer tests in ideal lab
conditions. In practice, you will see lower numbers, but the ratio between SATA and FC disks
still applies.

The speed of the drive is measured by the number or revolutions per minute (RPM). A 15K
drive rotates 15,000 times per minute. With higher speeds, the drives tend to be denser,
because a large diameter plate driving at such speeds is likely to wobble. With the faster
speeds, greater throughput is possible.

Seek time is the measure of how long it takes for the drive head to move to the correct sectors
on the drive to either read or write data. It is measured in thousands of a second (milliseconds
or ms). The faster the seek time, the quicker data can be read from or written to the drive. The
average seek time reduces when the speed of the drive increases. Typically, a 7.2K drive will
have an average seek time of around 9 ms, a 10K drive will have an average seek time of
around 5.5 ms, and a 15K drive will have an average seek time of around 3.5 ms.

Command queuing (or queue depth) allows for multiple commands to be outstanding to the
disk drive at the same time. The drives have a queue where outstanding commands can be
dynamically rescheduled or re-ordered, along with the necessary tracking mechanisms for
outstanding and completed portions of workload. The SATA disks do not have command
queuing, SATA-2 disks have a command queue depth of 4, and the Fibre Channel disks
currently have a command queue depth of 16.

Avoid using the SATA drives for high IOPS operations. SATA can, however, be used for
streaming and archiving applications. These are both very good uses for SATA, where good
throughput rates are required, but at a lower cost.

Chapter 2. IBM System Storage DS5000 Storage System planning tasks 29



2.3 Planning your storage structure

It is important to configure a storage system in accordance to the needs of the user. An
important question and primary concern for most users or storage administrators is how to
configure the storage subsystem to achieve the best performance. There is no simple answer,
and no best guideline for storage performance optimization that is valid in every environment
and for every particular situation. We provide a preliminary (and less detailed) performance
discussion in this section.

Also, in this section, we review other aspects of the system configuration that can help
optimize the storage capacity and resilience of the system. In particular, we review array
configuration, and enclosure loss protection. Use of RAID protection is another important
area and is discussed separately in IBM Midrange System Storage Hardware Guide,
SG24-7676.

Array configuration

Before you can start using the physical disk space, you must configure it. You divide your
(physical) disk drives into arrays and create one or more logical drives inside each array.

In simple configurations, you can use all of your drive capacity with just one array and create
all of your logical drives in that particular array. However, the following drawbacks exist:

» If you experience a (physical) drive failure, the rebuild process affects all logical drives,
and the overall system performance goes down.

» Read/write operations to various logical drives are still being made to the same set of
physical hard drives.

The array configuration is crucial to performance. You must take into account all the logical
drives inside the array, because all logical drives inside the array will impact the same
physical disks. If you have two logical drives inside an array and they both are high
throughput, then there can be contention for access to the physical drives as large read or
write requests are serviced. It is crucial to know the type of data that each logical drive is used
for and try to balance the load so contention for the physical drives is minimized. Contention is
impossible to eliminate unless the array only contains one logical drive.

Number of drives

The more physical drives you have per array, the shorter the access time for read and write
I/O operations.

You can determine how many physical drives must be associated with a RAID controller by
looking at disk transfer rates (rather than at the megabytes per second). For example, if a
hard disk drive is capable of 75 nonsequential (random) I/Os per second, about 26 hard disk
drives working together might, theoretically, produce 2000 nonsequential I/Os per second, or
enough to hit the maximum I/O handling capacity of a single RAID controller. If the hard disk
drive can sustain 150 sequential I/Os per second, it takes only about 13 hard disk drives
working together to produce the same 2000 sequential I/Os per second and keep the RAID
controller running at maximum throughput.
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Tip: Having more physical disks for the same overall capacity gives you:

» Performance: By doubling the number of the physical drives, you can expect up to a
50% increase in throughput performance.

» Flexibility: Using more physical drives gives you more flexibility to build arrays and
logical drives according to your needs.

» Data capacity: When using RAID 5 logical drives, more data space is available with
smaller physical drives because less space (capacity of a drive) is used for parity.

Enclosure loss protection planning

Enclosure loss protection will enable your system to be more resilient against hardware
failures. Enclosure loss protection means that you spread your protection arrays across
multiple enclosures rather than in one enclosure so that a failure of a single enclosure does
not take an array offline.

By default, the automatic configuration is enabled. However, this is not a best practice for the
method of creating arrays. Instead, we use the manual method, because this allows for more
configuration options to be available at creation time.

Best practice: Manual array configuration allows for greater control over the creation of
arrays.

Figure 2-6 shows an example of the enclosure loss protection. If enclosure number 2 fails, the
array with the enclosure loss protection can still function (in a degraded state), because the
other drives are not affected by the failure.

e
i s*mm;ai-‘ 6

(S EARRRRR
losoooooooooooc
0000000000000 mee

Figure 2-6 Enclosure loss protection
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In the example shown in Figure 2-7, if enclosure number 1 fails, the entire array becomes
inaccessible.
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Figure 2-7 An array without enclosure loss protection

Best practice: Plan to use enclosure loss protection for your arrays.

2.3.1 Logical drives and controller ownership

32

Logical drives, sometimes simply referred to as logical volumes or Logical Unit Numbers
(LUNSs), are the logical segmentation of arrays. A logical drive or LUN is a logical structure
that you create on a storage subsystem for data storage. A logical drive is defined over a set
of drives called an array which has a defined RAID level and capacity. The attributes of the
array are hidden from the host computer which is only presented with logical drive details
including capacity.

The IBM System Storage DS5000 Storage System provides great flexibility in terms of
configuring arrays and logical drives. However, when assigning logical drives to the systems,
it is very important to remember that the DS5000 Storage System uses a preferred controller
ownership approach for communicating with logical drives, which means that every logical
drive is owned by only one controller. It is, therefore, important at the system level to make
sure that traffic is correctly balanced among controllers, which is a fundamental principle for a
correct setting of the storage system.

Balancing traffic

Balancing traffic is unfortunately not always a trivial task. For example, if an application
requires a large disk space to be located and accessed in one chunk, it becomes harder to
balance traffic by spreading the smaller volumes among controllers.

In addition, typically, the load across controllers and logical drives is constantly changing. The
logical drives and data accessed at any given time depend on which applications and users
are active during that time period, hence the importance of monitoring the system.
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Best practice: Here are guidelines for logical drive assignment and storage partitioning:
» Assign logical drives across both controllers to balance controller utilization.

» Use the manual method of creating logical drives, which allows greater flexibility for
configuration settings, such as enclosure loss protection and utilizing all drive loops.

» If you have highly used logical drives, where possible, move them away from other
logical drives and put them in a separate or dedicated array, which will reduce disk
contention for that array.

» Always leave a small amount of free space in the array after the logical drives have
been created.

Enhanced remote mirror considerations

A secondary logical drive in a remote mirror does not have a preferred owner. Instead, the
ownership of the secondary logical drive is determined by the controller owner of the
associated primary logical drive. For example, if controller A owns the primary logical drive in
the primary storage subsystem, controller A owns the associated secondary logical drive in
the secondary storage subsystem. If controller ownership changes on the primary logical
drive, then this will cause a corresponding controller ownership change of the secondary
logical drive.

2.3.2 Hot spare drives

A hot spare drive is like a replacement drive installed in advance. Hot spare disk drives
provide additional protection that might prove to be essential in case of a disk drive failure in a
fault tolerant array.

There is no definitive rule as to how many hot spares you have to install, but it is common
practice to use a ratio of one hot spare for about 30 drives of the same type.

When possible, split the hot spares so that they are in separate enclosures and are not on the
same drive loops (see Figure 2-8).

Best practice: When assigning disks as hot spares, make sure that they have enough
storage capacity. If the failed disk drive is larger than the hot spare, reconstruction is not
possible. Ensure that you have at least one of each size or all larger drives configured as
hot spares. See 3.1.1, “Defining hot spare drives” on page 61 for more details on defining
hot spare drives.
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Figure 2-8 Hot spare coverage with alternating loops

2.3.3 Storage partitioning

Storage partitioning adds a high level of flexibility to the DS5000 Storage System. It enables
you to connect multiple and heterogeneous host systems to the same storage server, either in
stand-alone or clustered mode. The term storage partitioning is somewhat misleading,
because it actually represents a host or a group of hosts and the logical drives they access.

Without storage partitioning, the logical drives configured on a DS5000 Storage System can
only be accessed by a single host system or by a single cluster, which can lead to inefficient
use of storage server hardware unless the use of the DS5000 Storage System is dedicated to
a single host (for example, SVC attachment, where it is seen as a single host).

Storage partitioning, on the other hand, allows the creation of “sets”, containing the hosts with
their host bus adapters and the logical drives. We call these sets storage partitions. The host
systems can only access their assigned logical drives, just as though these logical drives
were locally attached to them. Storage partitioning adapts the SAN idea of globally accessible
storage to the local-storage-minded operating systems.

Storage partitioning allows mapping and masks the logical drive or LUN (that is why it is also
referred to as “LUN masking”), which means that after the logical drive is assigned to a host,
it is hidden from all other hosts connected to the same storage server. Therefore, access to
that logical drive is exclusively reserved for that host.

It is a good practice to configure storage partitioning prior to connecting multiple hosts.
Operating systems such as Windows will write their signatures to any device it can access.

Heterogeneous host support means that the host systems can run various operating
systems. But be aware that all host systems within a particular storage partition have
unlimited access to all logical drives assigned to the partition. Therefore, file systems or disk
structure on these logical drives must be compatible with host systems. To ensure this, it is
best to run the same operating system on all hosts within the same partition. Certain
operating systems might be able to mount foreign file systems.
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Storage partition topology is a collection of topological elements (default group, host groups,
hosts, and host ports) shown as nodes in the topology view of the mappings view. To map a
logical drive or LUN to a specific host server or group of hosts, each component of the
storage partition must be defined.

A storage partition contains several components:

» Host groups

Hosts

Host ports

Logical drive mappings

vYyy

A host group is a collection of hosts that are allowed to access certain logical drives, for
example, a cluster of two systems.

A host is a single system that can be mapped to a logical drive.

A host port is the FC port of the host bus adapter (HBA) on the host system. The host port is
identified by its world-wide name (WWN). A single host can contain more than one host port.
If the servers are attached using full redundancy, each server will have two host bus adapters,
that is, it needs two host ports within the same host system. It is possible to have a host with
a single HBA, but for redundancy, it must be able to access both DS5000 controllers, which
can be achieved by SAN zoning.

The DS5000 Storage System only communicates through the use of the WWN. The storage
system is not aware of which host bus adapters are in the same server or in servers that have
a certain relationship, such as a cluster. The host groups, the hosts, and their host ports
reflect a logical view of the physical connections of the SAN, as well as the logical connection
between servers, such as clusters.

With the logical setup defined as previously described, mappings are specific assignments of
logical drives to particular host groups or hosts.

The storage partition is the combination of all these components. It ensures correct access to
the various logical drives even if there are several hosts or clusters connected.

The default host group is a placeholder for hosts that are defined but have not been mapped.
The default host group is also normally used only when storage partitioning is not enabled. If
this is the case, then only one type of operating system must be sharing the logical drives.

Every unassigned logical drive is mapped to the undefined mappings group, which means
that no host (or host port, to be precise) can access these logical drives until they are
mapped.

With Storage Manager, it is possible to have up to 512 storage partitions on a DS5000, which
allows the storage subsystem to have storage capacity to a greater amount of heterogeneous
hosts, allowing for greater flexibility and scalability.
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For the number of maximum storage partitions for a specific model, see Table 2-3. Note that
on DS5000 models, the number of partitions also depends on the premium feature licences
that have been purchased.

Table 2-3 Host logical drive restrictions

Operating system Maximum number of logical drives supported
per partition

Windows Server 2003 255

Windows Server 2007 255

HP-UX 127

AIX 255

Linux 255

Every mapping of a logical drive to a new host or host group creates a new storage partition.
If additional logical drives are required for an existing host or host group, a new storage
partition is not required. For example, a cluster with two nodes with redundant I/O paths gets
configured as one host group with two hosts. Each host then has two host ports for
redundancy, and several logical drives are mapped to this host group. All these components
represent one storage partition. If another single host system is attached to the same storage
system and other logical drives are mapped to that host, another storage partition then has to
be created for it. If a new logical drive is created and mapped to either the cluster or the single
host, it uses an existing storage partition.

For a step-by-step guide, see 3.1.3, “Configuring storage partitioning” on page 74.

Note: There are limitations as to how many logical drives you can map per host. DS5000
series storage servers will support up to 256 logical drives (including the “access” logical
drive) per partition (although there are also restrictions, depending on the host operating
system) and a maximum of two partitions per host. Keep these limitations in mind when
planning the DS5000 Storage System installation.

Storage partitioning considerations

In a heterogeneous environment, the “access” logical drive is mapped only to the default host
group. If in-band management is being used, then the access logical drive must be mapped to
the storage partition for the managing host.

In a security-sensitive environment, you can also assign the access logical drive to a
particular storage partition and ensure host-based management access only through the
servers in this storage partition. In this environment, you can assign a password to the
storage system as well.

Note: Each host with separately assigned storage will use a storage partition. Each host
group with separately assigned storage will also use an additional storage partition.

In order to configure the storage partitioning correctly, you need the WWN of your host HBAs.
Mapping is done on a WWN basis. Depending on your HBA, you can obtain the WWN either
from the BIOS or QLogic SANsurfer tool if you have QLogic cards. Emulex adapters and IBM
adapters for IBM System p and IBM System i® servers have a sticker on the back of the card.
The WWN is also usually printed on the adapter itself or the box that the adapter was shipped
in.
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If you are connected to a hub or switch, check the Name Server Table of the hub or switch to
identify the WWN of the HBAs.

When planning your partitioning, keep in mind that:

» In a cluster environment, you need to use host groups.
» You can optionally purchase partitions.

When planning for your storage partitioning, create a table of planned partitions and groups
so that you can clearly map out and define your environment.

Best practice: If you have a single server in a host group that has one or more LUNs
assigned to it, do the mapping to the host and not the host group. All servers with the same
host type (for example, Windows servers) can be in the same group if you want, but by
mapping the storage at the host level, you can define what specific server accesses which
specific logical drives.

However, if you have a cluster, it is good practice to assign the logical drives at the host
group, so that all of the servers on the host group have access to all the logical drives.

Table 2-4 shows an example of a storage partitioning plan, which clearly shows the host
groups, hosts, port names, WWN of the ports, and the operating systems used in that
environment. Other columns can be added to the table for future references, such as HBA
BIOS levels, driver revisions, and switch ports used, all of which can then form the basis of a
change control log.

Table 2-4 Sample plan for storage partitioning

Host group Host name Port name | WWN OS type

Windows 2003 | Windows Host MailAdp_A 200000E08B28773C Windows 2003
Non-Clustered

MailAdp_B | 200000E08B08773C

Linux Linux_Host LinAdp_A 200100E08B27986D Linux

LinAdp_B 200000E08B07986D

POWER6G® AIX_Host AIXAdp_A 20000000C926B6D2 AIX

AIXAdp_B 20000000C926B08

Heterogeneous hosts

When implementing a DS5000 Storage System solution, a mixture of host servers with
various operating systems can be used (clustered and non-clustered variants of the same
operating systems). However, all logical drives in a single storage partition must be
configured for the same operating system. Also, all hosts in that same storage partition must
run the same defined operating system.

Important: Heterogeneous hosts are only supported with storage partitioning enabled.
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Delete the access logical drive (31)

The DS5000 Storage System will automatically create a logical drive for each host attached
(logical drive id 31). This drive is used for in-band management, so if you do not plan to
manage the DS5000 Storage System from that host, you can delete this logical drive, which
will give you one more logical drive to use per host.

If you attached a Linux or AlX to the DS5000 Storage System, you need to delete the
mapping of this access logical drive.

2.3.4 Segment size

The segment size is the maximum amount of data that the controller can write at once on one
physical disk in a logical drive before writing to the next physical disk.

The choice of a segment size can have a major influence on performance in both IOPS and
throughput. Small segment sizes increase the request rate (IOPS) by allowing multiple disk
drives to respond to multiple requests. Large segment sizes increase the data transfer rate
(Mbps) by allowing multiple disk drives to participate in one I/O request. Use a small segment
size relative to the 1/O size to increase sequential performance.

Segment size = I/O request
Here are a few typical results of this choice:

» Fewer disks used per request
» Higher IOPS
» Ideal for random I/O requests, such as the database file system

Segment size < I/O request
Here are a few typical results of this choice:

» More disks used/requested
» Higher throughput (Mbps)
» Ideal for sequential writes, such as a large multimedia application

The performance monitor can be used to evaluate how a given segment size affects the
workload. Use the following guidelines:

» If the typical I/O size is larger than the segment size, increase the segment size in order to
minimize the number of drives needed to satisfy an 1/O request, which is especially true in
a multi-user, database, or file system storage environment. Using a single drive for a
single request leaves other drives available to simultaneously service other requests.

» If the logical drive in a single-user, large 1/0 environment (such as for multimedia
application storage) is being used, performance is optimized when a single I/O request
can be serviced with a single data stripe (the segment size multiplied by the number of
drives in the array that are used for I/0). In this case, multiple disks are used for the same
request, but each disk is only accessed once.
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Tips: The possible segment sizes available are 8 KB, 16 KB, 32 KB, 64 KB, 128 KB,
256 KB, and 512 KB:

» Storage Manager sets a default block size of 64 KB.

» For database applications, block sizes between 32 KB to 128 KB have shown to be
more effective.

» In a large file environment, such as media streaming or CAD, 128 KB or more are
preferable.

» For a Web server or file and print server, the range must be between 16-64 KB.

Note: A performance testing schedule must be undertaken in the environment before
going into production with a given segment size. Segment size can be dynamically
changed, but only by rewriting the data, which consumes bandwidth and impacts
performance. Plan this configuration carefully to avoid having to reconfigure the options
chosen.

2.3.5 Media scan

Media scan is a background process that checks the physical disks for defects by reading the
raw data from the disk and writing it back, which detects possible problems caused by bad
sectors of the physical disks before they disrupt normal data reads or writes. This process is
sometimes known as data scrubbing.

Media scan continuously runs in the background, using spare cycles to complete its work.
The default media scan is for a scan every 30 days, that is, the maximum time media scan will
have to complete the task. During the scan process, the DS5000 calculates how much longer
the scan process will take to complete, and adjusts the priority of the scan to ensure that the
scan completes within the time setting allocated. After the media scan has completed, it will
start over again and reset its time for completion to the current setting. This media scan
setting can be reduced, however if the setting is too low, priority will be given to media scan
over host activity to ensure that the scan completes in the allocated time. This scan can
impact on performance, but improve data integrity.

Media scan must be enabled for the entire storage subsystem. The system wide enabling
specifies the duration over which the media scan will run. The logical drive enabling specifies
whether or not to do a redundancy check as well as media scan.

A media scan can be considered a surface scan of the hard drives, whereas a redundancy
check scans the blocks of a RAID 3, 5, or 6 logical drive and compares it against the
redundancy data. In the case of a RAID 1 logical drive, then the redundancy scan compares
blocks between copies on mirrored drives.
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We have seen no effect on I/O with a 30 day setting unless the processor is utilized in excess
of 95%. The length of time that it will take to scan the LUNs depends on the capacity of all the
LUNs on the system and the utilization of the controller. Figure 2-9 shows an example of
default media scan settings.

Note: If you change the media scan duration setting, the changes will not take effect until
the current media scan cycle completes or the controller is reset.

[ pss020 - Change Media Scan Settings

Scan Settings

Mote: This setting applies to all logical drives.
[[] Suspend media scan

Sean duration (daysh: 52

Logical Drive Settings

Select logical drives to scan:

Logical Drive Skatus Array Media Scan Redundancy Check
a Archl Optimal % z / Enabled o
a Archz Optimal % 2 / Enabled Mo
a Arch3 Optimal % 2 / Enabled Mo
a LogDrivel Optimal % 1 / Enabled Mo
a LogDrives Optimal % 1 / Enabled Mo
a LogDrives Optimal % 1 / Enabled Mo

Select Al Scan selected logical drives

() with redundancy check
(%) Withaut redundancy check

[ OF ” Cancel H Help ]

Figure 2-9 Default media scan settings at storage system
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An example of logical drive changes to the media scan settings is shown in Figure 2-10.

[ DS5020 - Change Media Scan Settings

Scan Settings

Mote: This setting applies to all logical drives.
[[] Suspend media scan

Sean duration (days)h: 52

Logical Drive Settings Il

Select logical drives to scan:

Logical Drive Skatus Array Media Scan Redundancy Check

a Archl Optimal % z / Enabled o

a Archz Optimal % 2 / Enabled

a Arch3 Optimal % 2 / Enabled Mo

a LogDrivel Optimal % 1 / Enabled Mo

a LogDrives Optimal % 1 / Enabled Mo

a LogDrives Optimal % 1 / Enabled Mo

Scan selected logical drives

() with redundancy check

() Without redundancy check

[ OF ]| Cancel ][ Help ]

Figure 2-10 Logical drive_ changes to media scan settings

Note: You cannot enable background media scans on a logical drive comprised of Solid
State Disks (SSDs).

2.3.6 Cache parameters

Cache memory is an area of temporary volatile storage (RAM) on the controller that has a
faster access time than the drive media. This cache memory is shared for read and write
operations.

Efficient use of the RAID controller cache is essential for good performance of the DS5000
Storage System. See 7.2.6, “Cache memory settings” for detailed explanation about the
cache parameter settings.

2.4 Planning for premium features

The premium features that come with the DS5000 Storage Manager software are enabled by
purchasing a premium feature license key for each feature. When planning for any of the
premium features, it is a good idea to document what are the goals and rationale for
purchasing the feature, which clearly defines from the outset what you want to achieve and
why.
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Consider the following requirements:

Which premium feature to use (FlashCopy, VolumeCopy, or Enhanced Remote Mirroring)
The data size to copy

Additional arrays required

Amount of free space

Number of copies

Retention of copies

Automated or manual copies

Disaster recovery or backup operations
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Then document all of these needs and requirements.

2.4.1 FlashCopy

A FlashCopy logical drive is a point-in-time image of a logical drive. It is the logical equivalent
of a complete physical copy, but you can create it much more quickly than a physical copy.
Additionally, it requires less disk space. In DS5000 Storage Manager, the logical drive from
which you are basing the FlashCopy, called the base logical drive, must be a standard logical
drive in the storage server. Typically, you create a FlashCopy so that an application (for
example, an application to take backups) can access the FlashCopy and read the data while
the base logical drive remains online and user-accessible.

Plan carefully with regard to the space available to make a FlashCopy of a logical drive even
though FlashCopy takes only a small amount of space compared to the base image.

2.4.2 VolumeCopy

The VolumeCopy feature is a firmware-based mechanism for replicating logical drive data
within a storage subsystem. This feature is designed as a system management tool for tasks,
such as relocating data to other drives for hardware upgrades or performance management,
data backup, and restoring snapshot logical drive data.

A VolumeCopy creates a complete physical replication of one logical drive (source) to another
(target) within the same storage subsystem. The target logical drive is an exact copy or clone
of the source logical drive. VolumeCopy can be used to clone logical drives to other arrays
inside the DS5000 Storage System.

The VolumeCopy premium feature must be enabled by purchasing a Feature Key. For efficient
use of VolumeCopy, FlashCopy must be installed as well.

2.4.3 Enhanced Remote Mirroring

The Enhanced Remote Mirroring (ERM) option is used for online, real-time replication of data
between storage subsystems over a remote distance.

Operating modes for ERM

Enhanced Remote Mirroring (formerly named “Remote Volume Mirroring”) offers three
operating modes:

» Metro mirroring:

Metro mirroring is a synchronous mirroring mode. Any host write requests are written to
the primary (local) storage subsystem and then to the secondary (remote) storage
subsystem. The remote storage controller acknowledges the write request operation to the
local storage controller, which reports a write completion to the host. This mode is called
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synchronous. The host application does not get the write request result until the write
request has been executed on both (local and remote) storage controllers.

» Gilobal copy:

This mode copies a non-synchronous, remote copy function designed to complete write
operations on the primary storage system before they are received by the secondary
storage system. This capability is designed to prevent primary performance from being
affected by wait time from writes on the secondary system. Therefore, the primary and
secondary copies can be separated by long distances. This function is appropriate for
remote data migration, offsite backups, and transmission of inactive database logs at
virtually unlimited distances.

» Global mirroring:

This mode is a two-site remote data mirroring function designed to maintain a complete
and consistent remote mirror of data asynchronously at virtually unlimited distances with
virtually no degradation of application response time. Separating data centers by longer
distances helps provide protection from regional outages. This asynchronous technique
can help achieve better performance for unlimited distances by allowing the secondary
site to trail in data currency a few seconds behind the primary site. With Global Mirror,
currency can be configured to be as little as three to five seconds with respect to host I/O.
This two-site data mirroring function is designed to provide a high-performance,
cost-effective global distance data replication and disaster recovery solution.

The Enhanced Remote Mirroring has also been equipped with new functions for better
business continuance solution design and maintenance tasks.

A minimum of two storage subsystems is required. One storage subsystem can have primary
volumes being mirrored to arrays on other storage subsystems and hold secondary volumes
from other storage subsystems. Also note that because replication is managed on a
per-logical drive basis, you can mirror individual logical drives in a primary storage subsystem
to appropriate secondary logical drives in several separate remote storage subsystems.

Planning considerations for ERM
Here are various planning considerations to keep in mind:

DS5000 Storage Systems (minimum of two)

Fiber links between sites

Distances between sites (ensure that it is supported)
Switches or directors used

Redundancy

Additional storage space requirements
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Note: ERM requires a dedicated switched fabric connection per controller to be attached
to Host port 4 on both A and B controllers.

This dedication is required at both ends of the ERM solution.

2.4.4 FC/SATA Intermix

The DS5000 FC/SATA Intermix premium feature supports the concurrent attachment of Fibre
Channel and SATA storage expansion enclosures for a single DS5000 controller
configuration. With this premium feature, you can create and manage distinct arrays or logical
drives that are built from either Fibre Channel disks or SATA disks in a DS5000 Storage
System, and allocate the drives to the appropriate applications in the attached host servers.
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Note: You must obtain the FC/SATA Enclosure Intermix premium feature for each DS4000
Storage System that will have drive channels/loops intermixing SATA and Fibre Channel
technology drives.

With DS5000 models, this feature is now automatically integrated and no longer required.

Consider these three classes of storage:

» Online (or primary) storage: This is the storage for applications that require immediate
access to data, such as databases and frequently accessed user data. Primary storage
holds business-critical information and data with the highest value and importance. This
storage requires high performance and high availability technologies such as Fibre
Channel technology.

» Near-line (or secondary) storage: This storage is used for applications that do not require
immediate access but still require the performance, availability, and flexibility of disk
storage. It can also be used to cache online storage to reduce the time required for data
backups. Secondary storage represents a large percentage of a company’s data and is an
ideal fit for Serial Advanced Technology Attachment (SATA).

» Offline (archival) storage: This storage is used for backup or long-term storage. For this
type of storage, tape remains the most economical solution.

After determining that SATA technology is best suited to near-line storage usage, we have the
following considerations regarding its use in the same storage server as online storage:

» Performance: Instead of having a storage server for online storage and another for
near-line storage, both types of storage can be combined with one storage server, and
benefit from the use of higher performance controllers.

» Scalability: The total SATA disk capacity is far greater than the Fibre Channel offering.
The new EV-DDM and E-DDM drives are 1000 GB, as compared to the largest FC drive
being 450 GB.

» Cost: Consider an existing Fibre Channel environment for which you want to implement
SATA technology. This consideration is further enhanced with Fibre Channel and SATA
drive intermixing within the same enclosures. The cost considerations of intermixing
versus implementing a separate SATA storage server are:

— Implementation costs of a new SATA storage server versus intermixing with the existing
Fibre Channel enclosures.

— SAN infrastructure costs for more ports or hardware.
— Administration costs (effort) depend on the number of controllers managed. Intermixing
eliminates controller pairs by utilizing existing controllers.

After these factors have been considered and the criteria for the environment has been
identified, the choice to intermix or not can be determined.

2.4.5 Drive Security

44

This is a new premium feature where Full Disk Encryption (FDE) protects the data on the
disks only when the drives are removed from storage subsystem enclosures. Drive Security
requires security capable drives (FDE) and provide access to data only through a controller
that has the correct security key when Drive Security is enabled.
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