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    	Preface

    This edition applies to IBM® Spectrum Accelerate V11.5.4.

    IBM Spectrum Accelerate™, a member of IBM Spectrum Storage™, is an agile, software-defined storage solution for enterprise and cloud that builds on the customer-proven and mature IBM XIV® storage software. The key characteristic of Spectrum Accelerate is that it can be easily deployed and run on purpose-built or existing hardware that is chosen by the customer.

    IBM Spectrum Accelerate enables rapid deployment of high-performance and scalable block data storage infrastructure over commodity hardware on-premises or off-premises.

    This IBM Redbooks® publication provides a broad understanding of IBM Spectrum Accelerate. The book introduces Spectrum Accelerate and describes planning and preparation that are essential for a successful deployment of the solution. The deployment is described through a step-by-step approach, by using a graphical user interface (GUI) based method or a simple command-line interface (CLI) based procedure.

    Chapters in this book describe the logical configuration of the system, host support and business continuity functions, and migration. Although it makes many references to the XIV storage software, the book also emphasizes where IBM Spectrum Accelerate differs from XIV. 

    Finally, a substantial portion of the book is dedicated to maintenance and troubleshooting to provide detailed guidance for the customer support personnel.
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    This book was produced by a team working at the International Technical Support Organization, San Jose Center.
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    Abilio Oliveira is an IBM Certified Expert IT Specialist and works as a Client Technical Specialist in Storage at IBM Asia Pacific. He has 22 years of IT experience. He holds a bachelor degree in Computer Science with a Master in Data Information Security. He has expertise in designing storage solutions with OpenStack, IBM XIV Storage System servers, and storage for cloud technologies. He also specializes in Storage Infrastructure Optimization studies.
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    Summary of changes

    This section describes the technical changes that were made in this edition of the book and in previous editions. This edition might also include minor corrections and editorial changes that are not identified.

    July 2017, Third Edition
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    •Support for converged infrastructures in 2.1.1, “Converged infrastructures and asymmetric servers support” on page 15 and 3.1.3, “VMware vSphere configuration for converged infrastructure” on page 40.

    •Support for Host-side Accelerator in 6.7, “IBM Spectrum Accelerate Host-side Accelerator” on page 152.

    Changed information

    •New Hardware requirements (in 2.2.1, “Hardware requirements” on page 17)

    •Revised deployment instructions in Chapter 3, “IBM Spectrum Accelerate command-line deployment” on page 37 and Chapter 4, “IBM Spectrum Accelerate GUI-based deployment” on page 55
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Introducing IBM Spectrum Accelerate

    A member of the IBM Spectrum Storage family, IBM Spectrum Accelerate is a software-defined storage solution that uses many of the features and capabilities of the IBM XIV storage software.

    This chapter describes the solution and includes the following topics:

    •1.1, “IBM Spectrum Storage family overview” on page 2

    •1.2, “IBM Spectrum Accelerate overview” on page 3

    •1.3, “IBM Spectrum Accelerate technical overview” on page 8

    •1.4, “Typical use cases” on page 10

    1.1  IBM Spectrum Storage family overview

    The IBM Spectrum Storage family of products is a comprehensive portfolio of software offerings that are based on proven IBM technologies. It facilitates and optimizes storage management. It also helps organizations cope with substantial data growth and new workloads that arise from the cloud environment and analytics, mobile, and social networking applications. IBM Spectrum Storage increases operational agility and provides cost-effective solutions that use hardware investments and increase business agility.

    The IBM Spectrum Storage family is composed of the following members that are shown in Figure 1-1:

    •IBM Spectrum Control™ provides efficient infrastructure management for virtualized, cloud, and software-defined storage to simplify and automate storage provisioning, capacity management, availability monitoring, and reporting. It includes IBM Spectrum Control Base, which provides a single-server backend location and enables centralized management of IBM storage resources for different virtualization and cloud platforms. 

    •IBM Spectrum Protect™ improves efficiency of data protection and resiliency for software-defined, virtual, physical, and cloud environments.

    •IBM Spectrum Virtualize provides storage virtualization for IBM and other manufacturers’ storage systems. The functions of IBM Spectrum Virtualize are provided by IBM SAN Volume Controller.

    •IBM Spectrum Accelerate (which is the focus of this book) offers grid-scale block storage with rapid deployment that helps speed delivery of data across an enterprise and adds flexibility to cloud deployments.

    •IBM Spectrum Scale™ provides flash-accelerated, highly scalable management and access to data with extreme scalability and agility for cloud and analytics.

    •IBM Spectrum Archive™ facilitates movement of infrequently used data from disk to tape. The functions of IBM Spectrum Archive are provided by IBM Linear Tape File System™.
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    Figure 1-1   IBM Spectrum Storage family overview

    1.2  IBM Spectrum Accelerate overview

    IBM Spectrum Accelerate is an agile software-defined storage (SDS) solution for enterprise and cloud that builds on the customer-proven and mature IBM XIV storage grid architecture. The key characteristic of IBM Spectrum Accelerate is that it can easily be deployed and run on purpose-built or customer-chosen hardware, on-premises or off-premises.

    As shown in Figure 1-2, IBM Spectrum Accelerate runs as a virtual machine under the VMware vSphere ESXi hypervisor on a pool of interconnected x86 servers of your choice (called modules) and consolidates their disk storage, which makes it available over iSCSI. 
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    Figure 1-2   IBM Spectrum Accelerate conceptual diagram

    Starting with Version 11.5.1, IBM Spectrum Accelerate introduces support for converged infrastructures. Converged infrastructure support means that the IBM Spectrum Accelerate virtual machine can run parallel to other virtual machines on the same VMware ESXi server.

    1.2.1  IBM Spectrum Accelerate features

    IBM Spectrum Accelerate provides the following capabilities:

    •Ability to build an enterprise cloud storage by using commodity hardware

    •Can use hard disk drives that are indirectly attached to the server

    •Ability to obtain hot spot-free and scalable high performance and quality of service (QoS) without the need for any tuning

    •Support for advanced remote replication, role-based security, and multi-tenancy

    •Ability to deploy on-premises or on the cloud

    •IBM Hyper-Scale management support

    •Volume mobility between IBM Spectrum Accelerate clusters, with IBM Hyper-Scale Mobility (requires IBM Spectrum Accelerate V11.5.3 or later)

    •VMware and OpenStack integration

    •Flexible licensing

    These capabilities and other characteristics are based on the same core technology that is used in the enterprise class IBM XIV storage software. 

    For more information about these features, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    For more information about IBM Hyper-Scale, see IBM Hyper-Scale in XIV Storage, REDP-5053.

    Full data redundancy and distribution across modules and disks

    IBM Spectrum Accelerate software provides a pseudo-random and uniform distribution of data across all available disks of the system. Data is divided into 1 MB partitions that are distributed across all system disks. Each partition is stored twice, which results in two distinct copies with each copy stored on a different disk that is hosted in a separate hardware module for added protection. 

    Self-healing mechanisms: Rebuilding and redistribution

    In case of disk or module failure, IBM Spectrum Accelerate software automatically identifies those partitions that are no longer redundant and places a copy of those partitions on another disk of another module. This so-called rebuild process occurs immediately upon disk failure. This automatic rebuilding of data is much faster than any conventional Redundant Array of Independent Disks (RAID array) rebuild.

    In a disk failure or after adding modules and drives, the system also starts a redistribution to ensure that all available disks resources remain evenly used.

    No load balancing required

    The algorithm that places data partitions across all disks of the system ensures an even and pseudo-random distribution over all disks always. There are no hot-spots, and any workload evenly accesses all the disks and modules across the system.

    Storage pools and volumes

    IBM Spectrum Accelerate enables administrators to logically divide the storage into manageable entities that are called storage pools, over which different characteristics can be applied. The storage volumes are created within these storage pools.

    Snapshots

    IBM Spectrum Accelerate system supports multiple snapshots of volumes and consistency groups, and snapshots of snapshots. Enhanced algorithms allow the system to perform snapshots almost immediately with virtually no performance effect.

    Consistency Groups

    A Consistency Group of volumes enables cross-volume data consistency for snapshots that are taken of a volume group, which allows for remote replication of such a group. IBM Spectrum Accelerate also features support for cross-system Consistency Groups across 
IBM XIV or IBM Spectrum Accelerate systems. The cross-system consistency is provided by IBM Hyper Scale Consistency.

    Thin provisioning and space reclamation

    IBM Spectrum Accelerate supports storage pool thin provisioning and allows for space reclamation when notified by a host file system that disk space was deleted at the host level.

    Synchronous and asynchronous remote mirroring

    Remote mirroring is supported by IBM Spectrum Accelerate with another IBM Spectrum Accelerate system or an IBM XIV system. Remote mirroring can be synchronous or asynchronous. Offline initialization is also supported.

    Multi-tenancy 

    IBM Spectrum Accelerate allows the division of the storage system into several administrative domains, in a secure and isolated manner, so that several tenants can each own part of the system capacity. 

    Concurrent system upgrade

    IBM Spectrum Accelerator systems can be concurrently upgraded.

    User access profiles and LDAP authentication

    IBM Spectrum Accelerate supports role-based user access control, and Lightweight Directory Access Protocol (LDAP) with role-based access control. Supported LDAP servers include Microsoft Active Directory and Oracle Directory Server Enterprise Edition.

    Remote configuration management

    IBM XIV GUI and IBM Hyper Scale Manager allow for remote management of an IBM Spectrum Accelerate system.

    Event handling and notifications

    IBM Spectrum Accelerate system can be configured to send notification through email, SMS, or SNMP for any configurable set of events.

    State-of-the-art management and monitoring GUI

    IBM Spectrum Accelerate uses the highly intuitive IBM XIV GUI as its management graphical user interface. It can also be managed through the Hyper-Scale Manager, which is the management tool of choice for larger installations with multiple systems.

    Mobile Dashboard application for mobile devices (iOS and Android)

    Health, performance, and capacity monitoring can be done by using a mobile application available for iOS and Android.

    Advanced CLI management

    IBM Management Tools provide a powerful command-line interface that supports complex scripting to manage, support, and configure an IBM Spectrum Accelerate system. This tool provides all of the features that are available through the IBM XIV GUI.

    RESTful APIs

    IBM Spectrum Accelerate supports RESTful API version 2.0, which adds functions for storage administration tasks, including Copy Services. This API allows IBM Spectrum Accelerate clients to develop their own storage management infrastructure around it, or include it into their storage cloud administration infrastructure. 

    For more information about RESTful API support, see Exploring RESTful API Support with XIV, REDP-5064.

    iSCSI connectivity

    Host attachment to an IBM Spectrum Accelerate system is over iSCSI; therefore, it does not require a dedicated Fibre Channel network.

    Multiple host access

    The even distribution of data across an IBM Spectrum Accelerate system allows for a steady system performance whatever the host access, which makes the system convenient for multiple host access.

    IBM remote support and proactive support

    IBM Spectrum Accelerate can be configured to automatically send events to IBM through the Call Home option, depending on the nature or severity of a problem. This feature allows remote monitoring and repair by IBM Support personnel.

    IBM Hyper-Scale 

    IBM Spectrum Accelerate V11.5.3 or later supports IBM Hyper-Scale Mobility over iSCSI networks. 

    IBM Hyper-Scale Mobility over iSCSI networks allows transparent, nondisruptive volume mobility between IBM Spectrum Accelerate storage clusters. The ability to easily move volumes from one cluster to another allows you to balance the workload and effective resource utilization among multiple IBM Spectrum Accelerate systems.

    Overall, IBM Hyper-Scale Mobility helps users use their IBM Spectrum Accelerate environment to the fullest. IBM Hyper-Scale Mobility, along with IBM Hyper-Scale Manager and IBM Hyper-Scale Consistency, can maximize scale-out of an IBM Spectrum Accelerate environment with the extreme cloud benefit of managing up to 144 instances as a single system.

    For more information about IBM Hyper-Scale, see IBM Hyper-Scale in XIV Storage, REDP-5053.

    1.2.2  IBM Spectrum Accelerate benefits

    The use of IBM Spectrum Accelerate can offer the following benefits: 

    •Speed

    IBM Spectrum Accelerate provides a versatile deployment feature that allows rapid deployments of more storage capacity. 

    IBM Spectrum Accelerate relies on commodity hardware, so it avoids lengthy procurement cycles to build a new storage infrastructure.

    •Agility

    IBM Spectrum Accelerate provides on-premises and off-premises deployment. It inter-operates with XIV systems. This compatibility facilitates integration with your XIV storage infrastructure.

    IBM Spectrum Accelerate requires a minimum of three modules, and can easily scale to up to 15 modules without interrupting applications. IBM Spectrum Accelerate enables you to deploy high-end enterprise storage technology and features, such as advanced remote replication on existing or custom hardware, which can reduce deployment costs.

    Fast provisioning, small capacity increments, and licensing flexibility enable you to easily repurpose servers, and therefore implement a shorter time-to-market, whether it be for a short-term, mid-term, or a long-term answer to your business needs.

    •Simple management

    IBM Spectrum Accelerate management is based on the IBM XIV Management Tools, which provide a single intuitive, ergonomic, and mobile dashboard that provides capacity planning, monitoring, and reporting externalization.

    IBM Spectrum Accelerate algorithms provide autonomic features that deliver performance and availability without any need for tuning, which makes management drastically simpler. 

    Moreover, these algorithms ensure scalable performance as modules are added, which makes it easier to manage and plan for capacity on such storage infrastructure.

    Because Spectrum Accelerate does not require proprietary storage hardware, you can decide to use the same homogeneous server hardware across the enterprise, which minimizes administration and maintenance skills requirements.

    •High performance

    The way that IBM Spectrum Accelerate code uniformly distributes storage data across all available internal disks of the system enables efficient, high-performance delivery of grid-scale block storage without any hot spots or any tuning required.

    •Cost-effective

    IBM Spectrum Accelerate provides business value in various directions, which lowers its total cost of ownership. It uses commodity hardware, which avoids an up-front, costly storage hardware investment. It provides simple management with zero tuning and a centralized, mobile, intuitive, and ergonomic dashboard, which lowers infrastructure administrative costs.

    •Cloud-ready

    IBM Spectrum Accelerate enables you to build your own enterprise-grade, scalable, hybrid cloud environment. Its agility speeds up cloud deployments of new workloads. 

    IBM Spectrum Accelerate can run on SoftLayer® self-service Infrastructure as a Service. It provides the following enterprise and cloud-ready features, among others:

     –	Snapshots: High-performance writable snapshots, snapshots of snapshots, and restoration of snapshots from snapshots

     –	Synchronous and asynchronous replication, allowing disaster recovery with IBM Spectrum Accelerate or XIV

     –	Multi-tenancy

     –	RESTful API

     –	OpenStack support

    •Simple integration

    IBM Spectrum Accelerate can be orchestrated and automated by higher management software through the XCLI, RESTful API, or OpenStack, which makes it easier to integrate with storage management infrastructure.

    IBM Spectrum Accelerate is compatible with XIV systems and management, and all can be managed by IBM Hyper-Scale Manager.

    •Security

    IBM Spectrum Accelerate provides security features, such as LDAP authentication, iSCSI Challenge Handshake Authentication Protocol (CHAP), SSL connections and certificates, role-based access control, and multi-tenancy.

    1.3  IBM Spectrum Accelerate technical overview

    IBM Spectrum Accelerate software is a virtual appliance that runs over a hypervisor engine. Specifically, IBM Spectrum Accelerate supports the VMware ESXi hypervisor.

    Although it is independent of hardware, IBM Spectrum Accelerate imposes some hardware prerequisites and requirements. The hardware must be in accordance with the guidelines that are described in 2.2.1, “Hardware requirements” on page 17.

    VMware ESXi hypervisor virtualizes the server capabilities and presents the resources to the IBM Spectrum Accelerate virtual appliance as compute, network, and storage resources. This encapsulation of the IBM Spectrum Accelerate virtual appliance (VMware ESXi) and the disk storage available over the network is known as a module.

    IBM Spectrum Accelerate can be deployed on a pool of 3 - 15 modules. The hardware of a module is composed of an x86 commodity server with 6 - 12 internal disks, which makes up the storage infrastructure. Starting with IBM Spectrum Accelerate V11.5.1, externally iSCSI attached disks are also supported. Optionally, one solid-state drive can be added to each module for read caching.

    Host attachment is performed by each of the pertaining modules through an iSCSI interface. The module infrastructure is shown in Figure 1-3. 
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    Figure 1-3   IBM Spectrum Accelerate module infrastructure overview

    Each module provides processing, cache, and iSCSI interfaces to hosts, and other IBM Spectrum Accelerate and IBM XIV systems. All modules work together and concurrently as components of a storage grid architecture.

    IBM Spectrum Accelerate relies on the following networks to build its storage infrastructure:

    •Interconnect	

    This network is required to establish connectivity between different modules within the IBM Spectrum Accelerate system for all of the grid-related actions, such as read, write, and rebuild. This network can be internal to the IBM Spectrum Accelerate system.

    •Management	

    This network allows external management and access to IBM Spectrum Accelerate system from the management workstation.

    •iSCSI	

    This network is required to establish communication between the IBM Spectrum Accelerate system and the hosts. It provides the hosts with storage read/write operations. This connectivity also allows communication with other IBM XIV or IBM Spectrum Accelerate Systems, and for replication and migration.

    This structure is shown in Figure 1-4. 
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    Figure 1-4   Conceptual architecture of an IBM Spectrum Accelerate system

    1.4  Typical use cases

    Features and benefits of IBM Spectrum Accelerate bring value for the following new scenarios:

    •Flexible operations

    •Remote office and branch office

    •Scalable and Modular Building Block

    •Hybrid cloud and SoftLayer

    •Disaster recovery and backup

    •Application environment

    •Industry specifics

    1.4.1  Flexible operations

    The following scenarios are made possible by IBM Spectrum Accelerate:

    •Temporary: Building a short-term temporary storage infrastructure that is based on your own commodity hardware during a marketing campaign, or for development and test of a new application.

    •Server repurpose: Building an enterprise storage system out of your old servers.

    1.4.2  Remote and branch offices

    IBM Spectrum Accelerate is well-suited for distributed organizations where the corporate headquarters is connected to many satellite locations. In such cases, the corporate data center is equipped with an IBM XIV, and remote branches run IBM Spectrum Accelerate. This setup provides such organizations with the following advantages:

    •Use hardware, which allows remote and branch offices to benefit from enterprise block storage functions at lower cost, without the need for distributed storage IT resources.

    •Implement storage disaster recovery at low cost, which keeps branches up and running by using data replication from IBM Spectrum Accelerate to IBM XIV. 

    •Centralize storage management with a single storage solution for all their locations, which reduces their storage management staffing to a single central location.

    1.4.3  Scalable and modular building block

    By using IBM Spectrum Accelerate, you can build a more homogeneous data center because it is based on single hardware for compute and storage resources. This characteristic enables the same hardware IT administrator to manage the entire data center stack. 

    Single hardware enables better standardization of network, compute, and power resources, thus simplifying maintenance.

    IBM Spectrum Accelerate scalability allows you to easily manage growth without the need for any management action.

    1.4.4  Bridge to the hybrid cloud

    IBM Spectrum Accelerate enables connection to a public cloud, such as SoftLayer, as shown in Figure 1-5.
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    Figure 1-5   IBM Spectrum Accelerate can be deployed on premises or in the cloud

    It is then possible to back up IBM Spectrum Accelerate data to a public cloud and recover from it, or use public cloud as temporary storage during events, such as maintenance windows.

    Likewise, cloud service providers can provide IBM Spectrum Accelerate advanced features.

    Customers can also engage IBM Lab Services to deploy Spectrum Accelerate on the SoftLayer Cloud. For more information, see Deploying IBM Spectrum Accelerate on Cloud, REDP-5261.

    1.4.5  Typical usage by some industries 

    IBM Spectrum Accelerate can be deployed in the cloud. This configuration provides new possibilities to the following industries:

    •Media and entertainment

    Temporary enterprise storage systems can be obtained from the cloud thanks to IBM Spectrum Accelerate cloud deployment for the time of the show, which temporarily increases storage content at low cost.

    •Banking

    Banks can store only part of their backups in the cloud. IBM Spectrum Accelerate can offer them a secure enterprise solution.

    •Telecommunications

    Telecommunication regulations require companies to save their data, which can be done in a secure manner with IBM Spectrum Accelerate to the cloud.
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Planning for IBM Spectrum Accelerate

    Planning and preparation are essential to a successful deployment. This chapter describes module specifications, the VMware ESXi configuration, and several networking considerations as they pertain to IBM Spectrum Accelerate version 11.5.1 and version 11.5.4. It also includes information for the deployment and management workstations. 

    This chapter includes the following topics:

    •2.1, “Deployment architecture” on page 14

    •2.2, “Module specifications” on page 17

    •2.3, “Software package or Virtual Appliance container” on page 23

    •2.4, “Deployment host” on page 25

    •2.5, “Managing the system” on page 26

    •2.6, “Network Time Protocol server” on page 33

    •2.7, “LDAP-based authentication” on page 34

    2.1  Deployment architecture

    IBM Spectrum Accelerate includes many requirements that must be validated before the virtual machine is deployed. IBM Spectrum Accelerate runs as a virtual appliance application. The virtual appliance must be on a VMware ESXi hypervisor, which dictates the current choice of server that is supported for deployment. 

    Figure 2-1 shows how IBM Spectrum Accelerate is deployed and managed. 
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    Figure 2-1   Deployment Architecture of the IBM Spectrum Accelerate 

    Different tools are often used for managing the different components of the architecture. From the perspective of the user who is deploying and managing IBM Spectrum Accelerate, the IBM XIV graphical user interface (GUI) or the Deployment Web UI are the most essential tools.

    The deployment host is often a system that is running as a Microsoft Windows host or a Linux host (depending on the choice of implementation strategy). The deployment host is used to push the Open Virtualization Format (OVF file) or IBM Spectrum Accelerate Virtual Appliance Container to the VMware ESXi host, and to configure the required virtual machines. The deployment can be done through the IBM XIV Management GUI, or the new Deployment Kit Web UI, or by running script packages through the command-line interface on a Linux host or Windows host. 

    The management of these systems is accomplished through their respective tools, as shown in Figure 2-1. All the systems must also be connected to the same Network Time Protocol (NTP) servers to synchronize the clocks of the deployed systems. Time synchronization is critical when you want to enable replication with IBM Spectrum Accelerate. 

    These systems can also be integrated within a Lightweight Directory Access Protocol (LDAP) infrastructure to enable centralized authentication for user access.

    2.1.1  Converged infrastructures and asymmetric servers support

    Versions older than version 11.5.1 of IBM Spectrum Accelerate require hardware resources to be dedicated solely for IBM Spectrum Accelerate virtual machines. Therefore, it does not allow other virtual machines, applications, or background services on the VMware ESXi host machines.

    Version 11.5.1 or later of IBM Spectrum Accelerate provides support for converged infrastructures. Converged infrastructures support means that the IBM Spectrum Accelerate virtual machine can run in parallel with other virtual machines on the same VMware ESXi server. This capability enables deployment of IBM Spectrum Accelerate on VMware ESXi servers that are in production use.

     

    
      
        	
          Important: More hardware resources are needed for other virtual machines, applications, or background services that run in parallel, and for the VMware ESXi server functions.

        
      

    

    These virtual machines can be integrated with advanced vSphere cluster features, such as high availability (HA), fault tolerance, and distributed resource scheduling (DRS). Therefore, the IBM Spectrum Accelerate virtual machines, their virtual switches, and their disk resources on each VMware ESXi host machine can be visually monitored through vSphere Client.

     

    
      
        	
          Note: When the vSphere High Availability feature is used, VM monitoring for the IBM Spectrum Accelerate Virtual Machine must be disabled. For more information, see Chapter 3, “IBM Spectrum Accelerate command-line deployment” on page 37 and Chapter 4, “IBM Spectrum Accelerate GUI-based deployment” on page 55.

        
      

    

    Starting with V11.5.1, IBM Spectrum Accelerate enables the use of non-uniform, asymmetric server configurations. It supports non-uniform VMware ESXi cluster (as VMware vSphere supports them). The limitation is that within IBM Spectrum Accelerate, each module has uniform configuration: the same amount of vCPUs and CPU utilization in GHz, the same number of hard disk drives (HDDs), the same amount of RAM, and so on. 

    A VMware ESXi system can have virtual machines with different size resources, such as RAM, HDDs, CPU cores, and network ports. The deployer must allocate sufficient resources and divide them equally among the virtual machines to create an IBM Spectrum Accelerate cluster. (For more information about the required resources, see 2.2, “Module specifications” on page 17). This cluster of virtual machines can coexist with other virtual machines of different configurations on the same VMware ESXi system.

    Figure 2-2 on page 16 shows a sample system with convergence in VMware vCenter. The non-IBM Spectrum Accelerate virtual machine Win2k8R2-DD-Clone1 is running on the same VMware ESXi host with an SA virtual machine mz_sds2_module_1. The non-IBM Spectrum Accelerate virtual machine Win2012-DD-Clone1 is running on the same VMware ESXi host as SA virtual machine mz_sds2_module_4. The lower right part of the figure shows that the SA modules have a status of OK.

    [image: ]

    Figure 2-2   System of converged infrastructure 

    Planning defines which resources, CPU, and memory are dedicated to the IBM Spectrum Accelerate VM and which remaining resources are available to the other VMs that are running on the same VMware ESXi host. That information is specified during deployment, as shown in Figure 2-3. You can also use the new Deployment Kit Web UI introduced with IBM Spectrum Accelerate V11.5.4 (see 4.4, “Deployment by using Deployment Kit Web UI” on page 69).
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    Figure 2-3   Deployment that uses GUI to specify the resources for Spectrum Accelerate

    For more information, see 3.1.3, “VMware vSphere configuration for converged infrastructure” on page 40.

    2.1.2  Flexibility

    IBM Spectrum Accelerate offers flexibility in the required system resources. Consider the following points:

    •You can use any HDD form factor with any capacity point of 450 GB, 600 GB, or 1 TB - 4 TB (or up to 6 TB with IBM Spectrum Accelerate V11.5.3 or later). Therefore, a 2.5 TB drive can be used. 

    •This feature also pertains to solid-state drives (SSDs) with any capacity point of 500 GB - 800 GB. 

    •While the same amount of physical RAM must be dedicated for the IBM Spectrum Accelerate virtual machines, the VMware ESXi hosts can each have different amounts of memory. 

    •The maximum amount of RAM memory is now 128 GB for IBM Spectrum Accelerate virtual machines.

    2.2  Module specifications

    A module consists of commodity x86-64 hardware that is running VMware ESXi and the IBM Spectrum Accelerate virtual machine. The module hardware configuration consists of compute, network, and storage components that are available for the IBM Spectrum Accelerate virtual machine. For a successful deployment, ensure that your equipment matches at least the minimum requirements and configuration described in this section.

    2.2.1  Hardware requirements

    IBM Spectrum Accelerate requires 3 - 15 VMware ESXi 5.5 or ESXi 6.0 host machines (physical servers) to be used as the individual modules of the storage system.

     

    
      
        	
          Important: The VMware ESXi server resources that are described in this section must be dedicated solely for the IBM Spectrum Accelerate virtual machine. More hardware resources are needed for other virtual machines, applications, or background services that run in parallel, and for the VMware ESXi server functions.

        
      

    

    Processor

    An x86-64 CPU with four physical cores or more is needed. If only four physical cores are used, their maximum CPU use must be dedicated to IBM Spectrum Accelerate. Two more cores must be allocated for the VMware ESXi server functions. Therefore, each VMware ESXi server requires 4 + 2 = 6 cores.

    Memory

    At least 24 GB and up to 128 GB of RAM is needed. Consider the following points:

    •All VMware ESXi host machines must have the same amount of physical RAM dedicated for the IBM Spectrum Accelerate virtual machine.

    •Extra and sufficient RAM must be allocated for the VMware ESXi server functions.

    •If 4 TB or 6 TB disks are used, at least 48 GB of RAM is required.

    Storage resources

    The characteristics of storage resources must meet the requirements that are listed in this section.

    Raw Device Mapping (RDMs)

    Each module must contain a total of 6 - 12 physical hard disk drives (HDDs). Consider the following points:

    •Capacity of 450 Gb, 600 GB, or 1 TB - 6 TB is required for each HDD. For 6 TB disks, support for IBM Spectrum Accelerate V11.5.3 or later is required.

    Ensure that all of the HDDs are of the same type, serial-attached SCSI (SAS) or Serial ATA (SATA) with the same rotational speed to attain optimal performance.

    Any configured SAS Controller must function without a cache.

    •All HDDs must feature the same capacity within the same VMware ESXi server for the system to operate efficiently. IBM Spectrum Accelerate stripes host data pseudo-randomly across all disks drives, which leads to a consistent load on all components and eliminates hotspots. Different disk drives with different capacities are detrimental to the overall performance.

    •All VMware ESXi host machines must have the same number of HDDs (6 - 12) dedicated for the IBM Spectrum Accelerate virtual machine.

    •All HDDs must have up-to-date firmware. See the HDD manufacturer website for the most updated disk firmware.

    •Another disk is required for the VMware ESXi Server software. It has minimum capacity of 250 GB that is reserved for the IBM Spectrum Accelerate Virtual Appliance data store. In practice, the minimum size for this extra drive is 300 GB based on available drive sizes in the industry. 

    •The HDDs and their disk controller must support Self-Monitoring, Analysis, and Reporting Technology (SMART). Specifically, support for the SMART Trip parameter is required.

    •The disks do not have to be inside the server enclosure. They can be on a separate enclosure. In this case, they must be configured as Just a Bunch of Disks (JBOD) that are indirectly iSCSI attached to the server. A JBOD cannot be shared between ESXi servers. It can be connected externally to the server. 

     

    
      
        	
          Note: As with directly attached disks, all of the data from a failed server’s disks is considered lost, and a rebuild is needed.

        
      

    

    Redundant Array of Independent Disks (RAID)

    The IBM Spectrum Accelerate virtual machine provides redundancy for the system, and does not use hardware-level RAID adapters. IBM Spectrum Accelerate is a storage management platform that involves defining capacity (a LUN or a volume) and assigning that capacity to a host system. 

    From a performance perspective, IBM Spectrum Accelerate automatically uses all of the disk drives, system cache, and processors when servicing I/O operations. All the disk drives must be in JBOD mode, in which the HDDs are accessible as independent HDDs with no RAID functions or caching at a hardware level.

    Verify the HBA firmware and driver version as specified in VMware KB article 1027206.

    Also, the SAS controller must function without a cache and be compatible with VMware ESXi, as specified in the VMware Compatibility Guide.

    SSD (optional) 

    A maximum of one dedicated SSD drive with 500 GB or 800 GB capacity for caching purposes can be used. The use of SSDs with the IBM Spectrum Accelerate is for caching purposes only. The SSD caching is helpful for workloads with intensive I/O. 

    Important considerations 

    To simplify troubleshooting during a disk failure, complete the following steps to identify the physical disk drives before deployment:

    1.	For all of the disk drives that are used as part of this deployment, find the disk drives’ Worldwide Number (WWN) and Serial Number (SN), as shown in Figure 2-4.
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    Figure 2-4   Front side of the labeled disk 

    2.	Create a table as shown in Table 2-1 to map a physical disk slot to WWN and SN. Create such a table for all modules.

    Table 2-1   Naming the Disk Drive before deployment

    
      
        	
          Disk Slot 

        
        	
          Module 

        
        	
          WWN / Identifier Number

        
        	
          Serial Number 

        
      

      
        	
          Disk 0

        
        	
          1

        
        	
          5000C5005686599B

        
        	
          9XG46M17

        
      

      
        	
          Disk 1

        
        	
          1

        
        	
          5000C50056855703

        
        	
          9XG46XBG

        
      

      
        	
          Disk 2

        
        	
          1

        
        	
          5000C5005686073F

        
        	
          9XG46MD7

        
      

      
        	
          Disk 3

        
        	
          1

        
        	
          5000C5005684365F

        
        	
          9XG46JKT

        
      

      
        	
          Disk 4

        
        	
          1

        
        	
          5000C50056853BA3

        
        	
          9XG46XPQ

        
      

      
        	
          Disk 5

        
        	
          1

        
        	
          5000C50056855477

        
        	
          9XG46TK3

        
      

      
        	
          Disk 0

        
        	
          2

        
        	
          5000C50056861AF7

        
        	
          9XG46M5N

        
      

      
        	
          Disk 1

        
        	
          2

        
        	
          5000C50056872A47

        
        	
          9XG4732G

        
      

      
        	
          Disk 2

        
        	
          2

        
        	
          5000C5005686A6C3

        
        	
          9XG473T9

        
      

      
        	
          Disk 3

        
        	
          2

        
        	
          5000C50056871667

        
        	
          9XG4718L

        
      

      
        	
          Disk 4

        
        	
          2

        
        	
          5000C5005687135B

        
        	
          9XG4715F

        
      

      
        	
          Disk 5

        
        	
          2

        
        	
          5000C5005686E2D7

        
        	
          9XG47221

        
      

      
        	
          Disk 0

        
        	
          3

        
        	
          5000C5005686436F

        
        	
          9XG45RM0

        
      

      
        	
          Disk 1

        
        	
          3

        
        	
          5000C5005686A933

        
        	
          9XG46JVH

        
      

      
        	
          Disk 2

        
        	
          3

        
        	
          5000C50056872D8F

        
        	
          9XG470ZA

        
      

      
        	
          Disk 3

        
        	
          3

        
        	
          5000C50056865273

        
        	
          9XG46KA0

        
      

      
        	
          Disk 4

        
        	
          3

        
        	
          5000C5005685DC3B

        
        	
          9XG46RGJ

        
      

      
        	
          Disk 5

        
        	
          3

        
        	
          5000C500568517EB

        
        	
          9XG43BA2

        
      

    

    Network resources

    The network resources that are described in this section are required.

    Network ports

    The following network ports are needed:

    •A minimum of one 10-Gigabit Ethernet (10-GbE) physical port for the interconnect network. It is useful to have two or more ports configured, up to a maximum of eight ports per VMware ESXi host machine.

     

    
      
        	
          Note: A minimum of two 10-GbE ports is highly desirable for fault tolerance and load balancing. 

        
      

    

    •At least 1-GbE port (or of higher capacity) for the Management Network and iSCSI networks. 

    Port groups

    Up to three port group names can be defined. Ports can be defined by using a virtual switch (vSwitch) or the distributed vSwitch from the VMware vSphere Client. 

    A vSwitch represents networking entities that connect virtual machines in a virtual and physical network at layer 2. The vSwitch is fully virtual, and can be connected to one or more physical network interface cards (NICs). 

    The VMware vSwitch is a switching fabric that is built into the VMware infrastructure (ESX) with which you can provide network access to your virtual machines (VMs). A total of 1 - 3 vSwitches can be assigned with corresponding port groups to which the management, interconnect, and iSCSI networks connect.

     

    
      
        	
          Note: As a best practice, the same port group names must be predefined on all VMware ESXi hosts on which you intend to deploy the IBM Spectrum Accelerate virtual appliance. 

        
      

    

    The following types of connectivity are available:

    •Management

    This type contains the communication traffic of the management tools that is coming from the management workstation and deployment host. Traffic is used for systems management of the IBM Spectrum Accelerate environment. The management IPs can be hosted on a dedicated or shared vSwitch. The management connectivity is not I/O intensive; therefore, sharing the ports does not affect the performance of the overall system.

    •Interconnect

    This type of connectivity contains the communication traffic of data between the modules. The network connectivity for Interconnect handles the movement of data between the internal disk storage of different IBM Spectrum Accelerate virtual machines, according to the data distribution algorithm. Interconnect ports should not be shared with any other ports group because the traffic is I/O intensive.

    The interconnect network must consist of a 10-GbE LAN and must include one static IP address per module. All IP addresses must 	be in the same subnet, with an end-to-end MTU setting of 9000 bytes (Jumbo frame).

     

    
      
        	
          Note: Use of a private VLAN for the Interconnect network is a best practice. 

        
      

    

    •iSCSI

    This connectivity controls the traffic of the host data from the storage client to the IBM Spectrum Accelerate virtual machines. The connectivity is established for the hosts to directly communicate with the Modules for read and write operations. Depending on the performance characteristics of the availability of the data for the hosts, up to two ports can be defined per module for the iSCSI connectivity. Generally, have at least one iSCSI port configured per module for optimum distribution of host traffic. 

    Also, one deployment host from which the IBM Spectrum			 Accelerate software is to be deployed on the VMware ESXi hosts is needed. For more information, see 2.4, “Deployment host” on page 25.

    Important considerations

    To avoid as many issues as possible during the deployment stage, consider the following points: 

    •Several ports must be accessible, as listed in Table 2-2.

    Table 2-2   TCP/IP port Numbers for access 

    
      
        	
          From

        
        	
          Port Number

        
        	
          TCP Gateway

        
        	
          Feature to enable 

        
        	
          TO

        
      

      
        	
          Deployment host

        
        	
          22

        
        	
          Inbound

        
        	
          Secure Shell (SSH) Access 

        
        	
          VMware ESXi Host

        
      

      
        	
          IBM Spectrum Accelerate VM

        
        	
          22

        
        	
          Outbound

        
        	
          IBM Remote Support 

        
        	
          IBM

        
      

      
        	
          IBM Spectrum Accelerate VM

        
        	
          25

        
        	
          Outbound

        
        	
          Email notifications and alerts 

        
        	
          Mail Server 

        
      

      
        	
          IBM Spectrum Accelerate VM

        
        	
          25

        
        	
          Inbound 

        
        	
          Proactive Support Option 

        
        	
          Mail Server

        
      

      
        	
          IBM Spectrum Accelerate VM

        
        	
          25

        
        	
          Outbound

        
        	
          Weekly Usage Report

        
        	
          Mail Server

        
      

    

    •Provide IPv4 addresses for the IBM Spectrum Accelerate Storage management and iSCSI connectivity.

    •IPv6 address is supported only for management connectivity (if wanted). 

    •IP addresses for module Interconnect must all be in the same subnet.

    Continuous power supply 

    Ensure continuous power supply by using uninterruptible power supply (UPS) or any other alternative present in the data center environment.

     

    
      
        	
          Attention: Accidental power loss or improper system shutdown can result in loss of data and configuration. IBM Spectrum Accelerate must be supported by backup power long enough for the Emergency Shutdown to complete after it is started. Although 30 seconds can be sufficient, plan for at least 120 seconds of continuous backup power from the time the Emergency Shutdown is started to allow graceful shutdown.

        
      

    

    Hardware configuration example sets

    Figure 2-5 shows the VMware ESXi configuration and environment specifications for IBM Spectrum Accelerate deployment. 
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    Figure 2-5   ESXi configuration and Spectrum Accelerate software deployment

    Table 2-3 lists typical configurations for IBM Spectrum Accelerate. It is important to plan your VMware ESXi hardware configuration for IBM Spectrum Accelerate that is based on the intended scale of use.

    Table 2-3   Example of an VMware ESXi Hardware configuration of an IBM Spectrum Accelerate

    
      
        	
          Hardware Feature

        
        	
          Basic Configuration 

        
        	
          Balanced Configuration 

        
        	
          Optimal Configuration 

        
      

      
        	
          Number of ESXi Servers 

        
        	
          3

        
        	
          15

        
        	
          15

        
      

      
        	
          Number of physical cores 

        
        	
          4

          (+2 cores for the VMware ESXi server; total 6 physical cores)

        
        	
          4

          (+2 cores for the VMware ESXi server; total 6 physical cores)

           

        
        	
          6

          (+2 cores for the VMware ESXi server; total 8 physical cores)

        
      

      
        	
          RAM (physical server)

        
        	
          40 GB

          (16 GB for the

          ESXi server; 24 GB for SA VM)

        
        	
          64 GB

          (+16 GB for the

          VMware ESXi server;

          48 GB for SA VM)

        
        	
          128 GB

          (+32 GB for the

          VMware ESXi server; 96 GB for SA VM)

        
      

      
        	
          RAM (dedicated to Spectrum Accelerate VM)

        
        	
          24 GB

        
        	
          48 GB

        
        	
          96 GB

        
      

      
        	
          Number of HDDs for data, per module

        
        	
          6

        
        	
          12

        
        	
          12

        
      

      
        	
          Size of data disk drive

        
        	
          1 TB

        
        	
          4 TB

        
        	
          4 TB / 6 TB1

        
      

      
        	
          Minimum size of extra disk drive for VM data store, per module

        
        	
          300 GB

        
        	
          300 GB

        
        	
          300 GB

        
      

      
        	
          Number of SSDs per VMware ESXi host machine

        
        	
          0

        
        	
          1 (500 GB)

        
        	
          1 (800 GB)

        
      

      
        	
          Number of 10-GbE ports 

        
        	
          1

        
        	
          2

        
        	
          4

        
      

    

    

    1 Requires Spectrum Accelerate v11.5.3

    2.2.2  Software requirements

    VMware ESXi is an enterprise-class, type-1 hypervisor developed by VMware for deploying and serving virtual computers. As a type-1 hypervisor, VMware ESXi is not a software application that is installed on an operating system. Instead, it includes and integrates vital operating system components. 

    The VMware ESXi 6.0 software is supported with Spectrum Accelerate V11.5.4, and can be downloaded from the VMware website.

    The VMware ESXi 5.5 Update 2 is also available.

     

    
      
        	
          Note: The VMware ESXi platform must run on a 64-bit operating system.

        
      

    

    Each VMware ESXi host machine should be pre-configured with the following components:

    •VMware ESXi 5.5 Update 2 or later (Update 1 or earlier is not supported).

    •VMware Tools.

    •One data store with at least 250 GB free space for storing the image of the IBM Spectrum Accelerate virtual appliance.

    •Management IP address for the IBM Spectrum Accelerate virtual machine.

    •One or two IP addresses for iSCSI connectivity.

    •SSH access that is enabled (can be disabled after the deployment is completed).

    •SSH and ESX Shell services up and running.

     

    2.3  Software package or Virtual Appliance container

    IBM Spectrum Accelerate is distributed as a Virtual Appliance, which is presented as an Open Virtualization Format (OVF). 

    An administrator can deploy IBM Spectrum Accelerate on virtualized servers in minutes, enabling a tuning-free storage environment to be deployed quickly with outstanding ease of management and agility.

    For more information about the supported software levels and related IBM Spectrum Accelerate Interoperability, see IBM System Storage Interoperation Center (SSIC).

    2.3.1  Licensing information

    IBM Spectrum Accelerate is licensed under an End User License Agreement (EULA) between IBM and the customer who purchased the rights to use the software. 

    IBM Spectrum Accelerate can be ordered in the following licensing models:

    •Perpetual license with annual Software Subscription & Support renewals after the first year

    •Monthly license with optional automatic renewals

    For more information about the licensing information, see the IBM Spectrum Accelerate announcement letter.

    IBM Spectrum Accelerate sends reports to IBM about the allocated storage through the Proactive Support feature (email), and IBM invoices clients if licensed capacity is exceeded. IBM encourages all customers who use the IBM Spectrum Accelerate to enable the Proactive Support function to monitor the use of the capacity licenses and for software license compliance purposes. This process avoids any misuse and discrepancies of the software license usage agreement and ensures that the customer is always compliant.

     

    
      
        	
          Important: Unlicensed use of IBM Spectrum Accelerate, or actual usage that exceeds the licensed storage capacity, might incur extra charges by IBM. Consult with an authorized IBM representative to obtain information about the appropriate IBM Spectrum Accelerate licensing for your organization.

        
      

    

    2.3.2  Software download

    IBM Spectrum Accelerate Software (Virtual Appliance Container) is available for download through IBM Passport Advantage®. For more information about the available download for IBM Spectrum Accelerate, see the IBM Passport Advantage website.

     

    Contact your local IBM Sales Representative to ensure that you have the correct prerequisite information (shown in Table 2-4) before downloading the software package.

    Table 2-4   Example of an IBM Customer information

    
      
        	
          Field 

        
        	
          Example 

        
      

      
        	
          IBM Customer Name 

        
        	
          CustomerXYZ

        
      

      
        	
          IBM Customer Number (ICN)

        
        	
          1234567

        
      

      
        	
          Site Number

        
        	
          123456

        
      

    

    2.3.3  Planning for cloud deployment and available cloud storage solutions

    One advantage of using IBM Spectrum Accelerate is the ability to deploy it in a cloud environment. IBM Lab Services also offers a deployment on SoftLayer.

    IBM Spectrum Accelerate can also be integrated with various independent software vendor (ISV) platform, application, virtualization, and cloud environments.

    To facilitate this integration, IBM provides the software solutions that are listed in Table 2-5, which are also referred to as cloud storage solutions.

    Table 2-5   Cloud storage solutions

    
      
        	
          Cloud storage solution

        
        	
          Version

        
        	
          Compatibility note

        
      

      
        	
          IBM XIV Host Attachment Kit

        
        	
          2.5.0 or later

        
        	
          Available for Linux, Oracle Solaris, and Microsoft Windows Server hosts that are connected over iSCSI only

        
      

      
        	
          IBM XIV Provider for Microsoft Windows Volume Shadow Copy Service (VSS)

        
        	
          2.7.0.1 or later

        
        	
          Oracle Solaris and Microsoft

          Windows Server hosts that are

          connected over iSCSI only

        
      

      
        	
          IBM XIV Storage Replication Adapter (SRA)

        
        	
          2.2.1 or later

        
        	
          For use with VMware vCenter

          Site Recovery Manager

        
      

      
        	
          IBM Storage Driver for OpenStack

        
        	
          1.5.0 or later 

        
        	
          Version 1.5.0 supports only

          the OpenStack Kilo release

        
      

      
        	
          IBM Storage Management Pack for Microsoft System Center Operations Manager

        
        	
          2.4.0 or later

        
        	
           

        
      

    

    IBM Spectrum Accelerate customers can use the IBM cloud storage solutions free of charge, which can be downloaded from the IBM Fix Central website.

    For more information about the available cloud storage solutions for IBM Spectrum Accelerate, see Platform and application integration on the IBM Knowledge Center website.

    2.4  Deployment host

    Deployment host is a client terminal that is used to push the deployment package utility (.OVF file) to the VMware ESXi host to deploy the IBM Spectrum Accelerate virtual environment. The following options are available for deploying the software package utility with IBM Spectrum Accelerate:

    •Windows host

    A Windows host deployment can be performed by using the following methods:

     –	IBM XIV Management GUI until 11.5.3

     –	Deployment Kit Web UI with 11.5.4 or later

     –	Deployment scripts that use the Windows command line

    •A Linux host deployment can be performed by using the following methods:

     –	Deployment Kit Web UI with 11.5.4 or later

     –	Deployment scripts that use the Linux command line

    The deployment host can be any physical computer or hosted virtual machine. It must have a minimum of 10 GB of available HDD space for the downloaded software, depending on the choice of operating system (the file size for Linux deployment utilities is considerably smaller than the Windows deployment utilities).

    The deployment host must run on Ubuntu Linux, Red Hat Enterprise Linux (RHEL), or Microsoft Windows. More information about the supported operating systems is listed in Table 2-6.

    Table 2-6   Supported operating systems for deployment host

    
      
        	
          Operating system

        
        	
          Versions

        
      

      
        	
          64-bit Ubuntu Linux

        
        	
          12.04, 14.04

        
      

      
        	
          64-bit Red Hat Enterprise Linux (RHEL)

        
        	
          6.5

        
      

      
        	
          64-bit Microsoft Windows

        
        	
          Windows 7

        
      

    

    The following software must be installed (if it is not included with the Linux distribution) on the deployment host before the actual deployment of IBM Spectrum Accelerate:

    •For a Linux host, you can download GNU Tar 1.15 or later.

    •For a Windows host, you can download the XIV Management Tools software package.

    2.5  Managing the system

    The management workstation manages all of the storage management-related tasks and must communicate with the related systems after deployment. 

    The management workstation can be any physical computer or hosted virtual machine that is running the XIV Management Tools. 

     

    
      
        	
          Tip: Alternatively, starting with IBM Spectrum Accelerate V11.5.4, you are encouraged to use the Hyper-Scale Manager UI.

        
      

    

    See 2.5.2, “IBM Hyper-Scale Manager” on page 30. The UI itself can simply be accessed through a Web browser. For information specific to installing and using the Hyper-Scale Manager for IBM Spectrum Accelerate V11.5.4, see IBM Hyper-Scale Manager for IBM Spectrum Accelerate Family, IBM XIV, IBM FlashSystem A9000 and A9000R, and IBM Spectrum Accelerate, SG24-8376.

    2.5.1  XIV Management Tools

    The IBM XIV Management Tools is a package that includes the following objects:

    •IBM XIV Management GUI (the IBM XIV Storage Management graphical user interface)

    •XIVTop (the IBM XIV online monitoring tool)

    •IBM XIV Management XCLI (the IBM XIV command-line interface)

    IBM XIV Management GUI, XIVTop, and IBM XIV Management XCLI are supported by 
IBM Spectrum Accelerate. Only the IBM XIV Management GUI is described in the rest of this section.

    IBM XIV Management Tools is available from IBM Fix Central.

    From the IBM Fix Central main page, complete the following steps:

    1.	In the Product selector field, enter Spectrum, then select IBM Spectrum Accelerate, as shown in Figure 2-6.
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    Figure 2-6   Selecting XIV product

    2.	In the Installed Version field, select All and, from the Platform field, select Windows. Then, click Continue, as shown in Figure 2-7.
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    Figure 2-7   Selecting version and platform

    3.	The Select Fixes window displays. Click Management Tools. The default download options are shown in the upper part of the window in the section titled “Download options”. They can be changed by clicking the link at the right side of the section. Figure 2-8 shows the default download method of HTTPS. The Include requisites: Yes download option should not be changed.
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    Figure 2-8   Selecting Management Tools

    4.	Select the latest release for the tool, as shown in Figure 2-9.
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    Figure 2-9   Selecting the IBM XIV Management Tools release

    5.	Browse to the bottom of the window and click Continue.

    6.	The “View and accept terms” window opens. Select I agree to indicate that you agree to the Terms and Conditions.

    7.	Click the download link next to each file to download it (see Figure 2-10).
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    Figure 2-10   Download files

    The IBM XIV Management Tools are now downloaded and must be installed. For more information about how to install the IBM XIV Management Tools, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    The XIV Management Tools consist of the IBM XIV Management GUI, IBM XIV Management XCLI, a command-line tool, and XIVTop.

    IBM XIV Management GUI 

    The IBM XIV Management GUI and built-in management tools make administrative tasks, such as provisioning volumes and monitoring multiple systems, easy and efficient, with little training or expertise required. The unified console enables one-stop centralized administration of multiple IBM Spectrum Accelerate or XIV Storage systems. The management toolkit also extends to mobile devices, which gives users the flexibility of performance and capacity monitoring with the IBM XIV Mobile dashboard. This mobile capability is supported for the Apple iPhone and Apple iPad, and Android devices. 

    The IBM XIV Management GUI runs in Direct mode or Manager mode. Also, the IBM XIV Management GUI that is installed on a 64-bit operating system features different requirements than a 32-bit operating system, as listed in Table 2-7.

    Table 2-7   Direct mode requirements 

    
      
        	
           

        
        	
          Up to 25 systems 

        
        	
          More than 25 systems

        
      

      
        	
          CPU 

        
        	
          Dual Core (two Cores)

        
        	
          Dual Core (two Cores)

        
      

      
        	
          Memory (32-bit)

        
        	
          700 MB

        
        	
          1.1 GB

        
      

      
        	
          Memory (64-bit)

        
        	
          700 MB

        
        	
          1.5 GB

        
      

    

    A maximum of 144 IBM Spectrum Accelerate and XIV Storage systems can be monitored by a single IBM XIV Management GUI in direct mode.

    For large installations with more than 10 systems (IBM Spectrum Accelerate and XIV Storage systems combined), the Hyper-Scale manager can make management tasks more efficient. The Manager mode requirements are listed in Table 2-8.

    Table 2-8   Manager mode requirements

    
      
        	
          CPU

        
        	
          Dual Core (two Cores)

        
      

      
        	
          Memory 

        
        	
          500 MB

        
      

      
        	
          Latency1

        
        	
          50 ms 

        
      

    

    

    1 Maximum allowed latency between a single IBM XIV Management GUI and the IBM Hyper-Scale Manager 

    For more information about supported operating systems, see the XIV Management Tools release notes on IBM Fix Central.

    2.5.2  IBM Hyper-Scale Manager

    The IBM Hyper-Scale Manager reduces operational complexity and enhances capacity planning through the integrated management of multiple IBM Spectrum Accelerate systems. It is ideal for large and multisite IBM Spectrum Accelerate, XIV, and FlashSystem A9000/A9000R deployments.

    The Hyper-Scale Manager provides the following functions:

    •Enables integrated management of all IBM Spectrum Accelerate, XIV, and FlashSystem A9000/A9000R systems across the enterprise, including central configuration of user access rights, hosts, and event rules.

    •Provides powerful health monitoring by integrating events and alerts across the managed IBM Spectrum Accelerate systems.

    •Supports extensive capacity reporting. The system collects capacity-related data over time. This data can be processed later by analytical applications to reveal insights that can be used to improve capacity planning.

    To launch the web browser-based Storage Management GUI, the Hyper-Scale Manager server must be installed and configured.

    Installing Hyper-Scale Manager

    This procedure describes how to install the Hyper-Scale Manager application.

     

    
      
        	
          Tip: For best performance, install the IBM Hyper-Scale on an independent physical or virtual server.

        
      

    

    Download the installation file from Fix Central.

    The name of the installation file is IBM-Hyper-Scale-Manager_x.x.x-x.bin.

    The following list shows the installation prerequisites:

    •The installation takes place on a 64-bit RHEL 6.x or 7.x operating system.

    •The server requires the following components and memory:

     –	At least two CPU cores and 4 GB of RAM

     –	At least 1 GB of disk space in the /tmp directory

     –	76 GB free space under the installation path (the path is configurable, and it does not have to be the home directory)

    To determine the amount of available disk space, enter the following command:

    $ df -h %DIRECTORY%

    If less than 1 GB of disk space and less than 76 GB of free disk space are available in the /tmp installation directory, follow these steps:

    1.	Delete unnecessary files from the /tmp/ installation directory to meet the disk space requirement.

    2.	Extend the file system that contains the /tmp/ installation directory. If necessary, contact the system administrator for information about extending file systems.

     

    
      
        	
          Important: 

          •The installation must be performed by the root user or a user with root privileges (sudo).

          •For the best performance, install Hyper-Scale Manager on a dedicated, independent server.

          •The Hyper-Scale Manager can be installed on a physical or virtual server.

        
      

    

    Complete the following steps to install Hyper-Scale Manager:

    1.	Transfer (usually FTP or SCP works) the downloaded installation package file into your RedHat Enterprise Linux (RHEL) server by using the root user name.

    2.	Log in to your RHEL server and change to the directory that contains the installation package file. Run the following command (Example 2-1) to verify that run permissions are set on the installation package file.

    Example 2-1   Command for setting run permissions
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    $ chmod +x IBM-Hyper-Scale-Manager_5.1.bin
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    3.	Run the command that is shown in Example 2-2 to start the installation.

    Example 2-2   Command to start the installation
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    # ./IBM-Hyper-Scale-Manager_5.1.bin
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    4.	Accept the installation location or select another location and press Enter. Enter y to approve the installation, as shown in Example 2-3, or n to cancel the installation.

    Example 2-3   Approving the installation
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    IBM Hyper-Scale Manager is going to be installed under a designated user ‘msms’.

    Press ‘Enter’ to accept the installation location [/home/msms] or a different path to override >

    Press any key to continue the installation

    IBM Hyper-Scale Manager will be installed under /home/msms/hyperscale.

    Please approve to continue with the installation [y/n] >y
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    5.	Accept the license agreement.

    6.	When the installation is complete, verify that all of the required ports are opened on the operating system (OS) firewall:

     –	Outbound only: Simple Mail Transfer Protocol (SMTP): Port 25

     –	FlashSystem A9000/A9000R, XIV Gen3, and IBM Spectrum Accelerate SW communication: Port 7778

     –	Web GUI: Port 8443/8080

    2.5.3  VMware management tools 

    VMware has various management tools available to administer their suite of products. Because the deployment of the IBM Spectrum Accelerate is based on VMware ESXi hypervisor, vSphere Client or VMware vCenter (with the vSphere Client or vSphere web client) can be used to manage the VMware ESXi hosts. 

    VMware vSphere client 

    The vSphere client is a tool that manages the VMware ESXi hosts that are deployed in a data center environment. It is the principal user interface for administering the VMware ESXi hosts and is required during the deployment stage. When you first log in to the vSphere client, it displays a home page with icons that you select to access vSphere client functions. When you log out of the vSphere client interface, the client application retains the view that was displayed when it closed and returns you to that view when you next log in.

    You can perform many management tasks from the Inventory view, which consists of a single window that features a menu bar, navigation bar, toolbar, status bar, panel section, and menus.

    The VMware VSphere Client can be downloaded from the VMware website.

    Specifications 

    The vSphere client requires Microsoft .NET 3.5 SP1 Framework or later. If it is not installed on your system, the vSphere client installer installs it. The .NET 3.5 SP1 installation might require Internet connectivity to download other files.

    The vSphere Web Client requires Adobe Flash Player version 11.1.0 or later to be installed with the appropriate plug-in for your browser.

    For more information about VMware vSphere, see the VMware vSphere Documentation Center.

    VMware vCenter

    VMware vCenter is the centralized management tool for the vSphere suite. VMware vCenter server allows for the management of multiple ESX servers and VMs from different ESX servers through a single console application. 

    VMware vCenter greatly simplifies the management of multiple VMware ESXi servers and can reduce the amount of effort that is needed to support IBM Spectrum Accelerate environments.

    VMware VCenter Server can be downloaded from the following VMware website:

    Specifications 

    For more information about the specifications and requirements for installing VMware vCenter server, follow the guideline outlines in the VMware Knowledge Base.

     

    
      
        	
          Note: The installation and configuration of VMware products is outside of the scope of this book. It is assumed that the tools are present in preparation for the deployment. For more information about VMware products, see the VMware website.

        
      

    

    2.6  Network Time Protocol server 

    A Network Time Protocol (NTP) time server can be configured for the IBM Spectrum Accelerate environment to synchronize the system time with other systems. To use this time server, the IP address (or server name), netmask, and gateway must be configured. It is a recommended practice to integrate with an NTP server before replication services are used with other IBM Spectrum Accelerate systems. 

    Setting the NTP server is done from the System settings window in the IBM XIV Management GUI, as shown in Figure 2-11.
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    Figure 2-11   Setting NTP server

    Configure an NTP server for each of the IBM Spectrum Accelerate systems, and make sure that the NTP server is reachable from the locations where the systems are available. 

     

    
      
        	
          Tip: Make sure to specify the NTP server on VMware ESXi to keep all of the timers synchronized (see Figure 2-12).
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    Figure 2-12   Setting NTP server on VMware ESXi

    2.7  LDAP-based authentication

    IBM Spectrum Accelerate offers the capability to use LDAP server-based user authentication.

    When LDAP authentication is enabled, the IBM Spectrum Accelerate accesses a specified LDAP directory to authenticate users whose credentials are maintained in the LDAP directory.

    The benefits of an LDAP-based centralized user management can be substantial when considering the size and complexity of the overall IT environment. Maintaining local user credentials repositories is relatively straightforward and convenient when dealing with only a few users and a few storage systems. 

    However, as the number of users and interconnected systems grows, the complexity of user account management rapidly increases, and managing such an environment becomes a time-consuming task.

    For more information about the integration with LDAP, see IBM XIV Storage System Architecture and Implementation, SG24-7659.
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IBM Spectrum Accelerate command-line deployment

    The command-line deployment kit is a self-contained application that features all of the necessary files that are required to install IBM Spectrum Accelerate. The IBM Spectrum Accelerate deployment kit is available for Microsoft Windows and Linux systems. 

    This chapter describes the steps to install an IBM Spectrum Accelerate system by using the command-line version of the deployment kit for Windows and Linux hosts.

    This chapter includes the following topics:

    •3.1, “Preparing the environment for IBM Spectrum Accelerate” on page 38

    •3.2, “Preparing the IBM Spectrum Accelerate deployment XML” on page 42

    •3.3, “Windows command-line deployment procedure” on page 45

    •3.4, “Linux command-line deployment procedure” on page 50

    •3.5, “Troubleshooting command-line deployment failure” on page 53

    3.1  Preparing the environment for IBM Spectrum Accelerate

    Before the IBM Spectrum Accelerate system can be deployed, the ESXi host servers and network environment must be properly configured. This configuration includes preparing the physical network connectivity and reserving TCP/IP addresses for the IBM Spectrum Accelerate system management. Configuration also includes reserving iSCSI connections and TCP/IP addresses for the ESXi server management connections. The ESXi servers must be properly configured to work as IBM Spectrum Accelerate modules, and have a local data store and the virtual networking infrastructure setup correctly. This section reviews the preparation of the environment.

    3.1.1  Network configuration

    Preparing the network for an IBM Spectrum Accelerate system requires that sufficient physical connectivity be in place, and that the virtual networking switches be associated with the physical network and the virtual network ports. The physical network connectivity must contain 10 Gbps Ethernet (GigE) connections to support the IBM Spectrum Accelerate module interconnection. In addition, it is best to provide multiple physical network device connections to each IBM Spectrum Accelerate module to ensure network redundancy in case of network device failure. For more information about the physical network configuration, see 6.2.1, “Network infrastructure” on page 125.

    There must be sufficient independent subnets to properly segregate the logical networks on which the IBM Spectrum Accelerate system relies. These subnets include a separate subnet for the following tasks:

    •ESXi host management

    •IBM Spectrum Accelerate system management

    •IBM Spectrum Accelerate module interconnect traffic

    •IBM Spectrum Accelerate iSCSI host attachment

    The IBM Spectrum Accelerate system management TCP/IP addresses can be within the same subnet as the ESXi host management TCP/IP addresses. Managing the host ESXi server and the XIV require little physical connectivity, and can be connected by using 10/1000 Ethernet.

    The iSCSI host attachment and IBM Spectrum Accelerate module interconnect networks must be on separate subnets and optimally separate physical 10 Gbps Ethernet connections to provide sufficient bandwidth to support high workloads.

    The configuration of the ESXi host must contain three virtual switches that are dedicated to IBM Spectrum Accelerate system management, iSCSI host connectivity, and module interconnection traffic. Each of these virtual switches must contain a port group that is dedicated to these functions and named appropriately. The port group names are used within the IBM Spectrum Accelerate deployment kit configuration XML file to identify the networks. 

    3.1.2  ESXi server configuration

    The VMware ESXi servers must be correctly configured with appropriate data store and virtual network settings. IBM Spectrum Accelerate systems require a data store with at least 250 GB of available space for the system files. This data store can be local to the ESXi server to reduce the amount of latency that the system experiences during operation. For more information, see Chapter 2, “Planning for IBM Spectrum Accelerate” on page 13. A conceptual depiction of the ESXi networking is shown in Figure 1-4 on page 9.

     

    
      
        	
          Note: The IBM Spectrum Accelerate support for converged infrastructures that was introduced in version 11.5.1 allows multiple virtual machines to coexist with IBM Spectrum Accelerate virtual machine. There must be sufficient memory, processing cores, and networking connectivity within the server to dedicate to the IBM Spectrum Accelerate virtual machines. 

          The IBM Spectrum Accelerate virtual machine must allocate a minimum of 24 GB of memory, four CPU cores, and six disk drives that can be used in RDM mode.

        
      

    

    A VMware datastore must be defined with enough extra space. The amount of required extra space is described in 2.4, “Deployment host” on page 25. You must use a local disk for that purpose, as shown in Figure 3-1.
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    Figure 3-1   ESXi data stores content before IBM Spectrum Accelerate deployment

    The ESXi host network configuration requires virtual switches be configured to support the subnets that are described in 3.1.1, “Network configuration” on page 38. Figure 3-2 shows an example of these virtual switches and how they are mapped to the physical connections. Each vSwitch contains a port group with an identifying network name. When deploying the IBM Spectrum Accelerate system, these port group names are what is used to determine the network identity.
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    Figure 3-2   ESXi network configuration in preparation of IBM Spectrum Accelerate deployment

    For more information about ESXi servers and environments, see Chapter 2, “Planning for IBM Spectrum Accelerate” on page 13.

    3.1.3  VMware vSphere configuration for converged infrastructure

    IBM Spectrum Accelerate version 11.5.1 introduced support for converged infrastructures. This feature allows the installation of an IBM Spectrum Accelerate system onto an ESXi cluster that features virtual machines. To complete the installation of an IBM Spectrum Accelerate system with converged infrastructure support, each ESXi server within the cluster must meet the minimum resource requirements to host the IBM Spectrum Accelerate system virtual machines.

    The following minimum resources are required to install and operate an IBM Spectrum Accelerate system virtual machine:

    •CPU Cores	

    The ESXi server must dedicate at least four cores to the IBM Spectrum Accelerate virtual machine. For converged infrastructure support, the ESXi server requires enough CPU cores to operate the IBM Spectrum Accelerate virtual machine, co-existing virtual machines, and the base ESXi server software.

    •Memory	

    The ESXi server must dedicate at least 24 GB of memory to the IBM Spectrum Accelerate virtual machine. For converged infrastructure support, the ESXi server requires enough memory to operate the IBM Spectrum Accelerate virtual machine, co-existing virtual machines, and the base ESXi server software.

    •Raw Disk Devices	

    The ESXi server must dedicate at least six raw disk drives directly to the IBM Spectrum Accelerate virtual machine. For converged infrastructure support, the ESXi server requires enough storage devices so that the following requirements can be met:

     –	The IBM Spectrum Accelerate virtual machine can be assigned at least six local disk drives.

     –	The co-existing virtual machines have access to other storage. 

    The base ESXi server software also requires local storage resources for its system software.

    •Network Resources	

    The ESXi server must dedicate at least one 10 Gbps Ethernet connections to the IBM Spectrum Accelerate virtual machine to support the interconnect and iSCSI networks. For converged infrastructure support, the ESXi server requires that enough networking resources be available so that the IBM Spectrum Accelerate virtual machine can be assigned the network resources. At the same time, co-existing virtual machines retain access to their network resources. This requirement includes ensuring that there are sufficient unique TCP/IP addresses and addressable subnets available for the IBM Spectrum Accelerate system, co-existing virtual machines, and the base ESXi server.

     

    
      
        	
          Note: A minimum of two 10-GigE ports is needed for fault tolerance and load balancing.

        
      

    

    •SSD	s (optional) 

    IBM Spectrum Accelerate systems allows the use of an optional solid-state drive (SSD) to accelerate read performance. If the SSD Caching feature is used, the ESXi server must dedicate at least one 500 GB SSD device directly to the IBM Spectrum Accelerate virtual machine. For converged infrastructure support, the ESXi server requires enough SSDs so that the IBM Spectrum Accelerate virtual machine can be assigned a disk drive, while co-existing virtual machines have access to any SSDs they might need.

    For more information about the requirements for an IBM Spectrum Accelerate with converged infrastructure support, see Chapter 2, “Planning for IBM Spectrum Accelerate” on page 13.

    Converged infrastructure and vSphere high availability feature

    VMware ESXi servers can be assigned to high-availability clusters to reduce the effect of hardware or connectivity failures. Because of the inherent redundancy of the IBM Spectrum Accelerate system’s grid architecture, there is no need for the IBM Spectrum Accelerate virtual machines to be added to a high-availability cluster, and doing so causes performance and stability problems. If the vSphere high availability clustering feature for ESXi is used on co-existing virtual machines, ensure that the IBM Spectrum Accelerate system is not monitored and managed. 

    Complete the following steps to ensure that the IBM Spectrum Accelerate virtual machines are excluded from high availability monitoring:

    1.	Connect as an administrative user to the VMware vCenter that manages the ESXi servers IBM Spectrum Accelerate that is deployed against. 

    2.	Right-click the cluster that contains the individual ESXi servers and select Edit Settings to open the cluster virtual machine settings.

    3.	Select the VM Monitoring option that is under the VMware HA heading in the left window pane. The high-availability cluster monitoring settings are completed in the main window.

    4.	Ensure that the high availability monitoring for the IBM Spectrum Accelerate virtual machines option is Disabled on all ESXi servers within the cluster, as shown in Figure 3-3.
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    Figure 3-3   Disabling vSphere HA monitoring for the IBM Spectrum Accelerate virtual machines

    3.2  Preparing the IBM Spectrum Accelerate deployment XML

    Before deploying an IBM Spectrum Accelerate system, ensure that you completed the pre-deployment tasks that are described in Chapter 2, “Planning for IBM Spectrum Accelerate” on page 13.

    Also, ensure that the network and the ESXi infrastructure are correctly configured. This configuration includes verifying the correct number of iSCSI ports and IP addresses, hard disk drives (HDD), and the optional SSDs are used as the base hardware for your Spectrum Accelerate system.

    Deploying an IBM Spectrum Accelerate system requires a deployment configuration XML file. This configuration XML file contains the settings for the IBM Spectrum Accelerate system and the ESXi servers on which it is deployed. The IBM Spectrum Accelerate deployment kit includes an XML template file that can be edited to conform to the target environment. The XML file includes the following main sections:

    •The first section of the deployment XML file contains all of the system-wide configuration settings for the IBM Spectrum Accelerate system. This section includes components, such as the system’s name, the amount of memory to dedicate to the system, the number of drives, and other system-wide settings. All configuration within this section pertains to the overall layout of the system.

    •The second section of the deployment XML file is used to define a vCenter host. This section is optional. If vCenter is not being used, this section can be removed or commented out from the file. 

    •The third section of the deployment XML file is used to define the individual ESXi servers settings. After deployment, each server is an individual IBM Spectrum Accelerate module. This section includes defining components, such as the ESXi data store name on each server, the network port group names, and access controls.

     

    
      
        	
          Note: The deployment template XML file can be obtained by running the deployment kit with the -e argument. See Example 3-1 for an example on a Linux system.

        
      

    

    Example 3-1   Obtaining the template XML file to prepare for command line deployment
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    itsouser: ~$ ./xiv_sds_deployment_kit-11.5.1.c-git-8f8231f5a544.bash -e

    Searching embedded archive for example files... Please wait.

    SDS_Deploy/deploy/sds_machine_template.xml

    Examples available in ./XIV_Deployment_Examples/

    itsouser: ~$ ls ~/XIV_Deployment_Examples

    sds_machine_template.xml
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    Example 3-2 shows the XML template file with explanations of what each value represents. This template XML lists a single ESXi server stanza only. IBM Spectrum Accelerate systems require a minimum of three ESXi servers to successfully deploy. Required fields that must be defined for successful deployment are shown in bold in the example.

    Example 3-2   Sample xml file
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    <?XIVSDS xml_version="1.4.0"?>

    <sds_machine

        name="UNIQUE_NAME_FOR_THE_MACHINE"

        interconnect_mtu="A_NUMBER_1500_TO_9000"

        vm_gateway="GATEWAY_FOR_MGMNT_NETWORK"

        vm_netmask="NETMASK_FOR_MGMENT_NETWORK"

        data_disks="NUMBER_OF_RDM_DATA_DISKS_6_TO_12"

        memory_gb="MEMORY_FOR_VM_IN_GB_24_TO_128"

        icn="SEVEN_DIGIT_IBM_CUSTOMER_NUMBER"

        ssd_disks="NUMBER_OF_RDM_SSD_DISKS_0_OR_1"

        off_premise="YES_OR_NO"

        num_cores="NUM_OF_CORES_4_TO_20"

        enable_diagnostic_mode="YES_OR_NO"

        data_disks_size_gb="WANTED_DISK_SIZE_IN_GB_IN_1TB_INCREMENTS"

        ssd_disks_size_gb="WANTED_SSD_SIZE_IN_GB">

     

    
      
        	
          Important: The IBM Spectrum Accelerate system <sds_machine> stanza includes the following components:

          •name: This value sets the IBM Spectrum Accelerate system name.

          •interconnect_mtu: This value defines the packet size that is used over the interconnect network.

          •vm_gateway: This value defines the management gateway IP address.

          •vm_netmask: This value defines the netmask for the vm_gateway IP address.

          •data_disks: This value defines the number of RDM disks that is allocated in each module.

          •memory_gb: This value defines the amount of memory in GiB that is dedicated to each VM.

          •icn: This value defines the IBM Customer Number that is used to access support.

          •ssd_disks: This value defines the number of SSDs in each module.

          •off_premise: This value indicates whether the deployment is on-premises or in a cloud environment.

          •num_cores: This value defines the number of cores each VM uses.

          •enable_diagnostic_mode: This value defines whether the system performs a post test of the system following deployment.

          •data_disks_size_gb: This value defines the size of disks that is used across the system.

          •ssd_disks_size_gb: This value defines the size of SSDs that are used across the system.

        
      

    

    <vcenter_host

            name="VCENTER_HOSTNAME_OR_IP"

            datacenter="NAME_OF_EXISTING_DATACENTER_ON_VCENTER"

            username="VCENTER_ADMIN_USERNAME"

            password="VCENTER_ADMIN_PASSWORD">

    </vcenter_host>

     

    
      
        	
          Optional: The IBM Spectrum Accelerate vCenter <vcenter_host> stanza includes the following components:

          •name: This value defines the host name or IP address of the vCenter host.

          •datacenter: This value defines the datacenter that contains the ESXi servers that are used as IBM Spectrum Accelerate modules.

          •username: This value defines the user ID of the Administrative user of the vCenter host.

          •password: This value defines the password of the Administrator for the vCenter host.

        
      

    

    <esx_servers>

    <server

                hostname="NAME_OR_IP_OF_ESX_SERVER"

                username="root"

                password="ESX_ROOT_PASSWORD"

                Data store="DATASTRORE_NAME_ON_SERVER"

                mgmt_network="NAME_OF_VSWITCH_TO_BE_USED_AS_MGMT_NETWORK"

                iscsi_network="NAME_OF_VSWITCH_TO_BE_USED_AS_ISCSI_NETWORK"

                vm_mgmt_ip_address="IP_ADDRESS_TO_BE_GIVEN_TO_THE_MGMT_NETWORK"

                interconnect_ip_address="IP_ADDRESS_TO_BE_USED_FOR_THIS_VM"

                interconnect_ip_netmask="NETMASK_FOR_THE_INTERCONNECT_ADDRESS"

                interconnect_network="VSWITCH_TO_BE_USED_AS_INTERCONNECT_NETWORK">

    </server>

     

    
      
        	
          Important: The IBM Spectrum Accelerate ESXi server <esx_servers> stanza includes the following components:

          •hostname: This value defines the hostname or IP address of the ESXi server.

          •username: This value defines the user ID of the Administrative user of the ESXi server.

          •password: This value defines the password for the Administrator for the ESXi server.

          •Data store: This value defines the name of the ESXi server data store where the Spectrum Accelerate system software is installed.

          •mgmt_network: This value defines the port group name of the management network on the ESXi server.

          •iscsi_network: This value defines the port group name of the iSCSI network on the ESXi server.

          •vm_mgmt_ip_address: This value defines the IP address that is used to manage the IBM Spectrum Accelerate system with the IBM XIV Management tools.

          •interconnect_ip_address: This value defines the IP address that is used for interconnection traffic.

          •interconnect_ip_netmask: This value defines the netmask for the subnet of which the interconnect IP is a member.

          •interconnect_network: This value defines the port group name of the interconnect network on the ESXi server.

        
      

    

    </esx_servers>

     

    
      
        	
          Tip: Add extra ESXi servers to the <esx_servers> stanza as more <server> </server> sub-stanzas.

        
      

    

    </sds_machine>
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    A prepared deployment XML can also be generated by using the IBM XIV Management GUI, IBM Spectrum Accelerate deployment tool, which is described in Chapter 4, “IBM Spectrum Accelerate GUI-based deployment” on page 55. You can export a completed deployment XML when all of the deployment values are entered in the GUI, which simplifies creating the XML file.

    A customized XML file is shown in Example 3-5 on page 47.

    3.3  Windows command-line deployment procedure

    The IBM Spectrum Accelerate system deployment kit is delivered as a compressed archive that is available from IBM Passport Advantage. For more information about acquiring the deployment kit, see 2.3.2, “Software download” on page 24.

    3.3.1  Obtaining and extracting the Windows deployment kit

    Obtain the IBM Spectrum Accelerate deployment kit from IBM Passport Advantage. The package name for the Windows version is named something similar to xiv_sds_deployment_kit.zip. Save the deployment kit archive in a working directory.

    Example 3-3 uses a directory on the C drive called C:\SpectrumAccelerate\SDS_Deploy_Win.

     

    
      
        	
          Tip: To avoid potential issues, keep the path length for the deployment kit fewer than 255 characters and ensure that the path does not contain any folders with spaces in the name.

        
      

    

    When the deployment kit is placed into a directory, extract the file. Example 3-3 displays a deployment kit archive after it is extracted. Future versions might differ, but the structure is similar.

    Example 3-3   Contents of the deployment utility
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    c:\SpectrumAccelerate\SDS\SDS_Deploy_Win>dir

     

     Directory of c:\SpectrumAccelerate\SDS\SDS_Deploy_Win

     

    01/06/15  08:32 PM               343 copywin.py

    02/20/15  08:50 AM    <DIR>          deploy

    02/20/15  08:32 AM    <DIR>          DLLs

    02/20/15  08:50 AM    <DIR>          Lib

    02/20/15  08:31 AM    <DIR>          Libs

    01/06/15  08:32 PM            14,528 LICENSE

    01/06/15  08:32 PM             1,857 Microsoft.VC90.CRT.manifest

    01/06/15  08:32 PM           224,768 msvcm90.dll

    01/06/15  08:32 PM           568,832 msvcp90.dll

    01/06/15  08:32 PM           655,872 msvcr90.dll

    01/06/15  08:32 PM           359,882 NEWS

    01/06/15  08:32 PM            27,136 python.exe

    01/06/15  08:32 PM         2,448,384 python27.dll

    01/06/15  08:32 PM           357,888 pythoncom27.dll

    01/06/15  08:32 PM             8,192 pythoncomloader27.dll

    01/06/15  08:32 PM            10,752 PythonService.exe

    01/06/15  08:32 PM            27,136 pythonw.exe

    01/06/15  08:32 PM           109,056 pywintypes27.dll

    01/06/15  08:32 PM            54,979 README

    02/20/15  08:31 AM    <DIR>          Scripts

    02/20/15  08:32 AM    <DIR>          VMware OVF Tool

    02/19/15  05:33 PM             9,585 windows_deploy.py

    01/27/15  05:11 PM                48 xiv_sds_deployment_win.cmd

    01/06/15  08:32 PM                30 xpyv.cmd

    [image: ]

    There are only two files that must be manipulated with during the deployment process: the deployment executable file (xiv_sds_deployment_win.cmd) and the XML template file, which must be customized for the target environment. A template of the deployment configuration XML is in the deploy folder and can be edited with a text editor.

    Example 3-4 shows the contents of the SDS_Deploy_Win/deploy folder. The deployment configuration XML is highlighted in bold for clarity.

    Example 3-4   Locating the .xml template
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    c:\SpectrumAccelerate\SDS\SDS_Deploy_Win\deploy>dir

     

     Directory of c:\SpectrumAccelerate\SDS\SDS_Deploy_Win\deploy

     

    02/19/15  05:29 PM            11,535 attach_disks_on_esx.py

    02/20/15  10:19 AM            98,432 deploy_sds.log

    02/19/15  05:29 PM            82,670 deploy_sds.py

    02/20/15  08:50 AM            67,369 deploy_sds.pyc

    02/19/15  05:33 PM               123 deploy_ver

    02/19/15  05:29 PM            11,991 esxi_verifications.py

    02/20/15  09:10 AM            10,597 esxi_verifications.pyc

    02/20/15  08:54 AM    <DIR>          new_outputs

    02/20/15  09:10 AM                 0 rng_errors.txt

    02/19/15  05:29 PM            11,001 Sample_RDM.ovf

    02/19/15  05:29 PM             1,701 sds_machine_template.xml

    02/19/15  05:29 PM             5,539 sds_validations.py

    02/20/15  08:50 AM             9,069 sds_validations.pyc

    02/19/15  05:29 PM             1,130 sds_xml.py

    02/20/15  08:50 AM             1,254 sds_xml.pyc

    02/19/15  05:29 PM             7,203 validate_sds_xml.py

    02/20/15  08:50 AM             5,424 validate_sds_xml.pyc

    02/19/15  05:29 PM         4,234,240 xiv_local_storage.vmdk

    02/19/15  05:29 PM     1,163,526,144 xiv_sw_image.vmdk
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    3.3.2  Customizing the IBM Spectrum Accelerate configuration XML file

    To customize the configuration file, open the XML template file for editing in a text editor. Some text editors do not parse the formatting correctly and display the file with all options in a single line. If this issue is the case, use a different text editor to help simplify the process. 

    Customize the XML file to contain a configuration for the environment where the IBM Spectrum Accelerate is deployed.

     

    
      
        	
          Important: Ensure that the editing process does not change the file type. The deployment kit must be a .xml file for the deployment to be successful.

        
      

    

    Example 3-5 on page 47 shows a customized XML file that can be used to deploy an IBM Spectrum Accelerate system.

    This example does not include a vCenter, which is why the <vcenter_host> stanza is missing. The example includes information for four ESXi servers and deploys the IBM Spectrum Accelerate system as a four-module system.

    Example 3-5   Example of a customized XML file
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    <?XIVSDS xml_version="1.4.0"?>

    <sds_machine

    	name="ITSO_SA_1"

    	interconnect_mtu="9000"

    	vm_gateway="10.0.20.1"

    	vm_netmask="255.255.255.0"

    	data_disks="6"

    	memory_gb="24"

    	icn="1234567"

    	ssd_disks="0"

    	off_premise="no"

    	num_cores="4"

    	enable_diagnostic_mode="yes"

     

    <esx_servers>

            <server

    			hostname="10.0.20.134"

    			username="root"

    			password="password"

    			Data store="ds1"

    			mgmt_network="Management Network"

    			iscsi_network="xiv_sds2_mgmt_isci"

    			vm_mgmt_ip_address="10.0.20.114"

    			interconnect_ip_address="14.170.0.114"

    			interconnect_ip_netmask="255.255.255.0"

    			interconnect_network="xiv_sds2_interconnect"

    		/>

    		

            <server

    			hostname="10.0.20.135"

    			username="root"

    			password="password"

    			Data store="ds2"

    			mgmt_network="Management Network"

    			iscsi_network="xiv_sds2_mgmt_isci"

    			vm_mgmt_ip_address="10.0.20.115"

    			interconnect_ip_address="14.170.0.115"

    			interconnect_ip_netmask="255.255.255.0"

    			interconnect_network="xiv_sds2_interconnect"

    		/>

     

            <server

    			hostname="10.0.20.136"

    			username="root"

    			password="password"

    			Data store="ds3"

    			mgmt_network="Management Network"

    			iscsi_network="xiv_sds2_mgmt_isci"

    			vm_mgmt_ip_address="10.0.20.116"

    			interconnect_ip_address="14.170.0.116"

    			interconnect_ip_netmask="255.255.255.0"

    			interconnect_network="xiv_sds2_interconnect"

    		/>

     

    <server

    			hostname="10.0.20.137"

    			username="root"

    			password="password"

    			Data store="ds4"

    			mgmt_network="Management Network"

    			iscsi_network="xiv_sds2_mgmt_isci"

    			vm_mgmt_ip_address="10.0.20.117"

    			interconnect_ip_address="14.170.0.117"

    			interconnect_ip_netmask="255.255.255.0"

    			interconnect_network="xiv_sds2_interconnect"

    		/>

     

    </esx_servers>

    </sds_machine>
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    3.3.3  Deploying IBM Spectrum Accelerate from the Windows command line

    After the deployment kit is extracted and the deployment configuration XML is modified, the deployment process can be started. Run the xiv_sds_deployment_win.cmd -h command to see the possible options for deployment. 

    Example 3-6 shows the available options when the -h argument is provided. The -c or --config=FILE argument is the only option that is required to start the deployment as it provides the path of the deployment configuration XML file. The -w or --web-ui and --report-ui-progress options were introduced with IBM Spectrum Accelerate V11.5.4, and they open a Deployment Kit Web UI, as described in 4.4, “Deployment by using Deployment Kit Web UI” on page 69.

    Example 3-6   Deployment command options
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    Y:\xiv_sds_deployment_kit-11.5.4-internal-p20161108_133518-git-355a5b4885be\SDS_Deploy_Win>xiv_sds_deployment_win.cmd -h

    Usage: windows_deploy.py [options]

     

    Options:

      -h, --help            show this help message and exit

      -c FILE, --config=FILE

                            Deploy based on the specified XML configuration file

                            (full path).

      -f, --force           Allows the deployment script to delete existing VMs

                            that have the same name.

      -T, --esxi-verifications-only

                            Run ESXi verifications only.

      -t, --allow-configuring-esxi

                            Allow changing ESXi settings.

      -a, --add-module      Add one or more virtual XIV modules (storage nodes).

                            Can be used only with -c|--config.

      -V, --verbose         Run in verbose mode. Can be used only with

                            -c|--config.

      -v, --version         Display the version number of the embedded XIV

                            microcode.

      -n, --no-startup      Deploy, but do not turn the VMs.

      -b, --batch           Assume 'N' on all user prompts.

      -d, --diagnostic-only

                            Run diagnostic mode and then clean up.

      -i, --get-ilmt-tag    Returns ILMT tag and exits.

      -w, --web-ui          Runs deployment through a web UI.

      --override=VARVALUE   INTERNAL: override a variable from deploy_sds.py

      --import-over=FILENAME

                            INTERNAL: import a python file to override

                            deploy_sds.py variables/functions (caution!)

      --diagnostic-defaults-file=XML_FILE

                            INTERNAL: inject defaults to diagnostic kit from

                            provided XML file

      --allow-lsa-on-hdd    INTERNAL: Allows installing LSA on HDD as data drive

                            (rather than SSD)

      --report-ui-progress  INTERNAL: Reports progress when deploying with UI
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    When an IBM Spectrum Accelerate system is deployed, the -V or --verbose argument helps to provide more information about the progress and status of the deployment. Example 3-7 shows an example of running the deployment command in verbose mode.

    Example 3-7   Deploying an IBM Spectrum Accelerate system with verbosity turned on
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    c:\SpectrumAccelerate\SDS\SDS_Deploy_Win>xiv_sds_deployment_win.cmd -V -c deploy_itso_sds1_1.xml
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    Example 3-8 includes an excerpt of verbose output during deployment. The output shows the creation of the RDM disk devices and the installation of the IBM Spectrum Accelerate system software to the module.

    Example 3-8   Sample output of the script for a single module
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    2015-02-20 10:08:34: Creating direct attach disks on ESXi server 159.xx.y09.30: 6 data disks and 0 SSD disks

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Device mpx.vmhba32:C0:T0:L0 is of type CD-ROM - skipped

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686599b as DATA disk #1

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056855703 as DATA disk #2

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686073f as DATA disk #3

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005684365f as DATA disk #4

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056853ba3 as DATA disk #5

    2015-02-20 10:08:44: [159.xx.y09.30] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056855477 as DATA disk #6

    2015-02-20 10:08:44: Going to deploy VM itso_sds1_module_2

    Opening OVF source: new_outputs/vmdk/tmp_ovf.ovf

    Opening VI target: vi://root@159.xx.y09.30:443/

    Deploying to VI: vi://root@159.xx.y09.30:443/

    Transfer Completed
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    The deployment of the IBM Spectrum Accelerate system is completed when the installation process finishes for all of the modules in the system. Diagnostics are run as the last step of the deployment process if the configuration XML contained the option to do so.

    Example 3-9 shows what completion of the deployment process looks like on a four-module IBM Spectrum Accelerate system with six HDDs and no SSDs.

    Example 3-9   Sample of successful deployment 
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    2015-02-20 10:18:13: Deploy of All modules completed successfully!

    2015-02-20 10:18:13: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_1

    2015-02-20 10:18:29: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_2

    2015-02-20 10:18:46: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_3

    2015-02-20 10:19:02: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_4

    2015-02-20 10:19:19: Adding disks to All VMs completed successfully

    2015-02-20 10:19:19: Turning on VM: 'itso_sds1_module_1' on ESXi host: '159.xx.y09.56'

    2015-02-20 10:19:20: Turning on VM: 'itso_sds1_module_2' on ESXi host: '159.xx.y09.30'

    2015-02-20 10:19:21: Turning on VM: 'itso_sds1_module_3' on ESXi host: '159.xx.y09.28'

    2015-02-20 10:19:22: Turning on VM: 'itso_sds1_module_4' on ESXi host: '159.xx.y09.29'

    2015-02-20 10:19:39: Module 1 started successfully

    2015-02-20 10:19:39: Module 2 started successfully

    2015-02-20 10:19:40: Module 3 started successfully

    2015-02-20 10:19:40: Module 4 started successfully

    2015-02-20 10:19:40: System (non-unique) serial number: 9021379

    2015-02-20 10:19:40: System's machine unique ID (UUID): b750cae8fd6b419a92a597678902df33

    2015-02-20 10:19:40: All Done
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    3.4  Linux command-line deployment procedure

    The Linux deployment kit is delivered as a bash script with a self-contained archive. The deployment kit must be copied to the Linux system that is used for deployment. Place the deployment kit in a directory where the user has adequate permissions.

    This section reviews the required steps to deploy an IBM Spectrum Accelerate system from a Linux server.

    3.4.1  Obtaining a deployment XML configuration file from the deployment kit

    The Linux deployment kit contains a deployment configuration XML template. Run the script with the -e argument to extract the template XML from the deployment kit. Example 3-10 shows the extraction of the configuration XML template from the deployment kit.

    Example 3-10   Extracting the deployment configuration XML template from the deployment kit
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    itsouser: ~$ ./xiv_sds_deployment_kit-11.5.1.c-git-8f8231f5a544.bash -e

    Searching embedded archive for example files... Please wait.

    SDS_Deploy/deploy/sds_machine_template.xml

    Examples available in ./XIV_Deployment_Examples/

    itsouser: ~$ ls ~/XIV_Deployment_Examples

    sds_machine_template.xml
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          Important: A deployment configuration XML file that is obtained as an exported XML file from the IBM XIV Management GUI can be used to simplify the configuration process.

        
      

    

    3.4.2  Customizing the IBM Spectrum Accelerate configuration XML file

    The deployment configuration XML template must be edited to reflect the environment where the IBM Spectrum Accelerate system is installed. Open the deployment configuration XML template file in a simple text editor. Customize the XML file to reflect the correct environment and wanted system settings.

    Example 3-5 on page 47 shows a customized XML file that can be used to deploy an IBM Spectrum Accelerate system. This example does not include SSD drives or the use of a vCenter. It includes information for four ESXi servers. 

    After the deployment configuration XML file is customized, create a backup to prevent accidental deletion later.

    3.4.3  Deploying IBM Spectrum Accelerate from the Linux command line

    After the XML file is edited, it must be placed in a directory where the user has permissions. Place the configuration XML in the same directory as the deployment kit. This placement simplifies the commands to start the deployment process. 

    The Linux deployment kit is delivered as a bash script that contains the deployment archives. The deployment kit can be run directly with arguments that alter the behavior of the installation process. Use the -h or --help argument to see a list of the available arguments and their usage. Example 3-11 shows the available options when -h or --help is used. The -w or --web-ui options were introduced with IBM Spectrum Accelerate V11.5.4, and they open a Deployment Web UI, as described in 4.4, “Deployment by using Deployment Kit Web UI” on page 69.

    Example 3-11   Deployment script usage
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    [root@SCB5 Deploy_Kits]# ./xiv_sds_deployment_kit-11.5.4-internal-p20161108_133518-git-355a5b4885be.bash -h

    Usage: ./xiv_sds_deployment_kit-11.5.4-internal-p20161108_133518-git-355a5b4885be.bash [options]

    -c|--config XML_PATH          : Deploy based on the specified XML configuration file (full path).

    -n|--no-startup               : Deploy on the ESXi hosts without turning on the virtual machines.

    -f|--force                    : Allows the deployment script to delete existing VMs that have the same name.

    -a|--add-module(s)            : Add one or more virtual XIV modules (storage nodes). Can be used only with -c|--config.

    -e|--examples                 : Extract the XML template file.

    -V|--verbose                  : Run in verbose mode. Can be used only with -c|--config.

    -h|--help                     : Display this help text.

    -v|--version                  : Display the version number of the embedded XIV microcode.

    -d|--diagnostic-only          : Run system diagnostics and then clean up.

    -i|--get-ilmt-tag             : Returns ILMT tag and exits.

    -T|--esxi-verifications-only  : Run ESXi verifications only

    -t|--allow-configuring-esxi   : Allow changing ESXi settings.

    -w|--web-ui                   : Start the web-based UI.
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    The deployment process is ready to begin when the deployment configuration XML is customized and the physical environment is validated.

    Begin installing the IBM Spectrum Accelerate system by running the xiv_sds_deployment_kit-<version>.bash -V -c <CONFIG_XML> command. 

    Example 3-12 on page 52 shows running the deployment process on a Linux host. This example also shows the installation process of a four module system with 11 disk drives SSD caching support.

    In Example 3-12, the -f (--force) option is used to replace virtual machines with the same name. The -V (--verbose) option is used to see more output during the deployment process. The -c (--config) option is used to specify the deployment configuration XML file. The output is broken up into different sections to highlight what you might see during the deployment process.

     

    Example 3-12   Deployment from Linux host
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    [root@SCB5 Deploy_Kits]# ./xiv_sds_deployment_kit-11.5.4-internal-p20161108_133518-git-355a5b4885be.bash -V -f -c team2_xiv_sds2.xml

    Flags:

    -c team2_xiv_sds2.xml

    --force

    no

    no

    Basic checks pass

    Un-tarring the package

    ..................

    [image: ]

     

    
      
        	
          Note: Take care when the -f option is used because it deletes any virtual machines that feature the same name as the virtual machines that are defined in the deployment configuration XML file.

        
      

    

    The deployment process proceeds in a similar manner as a command line deployment from a Windows system. If diagnostics were enabled within the deployment configuration XML file, the IBM Spectrum Accelerate system begins the diagnostic process after the virtual machines are powered on.

    If the deployment is successful, the message “All Done” is emitted along with the systems 32 character identification number.

    Example 3-13 shows the completion of a four module deployment. The non-unique serial number and unique system identifier can be seen.

    Example 3-13   Completion of the deployment process
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    2016-12-03T15:57:39+1:00 [2488]: Deploy of All modules completed successfully!

    2016-12-03T15:57:39+1:00 [2766]: Adding 10 data disks and 0 ssd disks to VM XIV_SDS_ATS2_module_1...

    2016-12-03T15:57:39+1:00 [2765]: Adding 10 data disks and 0 ssd disks to VM XIV_SDS_ATS2_module_2...

    2016-12-03T15:57:39+1:00 [2767]: Adding 10 data disks and 0 ssd disks to VM XIV_SDS_ATS2_module_3...

    2016-12-03T15:57:43+1:00 [2488]: Adding disks to all VMs completed successfully.

    2016-12-03T15:57:48+1:00 [2779]: Turning on VM: 'XIV_SDS_ATS2_module_1' on ESXi host: '10.0.20.134'...

    2016-12-03T15:57:48+1:00 [2780]: Turning on VM: 'XIV_SDS_ATS2_module_2' on ESXi host: '10.0.20.135'...

    2016-12-03T15:57:48+1:00 [2781]: Turning on VM: 'XIV_SDS_ATS2_module_3' on ESXi host: '10.0.20.136'...

    2016-12-03T15:57:55+1:00 [2779]: Module 1 started successfully.

    2016-12-03T15:57:55+1:00 [2780]: Module 2 started successfully.

    2016-12-03T15:57:55+1:00 [2781]: Module 3 started successfully.

    2016-12-03T15:57:55+1:00 [2488]: Waiting for system to start work

    2016-12-03T15:58:43+1:00 [2488]: System state: 'on'

    2016-12-03T15:58:43+1:00 [2488]: System (non-unique) serial number: 9065133

    2016-12-03T15:58:43+1:00 [2488]: System's machine unique ID (UUID): 8b7de191b5f442d2b932d2f67ab591b8

    2016-12-03T15:58:43+1:00 [2488]: System machine name: XIV_SDS_ATS2

    2016-12-03T15:58:43+1:00 [2488]: All Done

    Completed.
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          Important: Each new deployment generates a unique 32-digit system identifier and a non-unique 7-digit system serial number. 

          If a deployment is done to replace an installation, the newly deployed system features a new unique identification number and non-unique serial number that is different from the original system.

        
      

    

    3.5  Troubleshooting command-line deployment failure

    There are several issues that you must be aware of that can cause the deployment to fail.

    For more information, see 10.1, “Troubleshooting deployment failures” on page 354.
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IBM Spectrum Accelerate GUI-based deployment

    An IBM Spectrum Accelerate system can be deployed from a Microsoft Windows workstation by using the IBM XIV Management GUI. The use of the IBM XIV Management GUI simplifies the creation of configuration file, which is used during the deployment process. 

    Version 4.7 or later of the IBM XIV Management GUI is required for the deployment of IBM Spectrum Accelerate systems version 11.5.1 or 11.5.3 with the proper configuration variables to account for current memory and processing requirements. These requirements include the ability to allocate more memory and processing cores to each virtual machine and properly set the size of disk drives for servers that do not contain identical drives.

     

    
      
        	
          Note: At the time of this writing, GUI-based deployment is supported from Workstation versions of Microsoft Windows, but not Server versions. Check the IBM Spectrum Accelerate release notes for deployment requirement changes in future versions.

        
      

    

    This chapter describes how to set up a Microsoft Windows workstation to install IBM Spectrum Accelerate by using the IBM XIV Management GUI for Spectrum Accelerate systems version 11.5.1 and 11.5.3, as well as the new Deployment Kit Web UI for Spectrum Accelerate systems version 11.5.4 or later.

    This chapter includes the following topics:

    •4.1, “Preparing the environment for IBM Spectrum Accelerate” on page 56

    •4.2, “Preparing the Windows Workstation” on page 56

    •4.3, “Deployment by using the IBM XIV Management GUI” on page 58

    •4.4, “Deployment by using Deployment Kit Web UI” on page 69

    •4.5, “Troubleshooting deployment failure” on page 76

    4.1  Preparing the environment for IBM Spectrum Accelerate

    Before the deployment of the IBM Spectrum Accelerate system can begin, the ESXi host servers and network environment must be properly configured. This configuration includes preparing the physical network connectivity. It also includes reserving TCP/IP addresses for the IBM Spectrum Accelerate system management and iSCSI connections and TCP/IP addresses for the ESXi server management connections. The ESXi servers must be properly configured to work as IBM Spectrum Accelerate modules and have a local data store and the virtual networking infrastructure setup correctly. This section reviews the preparation of the environment.

    For more information about network, ESXi server, and VMware vSphere configuration for converged infrastructure, see 3.1, “Preparing the environment for IBM Spectrum Accelerate” on page 38.

    4.2  Preparing the Windows Workstation

    Graphical deployment of an IBM Spectrum Accelerate system from a Windows workstation is completed by using version 4.7 of the IBM XIV Management GUI. The IBM XIV Management GUI requires that at least Microsoft Windows versions Server 2003 or Windows 7 be used. The IBM XIV Management GUI is available in 32-bit and 64-bit architectures, but only the 64-bit version allows the management of many directly managed systems. 

    For more information about IBM XIV Management GUI requirements, see the release notes and user guide at Fix Central.

    Deploying an IBM Spectrum Accelerate system by using the IBM XIV Management GUI transmits the IBM Spectrum Accelerate system software to each ESXi server serially. The duration of the deployment process is dependent on network speeds that connect the deployment workstation and the ESXi servers. Local network connections are recommended between the deployment workstation and the ESXi servers to reduce the chance of deployment failure because of a network time-out. For more information about preparing the deployment workstation, see 2.2.1, “Hardware requirements” on page 17.

    4.2.1  Obtaining and extracting the Windows deployment kit

    Obtain the IBM Spectrum Accelerate deployment kit from IBM Passport Advantage. Access to the IBM Spectrum Accelerate system software requires a user name and password for IBM Passport Advantage that are provided by your sales support representative.

    The package name for the Windows deployment kit is similar to xiv_sds_deployment_kit.zip. Place the deployment kit archive in a working directory. Example 4-1 on page 57 uses a directory on the C drive called C:\SpectrumAccelerate\SDS_Deploy_Win.


    
      
        	
          Tip: To avoid potential issues, keep the directory path length to the deployment kit fewer than 255 characters and ensure that the path does not contain any folders with spaces in the name.

        
      

    

    When the deployment kit is placed into a directory, extract the file. Example 4-1 shows a deployment kit archive after it is extracted. Future versions might differ, but the structure is similar.

    Example 4-1   Contents of the deployment utility
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    c:\SpectrumAccelerate\SDS\SDS_Deploy_Win>dir

     

     Directory of c:\SpectrumAccelerate\SDS\SDS_Deploy_Win

     

    01/06/15  08:32 PM               343 copywin.py

    02/20/15  08:50 AM    <DIR>          deploy

    02/20/15  08:32 AM    <DIR>          DLLs

    02/20/15  08:50 AM    <DIR>          Lib

    02/20/15  08:31 AM    <DIR>          Libs

    01/06/15  08:32 PM            14,528 LICENSE

    01/06/15  08:32 PM             1,857 Microsoft.VC90.CRT.manifest

    01/06/15  08:32 PM           224,768 msvcm90.dll

    01/06/15  08:32 PM           568,832 msvcp90.dll

    01/06/15  08:32 PM           655,872 msvcr90.dll

    01/06/15  08:32 PM           359,882 NEWS

    01/06/15  08:32 PM            27,136 python.exe

    01/06/15  08:32 PM         2,448,384 python27.dll

    01/06/15  08:32 PM           357,888 pythoncom27.dll

    01/06/15  08:32 PM             8,192 pythoncomloader27.dll

    01/06/15  08:32 PM            10,752 PythonService.exe

    01/06/15  08:32 PM            27,136 pythonw.exe

    01/06/15  08:32 PM           109,056 pywintypes27.dll

    01/06/15  08:32 PM            54,979 README

    02/20/15  08:31 AM    <DIR>          Scripts

    02/20/15  08:32 AM    <DIR>          VMware OVF Tool

    02/19/15  05:33 PM             9,585 windows_deploy.py

    01/27/15  05:11 PM                48 xiv_sds_deployment_win.cmd

    01/06/15  08:32 PM                30 xpyv.cmd
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    There are only two files that must be manipulated during the deployment process: the deployment executable file (xiv_sds_deployment_win.cmd) and the XML template file that is created by the IBM XIV Management GUI IBM Spectrum Accelerate deployment process.

    Figure 4-1 shows the xiv_sds_deployment_win.cmd executable file, which is needed during the deployment process by using the IBM XIV Management GUI.
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    Figure 4-1   IBM Spectrum Accelerate deployment executable file

    4.3  Deployment by using the IBM XIV Management GUI

    Installing an IBM Spectrum Accelerate system can be done with deployment scripts, the Deployment Kit Web UI, or with the IBM XIV Management GUI. 

    Complete the following steps to deploy an IBM Spectrum Accelerate system by using the IBM XIV Management GUI:

    1.	Open the IBM XIV Management GUI and log in as a user who is a member of the Storage Administrator category. Figure 4-2 shows an example of logging in as the default Storage Administrator user account admin.
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    Figure 4-2   Opening the IBM XIV Management GUI and logging in as a storage administrative user

    2.	From the main IBM XIV Management GUI window, select Systems → Deploy Spectrum Accelerate System, as shown in Figure 4-3. The IBM Spectrum Accelerate deployment wizard opens.
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    Figure 4-3   Opening the Deploy IBM Spectrum Acceleration System deployment wizard

    3.	Select the General tab and browse to the IBM Spectrum Accelerate deployment executable file, as shown in Figure 4-4 on page 59. 

     

    
      
        	
          Note: If you have a deployment configuration XML file, you can use it by selecting Import. The use of an imported deployment configuration XML file populates the values in the deployment wizard.
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    Figure 4-4   Filling Deploy IBM SDS System wizard General tab

    4.	Select the System Settings tab. This tab includes the following values that define system-wide configuration options for the IBM Spectrum Accelerate system:

     –	System Name:	 This value defines the IBM Spectrum Accelerate system name. 

     –	IBM Customer Number (ICN): This value defines the IBM Customer Number that is used to access support.

     –	Management Gateway	: This value defines the management gateway TCP/IP address. This gateway is the gateway TCP/IP that is used by the IBM Spectrum Accelerate system management ports to reach other networks.

     –	Management Netmask: This value defines the netmask for the IBM Spectrum Accelerate management TCP/IP addresses.

     –	Interconnect MTU: 	This value defines the packet size that is used on the interconnect network.

     –	Off Premise	: This value indicates whether the IBM Spectrum Accelerate virtual appliance is installed on local ESXi servers at the customer data center or on off-premises cloud-based servers.

     –	Run Diagnostics	: This value indicates whether VMware network infrastructure and disk performance are analyzed during deployment. Unless there is a known problem, select YES from the drop menu.

    Enter the appropriate values for the environment on which the IBM Spectrum Accelerate system is being deployed, as shown in Figure 4-5.
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    Figure 4-5   Deploy IBM SDS System wizard System Settings tab

    5.	Optional: Select the vCenter Settings tab. This tab contains the following fields to use a vCenter to manage the individual ESXi servers:

     –	vCenter Server IP/Hostname: This value defines the TCP/IP address or host name of the vCenter managing the ESXi servers.

     –	User name: 	This value defines the user name of a vCenter user who has administrative privileges.

     –	Password: 	This value defines the password for the vCenter administrative user account.

     –	Confirm Password:	This value verifies the password a second time.

     –	Data center Name: 	This value defines the name of a VMware datacenter entity in which the managed ESXi servers are defined.

    Complete the fields with the VMware vCenter information, as shown in Figure 4-6.

     

    
      
        	
          Important: If the ESXi servers are not managed by a VMware vCenter appliance, do not enter information in the fields in this tab and make sure that the vCenter Enabled option is not selected.
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    Figure 4-6   Filling Deploy IBM SDS System wizard vCenter Settings tab

    6.	Select the Module Settings tab. This tab contains the individual ESXi server configuration. The main window features the following general module settings that each module uses:

     –	CPU Cores (4-20)	: This value defines the number of CPU cores each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.3 or 11.5.4 requires a minimum of four cores available on each server.

     –	Memory (24-128)	: This value defines the amount of memory each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.3 or 11.5.4 requires a minimum allocation of 24 Gb of memory be available on each server.

     –	Number of Disks (6-12)	: This value defines the number of RDM disks each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.3 or 11.5.4 requires a minimum allocation of six RDM disks be available on each server.

     –	Number of SSDs (0 1): This value defines whether the IBM Spectrum Accelerate system uses SSD caching. If enabling SSD caching, each ESXi server must assign one SSD to the IBM Spectrum Accelerate virtual machine.

     

    
      
        	
          Warning: SSDs for SSD caching can be defined only on an IBM Spectrum Accelerate system at deployment time. They cannot be added later.

        
      

    

    Figure 4-7 shows an example of valid configuration values. For more information about these parameters, see Table 2-3 on page 22.
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    Figure 4-7   Deploy IBM SDS System wizard Module Settings tab

    7.	After the general module configuration fields are complete, select the green plus button (as shown in Figure 4-7 on page 61) to open the module configuration window. The module window contains the following specific configuration settings for an ESXi server:

     –	General Settings:

     •	Module Number: This value is disabled by default when defining modules. Each extra module automatically increments this value as they are added.

     •	Data store Name: This value defines the data store on the ESXi server on which the IBM Spectrum Accelerate system software is installed.

     •	Module Management IP: This value defines the IBM Spectrum Accelerate management TCP/IP address that is used to manage the system.

     •	ESXi Hostname / FQDN: This value defines the ESXi server management TCP/IP address or fully qualified domain name.

     •	ESXi Username:	 This value defines the user name of the administrative user on the ESXi server.

     •	ESXi Password: This value defines the password for the administrative user on the ESXi server.

     •	Confirm ESXi Password: This field provides confirmation that the supplied password was entered correctly.

     –	Network Port Group Names:

     •	Interconnect:	 This value defines the port group name set on the ESXi server for the port group that is used as the interconnect network.

     •	ISCSI:	 This value defines the port group name set on the ESXi server for the port group that is used as the iSCSI host connectivity network.

     •	Management: 	This value defines the port group name set on the ESXi server for the port group that is used as the IBM Spectrum Accelerate management network.

     –	Interconnect Settings:

     •	IP Address:	 This value defines the TCP/IP address that is used on the Interconnect port group setup on the ESXi server. This TCP/IP address must not conflict with only another TCP/IP address on the subnet.

     •	Netmask:	 This value defines the subnet netmask that is used to isolate the interconnect TCP/IPs on the subnet operate.

     

    
      
        	
          Note: The interconnect subnet exchanges data only between modules of the same IBM Spectrum Accelerate system. Therefore, there is no need for these TCP/IP addresses to be routable outside of their assigned subnet.

        
      

    

    An example of a completed Add Module window is shown in Figure 4-8.
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    Figure 4-8   Filling Module Settings information for first module

    8.	Select Add to complete the module configuration. Each ESXi server must be added to the system by using the green plus button. When you add modules to the system, the IBM XIV Management GUI automatically increments the data store name and TCP/IP addresses, as shown in Figure 4-9.
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    Figure 4-9   Filling Module Settings information for following modules

     

    
      
        	
          Note: You need at least three modules to deploy an IBM Spectrum Accelerate system.

        
      

    

    After all ESXi servers are added to the configuration as IBM Spectrum Accelerate system modules, the Module Settings tab resembles the tab that is shown in Figure 4-10.
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    Figure 4-10   Populated deploy IBM Spectrum Accelerate System wizard Module Settings tab

    9.	Select the Proactive Support tab. This tab contains the configuration necessary to enable system call home and remote support. The fields include:

     –	Proactive Support Settings:

     •	Proactive Support Enabled: By selecting this check box, the proactive support configuration is enabled or disabled within the deployment. Proactive support can be configured after the IBM Spectrum Accelerate system is deployed if the information is not readily available.

     •	Proactive Support SMTP Gateway: This value defines the TCP/IP address or FQDN of an SMTP relay server. This server is used to provide IBM critical events to ensure prompt support.

     –	Primary Contact:

     •	Name:	 Contact name for primary customer contact.

     •	Email:	 Contact email address for primary customer contact.

     •	Office Phone: 	Contact office phone number for primary customer contact.

    Complete the fields that are shown in Figure 4-11 to enable proactive support.
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    Figure 4-11   Filling Deploy IBM SDS System wizard Module Settings tab

    10.	After all of the deployment configuration settings are provided, the deployment of the IBM Spectrum Accelerate system can begin by selecting Deploy at the bottom of the window.

     

    
      
        	
          Tip: Before beginning the deployment of the IBM Spectrum Accelerate system, the deployment configuration XML file can be saved for future use. To save the configuration file, select the General tab and then, select Export. 

          The deployment configuration XML file can be used as a template for other IBM Spectrum Accelerate deployments or with command-line deployment processes.

        
      

    

    After the Deploy button is selected, the IBM XIV Management GUI dims the display and shows the progress as the deployment of the system proceeds. Figure 4-12 shows the initial dimming of the display and the initialization portion of the deployment process.
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    Figure 4-12   Deployment starting

    The deployment process proceeds through several stages as verifications are run against the IBM Spectrum Accelerate system software, the deployment configurations, ESXi server settings, and as each module receives the virtual machines. The progress of the deployment is displayed as percentage updates with messages of the current activity. Figure 4-13 shows samples of the process that are observed.
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    Figure 4-13   Observed steps during IBM Spectrum Accelerate deployment

     

    
      
        	
          Note: Deployment duration can take a long time depending on a number of factors, include the number of modules in the IBM Spectrum Accelerate system that is deployed and the connectivity to the Windows workstation.

          Because much of the deployment duration is spent transferring the IBM Spectrum Accelerate virtual machines to the servers, network bottlenecks can cause the deployment to time out. One method to accelerate deployment is to complete the deployment from a workstation on the same network as the management TCP/IP addresses of the servers. 

          Another method is to use 10 Gbps for all connections, including the ESXi and IBM Spectrum Accelerate management ports.

        
      

    

    11.	When the deployment process completes, the window that is shown in Figure 4-14 opens. Select OK to exit the IBM Spectrum Accelerate deployment window and return the IBM XIV Management GUI to the All Systems view.
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    Figure 4-14   IBM Spectrum Accelerate successful deployment confirmation

     

    
      
        	
          Important: Export the configuration by selecting Export Configuration. This selection saves a deployment configuration XML file with the settings for these sets of ESXi servers.

          The exported XML file does not contain any password for security reasons. If planning on reusing it or using it as a template for other deployments, you must update the passwords in the module settings.

          Tip: The deployment log can be saved by selecting Show Log. If the IBM Spectrum Accelerate system deployment was successful, the log features the following line: 

          The virtualized storage system has been deployed successfully.

        
      

    

    12.	The All Systems view includes the newly deployed IBM Spectrum Accelerate system. If you deployed the IBM Spectrum Accelerate system as any user besides admin, the newly deployed system shows an Authentication Error, as seen in Figure 4-15. In this case, log out of the IBM XIV Management GUI and log in by using the following credentials:

     –	User name: admin
Password: adminadmin

    The IBM Spectrum Accelerate system now authenticates to the IBM XIV Management GUI.
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    Figure 4-15   Newly installed storage system showing authentication failure

    13.	When the IBM Spectrum Accelerate system can correctly authenticate for the first time, a Certificate Error warning appears, as shown in Figure 4-16. This message appears because the system does not have a unique SSL certificate yet and is using the default certificate, which can be compromised.
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    Figure 4-16   Newly installed IBM Spectrum Accelerate system displaying certificate error

    To correct the Certificate Error, right-click the IBM Spectrum Accelerate system icon and select Fix Certificate Error from the menu, as shown in Figure 4-17. This certificate is a new SSL certificate that is generated and ensures the integrity of the management communication between the IBM Spectrum Accelerate system and the IBM XIV Management GUI. When the Certificate Error is corrected, the deployment process is complete.
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    Figure 4-17   Fixing certificate error

    4.4  Deployment by using Deployment Kit Web UI

    Installing an IBM Spectrum Accelerate system can be done with a new Deployment Kit Web UI introduced with IBM Spectrum Accelerate V11.5.4.

    Complete the following steps to deploy an IBM Spectrum Accelerate system by using the Deployment Kit Web UI:

    1.	To open the Deployment Kit Web UI, run the deployment script xiv_sds_deployment_win.cmd with the -w or --web-ui option, as shown in Example 4-2 and described in 3.3.3, “Deploying IBM Spectrum Accelerate from the Windows command line” on page 48. 

    To open the Deployment Kit Web UI on Linux, run the command as described in 3.4.3, “Deploying IBM Spectrum Accelerate from the Linux command line” on page 51.

    Example 4-2   Open the Web UI
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    .\xiv_sds_deployment_win.cmd -w
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    2.	The Web UI opens, select Deploy new system as illustrated in Figure 4-18.
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    Figure 4-18   Web UI: Deploy new system

    3.	The configuration options are displayed as depicted in Figure 4-19.
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    Figure 4-19   Web UI Deploy new system: Option

    4.	Select the System Configuration tab. This tab includes the following values that define system-wide configuration options for the IBM Spectrum Accelerate system:

     –	System Name:	 This value defines the IBM Spectrum Accelerate system name. 

     –	IBM Customer Number (ICN): This value defines the IBM Customer Number that is used to access support.

     –	Management Gateway	: This value defines the management gateway TCP/IP address. This gateway is the gateway used by the IBM Spectrum Accelerate system management ports to reach other networks.

     –	Management Netmask: This value defines the netmask for the IBM Spectrum Accelerate management TCP/IP addresses.

     –	Interconnect MTU: 	This value defines the packet size that is used on the interconnect network.

     –	Off Premise	: This value indicates whether the IBM Spectrum Accelerate virtual appliance is installed on local ESXi servers at the customer data center or on off-premises cloud-based servers.

     –	Run Diagnostics	: This value indicates whether VMware network infrastructure and disk performance are analyzed during deployment. Unless there is a known problem, select YES from the drop menu.

    Enter the appropriate values for the environment in which the IBM Spectrum Accelerate system is being deployed, as shown in Figure 4-20. An import of a preconfigured .xml file is possible by clicking Import configuration.
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    Figure 4-20   Web UI Deploy new system: System Configuration

    5.	Optional: Select the vCenter Configuration tab. This tab contains the following fields to use a vCenter to manage the individual ESXi servers:

     –	vCenter Server IP/Hostname: This value defines the TCP/IP address or host name of the vCenter managing the ESXi servers.

     –	User name: 	This value defines the user name of a vCenter user who has administrative privileges.

     –	Password: 	This value defines the password for the vCenter administrative user account.

     –	Confirm Password:	This value verifies the password a second time.

     –	Data center Name: 	This value defines the name of a VMware datacenter entity in which the managed ESXi servers are defined.

    In the example no vCenter is needed. If a vCenter is needed, complete the fields with the VMware vCenter information, as shown in Figure 4-21.

     

    
      
        	
          Important: If the ESXi servers are not managed by a VMware vCenter appliance, do not enter information in the fields in this tab and make sure that the vCenter Enabled option is not selected.
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    Figure 4-21   Web UI Deploy new system: vCenter Configuration

    6.	Select the System Modules Configuration tab. This tab contains the individual ESXi server configuration. The main window features the following general module settings that each module uses:

     –	CPU Cores (4-20)	: This value defines the number of CPU cores each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.1 or 11.5.3 requires a minimum of four cores available on each server.

     –	Memory (24-128)	: This value defines the amount of memory each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.1 or 11.5.3 requires a minimum allocation of 24 Gb of memory be available on each server.

     –	Number of Disks (6-12)	: This value defines the number of RDM disks each ESXi server assigns to the IBM Spectrum Accelerate virtual machine. IBM Spectrum Accelerate version 11.5.1 or 11.5.3 requires a minimum allocation of six RDM disks be available on each server.

     –	Number of SSDs (0 1): This value defines whether the IBM Spectrum Accelerate system uses SSD caching. If enabling SSD caching, each ESXi server must assign one SSD to the IBM Spectrum Accelerate virtual machine.

     

    
      
        	
          Warning: SSDs for SSD caching can be defined only on an IBM Spectrum Accelerate system at deployment time. They cannot be added later.

        
      

    

    Figure 4-22 on page 73 shows an example of valid configuration values. For more information about these parameters, see Table 2-3 on page 22.
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    Figure 4-22   Web UI Deploy new system: System Modules Configuration

    7.	After the general module configuration fields are complete, select the plus button to open the module configuration window. The module window contains the following specific configuration settings for an ESXi server:

     –	General Settings:

     •	Module Number: This value is disabled by default when defining modules. Each extra module automatically increments this value as they are added.

     •	Data store Name: This value defines the data store on the ESXi server on which the IBM Spectrum Accelerate system software is installed.

     •	Module Management IP: This value defines the IBM Spectrum Accelerate management TCP/IP address that is used to manage the system.

     •	ESXi Hostname / FQDN: This value defines the ESXi server management TCP/IP address or fully qualified domain name.

     •	ESXi Username:	 This value defines the user name of the administrative user on the ESXi server.

     •	ESXi Password: This value defines the password for the administrative user on the ESXi server.

     •	Confirm ESXi Password: This field provides confirmation that the supplied password was entered correctly.

     –	Network Port Group Names:

     •	Interconnect:	 This value defines the port group name set on the ESXi server for the port group that is used as the interconnect network.

     •	ISCSI:	 This value defines the port group name set on the ESXi server for the port group that is used as the iSCSI host connectivity network.

     •	Management: 	This value defines the port group name set on the ESXi server for the port group that is used as the IBM Spectrum Accelerate management network.

     –	Interconnect Settings:

     •	IP Address:	 This value defines the TCP/IP address that is used on the Interconnect port group setup on the ESXi server. This TCP/IP address must not conflict with only another TCP/IP address on the subnet.

     •	Netmask:	 This value defines the subnet netmask that is used to isolate the interconnect TCP/IPs on the subnet operate.

     

    
      
        	
          Note: The interconnect subnet exchanges data only between modules of the same IBM Spectrum Accelerate system. Therefore, there is no need for these TCP/IP addresses to be routable outside of their assigned subnet.

        
      

    

    An example of a completed Add Module window is shown in Figure 4-23.
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    Figure 4-23   Web UI Deploy new system: Add Module

    8.	Select OK to complete the module configuration. Each ESXi server must be added to the system by using the plus button. 

     

    
      
        	
          Note: You need at least three modules to deploy an IBM Spectrum Accelerate system.

        
      

    

    After all ESXi servers are added to the configuration as IBM Spectrum Accelerate system modules, the System Modules Configuration is completed as illustrated in Figure 4-24.
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    Figure 4-24   Web UI Deploy new system: System Modules Configuration

    9.	Select the Deploy System tab. The following options are available as depicted in Figure 4-25:

     –	Skip VM Startup: Skips the startup of the IBM Spectrum Accelerate VMs.

     –	Only run the diagnostic phase: Checks if all prerequisites are fulfilled.

     –	Run only the ESXi verification step: Checks if the ESXi prerequisites are fulfilled.

     –	Configure ESXi parameters if needed: Gives the opportunity to configure ESXi parameters, if necessary.

     –	Log to syslog: Logs the deployment to syslog.

     –	Run the deployment serially: Run the deployment of one module after the other.

     –	Overwrite previous deployment: Deploys the configuration, even the Spectrum Accelerate VMs were defined and running before. Use with caution, because it can destroy a running Spectrum Accelerate system.

     

    
      
        	
          Note: Take care when the Overwrite previous deployment option is used because it deletes any virtual machines that feature the same name as the virtual machines that are defined in the deployment configuration.
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    Figure 4-25   Web UI Deploy new system: Deployment options

    10.	Click Deploy System to start the deployment, as shown in Figure 4-26.
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    Figure 4-26   Web UI Deploy new system: Deployment starts

    The deployment completes, as depicted in Figure 4-27.
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    Figure 4-27   Web UI Deploy new system: Deployment completed

    Administration of the system can be done by using the Hyper-Scale Manager (as described in Redbooks publication Hyper-Scale Manager for Spectrum Accelerate Family, SG24-8376), by using the XIV GUI (as described in Chapter 5, “Configuring and Managing IBM Spectrum Accelerate” on page 77), or by using XCLI.

    4.5  Troubleshooting deployment failure

    There are several issues that you must be aware of that can cause the deployment to fail.

    For more information, see 10.1, “Troubleshooting deployment failures” on page 354.
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Configuring and Managing IBM Spectrum Accelerate

    This chapter describes the IBM Spectrum Accelerate configuration that uses the IBM XIV graphical user interface (GUI). The topics include information about adding systems to the IBM XIV Management GUI inventory, user roles that span IBM Spectrum Accelerate and XIV systems, logical configuration of the storage, multi-tenancy, and mixed hardware and software environments. For management with Hyper-Scale Manager see IBM Hyper-Scale Manager for IBM Spectrum Accelerate Family, IBM XIV, IBM FlashSystem A9000 and A9000R, and IBM Spectrum Accelerate, SG24-8376.

    This chapter includes the following topics:

    •5.1, “IBM XIV Management GUI elements” on page 78

    •5.2, “Using the XIV GUI to manage Spectrum Accelerate” on page 81

    •5.3, “Managing users” on page 87

    •5.4, “Managing capacity” on page 94

    •5.5, “Multi-tenancy” on page 113

    •5.6, “XIV connectivity” on page 118

    •5.7, “XIV and IBM Spectrum Accelerate” on page 121

    5.1  IBM XIV Management GUI elements

    Delivered as part of the XIV Management Tools, the IBM XIV Management GUI software is used to manage the XIV Storage System and IBM Spectrum Accelerate. There are a few new elements in the IBM XIV Management GUI that are specific to IBM Spectrum Accelerate and other elements that are the same for managing the IBM XIV System. Some of the new items include a view of the IBM Spectrum Accelerate system (which is different than the XIV view), the ability to deploy an IBM Spectrum Accelerate system to the target hardware, and the ability to upgrade and maintain the system by using the Storage Administrator and the Operations Administrator roles. 

    Before the release of IBM Spectrum Accelerate, the view of the XIV system in the IBM XIV Management GUI displayed the XIV hardware rack as the main view with the ability to see the patch panel and modules in detail, as shown in Figure 5-1.
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    Figure 5-1   XIV Gen3 system view 

    However, with the addition of IBM Spectrum Accelerate to the systems that can be managed by the IBM XIV Management GUI, a new view was created specifically for the Spectrum Accelerate. The initial view is module-based and varies depending on the number of modules that are a part of the system.

    The initial view of an IBM Spectrum Accelerate system can be seen in Figure 5-2 on page 79. The view includes all of the modules that are deployed in the system. Each module view can be expanded to show the elements within that module, including disks, ports, and the optional solid-state drives (SSDs). Those elements can then be expanded to show all of the disks, ports, and SSDs and their state and the type information. 

    For the configuration that is shown in Figure 5-2, there are 11 2-TB disks per module, with one SSD. The iSCSI ports are identified under the Ports section, including the ports for Interconnect, Management, and iSCSI (used for I/O).
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    Figure 5-2   IBM Spectrum Accelerate system view

    Right-clicking any of these items makes available the option to see the properties and in some cases to change the configuration. Right-clicking disk 1 in module 1 opens a pull-down menu in which the Properties option is shown (see Figure 5-3). The specific selectable options are linked to the role of the user that is logged in to the Spectrum Accelerate. For these examples, the user is logged in as a Storage Administrator. If the user is logged in as an Operations Administrator, more options are available. 
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    Figure 5-3   IBM Spectrum Accelerate disk properties

    Performing the same task on the iSCSI ports is shown in Figure 5-4. There are two possible tasks: view the properties or view the iSCSI connectivity table. Selecting the iSCSI connectivity table opens different window, whereas selecting Properties opens a pop-up window that includes the information.
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    Figure 5-4   IBM Spectrum Accelerate port details

    Figure 5-5 shows the optional SSD, which is configured in the example system. The figure shows the properties pop-up window, but there are also more options for the Operations Administrator role for servicing the SSDs in a system. Again, these options are disabled in the example because the Storage Administrator does not have the authority. For more information about the authority aspect, see 5.3, “Managing users” on page 87.
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    Figure 5-5   IBM Spectrum Accelerate SSD details

    The system view is the biggest difference in reviewing an IBM Spectrum Accelerate or an XIV system. Extra features are available to manage IBM Spectrum Accelerate. Those features are described in the following sections:

    •5.2, “Using the XIV GUI to manage Spectrum Accelerate” on page 81

    •5.3, “Managing users” on page 87

    •5.4, “Managing capacity” on page 94

    •5.5, “Multi-tenancy” on page 113

    •5.6, “XIV connectivity” on page 118

     

     

    5.2  Using the XIV GUI to manage Spectrum Accelerate

    This section describes the unique capabilities in the IBM XIV Management GUI to manage Spectrum Accelerate and, where appropriate, describes the differences that are compared to what the XIV Management GUI displays for the XIV System. Deployment and upgrade also are included (those topics are described in greater detail in Chapter 9, “Maintenance and upgrades” on page 233) along with adding an IBM Spectrum Accelerate to the XIV Management GUI inventory.

    5.2.1  Deployment and upgrade capabilities

    Figure 5-6 shows the deployment and upgrade options that are now available in the IBM XIV Management GUI specifically for IBM Spectrum Accelerate. These options are found by choosing Systems.
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    Figure 5-6   New options to manage IBM Spectrum Accelerate

    The Upgrade option that is shown in Figure 5-6 can be seen only when an IBM Spectrum Accelerate system is selected. However, the Deployment option is always available, regardless of the system selection type or even if no systems were added to the IBM XIV Management GUI inventory. 

    Figure 5-7 shows this capability when the selected system is a XIV Gen3; however, the upgrade option is not shown. XIV Gen3 systems can be upgraded only by an IBM support representative or the XIV Technical Advisor.
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    Figure 5-7   Deploy option only when direct connected to XIV system

    If the deployment was done through a script and not the IBM XIV Management GUI, it must be added to the IBM XIV Management GUI inventory, which is described next. 

    5.2.2  Adding a Spectrum Accelerate system to the XIV GUI inventory

    After a system is deployed, it can be added to the IBM XIV Management GUI inventory. The process is the same for the XIV hardware system and the Spectrum Accelerate. A minimum of one IP address is needed to add the system to the inventory window; however, best practices recommend that three IP addresses are needed.

    Figure 5-8 shows the standard view to add a managed system to the IBM XIV Management GUI. Enter IPs or host names from the modules in your system that you plan to use as management interfaces. These IPs or host names can be the first three installed modules or any combination of the modules that are configured in the system. Because the minimum configuration of an IBM Spectrum Accelerate is three modules, you always must specify at least three IPs or host names.
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    Figure 5-8   Adding a system to the IBM XIV Management GUI

    After you enter the IP addresses or DNS names, click Add to include the system in the IBM XIV Management GUI inventory. 

    Figure 5-9 shows an example of the IBM XIV Management GUI Connectivity in the All Systems view with XIV systems and a single IBM Spectrum Accelerate (circled in red) in the inventory. 
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    Figure 5-9   Viewing IBM Spectrum Accelerate with XIV systems

    Figure 5-9 also shows the first view that you see when logging on to the XIV Management GUI (in this example, with a Storage Administrator role). In this newly added Spectrum Accelerate system, there is no connectivity to the XIV systems yet. Also, the name is followed in purple letters by the code level on the system and the letters SDS (Software Defined Storage), which signifies that this system is a Spectrum Accelerate system. The other systems are also followed by the code level and G3 to indicate that they are Gen3 systems. 

    The XIV Management GUI allows you to manage the Spectrum Accelerate system from the All Systems view, which is the same for an XIV system. As in earlier versions of the XIV Management GUI, you can select a system by clicking the system icon or by choosing the system from the All Systems drop-down list, as shown in Figure 5-10 on page 84.
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    Figure 5-10   System selection view

    Figure 5-11 shows an example the IBM Spectrum Accelerate view after the system is selected from the All Systems view in the IBM XIV Management GUI.
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    Figure 5-11   IBM Spectrum Accelerate view

    By clicking Systems → Systems Settings → System in the IBM XIV Management GUI, you see the window that is as shown in Figure 5-12. This window is a tabbed view of settings in the system. Some fields cannot be edited, but others can. 
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    Figure 5-12   IBM Spectrum Accelerate system settings General

    In this first view, only the System Name can be changed. The system version, serial number, Machine model/type, and Software PID are completed from the system data. The IPs can be modified by right-clicking the system in the main view and selecting Modify IP Addresses. The Storage Administrator can also specify whether the system is Off premise in the pull-down list.

    Figure 5-13 shows the contents of the Parameters tab. 
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    Figure 5-13   IBM Spectrum Accelerate system settings: Parameters

    More information about the parameters can be edited in this window is needed. The process is the same as with a Gen3 XIV system except that there is a new field for the Interconnect maximum transmission unit (MTU). This field is a new attribute for the IBM Spectrum Accelerate system because all of the communication between modules is done through iSCSI channels.

    The Simple Network Management Protocol (SNMP) tab is the same as in other XIV systems. However, there is one new attribute under the Misc tab that specifies this system is an IBM Spectrum Accelerate system with SDS = Yes as shown in Figure 5-14. It also includes the Universally Unique Identifier (UUID) of the system.

    [image: ]

    Figure 5-14   UUID for IBM Spectrum Accelerate

    Figure 5-15 shows that the XIV system does not have a UUID and SDS is set to No to indicate that this system is not an IBM Spectrum Accelerate system.

    [image: ]

    Figure 5-15   XIV System does not have a UUID

    With XIV Management GUI version 4.7, there is a new feature called Proactive Support. With this feature, you can now copy the Support configuration from one XIV or Spectrum Accelerate system to multiple systems by right-clicking a system and copying and pasting the configuration to the selected systems (from the home window - all systems view). An example of the menu is shown in Figure 5-16.
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    Figure 5-16   Proactive Support menu

    Other elements that are used to manage the IBM Spectrum Accelerate system are the same as for the XIV Storage System, such as events, quality of service, and alerts. However, managing users is different, which is described in the next section.

    5.3  Managing users

    XIV and IBM Spectrum Accelerate systems share many of the same user categories and the method that is used to create users. However, because the IBM Spectrum Accelerate system is a customer managed system, a new user was added for maintenance and repair. This user role, or category, is referred to as Operations Manager. This role is only a valid role on IBM Spectrum Accelerate.

    5.3.1  User categories

    There are 11 predefined users with specific roles, or categories, in the IBM Spectrum Accelerate system. They can be listed in the IBM XIV Management GUI, under Users. Users can be assigned a category for day-to-day operations. However, some of these categories cannot be assigned to a user. Figure 5-17 shows to which categories a user can be associated. This list is found by pressing the Tab key after entering category= to see the possible options.

    
      
        	
          XIV itso_sds1>>user_define user=itso_admin1 category=

          storageadmin              applicationadmin          readonly                  securityadmin             storageintegrationadmin

          opsadmin 

        
      

    

    Figure 5-17   IBM XIV Management IBM XIV Management XCLI displaying user categories

    The following options are available:

    •storageadmin (Storage Administrator) is the category with the highest level of access that is available on the system that can be assigned to a user. A user with this authority can create and perform changes on any system that they can access and create domains. They cannot perform maintenance of physical components, change the status of physical components, or make changes that are related to encryption. 

    In a domain environment, a storageadmin user that is associated with a domain can act only on resources within that domain. IBM Spectrum Accelerate 11.5.4 supports encryption just like the XIV Gen3 Storage System. For details, see Data-at-rest Encryption for the IBM Spectrum Accelerate family XIV, FlashSystem A9000 and A9000R, REDP-5402.

    •applicationadmin (Application Administrator) is the category that is used to provide flexible access control over volume snapshots. A user who is associated with this category can create snapshots of volumes, map snapshots they created to hosts, and delete their own snapshots. The user group to which an application administrator belongs determines the hosts and their respective set of mapped volumes that the application administrator is allowed to manage. If a user group is defined with access_all=”yes”, application administrators in the same group can manage all volumes in the system.

    •readonly is the category that is used to give a user access to view system information only. A typical use for the readonly user is for monitoring system status, system reporting, and message logging. A readonly user cannot make any changes on a system.

    •securityadmin (Security Administrator) is the category that is used to manage certificates, key servers, and other items related to encryption. It is highly recommended that two security administrators are added because that is the minimum number that is required to enable recovery keys. IBM Spectrum Accelerate 11.5.4 supports encryption just like the XIV Gen3 Storage System. For details, refer to Data-at-rest Encryption for the IBM Spectrum Accelerate family XIV, FlashSystem A9000 and A9000R, REDP-5402.

    •storageintegrationadmin (Storage Integration Administrator) is used by VASA for VMware VVOL support. 

    •opsadmin (Operations Administrator) is a new user role for IBM Spectrum Accelerate, taking over most of the capability of the technician role in XIV. A user with this role can perform repair activities on the system, such as phasing in and phasing out a component. For more information about this user and repair and maintenance functions, see Chapter 9, “Maintenance and upgrades” on page 233.

    The following users and roles are pre-defined:

    •technician is intended to be used by IBM support personnel for maintaining the physical components of the system. The technician is limited to physical system maintenance and phasing components in or out of service on a XIV system. 

    •xiv_development is another predefined user on the XIV system and is intended to be used only by IBM development personnel.

    •xiv_maintenance is also a predefined user on the XIV system and is intended to be used only by IBM maintenance personnel.

    •xiv_hostprofiler is intended to be used for gathering more information about hosts that are attached to the XIV and IBM Spectrum Accelerate systems.

    •hsa_client is the host side accelerator predefined user. This option allows IBM Spectrum Accelerate to direct I/Os to a specific module that holds the relevant block. It is used by the Host Attachment Kit to read the distribution table from the system and then route I/O to the appropriate module. For more information, see 6.7, “IBM Spectrum Accelerate Host-side Accelerator” on page 152.

    There is no hsa_client or opsadmin role for users on XIV. These roles are unique to IBM Spectrum Accelerate.

    5.3.2  Adding a user

    There are some differences when a Spectrum Accelerate user is created by using the XIV Management GUI. When connected to an XIV system, you can see the Storage, Security, and Application Administrator roles and the Read Only role, as shown in Figure 5-18.
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    Figure 5-18   XIV roles/categories shown in the IBM XIV Management GUI

    However, when a Spectrum Accelerate system is selected, the Category option for a user’s role also includes the Operations Manager, as shown in Figure 5-19. This category is unique to the IBM Spectrum Accelerate system and is shown only when the appropriate system is selected.
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    Figure 5-19   Adding a user with operations administrator role in IBM Spectrum Accelerate

    5.3.3  Operations Administrator category

    The Operations Administrator is a unique category for Spectrum Accelerate that allows a user in this category to perform maintenance on the system. This maintenance includes servicing failed drives and modules in the system and upgrading the system.

    The Operations Administrator user has access to the IBM Spectrum Accelerate systems only, where allowed (as shown in Figure 5-20). This user role does not exist on XIV systems and cannot access those systems, even if the same user name and password were valid on the XIV systems. The user role or category prevents any access to XIV systems.
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    Figure 5-20   Operations Administrator restricted to IBM Spectrum Accelerate systems

    The Operations Administrator is able to Upgrade the system or Modify IP Addresses, as depicted in Figure 5-21.
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    Figure 5-21   Operations Administrator Systems view in XIV GUI

    You can see other capabilities for the Operations Administrator role by looking under the Actions menu, as seen in Figure 5-22. The capabilities are Add Group, Add System, and Define IP Interface - iSCSI.
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    Figure 5-22   Operations Administrator Actions view in XIV GUI

    The iSCSI interface definition can also be found by clicking View → Hosts and Clusters, as shown in Figure 5-23.
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    Figure 5-23   iSCSI connectivity view for the Operations Administrator

    After the iSCSI connectivity option is selected, the window looks as shown in Figure 5-24 in which a new iSCSI interface can be defined.
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    Figure 5-24   Option to define iSCSI

    The Define IP Interface - iSCSI window opens, as shown in Figure 5-25.
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    Figure 5-25   Define IP interface

    The only system that is available in the drop-down list is a Spectrum Accelerate system, which is the only system that the Operations Administrator can access. Therefore, it can define only IP interfaces for that system.

    This task is an important task because it is needed for any host I/O to the system. The Storage Administrator can also define IP interfaces.

    The ability to deploy a Spectrum Accelerate system is described in Chapter 4, “IBM Spectrum Accelerate GUI-based deployment” on page 55. Therefore, this chapter only briefly shows that capability here for the Operations Administrator. 

    The General tab allows the user to select the deployment file and to import a .xml configuration file (which must be on the host they are running the GUI on), as shown in Figure 5-26. 
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    Figure 5-26   General tab of the deployment window

    The fourth tab, Module Settings, is where the specifics of the system are entered, if a .xml configuration file was not imported (see Figure 5-27). Each of the modules in the system must be added in the Module box. For more information, see Chapter 4, “IBM Spectrum Accelerate GUI-based deployment” on page 55.
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    Figure 5-27   Module Settings tab of the deployment window

    This section described on some of the tasks that the Operations Administrator can perform. For more information about these tasks and a complete list of all permissions, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

     

    5.4  Managing capacity

    Managing capacity on an IBM Spectrum Accelerate system is no different than on an XIV system. This section describes some of the high-level views on logical configurations and monitoring the system capacity through thresholds and reports. For more information about these functions, see the current Redbooks publications that are related to XIV systems.

    5.4.1  Pools

    Pools are a purely administrative concept. All of the available capacity in the system can be portioned into separate storage pools. The storage pools then function as a way to effectively manage volumes and their snapshots. For example, this management might be done to monitor usage based on applications or business units. 

    The size of a storage pool is based on 17 GB increments up to the maximum capacity in the IBM Spectrum Accelerate system. The possible sizes depend on the number and size of disk drives in the modules and the number of modules in the system.

    Storage pools can be dynamically increased and decreased as needed. However, a pool cannot be resized to something less than the used capacity of the volumes and snapshots in the pool.

    Storage pools can be configured to be fully provisioned (also known as thick) or thin-provisioned. A thin-provisioned pool gives the storage administrator the ability to manage capacity based on the total space used rather than only the allocated space.

    Whether in a thick or thin pool, volumes can be easily and dynamically moved between pools if they are not part of a consistency group and there is enough available space in the target pool. An entire consistency group also can be moved between pools. 

    In the case of a thin-provisioned pool, the storage administrator can easily free up space as needed if an application or host uses too much of the volume space by moving the volume to a thick pool.

    Managing storage pools with the XIV GUI

    Tasks that are related to pools can be easily accessed through the menu bar or the function icon that corresponds to pools on the left side of the XIV GUI window, as shown in Figure 5-28.
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    Figure 5-28   Storage pools

    After the storage pools option is selected, the view looks similar to Figure 5-29. This example shows two pools. The view also indicates whether a pool is thick or thin by displaying the hard and soft capacity under the Usage column. If a pool is thick, the hard and soft capacities are the same. Usage also displays the used and allocated capacity of a pool. Under the snapshots column, you can see the amount of space in the pool that is used for snapshots. 
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    Figure 5-29   Listing storage pools

    Creating and resizing storage pools is a straightforward process. The only issues to consider are the size of the pool and the capacity in that pool reserved for snapshots. The default snapshot size depends on the pool size. This size can be changed to zero if the pool does not use snapshots, or it can be increased. However, the snapshot reserved space is a part of the total usable capacity in the storage pool.

    Creating storage pools

    Creating a storage pool is done by selecting Create Pool on the top menu or under the Actions menu. The Create Pool window opens, as shown in Figure 5-30. 
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    Figure 5-30   Creating a pool with snapshot reserved space

    Select Regular or Thin pool, depending on your needs. If a thin pool is selected, you see the following fields in the Create Pool window:

    •Pool Hard Size

    •Pool Soft Size

    •Locking Behavior

    Enter sizes for each field and the pool name. Then, click Create. 

    After the process completes, you can create volumes within the pool. 

    Modifying storage pools

    Several actions can be taken on a pool. By right-clicking a selected pool, the menu that is shown in Figure 5-31 opens with the available actions. A pool can be resized, deleted, and renamed and other behaviors can be changed.
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    Figure 5-31   Modifications to a pool

    5.4.2  Volumes

    After a storage pool is defined, the next step is creating volumes. Logical volumes are the basic data storage element to allocate to a host system. IBM Spectrum Accelerate makes this task easy without the need to consider performance and volume layout. 

    Volumes can be grouped into larger sets that are known as consistency groups that are within a storage pool. Volumes can also have one or more snapshots. 

    The basic hierarchy of the logical storage is shown in Figure 5-32. This is a simple depiction of how volumes, snapshots, and consistency groups can be organized. 
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    Figure 5-32   Storage hierarchy

    Managing volumes by using the XIV GUI

    Volumes that are created in a regular or thick storage pool reserve capacity for the entire volume, even if no data is written to the volume. Because of this behavior, volumes within a pool cannot exceed the capacity of the pool. 

    In contrast, when a volume is created in a thin storage pool, the capacity is not reserved and no space is used until the first write to the volume occurs. With a thin pool, more volumes can be configured than actual hard capacity in the pool, but only up to the soft capacity limit.

    After volumes are created, the volumes can be resized, moved into consistency groups, and moved to other pools on the system. Volumes can be copied, restored from a snapshot, mirrored, and deleted. All of these tasks can be done by using the XIV GUI.

    Creating volumes

    Creating volumes is done in the same way as with the XIV system. You can create volumes from the Actions menu, as shown in Figure 5-33, or by first selecting the Volumes icon on the left side of the window and then selecting Volumes and Snapshots. Both of these options display the Volumes and Snapshots window.
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    Figure 5-33   Create volumes drop down menu

    From the Volumes and Snapshots window, you can click Create Volumes, as shown in Figure 5-34.
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    Figure 5-34   Create volumes option

    The Create Volumes window opens. The window includes a drop-down menu for selecting the pool and fields to indicate the number and size of volumes and a name, as shown in Figure 5-35. The drop-down list to select how the volume is sized includes gigabytes (GB), binary gigabytes (GiB), or blocks.
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    Figure 5-35   Creating multiple volumes in a pool

    Although volumes that are created in GB or GiB are rounded up (17.18 GB or 16.03 GiB), volumes that are created in blocks are the specified size.

    After a volume is created, it is ready to map to a host for use. Figure 5-36 shows how new volumes are displayed. In this case, three volumes were created at the same time; therefore, the volume name was appended with 001 - 003.
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    Figure 5-36   Listing volumes by pools

    Modifying volumes

    Volumes can be modified after they are created. Right-click the volume in the menu as shown in Figure 5-37 to show all the available actions that can be performed on a volume. In this section, we review some of those options. 
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    Figure 5-37   Volume actions

    Resizing a volume

    Only an unlocked volume can be resized. A volume can be increased and decreased in size. However, decreasing a volume with data or one that is mapped to a host must be done with caution to avoid possible data loss.

    Increasing the size of a volume in a regular storage pool allocates and reserves the extra capacity. Increasing the size of a volume in a thin storage pool behaves the same as creating a volume in a thin pool. The only limitation is not exceeding the soft capacity of the pool. 

     

    
      
        	
          Important: Decreasing the size of a volume must be done with care. Contact your IBM support personnel if you must decrease a volume size. Volumes cannot be mapped to a host when decreased.

        
      

    

    Deleting volumes 

    Deleting a volume is not as easy as creating a volume. A volume that is targeted for deletion must first be unmapped from hosts. It also must have any associated snapshots deleted, and must be removed from any consistency group association. After this criteria is met, right-click the volume and select Delete.

    5.4.3  Snapshots

    The snapshot feature enables creating a virtually unlimited number of point-in-time copies of any volume without seeing any performance affects. Snapshots use a redirect on write method, meaning that data is written only when a partition on the volume changes. For more information about how snapshots work, see the snapshots chapter in IBM XIV Storage System Business Continuity Functions, SG24-7759.

    Managing snapshots by using the XIV GUI

    The XIV GUI enables easy viewing and management of snapshots. There are multiple views to select from, which are all found by clicking the Volumes icon. Snapshots of volumes and consistency groups can be performed. With consistency groups, you can perform the snapshot on all the volumes within the group at the same moment, which ensures data consistency across all the snapshots.

    The Spectrum Accelerate system uses an automatic snapshot deletion method to protect the system from overutilizing snapshot space. Snapshot space can become constrained when a volume has many changes to the data, new data is written, and when many snapshots are taken of the same volume.

    Snapshots feature a deletion priority so that the user can specify when a snapshot should be deleted. The priority range is 1 - 4, with 1 being the last to be deleted and 4 being the first. 

    By default a snapshot is given a deletion priority of 1; however, this priority can be managed during creation time when Create Snapshots (Advanced) is selected. Along with the deletion priority, there is an option for a Golden Snapshot (deletion priority 0). This golden snapshot is never deleted by the automated process. A golden snapshot is available only in a thin-provisioned pool.

    An example of the deletion priority selection is shown in Figure 5-38.
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    Figure 5-38   Snapshot deletion priority selection

     

    
      
        	
          Important: Monitor snapshot space in the pool carefully when the deletion priority 0 is used. In a thin-provisioned pool, all writes to every volume in the pool stop if all of the hard capacity in the pool is used.

        
      

    

    Creating snapshots by using the XIV GUI

    The process for creating snapshots for IBM Spectrum Accelerate is the same as for the XIV system. Right-click a volume in the Volumes window and select Create Snapshot, as shown in Figure 5-39.
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    Figure 5-39   Create Snapshot

    After this option is selected, a snapshot is immediately created. The other available option is Advanced, with which the user can select the deletion priority of a snapshot. By default, snapshots that are created with the first option have a deletion priority of 1.

    Viewing the snapshots is found by selecting the volumes icon or the pools icon. Figure 5-40 shows the process for Volumes.
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    Figure 5-40   Volumes and snapshots menu

    Figure 5-41 shows the process for Pools.
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    Figure 5-41   Volumes by pools

    The Volumes icon has two options for looking at pools. The Volumes and Snapshots view is shown in Figure 5-42.
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    Figure 5-42   Listing volumes and snapshots

    This view displays in a format as with most other views in the XIV GUI. The view features the data listed in columns and the option to add or remove some of the columns from the view.

    The second option is to view the snapshot tree as shown in Figure 5-43. All of the volumes are still displayed, but the view now displays the detailed data for a selected volume or a snapshot in the right pane.
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    Figure 5-43   Snapshot tree

    Restoring a volume from a snapshot and overwriting a snapshot are the other options available, as shown in Figure 5-44. These options are described in the next section.
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    Figure 5-44   Other snapshot options

    Modifying snapshots

    As shown in Figure 5-44, IBM Spectrum Accelerate allows other actions to be taken with a snapshot. By using the Overwrite Snapshot, users can overwrite a snapshot, which can be done for backup jobs instead of creating a snapshot or to keep the snapshot data at a more current point in time copy.

    By default, snapshots are locked when they are created and are only readable. However, a snapshot can be unlocked so that the user can modify the data in it. This capability can be used for test purposes or performing other types of data mining activities. 

    After a snapshot is unlocked, the details for the snapshot indicate unlocked and modified, even if the snapshot did not changed, as shown in Figure 5-45.
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    Figure 5-45   Unlocked snapshot details

    A snapshot can also be locked after it was unlocked. This change might be done to preserve any modifications that were made to the snapshot while it was unlocked. To do so, right-click the snapshot and select Lock.

    IBM Spectrum Accelerate allows you to restore the data from a snapshot back to the volume. This restoration can be done to restore a volume that includes corrupted data or was modified incorrectly. This option is shown in Figure 5-44 on page 105. To restore data, right-click the volume and selecting Restore. The user is prompted to select the source snapshot, as shown in Figure 5-46.
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    Figure 5-46   Restore a volume from a snapshot

    The restoration process completes instantaneously and none of the properties (such as create date or deletion priority) change on the volume or the snapshot.

    When a snapshot is no longer needed, it can easily be deleted. Right-click the snapshot and select Delete.

    The other available actions for a snapshot include duplicating the snapshot, copying the snapshot, and changing the deletion priority. All of these options can be accessed by right-clicking the snapshot, as shown in Figure 5-47.
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    Figure 5-47   Snapshot modification options

    5.4.4  Monitoring

    The XIV GUI and XCLI include features with which you can monitor the Spectrum Accelerate system. These features include monitoring for alerts, events, and failed components. The Hyper-Scale Manager adds another feature of monitoring capacity over time with the use of capacity reports. The Hyper-Scale Manager collects capacity-related data that can then be formatted into a graphical report that is based on pools, systems, and domain usage. At least 30 days of data are needed so that the Hyper-Scale Manager can generate the report. 

    Another feature included in IBM Spectrum Accelerate is the Mobile Push Dashboard, which can be used to monitor capacity, I/Os, and events.

     

    
      
        	
          Note: Capacity reporting is available by using the Hyper-Scale Manager only.

        
      

    

    Monitoring by using the XIV GUI

    Monitoring by using the XIV GUI can be done via the Systems menu. This menu shows the health state, alerts, and events for multiple systems. Figure 5-48 shows the use of the Systems icon to access the Systems menu. The selections that are available are for All Systems Alerts and All Systems Events. 
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    Figure 5-48   Systems menu view

    When one of these options is selected, all the alerts or events for all the systems in the XIV GUI inventory are displayed. The resulting view can be sorted or filtered based on fields, such as date, system, event, and filtering capabilities when events are selected. 

    As with all the views in the XIV GUI, the visible columns can be changed based on available items by right-clicking any column. The available columns for events and alerts are then displayed, as shown in Figure 5-49. 
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    Figure 5-49   Customize column views

    Because this view is an All Systems view, the columns are the same for IBM Spectrum Accelerate and XIV. For more information, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    Capacity usage can also be monitored with the XIV GUI. A quick system overview can be seen when the system is selected. The view at the bottom of the window gives a brief view of the systems capacity (allocated and free), IOPS, and the state of the system, as shown in Figure 5-50.
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    Figure 5-50   System over view

    Pools can be monitored under the Storage Pools view by reviewing the usage column, as shown in Figure 5-51. Here, two views of the same storage pool are listed. The view changes on the usage bar when the cursor is moved over the bar.
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    Figure 5-51   Storage pool usage

    Monitoring by using the IBM XIV Management XCLI

    Monitoring of events can be done by using the IBM XIV Management XCLI. Commands are available to list, filter, close, and send notifications for events. Several commands and parameters also are available. One easy way to access all of the commands is to run the following help command: 

    help category=events

    This command lists all the commands that are available on the system that are related to events.

    The system can also be monitored with IBM XIV Management XCLI commands. For a list of commands available, run the following command:

    help category=system

    Useful items when monitoring an IBM Spectrum Accelerate include the state of the system by running the state_list command and the components of the system by running the component_list command. For more information about the IBM XIV Management XCLI capabilities, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    Monitoring by using the IBM XIV Mobile Dashboard

    The Mobile Dashboard application can be used to securely monitor the performance and health of the IBM Spectrum Accelerate system. The application is supported on Apple and Android phones and tablets. After the application is installed, the user can define an IBM Spectrum Accelerate system. The system is notified of the attempt to access through the application. The storage administrator can revoke this type of access for a user. 

    The Mobile Dashboard is available for no extra fee in the appropriate application store for the supported devices in Google Play for Android and the iTunes store for Apple.

    Figure 5-52 shows adding an IBM Spectrum Accelerate system to the Mobile Dashboard on an iPad.
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    Figure 5-52   Adding a system to the Mobile Dashboard

    Figure 5-53 shows an example of event monitoring on the Mobile Dashboard.
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    Figure 5-53   Monitoring events with the Mobile Dashboard

    For more information about the mobile dashboard and all of the monitoring capabilities, see the Monitoring chapter in IBM XIV Storage System Architecture and Implementation, SG24-7659.

    5.4.5  Performance statistics

    Performance statistics in the IBM XIV Management GUI is another place where you can see some differences between the system types. Because an IBM Spectrum Accelerate system can enable up to 15 interface modules, you can monitor those interfaces in the Statistics view, as shown in Figure 5-54.
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    Figure 5-54   Locating the Statistics option

    There are some preselected options in the IBM XIV Management GUI in the Statistics view, which are shown in Figure 5-55. By default, you can see IOPS for all interfaces, which shows reads and writes and hits and misses. All of these settings can be changed by selecting the options in which you are interested.
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    Figure 5-55   Statistics options

    By using the grid icons that are shown on the left side of Figure 5-55, you can change the data display from a single display (default) to up to four windows, each showing different data.

    Figure 5-56 shows how to select the iSCSI interfaces for monitoring. The example here is from a four module system. This view changes depending on the number of modules that are installed.
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    Figure 5-56   IP interface selection under statistics view

    You can select the interface modules to monitor in the statistics view by selecting Interfaces and then the IP Interfaces tab. The names of the IP interfaces can vary in your view. 

    After you select the interfaces to monitor, click the green down arrow to move them into the selection for monitoring; then, click Approve. This system had four modules and four iSCSI interfaces. You can select all or a subset of the interfaces to monitor.

     

    
      
        	
          Attention: The naming of the IP interfaces depends on the name that is specified during the planning stages for the virtual network on the ESX servers and during deployment.

        
      

    

    For more information about monitoring statistics and performance of a system, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    5.4.6  Capacity reporting

    The Hyper-Scale Manager allows you to monitor and enhance capacity planning through extensive capacity reporting. The system collects capacity-related data over time (a minimum of 30 days worth of data is required to create reports), and then generates graphs and reports based on systems, pools, and domains. 

    The report generates a .pdf file with the formatted data. An example of one of the graphs for a Spectrum Accelerate system is shown in Figure 5-57. 
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    Figure 5-57   Capacity reporting with Hyper-Scale Manager

    For more information about this feature, see IBM Spectrum Accelerate Family Storage Configuration and Usage for IBM FlashSystem A9000, IBM FlashSystem A9000R and IBM XIV Gen3, SG24-8376, and the online User’s Guide section on Capacity planning for XIV Gen3.

    5.4.7  Pool thresholds

    You can set up pool usage thresholds to trigger alerts at various capacity usage levels. An example of configuring a pool threshold is shown in Figure 5-58. 
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    Figure 5-58   Setting pool thresholds

    This example shows a threshold for the pool itso_test. In this example, the Warning, Minor, and Major thresholds were predefined at 80%, 90%, and 95%. The example added Informational at 70% and left Critical cleared. These settings mean that when a pool usage reaches any of these levels, an alert is generated with the appropriate severity message.

    Pool thresholds also can be set within a domain. However, if a pool threshold is set up before it is associated with a domain, the threshold must be enabled again within the domain.

    For more information about system and pool thresholds, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    5.5  Multi-tenancy

    Multi-tenancy provides the option to allocate storage resources to several independent administrative domains. This capability means that any resource that is allocated to a specific domain can be seen and acted upon within that domain only. Other resources are considered to be global resources that can be used or seen by all domains, such as the system view, the iSCSI ports, and events on the system. Spectrum Accelerate supports the multi-tenancy function as does the XIV system.

    5.5.1  Multi-tenancy with Spectrum Accelerate

    This section reviews some of the concepts of multi-tenancy and domains for Spectrum Accelerate. For more information about multi-tenancy and domains, see IBM Spectrum Accelerate Family Storage Configuration and Usage for IBM FlashSystem A9000, IBM FlashSystem A9000R and IBM XIV Gen3, SG24-8376, and in the IBM Knowledge Center that is available online (and accessible through the IBM XIV Management GUI link that is provided by clicking Help → User Guide). 

    A domain is a logically partitioned container (there can be more than one in a system) with its own administrators. This partitioning enables secure isolation of resources between domains. Domains can be associated with the following objects:

    •Users and user groups

    •Storage pools and their content (which can only be associated with a single domain)

    •Hosts and clusters

    •Remote mirror targets

    Managing domains

    Domains are managed by the domain administrator. The global administrator (also called the storage administrator) is unable to manage the resources within a domain, but can add capacity or pools to a domain and users, hosts, and clusters and targets. However, the day-to-day operations within a domain are performed by the domain administrator. This role is the user role that can create and modify volumes, snapshots, and mirrors. 

    The domain administrator can add a user who has access only to resources within the domain. The domain administrator can also add a performance class on a pool within the domain. Although a global administrator can define iSCSI interfaces, this resource is one of the resources that is not unique to a domain and so the domain administrator cannot perform any actions on this resource. The domain administrator does have access to alerts and events that affect system-wide resources and domain resources.

    Creating domains

    The create domain windows can be started by clicking Actions → Create Domain or Actions → Create Domain and Associate Pools. An example of the Create Domain window is shown in Figure 5-59. This example shows setting up a small domain with 103 GB of hard capacity and 300 GB of soft capacity.
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    Figure 5-59   Create domain: Capacity

    Figure 5-60 shows the second tab of the Create Domain window. This tab is where the limitations are specified for a domain. In this example, four pools are created out of the capacity that is allocated and 20 volumes can be created within the domain. Although these numbers are small, the maximum limit on all of these attributes is based on the entire IBM Spectrum Accelerate system. When planning for domains, ensure that these considerations are accounted for so that one domain does not use up all of the available resources. Each box lists an Available and Suggested number for the domain.
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    Figure 5-60   Create domain: Properties

    The other option for creating a domain is to assign a pool to that domain, as shown in Figure 5-61. Although the example shows a single pool being added to a domain, more than one pool can be added during creation.
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    Figure 5-61   Associate pool with domain during creation of domain

    After a domain is created, the IBM XIV Management GUI displays the Domains window. It lists all the domains within a system. It also lists the capacity that is not in a domain, which is shown as no-domain (see Figure 5-62).
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    Figure 5-62   Domains on a system

    Users must be associated with a domain. This association can be done by adding a user and specifying the domain association, as shown in Figure 5-63.
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    Figure 5-63   Creating a user and associating it with a domain

    An user also can be added to a domain. This process is done by right-clicking the domain in the Domains view and selecting Manage Associations → Users, as shown in Figure 5-64.
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    Figure 5-64   Adding users

    Selecting this option opens another tabbed window, as shown in Figure 5-65. There are two tabs that are related to users. This example indicates that one user was associated with the domain. More users can be selected and moved to the Associated Users box. Click Update to complete the action.
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    Figure 5-65   Managing domain associations

    Modifying domains

    Changing the attributes of a domain is a responsibility of the global administrator. The only changes that can be made are related to users, hosts, clusters, targets, and pools, as shown in Figure 5-65. The path to open this tabbed window is the same, as are the steps to add or remove associations. 

    If necessary, the global administrator can edit a domain to allocate more capacity and update the quantity of configurable attributes in the domain. This process is similar to the Create Domain window that is shown in Figure 5-60 on page 115. However, it is slightly different as shown in Figure 5-66. In this window, the window is titled Edit Domain instead of Create Domain.
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    Figure 5-66   Editing a domain’s properties

    The domain administrator can modify resources within the domain in the same way that a storage administrator can modify resources that are related to pools, volumes, snapshots, mirrors, migration, and users.

    Deleting a domain

    A domain can be removed or deleted if all of the users, volumes, and pools are removed first. The domain administrator must remove the resources (if they exist). The global administrator can then unassociate any users from the domain and finally delete the domain. 

    To delete the empty domain, right-click the domain and select Delete, as shown in Figure 5-67. After the domain is deleted, all the properties that are associated with the domain (such as number of pools and volumes) are returned to the global resources.

    [image: ]

    Figure 5-67   Deleting a domain

    For more information about domains and multi-tenancy, see IBM Hyper-Scale Manager for IBM Spectrum Accelerate Family, IBM XIV, IBM FlashSystem A9000 and A9000R, and IBM Spectrum Accelerate, SG24-8376.

    5.6  XIV connectivity

    The connectivity feature allows you to define the communication paths between storage systems. This definition is done for remote mirroring and data migration. The IBM Spectrum Accelerate system can connect to other Spectrum Accelerate systems for replication and XIV systems. The data migration feature allows Spectrum Accelerate to migrate data from XIV and other storage systems. 

    Figure 5-68 on page 119 shows a view of several systems, including XIV Gen2, Gen3, and Spectrum Accelerate. The green lines between each of the systems indicate a configured connection between the systems. 

    As shown in Figure 5-68, a single system can have multiple connections with other systems. In particular, the XIV system ATSXIV-1310115 has connections to three other XIV systems and a Spectrum Accelerate system.
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    Figure 5-68   Connectivity view

    Selecting a Spectrum Accelerate system and selecting XIV Connectivity from the Remote window shows all the connectivity that system currently configured, as shown in Figure 5-69. 

    The target system is an XIV Gen3 system. However, if the target system was not XIV (for data migration purposes), it does not include any system details.
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    Figure 5-69   XIV connectivity view

    By clicking the green line between the systems, you can see how the systems are connected, as shown in Figure 5-70. By hovering over the connection lines, the details of the ports on each system are displayed. If there is a problem with the connectivity, the lines are displayed as red, which indicates that the systems cannot communicate.
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    Figure 5-70   XIV connectivity details

    For more information about XIV Connectivity and how to set it up, see IBM XIV Storage System Business Continuity Functions, SG24-7759.

    5.6.1  Replication

    The IBM Spectrum Accelerate system includes nearly all of the features that are found in an XIV system. These features include synchronous and asynchronous replication. The replication is done over IP links. It is supported between IBM Spectrum Accelerate and XIV Gen3 systems. 

    Synchronous mirroring is a method of data replication between two systems that are designed to achieve a zero recovery point objective. This objective means that write operations from the hosts are not acknowledged by the storage system until after the data is successfully written to the local and remote systems. 

    Asynchronous mirroring allows for replication at greater distances than synchronous mirroring and is designed for a nonzero recovery point objective. This method does not have any latency effects on the host system because a write operation is acknowledged by the storage when the data is written to the local system only. The data is then copied to the remote system as a later, predefined time (known as the interval).

    Both methods of replication can be managed with the XIV Management tools, including the XIV command-line interface (IBM XIV Management XCLI). For more information about setting up and managing replication, see Chapter 7, “Remote mirroring with IBM Spectrum Accelerate” on page 175, and IBM XIV Storage System Business Continuity Functions, SG24-7759.

    5.6.2  Migration

    Data migration is a tool with which you can easily migrate data from another system to the Spectrum Accelerate system. As with XIV, the Spectrum Accelerate system acts like an initiator to the target storage, which enables the production or test environment to continue business operations during the data transfer with limited downtime. The only required downtime is to set up the instances, move the hosts to the Spectrum Accelerate system, start migration, and bring hosts back online. 

    As with any data migration activity, subdividing the process into manageable tasks is a good approach. There is also an upper limit to the number of migrations that can be active at the same time, so your planning for the move must account for this limitation. 

    For more information about data migration with Spectrum Accelerate, see Chapter 8, “Data Migration with IBM Spectrum Accelerate” on page 217. For more information about migration in general, see IBM XIV Storage System Business Continuity Functions, SG24-7759.

     

    
      
        	
          Important: Replication and data migration with IBM Spectrum Accelerate are done over iSCSI links. 

        
      

    

    5.7  XIV and IBM Spectrum Accelerate

    This chapter showed that the XIV and IBM Spectrum Accelerate systems can coexist in the same XIV Management GUI management tools inventory. Not only can you manage the hardware and software versions of the systems, but you can mirror and migrate between 
the systems. 

    For more information about replication and migration, see Chapter 7, “Remote mirroring with IBM Spectrum Accelerate” on page 175 and Chapter 8, “Data Migration with IBM Spectrum Accelerate” on page 217.
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Host attachment 

    Connecting hosts and applications to an IBM Spectrum Accelerate system has certain requirements that must be met to achieve successful connectivity. For every supported host platform, the IBM XIV Host Attachment Kit is available to simplify much of the host side configuration. IBM Spectrum Accelerate systems support only iSCSI connectivity for hosts connections. 

    This chapter provides guidance about how to prepare an IBM Spectrum Accelerate system for iSCSI connection and installation and configuration of the IBM XIV Host Attachment Kit. Configuring the new Host-side Acceleration feature is also described, which is available in the IBM Host Attachment Kit, starting with version 2.5.0 for Red Hat Enterprise Linux 7.x hosts only.

    This chapter includes the following topics:

    •6.1, “Supported operating systems for iSCSI host attachment” on page 124

    •6.2, “iSCSI connectivity and IBM Spectrum Accelerate” on page 124

    •6.3, “Configuring Spectrum Accelerate iSCSI port connectivity” on page 129

    •6.4, “Host attachment to an IBM Spectrum Accelerate system” on page 134

    •6.5, “Installing and configuring Host Attachment Kit on Windows” on page 138

    •6.6, “Installing the Host Attachment Kit on Red Hat  Enterprise Linux” on page 147

    •6.7, “IBM Spectrum Accelerate Host-side Accelerator” on page 152

    •6.7, “IBM Spectrum Accelerate Host-side Accelerator” on page 152

    •6.8, “Using Microsoft System Center Virtual Machine Manager with an IBM Spectrum Accelerate system” on page 168

    6.1  Supported operating systems for iSCSI host attachment

    IBM Spectrum Accelerate can be used with host systems that are running the following operating systems:

    •Microsoft Windows

    •Red Hat Enterprise Linux or Novell SuSE Linux Enterprise Servers that are running on Intel compatible x86 or x86_64 platforms

    •VMware ESXi

    •Citrix Xen Server 

    •Oracle Solaris that is running on Intel compatible x86 or x86_64 platforms or on Sparc platforms

    For more information, see the IBM System Storage Interoperation Center.

    6.2  iSCSI connectivity and IBM Spectrum Accelerate

    IBM Spectrum Accelerate systems connect to hosts by using the Internet Small Computer System Interface (iSCSI) protocol. This protocol operates over TCP/IP and allows a host to attach to a remote storage device over an Ethernet network.

    In the context of IBM Spectrum Accelerate connectivity, the host operates as the iSCSI initiator and the IBM Spectrum Accelerate system as the iSCSI target. A host connects to an IBM Spectrum Accelerate system by using a iSCSI software initiator. Also, some hosts can connect to an IBM Spectrum Accelerate system via iSCSI by using a converged network adapter (CNA).

    Each addressable element of the iSCSI communication is uniquely identified by its iSCSI Qualified Name (IQN). The iSCSI protocol normally operates on TCP/IP Ethernet networks, which means that every iSCSI-addressable element is identified by a TCP/IP address and IQN. For IBM Spectrum Accelerate systems, the IQN is automatically configured at the time the system is installed and is in the following format:

    iqn.2005-10.com.xivstorage:<IBM_SPECTRUM_ACCELERATE_SERIAL_NUMBER>

    iSCSI connections to an IBM Spectrum Accelerate system can be secured by using the Challenge Handshake Authentication Protocol (CHAP). This protocol is based on the exchange of a hashed string that is called the CHAP secret. The use of this method of authentication requires that a CHAP secret be defined on the IBM Spectrum Accelerate system and the host iSCSI initiator.

    The iSCSI-addressable elements that are used to connect a host to a Spectrum Accelerate system are shown in Figure 6-1.
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    Figure 6-1   Host and IBM Spectrum Accelerate addressable iSCSI elements

    Hosts can be made up of individual or clustered application servers. Other storage devices can also be thought of as hosts when these storage devices are set up in a data migration configuration with the IBM Spectrum Accelerate system. At the time of this writing, supported storage systems for data replication and mirroring include other IBM Spectrum Accelerate systems and IBM XIV systems. Data migration is supported for any storage device that acts as an iSCSI initiator.

    For more information about storage device attachments, see Chapter 7, “Remote mirroring with IBM Spectrum Accelerate” on page 175 and Chapter 8, “Data Migration with IBM Spectrum Accelerate” on page 217.

    6.2.1  Network infrastructure

    When the network environment is designed to support an IBM Spectrum Accelerate system, the physical connectivity and logical connectivity must be in place. This prerequisite includes having sufficient physical network redundancy in case of equipment failure. The logical networks on each ESX system must be configured correctly and associated with redundant physical connections.

    Physical connectivity

    The network infrastructure must be designed so that are no single points of failure. This design requires that redundant network connections are present between hosts and the IBM Spectrum Accelerate system. Each module within the IBM Spectrum Accelerate system must be physically connected to two separate Ethernet networks or Ethernet devices. 

    When possible, each host must be connected over two separate Ethernet networks. Each module (independent ESX server) in an IBM Spectrum Accelerate system must be connected to the iSCSI network infrastructure through at least two physical ports that are connected to two separate Ethernet network devices or networks, as shown in Figure 6-2.

     

    
      
        	
          Note: When physically connecting to an IBM Spectrum Accelerate system, ensure that the interconnect network is set up on separate physical ports from the iSCSI and management network connections.
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    Figure 6-2   Host attachment concept to IBM Spectrum Accelerate modules

    iSCSI and TCP/IP network connectivity

    Each module of an IBM Spectrum Accelerate system has an iSCSI target interface that is designated for host attachment. Connecting a host to all possible iSCSI ports on an IBM Spectrum Accelerate system can lead to performance problems on the host because of the increased complexity of the multipathing.

     

    
      
        	
          Exception: Linux hosts that use the Host-side Accelerator must be connected to all available iSCSI ports on an IBM Spectrum Accelerate system. For more information, see 6.7.1, “Installing and configuring the IBM Host Attachment Kit with IBM Host-side Accelerate support on Red Hat Enterprise Linux 7.1” on page 152.

        
      

    

    When the network infrastructure is built for use with an IBM Spectrum Accelerate system, ensure that there is sufficient redundancy, bandwidth, and iSCSI connectivity to support the intended use.

     

    
      
        	
          Tip: If the Host-side Accelerator is not used, define one iSCSI path from a host to each of the modules in the IBM Spectrum Accelerate system.

        
      

    

    Defining the iSCSI connections in this way ensures that sufficient redundancy is available in case of module failure, yet limits the number of paths to avoid complex multipathing. Each host’s multipathing software must properly balance the workload between all of the connections to an IBM Spectrum Accelerate system.

    Optimal connectivity for hosts that are not using the Host-side Accelerator uses the following pattern:

    •Three module IBM Spectrum Accelerate systems can each have hosts define all possible iSCSI paths. 

    •IBM Spectrum Accelerate systems with more than three modules must have connectivity split as evenly as possible between the independent network devices.

    An example of host connectivity to a three module IBM Spectrum Accelerate is shown in Figure 6-3.
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    Figure 6-3   Example of iSCSI connectivity for a three module system

    An example of host connectivity to a four module IBM Spectrum Accelerate is shown in Figure 6-4.
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    Figure 6-4   Example of iSCSI connectivity for a four module system

    The Table 6-1 lists recommendations for iSCSI host connectivity layouts that are based on the number of IBM Spectrum Accelerate modules and the number of separate network device connections. This table includes graphical representations of two physical networks. One network is depicted in orange and the second network is in green.

    Table 6-1   iSCSI host connectivity table

    
      
        	
          Modules

        
        	
          Network paths to number of modules

        
        	
          Network connectivity layout

        
      

      
        	
           

          3 

          Modules

        
        	
           

          1‘Network A’ paths to 3 Modules

          1‘Network B’ paths to 3 Modules

        
        	
          [image: ]

        
      

      
        	
           

          4 

          Modules

        
        	
           

          1 ‘Network A’ path to 2 Modules

          1 ‘Network B’ path to 2 Modules

        
        	
          [image: ]

        
      

      
        	
           

          5 

          Modules

        
        	
           

          1 ‘Network A’ path to 2 Modules
1 ‘Network B’ path to 3 Modules

        
        	
          [image: ]

        
      

      
        	
           

          6 

          Modules

        
        	
           

          1 ‘Network A’ path to 3 Modules

          1 ‘Network B’ path to 3 Modules

        
        	
          [image: ]

        
      

      
        	
           

          7 

          Modules

        
        	
           

          1 ‘Network A’ path to 3 Modules

          1 ‘Network B’ path to 4 Modules

        
        	
          [image: ]

        
      

      
        	
           

          8 

          Modules

        
        	
           

          1 ‘Network A’ path to 4 Modules

          1 ‘Network B’ path to 4 Modules

        
        	
          [image: ]

        
      

      
        	
           

          9 

          Modules

        
        	
           

          1 ‘Network A’ path to 4 Modules

          1 ‘Network B’ path to 5 Modules

        
        	
          [image: ]

        
      

      
        	
           

          10 

          Modules

        
        	
           

          1 ‘Network A’ path to 5 Modules

          1 ‘Network B’ path to 5 Modules

        
        	
          [image: ]

        
      

      
        	
           

          11 

          Modules

        
        	
           

          1 ‘Network A’ path to 5 Modules

          1 ‘Network B’ path to 6 Modules

        
        	
          [image: ]

        
      

      
        	
           

          12 

          Modules

        
        	
           

          1 ‘Network A’ path to 6 Modules

          1 ‘Network B’ path to 6 Modules

        
        	
          [image: ]

        
      

      
        	
           

          13 

          Modules

        
        	
           

          1 ‘Network A’ path to 6 Modules

          1 ‘Network B’ path to 7 Modules

        
        	
          [image: ]

        
      

      
        	
           

          14 

          Modules

        
        	
           

          1 ‘Network A’ path to 7 Modules

          1 ‘Network B’ path to 7 Modules

        
        	
          [image: ]

        
      

      
        	
           

          15 

          Modules

        
        	
           

          1 ‘Network A’ path to 7 Modules

          1 ‘Network B’ path to 8 Modules

        
        	
          [image: ]

        
      

    

    6.3  Configuring Spectrum Accelerate iSCSI port connectivity

    An IBM Spectrum Accelerate system must have iSCSI connectivity that is defined for the ports to be available to hosts. Each IBM Spectrum Accelerate module has two iSCSI ports virtually defined. These ports must be configured with TCP/IP addresses to provide network connectivity for hosts. 

    Configuring the ports can be accomplished by either using the IBM Hyper-Scale Manager, IBM XIV Management GUI or the XCLI utility. For more details about iSCSI configuration with Hyper-Scale Manager see the Redbooks publication IBM FlashSystem A9000, IBM FlashSystem A9000R, and IBM XIV Storage System Host Attachment and Interoperability, SG24-8368.

    The following steps are used to configure iSCSI on an IBM Spectrum Accelerate system by using the IBM XIV Management GUI:

    1.	Identify the default IBM Spectrum Accelerate system’s iSCSI IQN.

    2.	Configure both iSCSI ports on each module with a valid TCP/IP address.

    6.3.1  Configuring iSCSI port assignment by using the IBM XIV 
Management GUI

    Configuring the IBM Spectrum Accelerate system’s iSCSI ports for host access requires the iSCSI IQN of the system and defining port TCP/IP addresses. 

    Complete the following steps to identify the IBM Spectrum Accelerate system’s IQN:

    1.	Within the IBM XIV Management GUI, select the IBM Spectrum Accelerate system.

    2.	Select the Systems → System Settings → System option as shown in Figure 6-5.
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    Figure 6-5   Opening the IBM Spectrum Accelerate system settings

    3.	Select the Parameters tab in the left column. The iSCSI Internet Qualified Name is displayed in the iSCSI Name field, as shown in Figure 6-6.
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    Figure 6-6   Obtaining the IBM Spectrum Accelerate system iSCSI IQN

    Complete the following steps to define the TCP/IP addresses for the IBM Spectrum Accelerate system’s iSCSI ports:

    1.	Hover over the Hosts and Clusters menu to expand the categories submenu. Select iSCSI Connectivity, as shown in Figure 6-7 on page 131.
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    Figure 6-7   Getting host iSCSI connectivity page

    2.	Select Define IP interface, - iSCSI that is in the top menu bar, as shown in Figure 6-8.
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    Figure 6-8   Calling Define IP interface iSCSI wizard

    3.	Complete the following fields in the Define IP interface iSCSI wizard with the appropriate settings to configure each iSCSI port on the IBM Spectrum Accelerate system:

     –	System (Drop menu)	

    This value defines the IBM Spectrum Accelerate system for which the port is being configured.

     –	Name	

    This value defines a name for the iSCSI port that is configured. The iSCSI port name must be easily identifiable.

     –	Address

    This value defines the IP address of the iSCSI port. This IP address is used to connect the IBM Spectrum Accelerate system to host devices.

     –	Netmask	

    This value defines the local network netmask for the iSCSI port being configured.

     –	Default Gateway	

    This value defines the local network TCP/IP gateway for the iSCSI port being configured.

     –	MTU	

    This value defines the packet MTU size for the communication across the local network. This value must be the same for the IBM Spectrum Accelerate system and the ESX server on which it is running.

     –	Node (Drop Menu)	

    This value defines the module for which the iSCSI port is being configured.

     –	Port Number	

    This value defines the port number for which the iSCSI settings are being configured.

    Figure 6-9 shows an example of iSCSI port settings for Module:1iSCSI iSCSI Port 2.
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    Figure 6-9   Defining a iSCSI port in your IBM Spectrum Accelerate system

    4.	Click Create to complete the definition process for the iSCSI port.

    5.	Repeat the iSCSI port definition process until all ports on the IBM Spectrum Accelerate system are defined with a valid TCP/IP address.

    6.3.2  Configuring iSCSI port assignment by using the IBM XIV 
Management XCLI

    Configuring an IBM Spectrum Accelerate system’s iSCSI ports for host access requires the IQN of the system and the definition of port TCP/IP addresses.

    Complete the following steps to find the IBM Spectrum Accelerate System’s IQN:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility. 

    2.	Obtain the IBM Spectrum Accelerate IQN by running the config_get command. The IQN is the value returned for the iscsi_name option. Example 6-1 shows how to identify the system IQN.

    Example 6-1   Use of XCLI config_get command to get IBM Spectrum Accelerate system IQN
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    XIV itso_sds1>>config_get

    Name                                    Value                               

    dns_primary                             9.151.138.10                        

    dns_secondary                           9.151.138.11                        

    system_name                             XIV itso_sds1                       

    snmp_location                           Unknown                             

    snmp_contact                            Unknown                             

    snmp_community                          XIV                                 

    snmp_trap_community                     XIV                                 

    snmp_type                               V2C                                 

    snmpv3_user                                                                 

    snmpv3_encryption_type                  AES                                 

    snmpv3_encryption_passphrase            ****                                

    snmpv3_authentication_type              SHA                                 

    snmpv3_authentication_passphrase        ****                                

    system_id                               21379                               

    machine_type                            2810                                

    machine_model                           999                                 

    machine_serial_number                   9021379                             

    machine_unique_id                       b750cae8fd6b419a92a597678902df33    

    email_sender_address                                                        

    email_reply_to_address                                                      

    email_subject_format                    {severity}: {description}           

    iscsi_name                              iqn.2005-10.com.xivstorage:021379   

    ntp_server                              129.6.15.28                         

    support_center_port_type                Management                          

    isns_server                                                                 

    ipv6_state                              enabled                             

    ipsec_state                             disabled                            

    ipsec_track_tunnels                     no                                  

    impending_power_loss_detection_method   UPS                                 

    XIV itso_sds1>>
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    Complete the following steps to define the TCP/IP address on the IBM Spectrum Accelerate system’s iSCSI ports:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility.

    2.	Run the ipinterface_create XCLI command with the appropriate arguments to define each iSCSI port. Ensure that you provide the following correct argument values for the command to complete successfully with a valid iSCSI port definition:

     –	ipinterface	

    This argument defines a name for the iSCSI port being configured. The iSCSI port name must be something that helps identify it.

     –	address	

    This argument defines the IP address of the iSCSI port. This IP address is used to connect the IBM Spectrum Accelerate system to host devices.

     –	netmask	

    This argument defines the local network netmask for the iSCSI port being configured.

     –	gateway

    	This argument defines the local network TCP/IP gateway for the iSCSI port being configured.

     –	mtu	

    This argument defines the packet MTU size for the communication across the local network. This value must be the same for the IBM Spectrum Accelerate system and the ESX server on which it is running.

     –	module	

    This argument defines which module the iSCSI port is being configured to use.

     –	port	

    This argument defines the port number of the module on which the iSCSI settings are being configured.

    3.	Example 6-2 shows a completed version of the ipinterface_create command.

    Example 6-2   Defining a iSCSI port in your IBM Spectrum Accelerate system from XCLI
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    XIV itso_sds1>>ipinterface_create ipinterface=iSCSI-mod1-port2 address=192.168.100.2 netmask=255.255.255.0 gateway=192.168.100.254 mtu=9000 module=1:Module:1 port=2
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    6.3.3  iSCSI security configuration

    To secure the iSCSI connectivity, CHAP authentication can be used. This authentication requires a CHAP name and a CHAP secret be generated on each host, which accesses the communication channel. The CHAP secret that is provided to the IBM Spectrum Accelerate system must be identical to the one created on each host.

    To use CHAP authentication, ensure that the following IBM Spectrum Accelerate requirements are met:

    •The CHAP name must be unique to the IBM Spectrum Accelerate system.

    •The CHAP secret must be 96 - 128 bits, and in one of the following formats:

     –	Base64 (prefixed 0b): Each character is treated as a 6-bit equivalent length

     –	Hex (prefixed 0x): Each character is treated as a 4-bit equivalent length

     –	String: Each character is treated as an 8-bit equivalent length

     

    Use of CHAP authentication is configured when the host is initially defined on the XIV system.

    6.4  Host attachment to an IBM Spectrum Accelerate system

    For more information about host configuration, see IBM FlashSystem A9000, IBM FlashSystem A9000R and IBM XIV Storage System: Host Attachment and Interoperability, SG24-8368.

    The following tasks are described in this publication:

    •Configuring the iSCSI software initiator.

    •Configuring iSCSI security in the form of CHAP.

    •Configuring the target iSCSI connections.

    •Activating the iSCSI connections.

    •Enabling multipath.

    •Configuring a load balancing policy.

    •Creating the cluster (if needed).

    This section describes the process of configuring the IBM Host Attachment Kit on Microsoft Windows 2008R2 and Red Hat Enterprise Linux 7.1.

    6.4.1  Host Attachment Kits

    To ensure high availability, every host that is attached to an IBM Spectrum Accelerate system must have multiple logical paths. IBM includes Host Attachment Kits to assist with attaching hosts to an IBM Spectrum Accelerate system. These kits customize the host multipath configuration and supply powerful tools to assist the storage administrator in day-to-day tasks.

    Version 2.5.0 of the Host Attachment Kit has the following features:

    •Backwards compatibility to Version 11.5.0 of the IBM Spectrum Accelerate system software

    •Host server patch and driver versions validation

    •Multipathing set-up on the host by using original multipath tools

    •Adjust host system tunable parameters for performance (if required)

    •Installation wizard

    •Management utilities, such as the xiv_devlist command

    •Support and troubleshooting utilities, such as the xiv_diag command

    •A portable version that can be run without installation

    Host Attachment Kits are built on a Python framework, and provide a consistent interface across all operating systems. Other XIV tools, such as the Microsoft Systems Center Operations Manager (SCOM) management pack, also install a Python-based framework that is called xPYV. With release 1.7 of the Host Attachment Kit, the Python framework is now embedded within the Host Attachment Kit code and does not require separate installation.

    Host Attachment Kits can be downloaded from Fix Central.

    Commands that are provided by the IBM XIV Host Attachment Kit

    Regardless of which host operating system is used, the Host Attachment Kit provides a uniform set of commands that create output in a consistent manner. This section includes examples of the appropriate Host Attachment Kit commands. 

    xiv_attach

    This command configures the host operating system and defines the host on an IBM Spectrum Accelerate system. 

    In some cases, you might be prompted to reboot the host after you run the xiv_attach command. A reboot is needed because the xiv_attach utility modified the system and these changes require a reboot to take effect. For example, the installation of a Windows hot fix requires a reboot. You must use the xiv_attach utility once when an initial host configuration is performed. When the installation and configuration of the system is completed, run the xiv_iscsi_admin -R command to detect newly mapped volumes. 

     

    
      
        	
          Note: The xiv_iscsi_admin -U --mode=SWITCH command is used to detect newly mapped volumes on Linux systems by using the IBM Spectrum Accelerate with Host-Side Acceleration.

        
      

    

    xiv_detach 

    This command is used on a Windows Server to remove all IBM Spectrum Accelerate multipath settings from the host. For other operating systems, use the uninstall option of the xiv_attach utility. 

     

    
      
        	
          Tip: If you are upgrading a server from Windows 2003 to Windows 2008, use the xiv_detach utility first to remove the multipath settings.

        
      

    

    xiv_devlist 

    This command displays a list of all volumes that are visible to the system. It also displays the following information: 

    •Size of the volume 

    •Number of paths (working and detected) 

    •Name and ID of each volume that is on the IBM Spectrum Accelerate system

    •ID of the IBM Spectrum Accelerate system

    •Name of host definition on the IBM Spectrum Accelerate system

    The xiv_devlist command is one of the most powerful tools in your toolkit. Ensure that you are familiar with this command and use it whenever the system must be administered. The XIV Host Attachment Kit Attachment Guide lists a number of useful parameters that can be run with xiv_devlist. The following parameters are especially useful:

    •xiv_devlist -u GiB 

    Displays the volume size in binary GB. The -u stands for unit size.

    •xiv_devlist -V 

    Displays the Host Attachment Kit version number (-V is for “version”).

    •xiv_devlist -f filename.csv -t csv	

    Directs the output of the command to a file.

    •xiv_devlist -h	

    Brings up the help page that displays other available parameters (-h is for “help”).	

    xiv_diag

    This command is used to satisfy requests from the IBM support for log data. The xiv_diag command creates a compressed file (that uses tar.gz format) that contains log data. This utility prevents the manual collection of individual log files from the host server.

    xiv_iscsi_admin

    This command is similar to xiv_attach. However, unlike xiv_attach, you use the xiv_iscsi_admin command to perform individual steps and tasks. The following xiv_iscsi_admin command parameters are useful:

    •xiv_iscsi_admin -P 

    Displays the iSCSI qualified name of the host iSCSI initiator (-P is for “print”).

    •xiv_iscsi_admin -V 

    •This command lists the tasks that xiv_attach perform when it runs. Knowing the tasks is vital if you use the portable version of the Host Attachment Kit. You must know what tasks the Host Attachment Kit must perform on your system before the window is changed (-V is for “verify”).

    •xiv_iscsi_admin -C	

    This command performs all of the tasks that the xiv_iscsi_admin -V command identified as being required for your operating system (-C is for “configure”).

    •xiv_iscsi_admin -R	

    This command scans for and configures new volumes that are mapped to the server. For a new host that is not yet connected to an IBM Spectrum Accelerate system, use xiv_attach. However, if more volumes are mapped to such a host later, use xiv_iscsi_admin -R to detect them.

    •xiv_iscsi_admin -R --mode=SWITCH

    This command scans for and configures new volumes that are mapped to hosts that use IBM Spectrum Accelerate with Host-side Acceleration. This command is functionally equivalent to the xiv_iscsi_admin -R command.

    Co-existence with other multipathing software

    The IBM Host Attachment Kit is not a multipath driver. It enables and configures multipathing rather than providing it. IBM requires that the correct host attachment kit be installed for each operating system type.

     

    
      
        	
          Note: A mix of different multipathing solution software on the same server is not supported. Each product can have different requirements for important system settings, which can conflict. These conflicts can cause issues that range from poor performance to unpredictable behaviors, and even data corruption.

        
      

    

    If you need co-existence and a support statement does not exist, apply for a support statement from IBM. This statement is known as a SCORE, or sometimes an RPQ. Most often there is no extra charge for this support request.

Contact your IBM Representative to submit a SCORE/RPQ.

    6.4.2  Acquiring the IBM Host Attachment Kit

    The IBM Host Attachment Kit can be obtained from IBM Fix Central:

    1.	Specify IBM Spectrum Accelerate (Software defined storage) as the product, then All as Installed Version and any Platform, as shown in Figure 6-10. Click Continue.
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    Figure 6-10   Selecting IBM Spectrum Accelerate tools

    2.	Then, click IBM XIV Host attachment Kit, as shown in Figure 6-11.

    [image: ]

    Figure 6-11   Selecting Host Attachment Kit option

    6.5  Installing and configuring Host Attachment Kit on Windows

    After downloading the Host Attachment Kit (HAK) for Microsoft Windows, browse to the directory where the file was copied and double-click the file name to install the HAK, as shown in Figure 6-12.
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    Figure 6-12   Selecting the Windows Host Attachment kit installation program

    After the installation completes, the following options are available to complete the Windows configuration: 

    •Run the Host Attachment Wizard from the Start menu.

    Click Start and select IBM Host Attachment Wizard from the menu, as shown in Figure 6-13.
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    Figure 6-13   IBM Host Attachment Wizard menu option

    Running the wizard opens a command window in which the xiv_attach program runs and performs the following actions:

     –	Defines software iSCSI initiator

     –	Configures iSCSI initiator

    •Run the wizard from a Windows command window produces the same output as running the wizard from the Windows Menu, as shown in Figure 6-14. 

    To run the command line wizard, open a windows command prompt and enter xiv_attach, as shown in Figure 6-14.
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    Figure 6-14   The xiv_attach command

    Both processes are described in the following sections.

    Defining host software iSCSI initiator

    To define the host software iSCSI initiator and configure the host in IBM Spectrum Accelerate, complete the following steps:

    1.	Press Enter and the wizard validates the current host configuration, as shown in Figure 6-15.
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    Figure 6-15   Validating host configuration	

    2.	Specify your connectivity type. Enter i, as shown in Example 6-3.

    Example 6-3   Specifying iSCSI connection
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    Please specify the connectivity type: [f]c / [i]scsi : i
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    3.	The wizard determines your configuration. If this host is configured on another system, you are prompted for whether you want to define another system. If so, answer yes, as shown in Example 6-4.

    Example 6-4   Wizard determining configuration
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    -------------------------------------------------------------------------------

    Please wait while the wizard validates your existing configuration...

    Verifying Previous HAK versions                                              OK

    Verifying Disk timeout setting                                               OK

    Verifying iSCSI service                                                      OK

    Verifying Built-In MPIO feature                                              OK

    Verifying Multipath I/O feature compatibility with XIV storage devices       OK

    Verifying XIV MPIO Load Balancing (service)                                  OK

    Verifying XIV MPIO Load Balancing (agent)                                    OK

    Verifying Windows Hotfix 2460971                                             OK

    Verifying Windows Hotfix 981208                                              OK

    Verifying Windows Hotfix 979711                                              OK

    Verifying Windows Hotfix 2522766                                             OK

    Verifying LUN0 device driver                                                 OK

    This host is already configured for the XIV storage system.

    -------------------------------------------------------------------------------

    Discovering new iSCSI targets ...

    -------------------------------------------------------------------------------

    Would you like to discover a new iSCSI target? [default: yes ]: yes
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    4.	You are prompted to specify the IP address of the iSCSI target, which is an iSCSI port that was defined in 6.3.2, “Configuring iSCSI port assignment by using the IBM XIV  Management XCLI” on page 132. From the XIV GUI, you can also click Hosts and Clusters and select iSCSI Connectivity to see the list of your iSCSI target ports, as shown in Figure 6-16.
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    Figure 6-16   Listing available target iSCSI ports from IBM XIV GUI

    Select the port that you need and enter its IP address, as shown in Example 6-5.

    Example 6-5   Entering target iSCSI IP address
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    Please enter an XIV iSCSI discovery address (iSCSI interface): 9.xx.2zz.24
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    5.	Specify whether you want to use CHAP. This example uses CHAP, so we answer yes, as shown in Example 6-6.

    Example 6-6   Stating whether CHAP must be defined
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    Is this host defined to use CHAP authentication with the XIV storage system? [default: no ]: yes
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    6.	You must specify the CHAP name and secret that was defined in IBM Spectrum Accelerate (see item 3 on page 147), as shown in Example 6-7.

    Example 6-7   Specifying host CHAP name and secret
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    Enter a CHAP name: AppSecret

    Enter a CHAP secret: AppSecretString

    Would you like to discover a new iSCSI target? [default: yes ]: no
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    7.	If new iSCSI targets must be configured, answer as needed, up to the point where you answer no. The following steps assume that iSCSI targets must be configured. Then, when you are requested to rescan your storage systems (IBM Spectrum Accelerate system), answer yes, as shown in Example 6-8.

    Example 6-8   Rescanning for storage systems
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    Would you like to rescan for new storage devices? [default: yes ]: yes
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    8.	After some time, the storage systems are displayed, as shown in Example 6-9. If this system is your IBM Spectrum Accelerate system, answer yes to define this host for this storage system. Enter the host name that you want to see in the XIV GUI and the IBM Spectrum Accelerate credentials.

    Make a note of the XIV serial because it is used in the next steps.

    Example 6-9   Found storage systems
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    -------------------------------------------------------------------------------

    This host is connected to the following XIV storage arrays:

    Serial   System       Host     Ports     Protocol  Host

             Version      Defined  Defined             Name(s)

    9021379  11.5.1.c-in  No       No ports  iSCSI     N/A

             ternal-p201           defined

             50225_16394

             6

    This host is not defined on some iSCSI-attached XIV storage systems.

    Do you want to define this host on these XIV systems now? [default: yes ]: yes

    Please enter a name for this host [default: xivcx302 ]:

    Please enter a user name for system 9021379 [default: admin ]:

    Please enter the password of user admin for system 9021379:

     

    Press [ENTER] to proceed.

    -------------------------------------------------------------------------------

    The IBM XIV host attachment wizard has successfully configured this host.

     

    Press [ENTER] to exit.

     

    C:\Users\Administrator>
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    In the XIV GUI, the host now appears in the Hosts and Clusters window, as shown in Figure 6-17.
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    Figure 6-17   HAK added host now shows in IBM XIV GUI

    Configuring host software iSCSI initiator

    From your Microsoft Windows host, complete the following steps:

    1.	Click Control Panel and select iSCSI Initiator, as shown in Figure 6-18.
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    Figure 6-18   Selecting iSCSI software initiator configuration wizard

    2.	The iSCSI Initiator Properties window is displayed, as shown in Figure 6-19. The last digits of the IQN must match the XIV serial that is shown.
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    Figure 6-19   iSCSI Initiator Properties

    3.	Click Connect, as shown in Figure 6-20 (even if the status shows Connected).
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    Figure 6-20   Clicking Connect to connect and enable multi-path

    4.	The Connect To Target window is displayed. Select Enable multi-path and Add this connection to the list of Favorite Targets as shown in Figure 6-21. Then, click OK. 
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    Figure 6-21   Connecting iSCSI initiator to IBM Spectrum Accelerate

    5.	Select the Discovery tab. Then, click Discover Portal (as shown in Figure 6-22) to discover your IBM Spectrum Accelerate as an iSCSI target.
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    Figure 6-22   Starting iSCSI target discovery

    6.	The Discover Target Portal window opens. Enter the IP addresses that were defined as iSCSI target in your IBM Spectrum Accelerate (see step 6-6 on page 130), as shown in Figure 6-23 (leave the port as default).
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    Figure 6-23   Discovering the IBM Spectrum Accelerate iSCSI target IP address

    Repeat this step for all of the defined iSCSI target IP addresses for your IBM Spectrum Accelerate system.

    The discovered addresses now appear in the Discovery tab, as shown in Figure 6-24.
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    Figure 6-24   Discovered iSCSI targets

    In this example, a 17 GB volume was created on the host, as shown in Figure 6-25.
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    Figure 6-25   Volume mapped at IBM Spectrum Accelerate level

    After a rescan, the Windows system now displays a new 17 GB volume, as shown in Figure 6-26.
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    Figure 6-26   New disk appears in Windows system

    Configuring a host on Spectrum Accelerate by using the XIV GUI

    After IBM Spectrum Accelerate system iSCSI ports are created, you must define the hosts that connect to it. If you need secure connections, you must then configure CHAP as described in 6.3.3, “iSCSI security configuration” on page 134. 

     

    
      
        	
          Note: The steps that are described in this section do not need to be done if you use or are planning to use IBM Host Attachment Kit.

        
      

    

    To add a host without CHAP (CHAP configuration is described in “Configuring CHAP from XIV GUI or XCLI” on page 146), complete the following steps:

    1.	From IBM XIV Management GUI, click Hosts and Clusters and select Hosts and Clusters, as shown in Figure 6-27.
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    Figure 6-27   Selecting Hosts and Clusters to add a host

    2.	Click Add Host, as shown in Figure 6-28.
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    Figure 6-28   Calling Add Host wizard

    3.	The Add Host wizard window opens. Enter the host name, as shown in Figure 6-29. Then, click Add.
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    Figure 6-29   Completing the Add Host wizard

    4.	After the host is created in the IBM Spectrum Accelerate system, you must assign a port. From the IBM XIV Management GUI Hosts and Clusters window, click your host. Then, select Add Port, as shown in Figure 6-30.
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    Figure 6-30   Starting the Add Port wizard

    5.	In the Add Port wizard window, enter the iSCSI qualifier name of the host and click Add, as shown in Figure 6-31.
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    Figure 6-31   Add Port wizard with host iSCSI initiator name

    Configuring a host by using XCLI

    Complete the following steps to configure a host by using XCLI (these steps do not need to be performed if you use IBM Host Attachment Kit):

    1.	Add a host without CHAP to an IBM Spectrum Accelerate system by running the host_define command, as shown in Example 6-10.

    Example 6-10   Defining CHAP credentials by using the IBM XCLI
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    XIV itso_sds1>>host_define host="myPublicAppHost"
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    2.	Add a port to a host by running the host_add_port command, as shown in Example 6-11.

    Example 6-11   Using XCLI to add a port to a host
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    XIV itso_sds1>>host_add_port host=myPublicAppHost iscsi_name=iqn.2010-01.com.example:sto_device.123
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    Configuring CHAP from XIV GUI or XCLI

    CHAP configuration occurs when you add or modify a host on your system. Complete the following steps (these steps do not need to be performed if you use IBM Host Attachment Kit):

    1.	From IBM XIV Management GUI, click Hosts and Clusters and select Hosts and Clusters.

    2.	Click Add Host, as shown in Figure 6-32.
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    Figure 6-32   Calling Add Host wizard

    3.	The Add Host wizard windows opens. Enter the host name, CHAP name, and secret, as shown in Figure 6-33. Then, click Add.
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    Figure 6-33   Filling Add Host wizard with host CHAP credentials

    Alternatively, you can define the CHAP authentication by using the IBM XIV Management XCLI utility and running the host_define or host_update commands, as shown in Example 6-12.

    Example 6-12   Defining CHAP credentials by using the IBM XCLI
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    XIV itso_sds1>>host_define host="itso_host1" iscsi_chap_name="AppSecret" iscsi_chap_secret="AppSecretString"
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    6.6  Installing the Host Attachment Kit on Red Hat 
Enterprise Linux

    Installation of the IBM Host Attachment Kit is supported for Red Hat Enterprise Linux and SuSE Linux Enterprise systems. For our demonstration, this section shows the IBM Host Attachment Kit being installed on Red Hat Enterprise Linux 7.1.

    Installing the IBM Host Attachment Kit on RHEL 7.x

    The IBM Host Attachment Kit installation requires that the device-multipath-utils, iscsi-initiator-utils, and sg3-utils packages be installed from the RHEL repositories. The package manager is used in Example 6-13 to install the required packages.

    Example 6-13   Installing the iscsi, multipathing, and sg3 packages in RHEL 7.1
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    [itsouser@localhost ~]$ sudo yum install iscsi-initiator-utils device-mapper-multipath sg3-utils
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    When the required packages are installed, browse to the directory where the IBM Host Attachment Kit archive is kept and extract it (see Example 6-14).

    Example 6-14   Extracting the IBM Host Attachment archive	
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    [itsouser@localhost ~]$ tar xf IBM_XIV_Host_Attachment_Kit_2.5.0-b2283_Linux_x86-64.tar.gz


    [itsouser@localhost ~]$ ls

    HAK_2.5.0  IBM_XIV_Host_Attachment_Kit_2.5.0-b2283_Linux_x86-64.tar.gz
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    Browse to the newly extracted HAK_2.5.0 folder and verify that the installation script install.sh is present. Run the installation script by running the install.sh script with administrative privileges. The installation process with explanations is shown in Example 6-15.

    Example 6-15   Completing installation of the IBM Host Attachment kit
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    [itsouser@localhost HAK_2.5.0]$ sudo ./install.sh 

    Welcome to the IBM XIV Host Attachment Kit installer.

    Required OS packages:

     

    +--------------------------+-----------------+

    | RHEL                     | SLES            |

    +--------------------------+-----------------+

    | device-mapper-multipath  | multipath-tools |

    | sg3_utils                | sg3_utils       |

    +--------------------------+-----------------+

    Attention: The installation may FAIL if any required OS package is missing.

     

    Optional OS packages (iSCSI support):

    +--------------------------+-----------------+

    | RHEL                     | SLES            |

    +--------------------------+-----------------+

    | iscsi-initiator-utils    | open-iscsi      |

    +--------------------------+-----------------+

     

    Would you like to proceed and install the IBM XIV Host Attachment Kit? [Y/n]: Y

     

    
      
        	
          Enter Y to proceed with the installation after verifying that the packages are installed. If you installed them in the previous step, there is no need for further verification.

        
      

    

     

    Please wait while the installer validates your existing configuration...

    --------------------------------------------------------------------

    Please wait as the IBM XIV Host Attachment Kit is being installed...

    --------------------------------------------------------------------

     

    Installation successful.

    Please refer to the user guide for information about how to configure this host.

     

    ---------------------------------------------------------------

    The IBM XIV Host Attachment Kit includes the following utilities:

    xiv_attach: Interactive wizard that configures the host and verifies its 

                configuration for connectivity with the IBM XIV Storage System.

    xiv_devlist: Lists all XIV volumes that are mapped to the host, with general 

                info about non-XIV volumes.

    xiv_syslist: Lists all XIV storage systems that are detected by the host.

    xiv_diag: Performs complete diagnostics of the host and its connectivity with 

                the IBM XIV Storage System, and saves the information to a file.

    xiv_fc_admin: Allows you to perform different administrative operations for 

                FC-connected hosts and XIV storage systems.

    xiv_iscsi_admin: Allows you to perform different administrative operations for 

                iSCSI-connected hosts and XIV storage systems.

    xiv_host_profiler: Collects host configuration information and performs a 

                comprehensive analysis of the collected information.
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    Configuring the host for standard iSCSI connectivity

    After the installation process is complete, the host iSCSI software initiator must be configured for use with the IBM Spectrum Accelerate system. The xiv_attach utility can be used to automate the configuration. Example 6-16 shows an example with explanations of configuring the host by using the xiv_attach utility.

    Example 6-16   Using the xiv_attach command to configure the host for iSCSI connectivity
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    [itsouser@localhost ~]$ sudo xiv_attach

    -------------------------------------------------------------------------------

    Welcome to the IBM XIV Host Attachment wizard, version 2.5.0.

    This wizard will help you attach this host to one or more XIV storage systems

     

    The wizard will now validate the host configuration for the XIV storage system.

    Press [ENTER] to proceed.

     

    
      
        	
          Note: Press Enter to proceed.

        
      

    

    -------------------------------------------------------------------------------

    Please specify the connectivity type: [f]c / [i]scsi : i

     

    
      
        	
          Note: Enter i to indicate that the connectivity to the IBM Spectrum Accelerate system is configured to use iSCSI. 

          At this time of this writing, Fibre Channel connectivity is not available for use with IBM Spectrum Accelerate systems.

        
      

    

    Would you like to enable host-side acceleration? (A scheduled task will be created) [default: no ]: no

     

    
      
        	
          Note: Enter no to indicate that the xiv_attach utility is not configuring the system to use the Host-side acceleration feature.

        
      

    

    -------------------------------------------------------------------------------

    Please wait while the wizard validates your existing configuration...

    Verifying multipath - multipath.conf                                         OK

    Verifying multipath service(s)                                           NOT OK

    Verifying iSCSI initiator name - initiatorname.iscsi                         OK

    Verifying iSCSI daemon - iscsid.conf                                     NOT OK

    Verifying iSCSI service                                                  NOT OK

    -------------------------------------------------------------------------------

    The wizard needs to configure this host for the XIV storage system.

    Do you want to proceed? [default: yes ]: yes

     

    
      
        	
          Note: The xiv_attach utility scans the system and determines that there are actions that must be taken to properly configure the host for use with the IBM Spectrum Accelerate system. Enter yes for the script to attempt to configure the system automatically.

        
      

    

    Please wait while the host is being configured...

    -------------------------------------------------------------------------------

    Configuring multipath - multipath.conf                                       OK

    Configuring multipath service(s)                                             OK

    Configuring iSCSI initiator name - initiatorname.iscsi                       OK

    Configuring iSCSI daemon - iscsid.conf                                       OK

    Configuring iSCSI service                                                    OK

    The host is now configured for the XIV storage system

    no crontab for root

     

    -------------------------------------------------------------------------------

     

    Creating a host profile enables focused and better support for your host.

    Would you like to add a scheduled task for host profile creation? [default: yes ]: yes

     

    
      
        	
          Note: If all host settings can be configured correctly and are in OK status, enter yes to enable the IBM XIV Host Profiler utility. This utility assists with collection of diagnostic data. 

        
      

    

    A scheduled task for xiv_host_profiler has been added.

    -------------------------------------------------------------------------------

    Discovering new iSCSI targets ...

    -------------------------------------------------------------------------------

    Would you like to discover a new iSCSI target? [default: yes ]: yes

    Please enter an XIV iSCSI discovery address (iSCSI interface): 10.227.123.100

     

    
      
        	
          Note: If the xiv_attach utility is run for the first time or a configuration for an IBM Spectrum Accelerate system is modified, enter yes to discover new iSCSI targets. Provide one of the IBM Spectrum Accelerate system’s TCP/IP addresses. If the host can start connectivity to the system’s iSCSI target port, all available iSCSI ports are automatically configured.

        
      

    

    Is this host defined to use CHAP authentication with the XIV storage system? [default: no ]: no

     

    
      
        	
          Note: If CHAP authentication is used to secure the communication path for iSCSI hosts, enter yes and provide the CHAP name and CHAP secret. 

          Enter no if CHAP authentication is not used to secure the communication path for iSCSI hosts.

        
      

    

    Would you like to discover a new iSCSI target? [default: yes ]: no

     

    
      
        	
          Note: Enter no if there are no other IBM XIVs or IBM Spectrum Accelerate systems to attach to the host.

          If the iSCSI ports were not properly auto-detected when the first iSCSI port was probed, re-run the IBM xiv_attach utility and enter the missing iSCSI ports.

        
      

    

    Would you like to rescan for new storage devices? [default: yes ]: yes

    -------------------------------------------------------------------------------

    This host is connected to the following XIV storage arrays:                      

    Serial   System Version  Host Defined  Ports Defined  Protocol  Host Name(s)     

    9062772  11.5.1.c        Yes           All            iSCSI     itso.redbook.rhel

    This host is defined on all iSCSI-attached XIV storage arrays.

     

    Press [ENTER] to proceed. 

     

    
      
        	
          Note: Start a rescan of the attached storage devices by entering yes and verify that the IBM Spectrum Accelerate system with the correct serial number is listed.

          If the system is not listed, rerun the xiv_attach utility and provide the extra iSCSI TCP/IP addresses.

        
      

    

    -------------------------------------------------------------------------------

    The IBM XIV host attachment wizard has successfully configured this host.

     

    Press [ENTER] to exit. 
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    Complete the attachment of the host by connecting to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI to map volumes to the host. 

    When volumes are mapped to the host, run the xiv_iscsi_admin -R command to rescan the iSCSI devices. Multipath logical device nodes for each mapped volume are in the /dev/mapping folder and are named mpathXX. These multipath logical device nodes can be mounted directly within the hosts file system.

     

    
      
        	
          Note: Depending upon the number of iSCSI ports that were defined by using the xiv_attach utility and the number of volumes that are mapped to the host, many block storage devices can be within /dev folder as sdXX devices. These block storage devices provide single iSCSI paths to a volume. 

          A multipath device node that represents the volume that routes to all associated block storage devices is in /dev/mapper as an mpathXX device.

          To use volumes with multipathing, mount the /dev/mapper/mpathXX device and not the raw block devices that is found at /dev/sdXX.

        
      

    

    6.7  IBM Spectrum Accelerate Host-side Accelerator

    The IBM XIV Host-side Accelerator is a new method of configuring Red Hat Enterprise Linux (RHEL) 7.x hosts multipathing with the intent of increasing performance with an IBM Spectrum Accelerate system. In these types of configurations, all IBM Spectrum Accelerate modules must have at least one iSCSI port connection configured. Red Hat Enterprise Linux hosts has at least one iSCSI connection defined to each IBM Spectrum Accelerate module. 

    When the IBM Spectrum Accelerate Host-side Accelerator feature is used, the IBM Spectrum Accelerate system provides a device-mapper device, which runs as a service on the host with a map that contains the physical location of the data. The host uses this map to directly access data on the module within the IBM Spectrum Accelerate system where that data is physically stored. This configuration reduces module interconnection network overhead and increases overall performance.

    6.7.1  Installing and configuring the IBM Host Attachment Kit with IBM Host-side Accelerate support on Red Hat Enterprise Linux 7.1

    Installing the IBM Host Attachment Kit with the IBM Host-side Accelerator on Red Hat 7.1 requires that IBM Host Attachment Kit version 2.5.0 or newer be used. 

     

    
      
        	
          Note: The latest version of the IBM Host Attachment Kit is available from Fix Central.

        
      

    

    The installation process for the IBM Host Attachment Kit is described in “Installing the IBM Host Attachment Kit on RHEL 7.x” on page 147. After the IBM Host Attachment Kit is installed, the xiv_attach utility is used to configure the host for iSCSI connectivity to the IBM Spectrum Accelerate system.

    To complete the configuration process, the iSCSI TCP/IP addresses and Storage Administrator user name and password on the IBM Spectrum Accelerate system are needed. An example with explanations of the configuration process that uses the IBM xiv_attach utility is shown in Example 6-17.

    Example 6-17   Running the xiv_attach utility to set up connectivity

    [image: ]

    [itsouser@localhost ~]$ sudo xiv_attach

    -------------------------------------------------------------------------------

    Welcome to the IBM XIV Host Attachment wizard, version 2.5.0.

    This wizard will help you attach this host to one or more XIV storage systems

     

    The wizard will now validate the host configuration for the XIV storage system.

    Press [ENTER] to proceed. 

     

    
      
        	
          Note: Press Enter to proceed.

        
      

    

    -------------------------------------------------------------------------------

    Please specify the connectivity type: [f]c / [i]scsi : i

     

    
      
        	
          Note: Enter i to indicate that the connectivity to the IBM Spectrum Accelerate system is configured to use iSCSI. 

          At the time of this writing, Fibre Channel connectivity is not available for use with IBM Spectrum Accelerate systems.

        
      

    

    Would you like to enable host-side acceleration? (A scheduled task will be created) [default: no ]: yes

     

    
      
        	
          Note: Enter yes to indicate that the xiv_attach utility is configuring the system to use the Host-side Acceleration feature.

        
      

    

    -------------------------------------------------------------------------------

    Please wait while the wizard validates your existing configuration...

    Verifying dm-switch kernel module installation                           NOT OK

    Verifying dm-switch cron job                                             NOT OK

    Verifying dm-switch system service                                      NOT OK

    Verifying multipath - multipath.conf                                         OK

    Verifying multipath service(s)                                           NOT OK

    Verifying iSCSI initiator name - initiatorname.iscsi                         OK

    Verifying iSCSI daemon - iscsid.conf                                     NOT OK

    Verifying iSCSI service                                                  NOT OK

    -------------------------------------------------------------------------------

    The wizard needs to configure this host for the XIV storage system.

    Do you want to proceed? [default: yes ]: yes

     

    
      
        	
          Note: The xiv_attach utility scans the system and determines that there are actions that must be taken to properly configure the host for use with the IBM Spectrum Accelerate Host-side Acceleration feature. Enter yes for the utility to attempt to configure the system automatically.

        
      

    

    Please wait while the host is being configured...

    -------------------------------------------------------------------------------

    Configuring dm-switch kernel module installation                             OK

    Configuring dm-switch cron job                                               OK

    Configuring dm-switch system service                                        OK

    Configuring multipath - multipath.conf                                       OK

    Configuring multipath service(s)                                             OK

    Configuring iSCSI initiator name - initiatorname.iscsi                       OK

    Configuring iSCSI daemon - iscsid.conf                                       OK

    Configuring iSCSI service                                                    OK

    The host is now configured for the XIV storage system

    no crontab for root

    -------------------------------------------------------------------------------

    Creating a host profile enables focused and better support for your host.

    Would you like to add a scheduled task for host profile creation? [default: yes ]: yes

     

    
      
        	
          Note: If all host settings can be configured correctly and are in OK status, enter yes to enable the IBM XIV Host profiler utility, which assists with collection of diagnostic data. 

        
      

    

    A scheduled task for xiv_host_profiler has been added.

    -------------------------------------------------------------------------------

    Discovering new iSCSI targets ...

    -------------------------------------------------------------------------------

    Would you like to discover a new iSCSI target? [default: yes ]: yes

    Please enter an XIV iSCSI discovery address (iSCSI interface): 10.227.123.100

     

    
      
        	
          Note: If the xiv_attach utility is run for the first time or a system’s iSCSI configuration is modified to an IBM Spectrum Accelerate system, enter yes to discover new iSCSI targets. 

          Provide one of the IBM Spectrum Accelerate system’s TCP/IP addresses. If the host can connect to the system’s iSCSI target port, all available iSCSI ports are automatically configured.

          Ensure that all iSCSI TCP/IP addresses that were defined on the target IBM Spectrum Accelerate system are added now. 

          For IBM Spectrum Accelerate Host-side Accelerate to function correctly, there must be at least one iSCSI connection to each module in the system.

        
      

    

    Is this host defined to use CHAP authentication with the XIV storage system? [default: no ]: no

     

    
      
        	
          Note: If CHAP authentication is used to secure the communication path, enter yes and provide the CHAP name and CHAP secret. 

          If not CHAP authentication is not used to secure the communication path, enter no.

        
      

    

    Would you like to discover a new iSCSI target? [default: yes ]: no

    Would you like to rescan for new storage devices? [default: yes ]: yes

     

    
      
        	
          Note: Start a rescan of the attached storage devices by entering yes and verify that the IBM Spectrum Accelerate system with its associated serial number is listed in the output.

          If the system is not displayed in the output, rerun the IBM xiv_attach utility and provide more iSCSI TCP/IP addresses. Verify connectivity to the iSCSI ports if the IBM Spectrum Accelerate system does not appear in the device list.

        
      

    

    -------------------------------------------------------------------------------

    This host is connected to the following XIV storage arrays:                      

    Serial   System Version  Host Defined  Ports Defined     Protocol  Host Name(s)

    9062772  11.5.1.c        No            No ports defined  iSCSI     N/A         

    This host is not defined on some iSCSI-attached XIV storage systems.

    Do you want to define this host on these XIV systems now? [default: yes ]: yes

     

    
      
        	
          Note: Enter yes to direct the IBM xiv_attach utility to attempt to automatically configure the Red Hat Enterprise Linux host on the IBM Spectrum Accelerate system.

          Provide a host name for the host and an IBM Spectrum Accelerate Storage Administrator user name and password.

        
      

    

    Please enter a name for this host [default: localhost.localdomain ]:

    itso.rhel_host

    Please enter a username for system 9062772 [default: admin ]:  admin

    Please enter the password of user admin for system 9062772: XXXXXXXXXX

     

    Press [ENTER] to proceed. 

    -------------------------------------------------------------------------------

    The IBM XIV host attachment wizard has successfully configured this host.

    Press [ENTER] to exit. 
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    When the IBM Host Attachment kit completes the host configuration process, use the IBM XIV Management GUI to map volumes to the host. For more information about creating and mapping volumes to hosts, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    When volumes are mapped to the host, rescan the iSCSI devices to detect the newly mapped volumes by using the xiv_iscsi_admin -U --mode=SWITCH command.

    After the iSCSI rescan is complete, block device nodes that correspond to the individual iSCSI paths, multipathing devices for each individual module, and a device-mapper switch device for the mapped LUN is present in the /dev and /dev/mapper folders. For example, if a three-module IBM Spectrum Accelerate system (with two iSCSI ports per module) and all iSCSI paths were detected during the xiv_attach process, the following new devices are present in the /dev and /dev/mapper folders:

     

    
      
        	
          Note: The device-mapper switch and multipath devices contain the IBM Spectrum Accelerate system’s serial number (9062772) and the LUN_ID of the volume.

        
      

    

    •A device-mapper switch device that is associated to a mapped volume is formatted as ACC_<SERIAL_NUMBER>_<LUN_ID>:

    ACC_9062772_1

    •Individual multipath devices that are associated to each module are formatted as AAC_<SERIAL_NUMBER>_<LUN_ID>_<MODULE_NUMBER>:

    ACC_9062772_1_1
ACC_9062772_1_2
ACC_9062772_1_3

    •Individual block storage devices that are associated to each iSCSI path to the LUN are formatted as:

    /dev/sdb
/dev/sdc
/dev/sdd
/dev/sde
/dev/sdf
/dev/sdg

    Example 6-18 shows how these logical device nodes and multipathing devices are seen from the perspective of the host system. 

    Example 6-18   Example of the underlying block devices following iSCSI rescan
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    [itsouser@localhost ~]$ sudo xiv_iscsi_admin -U --mode=SWITCH

    [itsouser@localhost ~]$ ls /dev/sd*

    /dev/sda  /dev/sda1  /dev/sda2  /dev/sdb  /dev/sdc  /dev/sdd  /dev/sde  /dev/sdf  /dev/sdg

     

    [itsouser@localhost ~]$ ls /dev/mapper/

    ACC_9062772_1  ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  control  rhel-root  rhel-swap[image: ]

    Figure 6-34 shows how the hosts logical devices are mapped internally to the block devices and then to the IBM Spectrum Accelerate system when iSCSI connections are used. The block devices are the individual block storage devices on the host that represent individual iSCSI paths to the volume on the storage system.

    [image: ]

    Figure 6-34   Logical and block device iSCSI connectivity to IBM Spectrum Accelerate 

    Because block storage devices represent only a single iSCSI connection to the volume and the multipath devices (ACC_9062772_1_X) are connections only to a single module, the volume must be mounted to the host by using the device-mapper switch device (ACC_9062772_1). 

    In cases where connectivity from the host to a module is lost, data is serviced by using normal back-end processes to prevent loss of access.

    6.7.2  Migrating older Linux multipath volumes to use Host-side Acceleration

    After configuring a host to use the IBM Host-side Accelerate feature, volumes must be migrated from the older Linux multipath devices. IBM Host-side Acceleration creates a device-mapper Switch (dm-switch) device for each volume that is mapped to the host that routes IO requests to the correct IBM Spectrum Accelerate modules. 

    After enabling IBM Host-side Acceleration, the volumes must be unmounted from the Linux multipath devices and re-mounted on the Device-mapper switch. Because of the need to un-mount the volume from the host, the procedure for migrating these volumes to the Host-side Accelerator is not concurrent for the volumes that are migrated.


    
      
        	
          Note: Do not migrate volumes to the Host-side Accelerator multipath devices that contain partitions that were created by using fdisk. A data loss can occur if the volume is migrated back to standard Linux multipath devices later.

        
      

    

    This procedure must be done following the configuration of a host to use IBM Host-side Acceleration for any volumes. New volumes are automatically configured to use Host-side Acceleration.

    Complete the following steps to migrate volumes from older Linux multipathing to IBM Host-side Acceleration:

    1.	Connect to the host and run the xiv_attach utility to modify the host configuration to use the IBM Host-side Accelerator.

     

    
      
        	
          Note: Do not rescan iSCSI when prompted.

        
      

    

    Example 6-19 shows the use of the xiv_attach utility to reconfigure the host to use the Host-side Accelerator.

    Example 6-19   Use of the xiv_attach utility to reconfigure the system to use Host-side Acceleration
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    [itsouser@localhost ~]# sudo xiv_attach 

    -------------------------------------------------------------------------------

    Welcome to the IBM XIV Host Attachment wizard, version 2.5.0.

    This wizard will help you attach this host to one or more XIV storage systems

     

    The wizard will now validate the host configuration for the XIV storage system.

    Press [ENTER] to proceed. 

     

    -------------------------------------------------------------------------------

    Please specify the connectivity type: [f]c / [i]scsi : i

     

    
      
        	
          Note: Enter i to indicate that the connectivity to the IBM Spectrum Accelerate system is configured for use with iSCSI.

        
      

    

    Would you like to enable host-side acceleration? (A scheduled task will be created) [default: no ]: yes

     

    
      
        	
          Note: Enter yes to indicate that the xiv_attach utility is configuring the system to use the Host-side acceleration feature.

        
      

    

    -------------------------------------------------------------------------------

    Please wait while the wizard validates your existing configuration...

    Verifying dm-switch kernel module installation                               OK

    Verifying dm-switch cron job                                             NOT OK

    Verifying dm-switch systems service                                          OK

    Verifying multipath - multipath.conf                                         OK

    Verifying multipath service(s)                                           NOT OK

    Verifying iSCSI initiator name - initiatorname.iscsi                         OK

    Verifying iSCSI daemon - iscsid.conf                                         OK

    Verifying iSCSI service                                                      OK

    -------------------------------------------------------------------------------

    The wizard needs to configure this host for the XIV storage system.

    Do you want to proceed? [default: yes ]: yes

     

    
      
        	
          Note: The xiv_attach utility scans the system and determines that there are actions that must be taken to properly reconfigure the host for use with the IBM Host-side Acceleration. Enter yes for the utility to attempt to configure the system automatically.

        
      

    

    Please wait while the host is being configured...

    -------------------------------------------------------------------------------

    Configuring dm-switch kernel module installation                             OK

    Configuring dm-switch cron job                                               OK

    Configuring dm-switch systemd service                                        OK

    Configuring multipath - multipath.conf                                       OK

    Configuring multipath service(s)                                             OK

    Configuring iSCSI initiator name - initiatorname.iscsi                       OK

    Configuring iSCSI daemon - iscsid.conf                                       OK

    Configuring iSCSI service                                                    OK

    The host is now configured for the XIV storage system

    -------------------------------------------------------------------------------

    Discovering new iSCSI targets ...

    -------------------------------------------------------------------------------

    Would you like to discover a new iSCSI target? [default: yes ]: no

     

    
      
        	
          Note: Verify that all host settings can be configured correctly and are in OK status. Enter no to discover new iSCSI targets and rescan for new storage devices.

        
      

    

     

    
      
        	
          Attention: Ensure that you do not rescan for new storage devices now because the migration can become more complicated by having multiple multipath devices active at the same time.

        
      

    

    Would you like to rescan for new storage devices? [default: yes ]: no

    -------------------------------------------------------------------------------

    This host is connected to the following XIV storage arrays:                      

    Serial   System Version  Host Defined  Ports Defined  Protocol  Host Name(s)

    9062772  11.5.1.c        Yes           All            iSCSI     itso.redhat 

    This host is defined on all iSCSI-attached XIV storage arrays.

     

    Press [ENTER] to proceed. 

     

    -------------------------------------------------------------------------------

    The IBM XIV host attachment wizard has successfully configured this host.

     

    Press [ENTER] to exit.
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    2.	Stop all applications that are accessing the /dev/mapper/mpathXX device that correlates to the volume being migrated from original Linux multipath to IBM Host-side Acceleration. When application access to the /dev/mapper/mpathXX device is halted, unmount the volume from the file system. Example 6-20 shows an example of stopping applications from accessing the mpathXX device and unmounting it from the system.

    Example 6-20   Finding and halting application accessing the volume and unmounting it
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    [itsouser@localhost ~]# sudo lsof /dev/mapper/mpatha 

    COMMAND  PID USER   FD   TYPE DEVICE  SIZE/OFF NODE NAME

    dd      6287 root    1w   REG  253,2 181297664   14 /volume/Bigfile2

     

    
      
        	
          Use the lsof utility to identify applications accessing the volume. When identified, stop the process gracefully, if possible, and then unmount the volume.

        
      

    

    [itsouser@localhost ~]# sudo kill 6287

    [itsouser@localhost ~]# sudo umount /volume/

    [1]+  Terminated              dd if=/dev/urandom of=/volume/Bigfile2

    [image: ]


    3.	Verify that the volume was unmounted and then remove the multipath device from the system by using the multipath -f command. To remove a specific multipath device from the system, use the multipath -f mpathXX command and select the /dev/mapper/mpathXX device that correlates to the volume being migrated as the argument. Example 6-21 shows removing a multipath device, mpatha, from the original Linux multipath configuration.

    Example 6-21   Removing /dev/mapper/mpatha from the host multipath configuration
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    [itsouser@localhost ~]# ls /dev/mapper/

    control  mpatha  rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo multipath -f mpatha

    [itsouser@localhost ~]# ls /dev/mapper/

    control  rhel-root  rhel-swap
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    4.	Run the xiv_iscsi_admin -U --mode=SWITCH command to rescan the iSCSI subsystem. This action identifies volumes that are mapped to the host and creates the Device-mapper switch and necessary multipath devices within the /dev/mapper folder. These multipath devices correlate to the volumes that were mapped to the host. Example 6-22 shows rescanning the iSCSI system and the creation of the needed multipath devices.

    Example 6-22   Rescanning for volumes after removing the original multipath devices
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    [itsouser@localhost ~]# ls /dev/mapper

    control  rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo xiv_iscsi_admin -U --mode=SWITCH

    Updating HSA routing table. This may take some time...

    [itsouser@localhost ~]# ls /dev/mapper/

    ACC_9062772_1  ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  control  rhel-root  rhel-swap
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    5.	If the Linux Volume Manager (LVM) is used, run the lvmdiskscan command to register the Host-side Accelerated multipath devices with the LVM system. When an LVM volume is detected by running the lvmdiskscan command, the LVM volume group automatically is enabled and the logical volumes are prepared to be ready for mounting to the file system. Example 6-23 shows and example of the use of the lvmdiskscan command to register devices with the LVM.

    Example 6-23   LVM rescan to update the LVM volume 	inventory
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    [itsouser@localhost ~]# sudo lvmdiskscan

      /dev/rhel/swap              [       1.60 GiB] 

      /dev/sda1                   [     500.00 MiB] 

      /dev/rhel/root              [      13.87 GiB] 

      /dev/sda2                   [      15.51 GiB] LVM physical volume

      /dev/mapper/ACC_9062772_1_1 [     160.26 GiB] 

      /dev/mapper/ACC_9062772_1_2 [     160.26 GiB] 

      /dev/mapper/ACC_9062772_1_3 [     160.26 GiB] 

      /dev/mapper/ACC_9062772_1   [     160.26 GiB] LVM physical volume

      /dev/sdb                    [     160.26 GiB] 

      /dev/sdc                    [     160.26 GiB] 

      /dev/sdd                    [     160.26 GiB] 

      /dev/sde                    [     160.26 GiB] 

      /dev/sdf                    [     160.26 GiB] 

      /dev/sdg                    [     160.26 GiB] 

      8 disks

      5 partitions

      0 LVM physical volume whole disks

      2 LVM physical volume
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    6.	Mount the device-mapper switch device that correlates to the volume that is being migrated to the mount point where the original Linux multipath device was mounted. Restart any applications that were halted before the migration was started. 

If the volume must be mounted at start time, modify the /etc/fstab file to use the device-mapper switch as the hardware device for the mount point instead of the original Linux multipath device. 

Example 6-24 shows a Host-side Acceleration volume that is being mounted to a host file system.

    Example 6-24   Mounting a Host-side Acceleration volume and verifying it is accessible by the host
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    [itsouser@localhost ~]# sudo mount /dev/mapper/ACC_9062772_1 /volume

    [itsouser@localhost ~]# df -h

    Filesystem                 Size  Used Avail Use% Mounted on

    /dev/mapper/rhel-root       14G  3.1G   11G  23% /

    devtmpfs                   911M     0  911M   0% /dev

    tmpfs                      921M   88K  921M   1% /dev/shm

    tmpfs                      921M  8.9M  912M   1% /run

    tmpfs                      921M     0  921M   0% /sys/fs/cgroup

    /dev/sda1                  497M  124M  373M  25% /boot

    /dev/mapper/ACC_9062772_1 158G  2.2G  148G   2% /volume
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    6.7.3  Migrating Host-side Acceleration volumes to use older Linux multipathing

    After configuring a host to use the older Linux multipathing, volumes must be migrated from the Host-side Accelerated devices. Older Linux multipath creates a mpathXX device for each volume mapped to the host.

    After disabling IBM Host-side Acceleration, the volumes must be unmounted from the device-mapper switch devices and re-mounted as older Linux multipath devices. Because of the need to unmount the volume from the host, the procedure for migrating these volumes is not concurrent for the volumes being migrated.


    
      
        	
          Note: Do not migrate volumes with partitions that were created with fdisk from the Host-side Accelerator multipath devices. A data loss can occur if the volume is migrated back to standard Linux multipath devices.

        
      

    

    This procedure must be done following the configuration of a host to use older Linux multipathing for any volumes. New volumes automatically are configured to use older Linux multipath devices.

    Complete the following steps to migrate volumes from IBM Host-side Acceleration to older Linux multipathing:

    1.	Stop all applications that are accessing the device-mapper switch /dev/mapper/ACC_XXXXXXX_X device that correlates to the volume being migrated from the IBM Host-side Accelerator to older Linux multipathing. When application access to the device-mapper switch device is halted, unmount the volume from the file system. Example 6-25 shows stopping applications from accessing the device-mapper switch device and unmounting it from the system.

    Example 6-25   Finding and halting application accessing the volume and unmounting it
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    [itsouser@localhost ~]# sudo lsof /dev/mapper/ACC_9062772_1

    COMMAND  PID USER   FD   TYPE DEVICE  SIZE/OFF NODE NAME

    dd      6472 root    1w   REG  253,2 181297664   14 /volume/Bigfile2

     

    
      
        	
          Note: Use the lsof utility to identify applications that are accessing the volume. When identified, stop the process gracefully (if possible) and unmount the volume.

        
      

    

    [itsouser@localhost ~]# sudo kill 6472

    [itsouser@localhost ~]# sudo umount /volume/

    [1]+  Terminated              dd if=/dev/urandom of=/volume/Bigfile2
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    2.	If the LVM is used to manage Linux logical volumes, use the vgchange -an <VOL_GROUP_NAME> command to deactivate the volume group that contains the IBM Spectrum Accelerate volumes that you are migrating, as shown in Example 6-26.

    Example 6-26   Deactivating the volume group ‘rhel.lvm’
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    [itsouser@localhost ~]# sudo vgchange -an rhel.lvm

      0 logical volume(s) in volume group "rhel.lvm" now active
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    3.	Use the systemctl disable xiv-hsa.service command to disable the Host-side Accelerator system service and then remove the Host-side Accelerator Cron job by removing the /etc/cron.d/xiv_switch_update file, as shown in Example 6-27.

    Example 6-27   Disabling the xiv-hsa service and removing the related Cron job
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    [itsouser@localhost ~]# sudo systemctl disable xiv-hsa.service

    [itsouser@localhost ~]# sudo rm -f /etc/cron.d/xiv_switch_update 
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    4.	Use the Host-side Accelerator cleaning script which is installed as part of the Host Attachment kit to remove the Host-side Accelerator devices. This script is in the /opt/xiv/host_attach/lib/hak/host_attach/platform/linux/hsa/tools folder and must be run by using python as the interpreter, as shown in Example 6-28.

    Example 6-28   Using the clean.pyc script to remove the Host-side Accelerator devices
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    [itsouser@localhost ~]# ls /dev/mapper

    ACC_9062772_1  ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  control  rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo python /opt/xiv/host_attach/lib/hak/host_attach/platform/linux/hsa/tools/clean.pyc 

     

    The following HSA devices found and will be removed:

    ACC_9062772_1

    ACC_9062772_1_3

    ACC_9062772_1_2

    ACC_9062772_1_1

    Removing MD5 sum files...

     

    ---Removing HSA devices---

     

    Stopping multipath service...

    dmsetup remove ACC_9062772_1

    dmsetup remove ACC_9062772_1_3

    dmsetup remove ACC_9062772_1_2

    dmsetup remove ACC_9062772_1_1

    The host is clean!

     

    [itsouser@localhost ~]# ls /dev/mapper

    control  rhel-root  rhel-swap

     

    
      
        	
          Note: If one or more of the Host-side Accelerator devices fail to be removed by the script and is not mounted, run the dmsetup remove ACC_XXXXXXX_X command to attempt the removal again. There can be instances where it fails to remove the device with the script but works when done manually.
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    5.	Remove the WWID entry of the /dev/mapper/ACC_XXXXXXX_X devices from the blacklist section of the /etc/multipath.conf file, as shown in Example 6-29.

    Example 6-29   Display of a blacklist WWID entry which needs to be removed in /etc/multipath.conf
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    [itsouser@localhost ~]# sudo vim /etc/multipath.conf 

    ...<Skipping to relevant section for clarity>...

     

    blacklist {

        wwid 200173800f5340004

    }

    defaults {

        find_multipaths yes

        user_friendly_names yes

    }

     

    
      
        	
          Note: Remove the WWID entry for the volumes that are being migrated, including the “blacklist {” header and the trailing “}” symbol.
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    6.	Run the systemctl restart multipathd.service command to restart the older Linux multipath service so that the changes to the multipath.conf file are read and the IBM Spectrum Accelerate volumes are discovered by the older Linux multipathing. Example 6-30 shows IBM Spectrum Accelerate volumes being detected by the older Linux multipathing system and multipath devices automatically being created.

    Example 6-30   Older Linux multipathing service being restarted and the multipath device created
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    [itsouser@localhost ~]# ls /dev/mapper/

    control rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo systemctl restart multipathd.service

    [itsouser@localhost ~]# ls /dev/mapper/

    control  mpatha  rhel-root  rhel-swap
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    7.	If older Linux multipath devices are not created automatically, use the xiv_iscsi_admin -R command to rescan the iSCSI system. Verify that the Linux multipath device is created for the missing volumes. Example 6-31 shows an example of the iSCSI rescan.

    Example 6-31   Starting a rescan of the iSCSI devices
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    [itsouser@localhost ~]# ls /dev/mapper

    control rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo xiv_iscsi_admin -R

    [itsouser@localhost ~]# ls /dev/mapper

    control  mpatha rhel-root  rhel-swap
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    8.	If the LVM is used, run the lvmdiskscan command to register the multipath devices with the LVM system. When an LVM volume is detected by using the lvmdiskscan command, the LVM volume group automatically is enabled and the logical volumes prepare to be mounted to the file system, as shown in Example 6-32.

    Example 6-32   LVM rescan to update the LVM volume 	inventory
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    [itsouser@localhost ~]# sudo lvmdiskscan

    /dev/rhel/swap     [       1.60 GiB] 

    /dev/sda1          [     500.00 MiB] 

    /dev/rhel/root     [      13.87 GiB] 

    /dev/sda2          [      15.51 GiB] LVM physical volume

    /dev/mapper/mpatha [     160.26 GiB] LVM physical volume

    3 disks

    1 partition

    1 LVM physical volume whole disks

    1 LVM physical volume
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    9.	Mount the older Linux multipath device that correlates to the volume that is being migrated to the file system location to which the Host-side Accelerator device was mounted. Restart any applications that were halted before the migration was started. Example 6-33 shows a Hose-side Accelerated volume being mounted to a host file system.

    Example 6-33   Mounting a native Linux multipath volume and verifying it is accessible by the host
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    [itsouser@localhost ~]# sudo mount /dev/mapper/mpatha /volume

    [itsouser@localhost ~]# df -h

    Filesystem             Size  Used Avail Use% Mounted on

    /dev/mapper/rhel-root   14G  3.1G   11G  23% /

    devtmpfs               911M     0  911M   0% /dev

    tmpfs                  921M   88K  921M   1% /dev/shm

    tmpfs                  921M  8.9M  912M   1% /run

    tmpfs                  921M     0  921M   0% /sys/fs/cgroup

    /dev/sda1              497M  124M  373M  25% /boot

    /dev/mapper/mpatha     158G  2.2G  148G   2% /volume
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    6.7.4  Disabling IBM Spectrum Accelerate Host-side Acceleration

    There can be instances where the Host-side Acceleration must be disabled. Some workloads can have performance issues with the extra host-side routing that the Device-mapper switch introduces. There also can be compatibility issues with the host configuration.

    When disabling IBM Host-side Acceleration, the volumes must be unmounted from the device-mapper switch devices and re-mounted onto the native Linux multipath devices before the Host-side Acceleration can be safely disabled. 

    Because of the need to unmount the volumes that are associated with the Device-mapper switch, the procedure for migrating these volumes is not concurrent. For more information about migrating volumes from Host-side Accelerator devices to standard Linux multipath devices, see 6.7.3, “Migrating Host-side Acceleration volumes to use older Linux multipathing” on page 160.

    Complete the following steps to disable IBM Spectrum Accelerate Host-side Acceleration:

    1.	Verify that any Host-side Accelerated volumes are migrated to standard Linux multipath devices before the removal of Host-side Acceleration.


    2.	Run the systemctl disable xiv-hsa.service command to disable the Host-side Accelerator system service and then remove the Host-side Accelerator Cron job by removing the /etc/cron.d/xiv_switch_update file, as shown in Example 6-34.

    Example 6-34   Disabling the xiv-hsa service and removing the related Cron job
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    [itsouser@localhost ~]# sudo systemctl disable xiv-hsa.service

    [itsouser@localhost ~]# sudo rm -f /etc/cron.d/xiv_switch_update 

    [image: ]


    3.	Remove the WWID entry of the IBM Spectrum Accelerate volumes that are mapped to the /dev/mapper/ACC_XXXXXXX_X devices from the blacklist section of the /etc/multipath.conf file, as shown in Example 6-35.

    Example 6-35   Display of a blacklist WWID entry that must be removed from /etc/multipath.conf
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    [itsouser@localhost ~]# sudo vim /etc/multipath.conf 

    ...<Skipping to relevant section for clarity>...

     

    blacklist {

        wwid 200173800f5340004

    }

    defaults {

        find_multipaths yes

        user_friendly_names yes

    }

     

    
      
        	
          Note: Remove the WWID entry for the volumes that are migrated, including the “blacklist {” header and the trailing “}” symbol.
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    4.	If LVM is used to manage Host-side Accelerated volumes, use the pvmove command to migrate volumes off the Host-side Accelerated devices if you did not yet migrate the IBM Spectrum Accelerate volumes to standard Linux multipath devices.

    5.	Use the Host-side Accelerator cleaning script (which is installed as part of the Host Attachment Kit) to remove the Host-side Accelerator devices. This script is in the /opt/xiv/host_attach/lib/hak/host_attach/platform/linux/hsa/tools folder and must be run by using python, as shown in Example 6-36.

    Example 6-36   Use of the clean.pyc script to remove the Host-side Accelerator devices
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    [itsouser@localhost ~]# ls /dev/mapper

    ACC_9062772_1  ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  control  rhel-root  rhel-swap

    [itsouser@localhost ~]# sudo python /opt/xiv/host_attach/lib/hak/host_attach/platform/linux/hsa/tools/clean.pyc 

     

    The following HSA devices found and will be removed:

    ACC_9062772_1

    ACC_9062772_1_3

    ACC_9062772_1_2

    ACC_9062772_1_1

    Removing MD5 sum files...

     

    ---Removing HSA devices---

    Stopping multipath service...

    dmsetup remove ACC_9062772_1

    dmsetup remove ACC_9062772_1_3

    dmsetup remove ACC_9062772_1_2

    dmsetup remove ACC_9062772_1_1

    The host is clean!

     

    [itsouser@localhost ~]# ls /dev/mapper

    control  rhel-root  rhel-swap
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          Note: If one or more of the Host-side Accelerator devices fails to be removed by the script and is not mounted, run the dmsetup remove ACC_XXXXXXX_X command to attempt manual removal. There can be instances where the script fails to remove the device but removal works when manually started.

        
      

    

     

    6.	If the script is not successful in removing the Device-mapper switch devices or is not available, they can be manually removed by completing the following steps:


    a.	Identify all remaining Host-side Accelerator device-mapper switch devices by using the dmsetup ls --target switch command, as shown in Example 6-37.

    Example 6-37   Identifying Device-mapper switch devices
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    [itsouser@localhost ~]# sudo dmsetup ls --target switch

    ACC_9062772_2	 (253, 10)

    ACC_9062772_1	 (253, 5)
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    b.	Remove the Host-side Accelerator Device-mapper switch devices by using the dmsetup remove <DEVICE_ID> command. Example 6-38 shows the use of the command to remove the identified device-mapper switch devices and to verify that they are no longer configured on the host.

    Example 6-38   Removing the Host-side Accelerator Device-mapper switch devices
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    [itsouser@localhost ~]# ls /dev/mapper/

    ACC_9062772_1 ACC_9062772_1_1 ACC_9062772_1_2 ACC_9062772_1_3 ACC_9062772_2 ACC_9062772_2_1 ACC_9062772_2_2 ACC_9062772_2_3 control  rhel-root rhel-swap

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_1

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_2

    [itsouser@localhost ~]# ls /dev/mapper/

    ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  ACC_9062772_2_1  ACC_9062772_2_2  ACC_9062772_2_3  control  rhel-root  rhel-swap
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    c.	Identify all remaining Host-side Accelerator multipath devices by using the dmsetup ls --target multipath command, as shown in Example 6-39.

    Example 6-39   Identifying Host-side Accelerator multipath devices
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    [itsouser@localhost ~]# sudo dmsetup ls --target multipath

    ACC_9062772_1_3	(253, 4)

    ACC_9062772_2_3	(253, 9)

    ACC_9062772_1_2	(253, 3)

    ACC_9062772_2_2	(253, 7)

    ACC_9062772_1_1	(253, 2)

    ACC_9062772_2_1	(253, 6)
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    d.	Remove the Host-side Accelerator multipath devices by using the dmsetup remove <DEVICE_ID> command. Example 6-40 shows the use of the command to remove the identified multipath devices and for verifying that they are no longer configured on the host.

    Example 6-40   Removing the Host-side Accelerator multipath devices.
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    [itsouser@localhost ~]# ls /dev/mapper/

    ACC_9062772_1_1  ACC_9062772_1_2  ACC_9062772_1_3  ACC_9062772_2_1  ACC_9062772_2_2  ACC_9062772_2_3  control  rhel-root 

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_1_1

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_1_2

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_1_3

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_2_1

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_2_2

    [itsouser@localhost ~]# sudo dmsetup remove ACC_9062772_2_3

    [itsouser@localhost ~]# ls /dev/mapper/

    control  rhel-root  rhel-swap
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    e.	Remove any Host-side Accelerator md5sum files that might be present in the /tmp directory. These files use the ACC_XXXXXXX_X.md5 naming format and must be removed to fully clean the system. Example 6-41 shows identifying and removing the remaining Host-side Accelerator files.

    Example 6-41   Identifying and removing remaining Host-side Accelerator files from the system
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    [itsouser@localhost ~]# sudo ls /tmp

    ACC_9062772_1.md5 hsperfdata_root packaging.log storage.log systemd-private-g98Nbu ACC_9062772_2.md5 ifcfg.log program.log systemd-private-1aDKYG anaconda.log ks-script-2wnATr ssh-iGtLtShJp3ha systemd-private-b53HIp yum.log

     

    [itsouser@localhost ~]# sudo rm /tmp/ACC_9062772_1.md5 

    [itsouser@localhost ~]# sudo rm /tmp/ACC_9062772_2.md5 

     

    [itsouser@localhost ~]# sudo ls /tmp

    hsperfdata_root packaging.log storage.log systemd-private-g98Nbu ifcfg.log program.log systemd-private-1aDKYG anaconda.log ks-script-2wnATr ssh-iGtLtShJp3ha systemd-private-b53HIp yum.log
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    6.8  Using Microsoft System Center Virtual Machine Manager with an IBM Spectrum Accelerate system

    The Microsoft System Center Virtual Machine Manager can be used to manage volumes on an IBM Spectrum Accelerate system for use with Microsoft Hyper-V virtual machines. The use of the Microsoft System Center Virtual Machine Manager to manage volumes provides a consolidated management environment for Microsoft Hyper-V virtual machines, which integrates resources, virtual machine, and storage volume administration into a single interface.

    IBM Spectrum Accelerate systems must have pools that are defined for the Microsoft System Center Virtual Machine Manager to create and manage volumes. An IBM Spectrum Accelerate system user that is a member of the Storage Administrator category also must be available. Complete the following steps to add an IBM Spectrum Accelerate system as a storage provider for Microsoft System Center Virtual Machine Manager:

    1.	Open the Microsoft System Center Virtual Machine Manager main window and make the following selections to access the Add Storage Devices wizard:

    a.	Select the Fabric option from the lower left pane. 

    b.	When the Fabric option is selected, the upper left pane features several options. Expand the Storage entry and select Arrays to show the arrays that are associated with the Microsoft System Center Virtual Machine Manager.

    c.	Expand the Add Resources option from the menu and select Storage Devices (as shown in Figure 6-35) to open the Add Storage Devices wizard.
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    Figure 6-35   Open the SCVMM Add Storage Devices wizard

    2.	In the Add Storage Devices wizard main pane, select Add a storage device that is managed by an SMI-S provider option and select Next, as shown in Figure 6-36 on page 169.
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    Figure 6-36   Add the IBM Spectrum Accelerate system as an SMI-S provider

    3.	The Specify Discovery Scope window features several options that must be completed to add the IBM Spectrum Accelerate system as an SMI-S provider. The following valid configuration options are shown in Figure 6-37 on page 170:

     –	Protocol

    This value defines the SMI-S protocol to use with the IBM Spectrum Accelerate system. IBM Spectrum Accelerate uses the CIMXML protocol for SMI-S communication. Select SMI-S CIMXML from the drop-down menu

     –	TCP/IP address or Hostname

    This value defines the management port on the IBM Spectrum Accelerate system, which is listening for SMI-S requests. By default, all modules in an IBM Spectrum Accelerate system are listening. Enter the TCP/IP address or host name of an IBM Spectrum Accelerate management port.

     –	Use Secure Sockets Layer (SSL) Connection

    This option sets the security protocol for SMI-S communication between the Microsoft System Center Virtual Machine Manager and the IBM Spectrum Accelerate system. Select this option to enable SSL.

     –	Run As Account

    This field selects a local user on the Microsoft System Center Virtual Machine Manager, which is mapped to a Storage Administrator on the IBM Spectrum Accelerate system. By default, this type of user account does not exist. Select Browse... to set up a Run As Account on Microsoft System Center Virtual Machine Manager.
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    Figure 6-37   Specifying the discovery scope of the IBM Spectrum Accelerate system

    4.	By default, the Microsoft System Center Virtual Machine Manager does not include a Run As Account user that can log in to the IBM Spectrum Accelerate system. Select Create Run As Account to open the Create Run As Account wizard, as shown in Figure 6-38.
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    Figure 6-38   Display of current Run As Account user accounts

    5.	The Create Run As Account wizard opens and is used to create a local Microsoft System Center Virtual Machine Manager user that can access the IBM Spectrum Accelerate system.

    The user account that is defined for Microsoft System Center Virtual Machine Manager must be a member of the Storage Administrator category on the IBM Spectrum Accelerate system. Figure 6-39 on page 171 shows an example of a completed Create Run As User Account wizard, which include the following fields:

     –	Name

    This value defines a local user account name on the Microsoft System Center Virtual Machine Manager. This name is the name that is used to identify the user account that can manage the IBM Spectrum Accelerate system.

     –	Description

    This value provides a description to help keep user accounts organized on the Microsoft System Center Virtual Machine Manager system.

     –	User Name

    This value defines a user account on the IBM Spectrum Accelerate system who is a member of the Storage Administrator category. This user is the user that is used by Microsoft System Center Virtual Machine Manager to manage storage on the IBM Spectrum Accelerate system.

     –	Password

    This value defines the user password for the user account on the IBM Spectrum Accelerate system. This password is not associated with any user accounts that are local to the Microsoft System Center Virtual Machine Manager.

     –	Confirm Password

    This field requires the password be re-entered to ensure that it is correct.

    6.	When the required fields are complete, select OK to create the Microsoft System Center Virtual Machine Manager Run As Account user.
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    Figure 6-39   Creating Local SCVMM user account

    7.	Highlight the newly created Run As Account user from the list of available accounts and click OK, as seen in Figure 6-40.
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    Figure 6-40   Select the newly created Run As Account user

    8.	Verify that all required fields in the Specify Device Scope section were completed and are correct. Select Next to proceed with discovering the IBM Spectrum Accelerate system, as shown in Figure 6-41.
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    Figure 6-41   Completed Device Discover Scope

    9.	Allow the storage provider discovery process to complete. When the discovery process is finished, highlight the IBM Spectrum Accelerate system and verify that the pool information was discovered correctly as shown in Figure 6-42. When the IBM Spectrum Accelerate system is highlighted, select Next to proceed.

     

    
      
        	
          Note: If this instance is the first time the IBM Spectrum Accelerate system is being associated with the Microsoft System Center Virtual Machine Manager, import the SSL certificate when the unknown certificate window opens.
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    Figure 6-42   Discovered IBM Spectrum Accelerate system

    10.	If the Microsoft System Center Virtual Machine Manager is managing more than a single storage device, use the classification system to assign a classification name to the IBM Spectrum Accelerate system. 

    If an adequate classification does not exist, select Create Classification and assign a classification name for this IBM Spectrum Accelerate system, as shown in Figure 6-43.
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    Figure 6-43   Creating a classification name for the IBM Spectrum Accelerate system

    11.	Verify that the IBM Spectrum Accelerate system pools that are used are selected. Assign a classification for each pool to help keep the storage devices and pools organized. Select Next when a classification is assigned, as shown in Figure 6-44.
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    Figure 6-44   Select the pools which will be managed by SCVMM and assign a classification

    12.	Verify that the IBM Spectrum Accelerate system was correctly added to the Microsoft System Center Virtual Machine Manager as a valid storage provider, as shown in Figure 6-45. SCVMM can now be used to create and assign storage to Hyper-V virtual machines that use IBM Spectrum Accelerate volumes.
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    Figure 6-45   IBM Spectrum Accelerate system is added as an SMI-S provider
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Remote mirroring with IBM Spectrum Accelerate

    The remote mirroring function provides a real-time copy between two or more IBM Spectrum Accelerate or XIV storage systems over iSCSI links. This feature provides a method to protect data from site failures and, when used with mirrored snapshots, can provide point-in-time copies of critical data.

    This chapter includes the following topics:

    •7.1, “Remote mirroring overview” on page 176

    •7.2, “Mirroring schemes” on page 179

    •7.3, “Remote mirroring usage” on page 188

    •7.4, “Remote mirroring configurations” on page 192

    •7.5, “IBM Spectrum Accelerate remote mirroring scenarios” on page 194

    7.1  Remote mirroring overview

    Mirroring creates a set of consistent data that can be used when there are problems with the production volumes. It also can be used for other purposes, such as testing and backup on the remote site by using snapshots of consistent data.

    Remote mirroring is independent of application and operating system and does not require the use of server-processor cycle.

    Remote mirroring can be a synchronous copy solution in which a write operation is completed on local and remote site copies before an acknowledgment is returned to the host that issued the write. This type of remote mirroring typically is used for geographically close sites to minimize the effect of I/O delays, which are proportional to the distance between the sites.

    Remote mirroring also can be an asynchronous solution in which consistent sets of data are copied to the remote location at predefined intervals while the host I/O operations are acknowledged directly after they are written on the primary site alone. This configuration is typically used for longer distances between sites.

     

    
      
        	
          Important: The remote mirroring function between two or more IBM Spectrum Accelerate or XIV storage systems is exclusively over iSCSI links.

          A reliable, dedicated network is preferred for mirroring. Links can be shared, but require available and consistent network bandwidth. The specified minimum bandwidth (50 Mbps for iSCSI) is a functional minimum and might not necessarily meet the replication speed that is required for a customer environment and workload. 

          Also, minimum bandwidths are not time-averaged (as typically reported by network monitoring packages) but are instantaneous, constant requirements that are typically achievable through network quality of service (QoS) only.

        
      

    

    Unless otherwise noted, this chapter describes the basic concepts, functions, and terms that are common to synchronous and asynchronous mirroring that is available with the IBM XIV Storage System and IBM Spectrum Accelerate. 

    For more information, see IBM XIV Storage System Business Continuity Functions, SG24-7759.

    7.1.1  Remote mirror terminology 

    The following mirroring-related terms are used in this book:

    •Local site: This site consists of the primary storage system and the servers that are running applications that are stored on that storage system.

    •Remote site: This site holds the mirror copy of the data and often also has standby servers. A remote site can become the active production site by using a consistent data copy. 

    •Primary: This term denotes the XIV or IBM Spectrum Accelerate that is used for production during typical business routines to serve hosts and have its data replicated to a secondary XIV or IBM Spectrum Accelerate. You might also refer to it as the source system.

    •Secondary. This term denotes the system that is used during normal circumstances to act as the mirror (backup) for the primary. You might also refer to it as the destination system.

    •Consistency group (CG): This group is a set of related volumes on a single system that are treated as one logical unit. Thus, all CG data reflects correctly ordered writes across all respective volumes within the CGs. Consistency groups are supported within remote mirroring.

    •Coupling: This term refers to the pairing of volumes or CGs to form a mirror relationship between the source of a replication and its destination (target).

    •Peer: This term refers to one side of a coupling. It can be a volume or a consistency group. However, peers must be of the same type (that is, both volumes or both CGs). Whenever a coupling is defined, a role is specified for each peer. One peer is designated as the source and the other peer is designated as the destination.

    •Role: This term denotes the following role that the peer is fulfilling:

     –	Source: A role that indicates that the peer serves host requests and acts as the source for replication.

     –	Destination: A role that indicates that the peer does not serve host write requests (it can be used in read-only mode) and acts as the target for replication. 

    Changing a peer’s role might be warranted after the peer is recovered from a site or system, or because of a link failure or disruption.

    •Sync job: This term applies to asynchronous mirroring only. It denotes a synchronization procedure that is run by the source at user-configured intervals that correspond to the asynchronous mirroring definition, or upon manually running the XCLI command mirror_create_snapshot (which is also used for synchronous mirroring, but not as part of a scheduled job). 

    The resulting job is referred to as snapshot mirror sync job, ad hoc sync job, or manual sync job in contrast with a scheduled sync job. The sync job entails synchronization of data updates that are recorded on the source since the creation time of the most-recent snapshot that was successfully synchronized.

    •Offline initialization (offline init): A mechanism whereby XIV or IBM Spectrum Accelerate (by using HASH values) compares respective source and target 64 KB data blocks and copies over only the parts that have different data. Offline initialization aims at expediting the initialization of mirror pairs that are known to be inherently similar (for example, when an asynchronous pair is changed to a synchronous pair). 

    This unique feature of XIV and IBM Spectrum Accelerate is evident when the data links do not have adequate speed or capacity to transmit the entire volume in a timely fashion. In that case, the pair is first created when the systems are at close proximity and can use fast links. Then, when the storage system that hosts the remote mirror is placed at its final physical destination, only the changed data because those volumes were identical must be copied over the wire. 

    •Asynchronous schedule interval: This term applies only to asynchronous mirroring. It represents (per a coupling) how often the source automatically runs a new sync job. The default interval and the minimum possible is 20 seconds.

    •Recovery point objective (RPO): This setting is a setting that is applicable to asynchronous mirroring only. It represents an objective that is set by the user, which indicates the maximal currency difference that is considered acceptable between the mirror peers (the actual difference between mirror peers can be shorter or longer than the RPO set).

    An RPO of zero indicates that no difference between the mirror peers can be tolerated, and that sync mirroring is required. An RPO that is greater than zero indicates that the replicated volume is less current or lags somewhat behind the source volume. In this case, there is a potential for certain transactions that are run against the production volume to be rerun when applications start to use the replicated volume. 

    For XIV asynchronous mirroring, the required RPO is user-specified. The storage system then reports effective RPO and compares it to the required RPO.

    Connectivity, bandwidth, and distance between the systems directly affect RPO. More connectivity, greater bandwidth, and less distance typically enable a lower RPO.

    7.1.2  Remote mirroring modes

    IBM Spectrum Accelerate supports synchronous mirroring and asynchronous mirroring.

    Synchronous mirroring

    Synchronous mirroring accommodates a requirement for zero RPO.

    To ensure that data is also written to the secondary system (destination role), an acknowledgment of the write operation to the host is issued only after the data is written to both storage systems (IBM Spectrum Accelerate or XIV). This configuration ensures that mirroring peers always contain the same data. A write acknowledgment is returned to the host only after the write data is cached by two separate IBM Spectrum Accelerate or XIV modules at each site, as shown in Figure 7-1.
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    Figure 7-1   Synchronous mirroring

    Host read operations are provisioned by the primary (source role); writing is run at the primary (source role) and replicated to the secondary systems.

    Asynchronous mirroring

    Asynchronous mirroring provides a consistent replica of data on a target peer through timely replication of data changes that are recorded on a source peer. 

    Asynchronous mirroring uses the snapshot function, which creates a point-in-time image. In asynchronous mirroring, successive snapshots (point-in-time images) are made and used to create consistent data on the destination peers. The system sync job copies the data that corresponds to the differences between two designated snapshots on the source (most-recent and last-replicated).

    For asynchronous mirroring, acknowledgment of write complete is returned to the application as soon as the write data is received at the local storage system, as shown in Figure 7-2.
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    Figure 7-2   Asynchronous mirroring

    7.2  Mirroring schemes

    Whether synchronous or asynchronous, mirroring requires two or more IBM Spectrum Accelerate or XIV systems. The source and target of the asynchronous mirroring can be synchronous and form a local mirroring, or they can be at different sites and facilitate a disaster recovery plan. Figure 7-3 on page 180 shows how peers can be spread across multiple storage systems and sites. Any system that is depicted can be an XIV or IBM Spectrum Accelerate storage system.
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    Figure 7-3   Mirroring replication schemes

    A system can be connected to up to 10 other XIV or IBM Spectrum Accelerate targets for mirroring purposes. Any system can be used simultaneously as replication source and replication target.

    In a bidirectional configuration, a system concurrently functions as the replication source (source) for one or more couplings, and as the replication target (destination) for other couplings. Figure 7-3 shows possible schemes for how mirroring can be configured.

    Figure 7-4 shows connectivity among systems and groups of systems, as shown in the XIV GUI.

    [image: ]

    Figure 7-4   XIV GUI connectivity among systems and group of systems

    7.2.1  Peer designations and roles

    A peer (volume or consistency group) is assigned a source or a destination role when the mirror is defined. By default, the location of the source denotes the primary system in a new mirror definition, and the destination denotes the secondary system. An active mirror must have exactly one primary and exactly one secondary. 

     

    
      
        	
          Important: A single system can contain source volumes and CGs (mirroring to another system) and destination volumes and CGs (mirroring from another system). Peers in a source role and peers in a destination role on the same system must belong to different mirror couplings.

        
      

    

    The following mirroring role status options are available:

    •Designations:

     –	Primary: The designation of the source peer, which is initially assigned the source role.

     –	Secondary: The designation of the target peer, which initially plays the destination role.

    •Role status:

     –	Source: Denotes the peer with the source data in a mirror coupling. Such peers serve host requests and are the source for synchronization updates to the destination peer. Destination and source roles can be switched by using the mirror_switch_roles command if the status is synchronized for synchronous mirror and it is in an RPO_OK state for an asynchronous mirror. 

    For synchronous and asynchronous mirroring, the source can be changed (by using the mirror_change_role command) to a destination if the status is inactive.

     –	Destination: Denotes the target peer in a mirror. Such peers do not serve host write requests and accept synchronization updates from a corresponding source. A destination LUN can be accessed in read-only mode by a host. 

    Consistency group within an XIV or IBM Spectrum Accelerate

    With mirroring (synchronous or asynchronous), the major reason for consistency groups is to handle many mirror pairs as a group (mirrored volumes are consistent). Instead of dealing with many mirror pairs individually, consistency groups simplify the handling of those related pairs.

     

    
      
        	
          Important: If your mirrored volumes are in a mirrored consistency group, you cannot perform mirroring operations, such as deactivate or change_role on a single volume basis. If you want to do perform this task, you must remove the volume from the consistency group. 

          For more information, see IBM XIV Storage System Business Continuity Functions, SG24-7759.

        
      

    

    Consistency groups also play an important role in the recovery process. If mirroring was suspended (for example, because of complete link failure), data on different destination volumes at the remote system is consistent. However, when the links are up again and resynchronization process is started, data that is spread across several destination volumes is not consistent until the source state reaches the synchronized state. 

    To preserve the consistent state of the destination volumes, the system automatically creates a snapshot of each destination volume and keeps it until the remote mirror volume pair is synchronized. That is, the snapshot is kept until all pairs are synchronized to enable restoration to the same consistent point in time. If the remote mirror pairs are in a consistency group, the snapshot is taken for the whole group of destination volumes and the snapshots are preserved until all pairs are synchronized. Then, the snapshot is deleted automatically.

    There are cases where storage requirements go beyond a single system. IBM Hyper-Scale Consistency extends the individual system crash consistency by allowing you to establish a volume consistency group that spans multiple systems. This configuration is called a Cross Consistency Group (XCG). For more information, see IBM Hyper-Scale in XIV Storage, REDP-5053.

    7.2.2  Operational procedures

    Mirroring operations feature the following activities:

    •Configuration

    Local and remote replication peers are defined by an administrator who specifies the source and destination peers roles. These peers can be volumes or consistency groups. The secondary peer provides a backup of the primary.

    •Initialization

    Mirroring operations begin with a source volume that contains data and a formatted destination volume. The first step is to copy the data from the source volume (or CG) to the destination volume (or CG). This process is called initialization. Initialization is performed once in the lifetime of a mirror. After it is performed, both volumes or CGs are considered to be synchronized to a specific point-in-time. 

    The completion of initialization marks the first point-in-time that a consistent source replica on the destination is available. Details of the process differ depending on the mirroring mode (synchronous or asynchronous). For more information, see IBM XIV Storage System Business Continuity Functions, SG24-7759.

    •Offline initialization

    Offline initialization operation begins with a source volume that contains data and a destination volume, which also contains data and is related to this same source. At this step, only different chunks are copied from the source to its destination. Offline initialization can be run whenever a mirror pair was suspended or when the mirror type changes from asynchronous to synchronous. 

    •Mirror mode switching

    The toggling between synchronous and asynchronous modes implies the deactivation of the incumbent mirror mode, the deletion of the mirror pair and the respective snapshots on both ends, and unlocking of the destination mirror. Then, the new mode is selected and a new mirror relationship is created between the peers. By using the offline initialization, only the new data that was written to the primary since the deletion of the original mirror is copied over. Therefore, the toggling between the two operational modes does not require a redundant full copy.

    •Ongoing operation

    After the initialization process is complete, normal mirroring operations begin. 

    In synchronous mirroring, normal ongoing operation means that all data that is written to the primary volume or CG is first mirrored to the destination volume or CG. At any time, the source and destination volumes or CGs are identical except for any unacknowledged (pending) writes.

    In asynchronous mirroring, ongoing operation means that data is written to the source volume or CG and is replicated to the destination volume or CG at specified intervals. 

    •Monitoring

    The storage system effectively monitors the mirror activity and places events in the event log for error conditions. Alerts can be set up to notify the administrator of such conditions. You must set up SNMP trap monitoring tools or email notification to be informed about abnormal mirroring situations.

    •Handling communication failures

    There are instances when the communication between the sites might break down. The source continues to serve host requests as the synchronous mirroring is based on best effort in attempt to minimize the effect on the hosts. Upon recovery from a link down incident, the changed data is copied over and mirroring is resumed. Events are generated for link failures.

    •Role switching

    If required, mirror peer roles of the destination and source can be switched. Role switching is always started at the source site. This process is often done for maintenance operations or because of a test drill that verifies the disaster recovery (DR) procedures. Use role switching cautiously, especially with asynchronous mirroring. When roles are switched for an asynchronous mirror, data can be lost for an interval up to the RPO time because the remote site is typically lagging (in time) for a specific asynchronous pair. 

    Role switching in the case of synchronous mirror is designed so that no data loss can occur. Role switching should be used only for cases, such as a catastrophic host failure at the source site when the pairing is intact, but there were no write operations to the source since the last sync job was completed.

    •Role changing

    In a disaster at the primary site, the source peer might fail. To allow read/write access to the volumes at the remote site, the volume’s role must be changed from destination to source. A role change changes only the role of the system volumes or CGs to which the command was addressed. Remote mirror peer volumes or CGs are not changed automatically. Therefore, changing roles on both mirror sides if mirroring is to be restored is important (if possible).

    7.2.3  Mirroring status

    The mirroring status is affected by several factors, such as the links between the XIV or IBM Spectrum Accelerate systems or the initialization state.

    Link status

    The link status reflects the connection from the source to the destination volume or CG. A link has a direction (from local site to remote or vice versa). A failed link or a failed secondary system both result in a link error status. The link state is one of the factors that determines the mirror operational status. Links can be in one of the following states:

    •OK: Link is up and is functioning

    •Error: Link is down

    Figure 7-5 shows how the link status is reflected in the main XIV GUI.
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    Figure 7-5   Red indicates link down, green indicates link up

    Figure 7-6 shows how the link status is reflected in the XIV GUI when the link is selected.
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    Figure 7-6   Connectivity details

    If several links (at least two) are in one direction and one link fails, this state often does not affect mirroring if the bandwidth of the remaining link is high enough to keep up with the data traffic.

    Monitoring the link utilization

    The mirroring bandwidth of the links must be high enough to cope with the data traffic that is generated by the changes on the source volumes. Before mirroring is set up during the planning phase, monitor the write activity to the local volumes. The bandwidth of the links for mirroring must be as large as the peak write workload. 

    After mirroring is implemented, periodically monitor the links usage. By using the statistics windows, you can select targets to show the data traffic to remote systems, as shown in Figure 7-7.
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    Figure 7-7   Monitoring link usage, with pop-up fly-over shown

    Mirror operational status

    Mirror operational status is defined as operational or non_operational and includes the following features:

    •Mirroring is operational in the following situations: 

     –	The activation state is active.

     –	The link is UP.

     –	Both peers have different roles (source or destination).

     –	The mirror is active.

    •Mirroring is non_operational in the following situations: 

     –	The mirror is inactive.

     –	The link is in an error state or deactivated (link down).

    Synchronous mirroring states

     

    
      
        	
          Note: This section applies to synchronous mirroring only.

        
      

    

    The synchronization status reflects whether the data of the destination’s volume is identical to the source’s volume. Because the purpose of the remote mirroring feature is to ensure that the destination’s volume is an exact copy of the source’s volume, this status indicates whether this objective is being achieved.

    The following states or statuses are possible:

    •Initializing

    The first step in remote mirroring is to create a copy of all the data from the source volume or CG to the destination volume or CG. During this initial copy phase, the status remains initializing.

    •Synchronized (source volume or CG)/consistent (destination volume or CG)

    This status indicates that all data that was written to the source volume or CG also was written to the destination volume or CG. Ideally, the source and destination volumes or CGs must always be synchronized. However, this synchronization does not always indicate that the two volumes are identical in a disaster. There are situations when there might be a limited amount of data that was written to one volume, but that was not yet written to its peer volume. This situation means that the write operations are not yet acknowledged to the respective hosts. Such writes are known as pending writes or data in flight.

    •Unsynchronized (source volume)/inconsistent (destination volume)

    After a volume or CG completes the initializing stage and achieves the synchronized status, it can become unsynchronized (source) and inconsistent (destination). This status occurs when it is not known whether all the data that was written to the source volume also was written to the destination volume. This status can occur in the following cases:

     –	The communications link is down and as a result certain data might be written to the source volume, but was not yet written to the destination volume.

     –	Secondary system is down. This issue is similar to communication link errors because in this state, the primary system is updated, whereas the secondary is not.

     –	Remote mirroring is deactivated. As a result, certain data might be written to the source volume and not to the secondary volume.

    The system tracks the partitions that were modified on the source volumes. When the link is operational again or the remote mirroring is reactivated, these changed partitions are sent to the remote system and applied to the respective destination’s volumes.

    Asynchronous mirroring states

     

    
      
        	
          Note: This section applies to asynchronous mirroring only.

        
      

    

    The mirror state can be in one of the following states:

    •Inactive

    The synchronization process is disabled. A mirror can be deleted in this state.

    •Initializing

    The initial copy is not yet complete. Synchronization does not start until the initialization completes. The mirror cannot be deleted during this state.

     

    
      
        	
          Important: When there is an unstable data link, the initialization can restart. In this case, the progress bar returns to the left side of the display. However, this state does not mean that the initialization is starting again from the beginning. When a mirror initialization is restarted, the initialization resumes where it left off and the progress bar displays the percent complete of the remaining data to copy, not the percentage of the full volume. 

        
      

    

    When initialization is complete, the synchronization process is enabled. Then, sync jobs can be run and data can be copied between source and destination. The following synchronization states are possible:

    •RPO_OK: Synchronization completed within the specified sync job interval time (RPO).

    •RPO_Lagging: Synchronization completed, but took longer that the specified interval time (RPO).

    7.3  Remote mirroring usage

    Remote mirroring solutions can be used to address many types of failures and planned outages. The failure scenarios vary and can be a result of events that affect a single system. The failure can stem from events that affect an entire data center or campus. Worse, the failures also can be caused by events that affect a whole geographical region. 

    Figure 7-8 shows recovery plan solutions that provide protection from single-system failures, local disasters, and regional disasters.
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    Figure 7-8   Disaster recovery protection levels

    The following configurations are possible: 

    •Single-site high-availability remote mirroring configuration

    Protection for the event of a failure or planned outage of a system (single-system failure) can be provided by a zero-distance high-availability (HA) solution, including another storage system in the same location (zero distance). The typical use of this configuration is a synchronous mirroring solution that is part of a HA clustering solution that includes servers and storage systems. 

    Figure 7-9 shows a single-site HA configuration in which both systems are in the same data center.
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    Figure 7-9   Single site HA configuration

    •Metro region remote mirroring configuration

    Protection during a failure or planned outage of an entire location (local disaster) can be provided by a metro distance disaster recovery solution, including another system in a different location within a metro region. The two systems might be in different buildings on a corporate campus or in different buildings within the same city (typically up to approximately 100 km apart). The typical use of this configuration is a synchronous mirroring solution. Figure 7-10 shows a metro region disaster recovery configuration.
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    Figure 7-10   Metro region disaster recovery configuration

    •Out-of-region remote mirroring configuration

    Protection during a failure or planned outage of an entire geographic region (regional disaster) can be provided by a global distance disaster recovery solution, including another system in a different location outside the metro region. The two locations might be separated by up to a global distance. The typical use of this configuration is an asynchronous mirroring solution. Figure 7-11 shows an out-of-region disaster recovery configuration.
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    Figure 7-11   Out-of-region disaster recovery configuration

    7.3.1  Use of snapshots

    Snapshots can be used with remote mirroring to provide copies of production data for business or IT purposes. Moreover, when used with remote mirroring, snapshots provide protection against data corruption. As with any continuous or near-continuous remote mirroring solution, remote mirroring cannot protect against software data corruption because the corrupted data is copied as part of the remote mirroring solution. However, the snapshot function provides a point-in-time image that can be used for a rapid recovery if software data corruption occurs after the snapshot was taken. The snapshot can be used in combination with remote mirroring, as shown in Figure 7-12.
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    Figure 7-12   Combining snapshots with remote mirroring

    Recovery by using a snapshot requires deletion and re-creation of the mirror. Snapshots can consist of the following components:

    •Snapshot (within a single system)

    Protection for the event of software data corruption can be provided by restoring the volume to a healthy point-in-time snapshot. The snapshot can be backed up, if needed. 

    •Local snapshot plus remote mirroring configuration 

    A snapshot of the production (local) volume can be used in addition to remote mirroring of the production volume when protection from logical data corruption is required in addition to protection against failures and disasters. The extra snapshot of the production volume provides a quick restoration to recover from data corruption. An extra snapshot of the production (local) volume can also be used for other business or IT purposes, such as reporting, data mining, development, and testing.

    Figure 7-13 shows a local snapshot plus remote mirroring configuration. 
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    Figure 7-13   Local snapshot plus remote mirroring configuration

    •Remote snapshot plus remote mirroring configuration 

    A snapshot of the consistent replicated data at the remote site can be used in addition to remote mirroring to provide an extra consistent copy of data. This copy can be used for business purposes, such as data mining, reporting. The copy also can be used for IT purposes, such as remote backup to tape or development, test, and quality assurance. Figure 7-14 shows a remote snapshot plus remote mirroring configuration.
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    Figure 7-14   Remote snapshot plus remote mirroring configuration

    7.4  Remote mirroring configurations 

    The remote mirroring configurations that are described in this section are the fundamental building blocks of remote mirroring solutions and usage scenarios.

    7.4.1  Mirroring target systems

    Remote mirroring copies data from a peer on one system to a peer on another system (the mirroring target system). The basic underlying mirroring relationship is a one-to-one relationship between two peers, but systems can be connected in the following ways:

    •Target configuration: One-to-one 

    The most typical remote mirroring configuration is a one-to-one relationship between a local system (production system) and a remote system (DR system). This configuration is typical where there is a single production site and a single DR site.

    During normal remote mirroring operation, one system (at the DR site) is active as a mirroring target. The other system (at the local production site) is active as a mirroring target only when it becomes available again after an outage and a change of roles between the production and the DR site. Data changes that are made while production is running on the remote (DR) site are copied back to the original production site.

    In a configuration with two identically provisioned sites, production might be periodically switched from one site to another as part of normal operations. The system that is the active mirroring target is switched at the same time. The mirror_switch_roles command allows for switching roles in synchronous and asynchronous mirroring. There are special requirements for doing so with asynchronous mirroring.

    •Target configuration: Synchronous and asynchronous one-to-one 

    XIV and IBM Spectrum Accelerate support synchronous and asynchronous mirroring (for different mirror couplings) on the same system; therefore, a single local system can have certain volumes that are synchronously mirrored to a remote system. Other volumes are asynchronously mirrored to the same remote system, as shown in Figure 7-15. Highly response-time-sensitive volumes can be asynchronously mirrored and less response-time-sensitive volumes can be synchronously mirrored to a single remote system.
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    Figure 7-15   Synchronous and asynchronous peers

    •Target configuration: Fan-out

    A single local (production) system can be connected to two remote (DR) systems in a fan-out configuration. Both remote systems can be at the same location or each of the target systems can be at a different location. Certain volumes on the local system are copied to one remote system and other volumes on the same local system are copied to a different remote system. This configuration can be used when each system at the DR site has less available capacity than the system at the local site. 

    •	Target configuration: Synchronous and asynchronous fan-out 

    XIV and IBM Spectrum Accelerate support synchronous and asynchronous mirroring (for different mirror couplings) on the same system; therefore, a single local system can have certain volumes that are synchronously mirrored to a remote system at a metro distance. Other volumes are asynchronously mirrored to a remote system at a global distance, as shown in Figure 7-16. This configuration can be used when higher priority data is synchronously mirrored to another system within the metro area, and lower priority data is asynchronously mirrored to a system within or outside the metro area. 
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    Figure 7-16   Synchronous and asynchronous fan-out

    •Target configuration: Fan-in 

    Two (or more) local systems can have peers that are mirrored to a single remote system in a fan-in configuration. This configuration must be evaluated carefully and used with caution because there is a risk of overloading the single remote system. The performance capability of the single remote system must be carefully reviewed before a fan-in configuration is implemented.

    This configuration can be used in situations where there is a single disaster recovery data center that is supporting multiple production data centers, or when multiple systems are mirrored to a single system at a service provider.

    •Target configuration: Bidirectional 

    Two different systems can have different volumes that are mirrored in a bidirectional configuration. This configuration can be used for situations where there are two active production sites and each site provides a DR solution for the other. Each system is active as a production system for certain peers and as a mirroring target for other peers.

    7.4.2  Setting the maximum initialization and synchronization rates

    IBM Spectrum Accelerate and XIV systems allow a user-specifiable maximum rate (in MBps) for remote mirroring coupling initialization, a different user-specifiable maximum rate for normal sync jobs, and another rate for resynchronization. The initialization, sync job, and resynchronization rates are specified for each mirroring target by using the target_config_sync_rates XCLI command. 

     

    The actual effective initialization or synchronization rate also depends on the number and speed of connections between the systems. The maximum initialization rate must be less than or equal to the maximum sync job rate (asynchronous mirroring only), which must be less than or equal to the maximum resynchronization rate. 

     

    
      
        	
          Important: In normal mirror operations, the rates are cumulative. For example, if initialization, synchronous, and asynchronous operations are all active, the amount of data the system attempts to send is the sum of those three values.

        
      

    

    The rates use the following default values:

    •Maximum initialization: 100 MBps

    •Maximum sync job: 300 MBps

    •Maximum resync: 300 MBps

    7.5  IBM Spectrum Accelerate remote mirroring scenarios

    The following sections describe the basic steps that are used to set up a remote mirroring environment. For more information, see IBM XIV Storage System Business Continuity Functions, SG24-7759. For similar information about administration of remote mirroring with Hyper-Scale Manager, see IBM FlashSystem A9000 and A9000R Replication Solutions, REDP-5401.

    This section includes the following topics:

    •Setting up a new remote mirroring solution after migrating data 

    •Use of remote mirroring to migrate data and reversing the direction of remote mirroring to provide a backup of the migrated volumes

    •Recovering from a site failure 

    •Temporary local site outage

    •Deactivating mirror coupling

    7.5.1  Basic remote mirroring setup scenario

    This example assumes that there are volumes that are defined on an IBM Spectrum Accelerate system that are created as volumes or that data was migrated to the system by using the Data Migration function. These volumes can now be replicated to another system by using the following process:

    1.	Define the target system.

    2.	Create the connectivity by connecting mirroring ports.

    3.	Define mirror coupling peer volumes.

    4.	Add volumes to a mirrored Consistency Group.

    Defining the mirroring target systems

    To connect two systems (XIV or IBM Spectrum Accelerate) for remote mirroring, each system must be defined to be a mirroring target of the other. A mirroring target is a system with volumes that receive data copied through remote mirroring. 

    Verify that the source and target systems have iSCSI ports defined, as shown in Figure 7-17.
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    Figure 7-17   Verifying ISCSI connectivity

    Defining a mirroring target for a system involves selecting the type of mirroring, naming the target, and specifying the target iSCSI initiator name, as shown in Figure 7-18.
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    Figure 7-18   Creating the target definition

    Connecting mirroring ports

    After defining remote mirroring targets, one-to-one connections must be made between ports on each system. 

     

    
      
        	
          Important: If the IP network includes firewalls between the mirrored systems, TCP port 3260 (iSCSI) must be open within firewalls so that iSCSI replication can work. 

        
      

    

    Use a minimum of two connections (with each of these ports in a different module). As shown in Figure 7-19, the data flow starts from the production system (on the left) and goes towards mirroring target system (on the right) during normal operation. 
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    Figure 7-19   Defining iSCSI port connections

    The data flow is reversed when production is running at the disaster recovery site (on the right) and changes are being copied back to the original production site (mirroring target is on the left).

     

    
      
        	
          Note: For asynchronous mirroring over iSCSI links, a reliable, dedicated network must be available. It requires consistent network bandwidth and a non-shared link.

        
      

    

    Defining mirror coupling and peers

    After the remote mirroring targets are defined, a coupling or mirror can be defined, which creates a mirroring relationship between two peers.

    The two peers in the mirror coupling can be two volumes (volume peers) or two consistency groups (CG peers). Select the source volume, target system, pool, and the type of mirroring. The target volume can be created automatically in the target pool and the mirror relationship can be activated, as shown in Figure 7-20. 
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    Figure 7-20   Defining mirror volume coupling 

    Defining a Mirrored Consistency Group with the same characteristics as a group of volumes allows for easily controlling remote mirroring operations simultaneously with all volumes in the CG, as shown in Figure 7-21. 
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    Figure 7-21   Defining a consistency group

    Figure 7-22 shows creating a mirrored CG.
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    Figure 7-22   Creating a mirrored consistency group

    After a mirrored CG is created, volumes can be added by dragging them within the XIV GUI.

    Each of the two peers in the mirroring relationship is given a designation and a role. The designation indicates the original or normal function of each of the two peers: primary or secondary. The peer designation does not change with operational actions or commands. If necessary, the peer designation can be changed by the user. 

    The role of a peer indicates its current (perhaps temporary) operational function (source or destination). The operational role of a peer can change as the result of user commands or actions. Peer roles typically change during DR testing or a true disaster recovery and production site switch.

    When a mirror coupling is created, the first specified peer (for example, the volumes or CG at site 1, as shown in Figure 7-23 on page 200) is the source for data to be replicated to the target system; therefore, it is given the primary designation and the source role. 

     

    
      
        	
          Important: A consistency group that is to be mirrored must not contain any volumes when the CG coupling is defined or the coupling does not allow it to be defined.

        
      

    

    The second specified peer (or automatically created by the storage system) when the mirroring coupling is created is the target of data replication; therefore, it is given the secondary designation and the destination role.

    When a mirror coupling relationship is first created, no data movement occurs.

    Activating a mirror coupling 

    When a mirror coupling is first activated, all data on the source is copied to the destination (normal initialization) or verified to be on the destination, and only changed data is copied (offline initialization). This process is referred to as initialization. Remote mirroring copies volume identification information (that is, physical volume ID/PVID) and any actual data on the volumes. Space that is not used is not copied. 

    Initialization might take a significant amount of time if a large amount of data is on the source when a mirror coupling is activated. The rate for this initial copy of data can be specified by the user. The speed of this initial copy of data is also affected by the connectivity and bandwidth (number of links and link speed) between the primary and secondary systems.

    As an option to remove the effect of distance on initialization, mirroring can be initialized with the target system installed locally. The target system can then be disconnected after initialization, shipped to the remote site, reconnected, and the mirroring reactivated.

    A second option to avoid the effect of distance on initialization is by using an offline initialization. The peers can be synchronized locally and the DR system moved to its remote site, or if the target system is already at a remote location with limited WAN capabilities, apply an image backup of the source volume onto the destination, and then activate the offline mirroring initialization. 

    If a backup tape is physically transported to the remote site, it must be an image backup. File-level backups do not function as expected, and result in retransmission of 100% of the data in the pairing. The mirror pairing is defined normally, with the addition of specifying the offline init option when making the definition of the pairing. 

    If a remote mirroring configuration is set up when a volume is first created (that is, before any application data is written to the volume), initialization is fast. 

    When a consistency group mirror coupling is created, the CG must be empty so there is no data movement and the initialization process is fast.

    The mirror coupling status at the end of initialization differs for synchronous mirroring and asynchronous mirroring; however, in either case, a consistent set of data is at the remote site when initialization is complete. 

    Figure 7-23 shows a diagram of active mirror coupling.
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    Figure 7-23   Active mirror coupling

    Adding volume mirror coupling to consistency group mirror coupling 

    After a volume mirror coupling completes initialization, the source volume can be added to a mirrored CG in the same storage pool. Each mirroring type has extra constraints, such as same role, target, and schedule. The destination volume is automatically added to the consistency group on the remote system. 

    As shown in Figure 7-24, three active volume couplings that completed initialization are moved into the active mirrored consistency group. This move is done by dragging the couplings within the GUI interface. 
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    Figure 7-24   Consistency group mirror coupling

    One or more extra mirrored volumes can be added to a mirrored consistency group later in the same way.

    It is also important to understand that in a CG, all volumes feature the same role. Also, consistency groups are handled as a single entity. In asynchronous mirroring, a delay in replicating a single volume affects the status of the entire CG.

    Adding a mirrored volume to a mirrored consistency group

    Before the process is started, ensure that the following prerequisites are met:

    •Volume and CG must be associated with the same pool.

    •Volume is not already part of a CG.

    •Command must be issued on the source CG only.

    •Command must not be run during initialization of volume or CG.

    •The following volume mirroring settings must be identical to the CG settings: 

     –	Mirroring type

     –	Mirroring role

     –	Mirroring status

     –	Mirroring target

     –	Target pool

    •The volume synchronization status and mirrored CG synchronization status are RPO OK for asynchronous mirroring or Synchronized for synchronous mirroring.

    To add a volume mirror to a mirrored consistency group (for instance, when an application needs extra capacity), complete the following steps:

    1.	Define volume mirror coupling from the extra source volume at XIV 1 to the destination volume at XIV 2.

    2.	Activate remote mirroring from the extra source volume at XIV 1 to the destination volume at XIV 2.

    Monitor the initialization until it is complete. Volume coupling initialization must complete before the coupling can be moved to a mirrored CG.

    3.	Add the source volume at XIV 1 to the source consistency group at XIV 1. The extra destination volume at XIV 2 is automatically added to the destination consistency group at XIV 2.

    7.5.2  Migrating data by using remote mirroring

    Remote mirroring can be used to migrate data to a newly installed IBM Spectrum Accelerate system if the source data is on an XIV system. This process is essentially the same as described in the 7.5.1, “Basic remote mirroring setup scenario” on page 194 and includes the following steps:

    1.	Define the target system and XIV connectivity.

    2.	Define mirror coupling peer volumes.

    3.	Create a mirrored consistency group.

    4.	Add volumes to the mirrored consistency group.

    Adding the volumes to a consistency group is optional; however, doing so is convenient because the set of volumes can be treated as a group, which simplifies the following processes.

    5.	Wait for synchronization to complete.

    6.	Switch the roles of the volumes.

    The migrated volumes are then available for host activity with a backup copy at the original site. 

    Defining the target system and system connectivity is shown in Figure 7-25.
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    Figure 7-25   Defining the target system and system connectivity

    Defining the mirror coupling peer volumes is shown in Figure 7-26.
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    Figure 7-26   Defining mirror coupling peer volumes

    Figure 7-27 shows creating a mirror CG.
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    Figure 7-27   Creating a mirror Consistency Group

    Figure 7-28 shows adding mirrored volumes to the CG.
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    Figure 7-28   Adding mirrored volumes to the consistency group

    When mirroring is active and synchronized (consistent), the source and destination roles of mirrored volumes or consistency groups can be switched simultaneously. Role switching is typical for returning mirroring to the normal direction after changes are mirrored in the reverse direction after a production site switch. Role switching is also typical for any planned production site switch. 

    Host server write activity and remote mirroring activity must be paused briefly before and during the role switch. Also, at least one sync job must complete before the switch to ensure the expected point in time copy of the data exists in the case of asynchronous mirroring. Figure 7-29 shows the switch mirroring roles.
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    Figure 7-29   Switching mirroring roles

    The volumes are now migrated to the new IBM Spectrum Accelerate system and mirroring is active to the XIV system. Hosts can now access the migrated volumes and any changes are mirrored to the original source volumes.

    7.5.3  Recovering from a site failure 

    One of the reasons for remote mirroring is to keep a copy of data in a different location if something happens to the source site. If there is a real disaster, the systems at the local site might need to be replaced or the IBM Spectrum Accelerate system might need to be redeployed. In such circumstances, the production activity moves to the remote site. When the local site is restored, data can be migrated back, as described in 7.5.2, “Migrating data by using remote mirroring” on page 201.

    System failure at the local site

    Figure 7-30 shows that the source system is no longer operational. The mirror definitions are still on the target system and the role of those volumes can be changed to source.
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    Figure 7-30   Local site system failure 

    Figure 7-31 shows the details of the connectivity when a connection is selected.
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    Figure 7-31   Connecting to the local site failed because the system is no longer available

    Changing role of destination volume or CG 

    The system at the recovery site must be prepared to become the production system. To complete this preparation, the role of the target volumes are changed to source volumes and then host systems can access the last consistent copy of the production data. 

    When mirroring is active, the destination volume or CG is locked and write access is prohibited. To allow write access to a destination peer if there is failure or the source is unavailable, the destination volume role must be changed to the source role, as shown in Figure 7-32.
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    Figure 7-32   Changing role of destination volume or CG 

    Changing the role of a volume from destination to source allows the volume to be accessed. In synchronous mirroring, changing the role also starts metadata recording for any changes that are made to the volume. This metadata can be used for resynchronization (if the new source volume remains the source when remote mirroring is reactivated). In asynchronous mirroring, changing a peer’s role automatically reverts the peer to its last-replicated snapshot.

    Deleting mirror coupling definitions

    When replacing the source system because of failure, the original mirror definitions must be deleted and can be re-created with the new system during the process of migrating data by using remote mirroring. 

    When a mirror coupling is deleted, all metadata and mirroring definitions are deleted, and the peers do not have any relationship at all (see Figure 7-33). However, any volumes and consistency groups mirroring snapshots remain on the local and remote systems. To restart mirroring, you can use offline initialization instead of a full copy of data. For more information, see IBM XIV Storage System Business Continuity Functions, SG24-7759.
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    Figure 7-33   Deleting mirror coupling definitions

    The target definition and XIV connectivity can also be deleted, as shown in Figure 7-34.
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    Figure 7-34   Deleting the target definition and XIV connectivity

    Typical usage of mirror deletion is also a one-time data migration that uses remote mirroring. This process includes deleting the mirror couplings after the migration is complete.

    7.5.4  Recovering from a temporary site outage

    A temporary site outage might require moving production host activity to the remote location. This move can be accomplished by using the procedure that is described in 7.5.3, “Recovering from a site failure” on page 205 for recovering from a site failure. In this case, the local system is restored and mirroring can be resumed. 

    Because the most current data is at the remote site, the changes must be copied to the original site. The remote site had its role changed to the source role. Therefore, the local system must be changed to a target role. When the destination to a source is changed, the former source first must be changed to the destination role (upon recovery of the primary site) before the secondary role is changed back from source to destination. 

    In synchronous mirroring, changing a peer role from source to destination allows the destination to accept mirrored data from the source. It also causes deletion of metadata that was used to record any changes while the peer had the source role. 

    In asynchronous mirroring, changing a peer's role automatically reverts the peer to its last-replicated snapshot.

    Removing a mirrored volume from a mirrored consistency group

    If a volume in a mirrored consistency group is no longer being used by an application or if actions must be taken against the individual volume, it can be dynamically removed from the consistency group. 

    In this scenario, you must change the role of the target volumes and because there is no connectivity to the local site, the swap roles command cannot be used to switch both roles. Therefore, the volumes must be removed from the consistency group and then changed from a target role to a source role. 

    The same process is followed at the local site after it is recovered to change the role from source to target to send the most recent data from the remote site back to the local site. The role of the consistency groups also must be changed by using the same process that is used with the volumes. 

    The volumes can be added to the consistency group when they become synchronized. Then, the roles are swapped and the production host activity is restored to the local site.

    As shown in Figure 7-35, one volume is removed from the example mirrored XIV consistency group with three volumes.
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    Figure 7-35   Removing a mirrored volume from a mirrored CG

    Both peers might temporarily have the source role when a failure at site 1 results in a true disaster recovery production site switch from site 1 to site 2. When site 1 becomes available again and you must switch production back to site 1, the production changes that were made to the volumes at site 2 must be resynchronized to the volumes at site 1. 

    To complete this process, the peers at site 1 must change their role from source to destination, as shown in Figure 7-36. 
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    Figure 7-36   Changing role to destination volume and CG

    Reactivation, resynchronization, and reverse direction

    When mirroring is reactivated in the reverse direction, changes that are recorded at the secondary peers are copied to the primary peers, as shown in Figure 7-37.
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    Figure 7-37   Reactivation and resynchronization

    Changing role of a consistency group

    The volumes are removed from the consistency group and their roles are reversed. The role of the consistency group must match the roles of the volumes before they can be added to the consistency group. The same process that is used for changing the volume roles can be used with the consistency group roles. Confirm the change to Source, as shown in Figure 7-38.
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    Figure 7-38   Changing role of the remote consistency group

    Confirm changing the role to Destination, as shown in Figure 7-39.
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    Figure 7-39   Changing role of the local consistency group

    Adding volumes to the consistency group

    When the volumes and the consistency group are in the Synchronized state, the volumes can be added to the consistency group, as shown in Figure 7-40. Then, the consistency group can swap roles when production host activity is ready to return to the local site. 
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    Figure 7-40   Activating the consistency group and add volumes

    Figure 7-41 shows the Switch Roles confirmation option.
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    Figure 7-41   Swapping roles to restore then normal direction of remote mirroring

    7.5.5  Temporarily deactivating mirroring

    Mirror deactivation and reactivation in the same direction is described in the following examples:

    •Remote mirroring is temporarily deactivated because of communication failure and then automatically reactivated by the system when communication is restored.

    •Remote mirroring is temporarily deactivated to create an extra copy of consistent data at the secondary.

    •Remote mirroring is temporarily deactivated by user action during peak load in an environment with constrained network bandwidth.

    •Planned deactivation of XIV remote mirroring can be done to suspend remote mirroring during a planned network outage or DR test.

    Deactivating mirror coupling: Change recording

    A mirror coupling can be deactivated by a user command. In this case, the mirror changes to standby mode, as shown in Figure 7-42.
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    Figure 7-42   Deactivating mirror coupling: Change recording

    During standby mode, a consistent set of data is available at the remote site. The currency of the consistent data ages in comparison to the source volumes, and the gap increases while mirroring is in standby mode.

    In synchronous mirroring during standby mode, the storage system (XIV or IBM Spectrum Accelerate) metadata is used to note which parts of a source volume are changed but are not yet replicated to the destination volume (because mirroring is not currently active). The actual changed data is not retained in cache; therefore, there is no danger of exhausting cache while mirroring is in standby mode.

    When synchronous mirroring is reactivated by a user command or communication is restored, the metadata is used to resynchronize changes from the source volumes to the destination volumes. Mirroring records changes for source volumes only. If you want to record changes to both peer volumes while mirroring is in standby mode, change the destination volume to a source volume.

    In asynchronous mirroring, metadata is not used and the comparison between the most-recent and last-replicated snapshots indicates the data that must be replicated.

    Mirror reactivation and resynchronization: Normal direction

    When mirroring is in standby mode in synchronous mirroring, any changes to volumes with the source role are recorded in metadata. When mirroring is reactivated, changes that are recorded in metadata for the current source volumes are resynchronized to the current destination volumes, as shown in Figure 7-43. 
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    Figure 7-43   Mirror reactivation and resynchronization: Normal direction

    The rate for this resynchronization of changes can be specified by the user in MBps by using the XCLI target_config_sync_rates command.

    When mirroring is reactivated in the normal direction, changes that are recorded at the primary peers are copied to the secondary peers.
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Data Migration with IBM Spectrum Accelerate

    This chapter describes the migration process, which is a built-in feature of IBM Spectrum Accelerate. The Data Migration Utility can migrate data from almost any iSCSI attached storage system to Spectrum Accelerate. The chapter also includes the actual pre-migration and post-migration steps.

    This chapter includes the following topics:

    •8.1, “Migration overview” on page 218

    •8.2, “Migrating a volume” on page 219

     

     

    
      
        	
          Note: IBM Spectrum Accelerate V11.5.4 also supports IBM Hyper-Scale Mobility over iSCSI. For more information about the IBM Hyper-Scale Mobility, see IBM Hyper-Scale in XIV Storage, REDP-5053 or IBM FlashSystem A9000 and A9000R Replication Solutions, REDP-5401.

        
      

    

     

    8.1  Migration overview

    IBM Spectrum Accelerate includes a powerful data migration capability at no extra charge. The Data Migration Utility can migrate data from almost any iSCSI attached storage system to IBM Spectrum Accelerate. 

    At the start of the migration, application hosts are offline for only a short time while connected to IBM Spectrum Accelerate. The logical unit numbers (LUNs) that are migrated are reallocated from the former storage server to the IBM Spectrum Accelerate system and are then natively presented again to the host. Meanwhile, the data is migrated in the background in a controlled fashion.

    A migration from an XIV Storage System to IBM Spectrum Accelerate is shown in Figure 8-1.
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    Figure 8-1   Migration overview

    Figure 8-1 shows the following steps of the processes:

    1.	Volumes and pools that are defined in the XIV Storage System are initially used by host systems.

    2.	Hosts are connected over iSCSI targets and the LUNs that are defined in the XIV systems are mapped to those hosts. The host is typically running production applications.

    3.	An iSCSI target is defined in IBM Spectrum Accelerate for the XIV Storage System, as though it were a host. Target migration volumes in IBM Spectrum Accelerate are defined and mapped to the remote LUNs in the XIV Storage System. 

    4.	A new iSCSI connection to the host is defined in the IBM Spectrum Accelerate. At this stage, the IBM Spectrum Accelerate has two hosts that are defined in the system (the actual host and the XIV Storage System).

    5.	The migration feature is now enabled in the IBM Spectrum Accelerate. While this process happens, the host connectivity to the XIV Storage System is ended (apparent downtime for the host) and the migrating volumes are automatically presented by IBM Spectrum Accelerate to the host. 

    8.2  Migrating a volume

    At a high level, the following steps are used to migrate volumes from an XIV Storage System (or any iSCSI attached Storage System) to IBM Spectrum Accelerate:

    1.	Initial connection and preparation:

    a.	Establish physical connection (cabling) between IBM Spectrum Accelerate and XIV Storage System.

    b.	Prepare an iSCSI qualified name (IQN) table for all the involved systems.

    c.	Assume that volumes and host are defined in the XIV Storage System.

    d.	Define IBM Spectrum Accelerate to the XIV Storage System (as a Linux or Windows host).

    e.	Define XIV Storage System in IBM Spectrum Accelerate (as a migration target).

    2.	Perform pre-migration tasks for each host that is being migrated:

    a.	Back up host data.

    b.	Stop all I/O from the host to the LUNs on the XIV storage.

    c.	Shut down the host.

    3.	Define and test the data migration volume:

    a.	On XIV storage, remap volumes from the old host to IBM Spectrum Accelerate host.

    b.	On IBM Spectrum Accelerate, create data migration tasks and test them.

    4.	Activate data migration tasks on IBM Spectrum Accelerate.

    5.	Define the host in IBM Spectrum Accelerate and bring the host and applications online:

    a.	Define host and iSCSI Name on IBM Spectrum Accelerate.

    b.	Map volumes to the host on IBM Spectrum Accelerate.

    c.	Bring the host online.

    d.	Verify that the IBM Spectrum Accelerate storage is visible.

    e.	Enable/start host and applications.

    6.	Complete the data migration on IBM Spectrum Accelerate:

    a.	Monitor the IBM Spectrum Accelerate migration tasks.

    b.	On completion, delete the migration tasks.

     

    
      
        	
          Tip: Refer to these steps while you perform a migration.

        
      

    

    The following sections are specific to our example and focus only on the iSCSI-attached volumes in an XIV Storage System with a Windows Host. For more information about migration concepts with XIV Storage System, see IBM XIV Storage System Business Continuity Functions, SG24-7759. For similar information about administration of migration with Hyper-Scale Manager, see IBM FlashSystem A9000 and A9000R Replication Solutions, REDP-5401.

    8.2.1  Initial connection and preparation

    For the initial connection setup, start by connecting IBM Spectrum Accelerate to the XIV system that is being migrated.

    Because the migration and the host attachment are through iSCSI, you must ensure that any firewalls are opened to allow iSCSI communications.

     

    
      
        	
          Important: If the IP network includes firewalls, TCP port 3260 must be open for iSCSI host attachment and migration to work.

        
      

    

    It is also a good opportunity for the host OS patches and drivers to be updated to the latest supported levels for the XIV Storage System.

    Preparing an IQN table

    A good practice is to have all the IQNs of all the systems involved, as listed in Table 8-1. 

    Table 8-1   Example of an iSCSI Qualified Name (IQN) table 

    
      
        	
          Machine Type

        
        	
          iSCSI Name

        
      

      
        	
          Windows Host

        
        	
          iqn.1991-05.com.microsoft:win-o35n78a30e8

        
      

      
        	
          XIV Storage System 

        
        	
          iqn.2005-10.com.xivstorage:010091

        
      

      
        	
          IBM Spectrum Accelerate

        
        	
          iqn.2005-10.com.xivstorage:021379

        
      

    

    The IQNs can be determined from the iSCSI initiator properties display by clicking Control Panel → iSCSI initiator in a Windows host.

    The IQNs in an XIV GUI can be determined by clicking Systems → System Settings → System and under the Parameters tab, as shown in Figure 8-2.
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    Figure 8-2   iSCSI Name in XIV GUI

    Volumes and host defined in XIV

    The example assumes that the pools and the volumes to migrate are in XIV and the host uses those volumes.

    Defining IBM Spectrum Accelerate on the XIV Storage System as host

    IBM Spectrum Accelerate must be defined as a Linux host to the XIV Storage System: 

    1.	In the XIV GUI, click Hosts and Clusters → Hosts and Clusters, as shown in Figure 8-3.
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    Figure 8-3   Host and Clusters in XIV GUI

    2.	Choose Add Host from top menu bar. Add a new Linux host (Data_Migration_Host) with the iSCSI target initiator of the IBM Spectrum Accelerate, as shown in Figure 8-4. The iSCSI Name can be determined from Table 8-1 on page 220.
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    Figure 8-4   Adding iSCSI port connection for Data Migration Host

    Defining XIV Storage System on IBM Spectrum Accelerate as target

    After the physical connectivity is established and IBM Spectrum Accelerate is defined to the XIV Storage System (or any iSCSI attached storage), the XIV system also must be defined on IBM Spectrum Accelerate. This process includes defining the storage system object and the connectivity between IBM Spectrum Accelerate and the XIV Storage System, through the iSCSI target initiator.

    Complete the following steps:

    1.	In the XIV GUI, log in to the IBM Spectrum Accelerate System by using the storage admin credentials. For more information, see 5.3, “Managing users” on page 87.

    2.	Click Action → Create Target, as shown in Figure 8-5.
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    Figure 8-5   Creating Target in IBM Spectrum Accelerate

    3.	Make the following appropriate entries and selection, as shown in Figure 8-6 on page 223:

     –	System: This system is the current system; for example, XIV itso_sds1.

     –	Domain: The default is no-domain, unless specified.

     –	Target Typ3: 	There are two options: Migration and Replication. Select Migration. 

     –	Target Name: 	Enter name for the target, such as ITSO_Data_Migration_Target.

     –	Target Domain	: Depending on the Domain selection, other options might be available.

     –	Target Protocol: 	Currently, IBM Spectrum Accelerate supports iSCSI only.

     –	iSCSI Initiator Name: 	The iSCSI target that IBM Spectrum Accelerate attaches its volumes from. In this example, the XIV Storage System is the iSCSI Target here; therefore, select the corresponding iSCSI name from Table 8-1 on page 220.

     –	Max. Sync job Rate: 	Depending on the network bandwidth, the default value is set to 300 MBps. 

     –	Max. Resync Rate: 	Depending on the network bandwidth, the default value is set to 300 MBps. 

     

    
      
        	
          Note: The Max. Resync job rate cannot be larger than the Sync job rate.

        
      

    

     –	Max Initialization Rate: 	Depending on the network bandwidth, the default value is set to 100 MBps. 
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    Figure 8-6   Creating Target in IBM Spectrum Accelerate

    After the target is defined, the target appears in the GUI, as shown in Figure 8-7. 

    [image: ]

    Figure 8-7   After defining a target in IBM Spectrum Accelerate

    4.	Right-click the dark box (target machine) and select Add Ports.

    5.	In the Add Port window that opens, complete the following steps:

    a.	Enter the IP addresses for the iSCSI Connectivity of the XIV to establish the connection between the two systems. 

    b.	Click Add.

    6.	Select the IP ports of the IBM Spectrum Accelerate system and drag it to the ports in the target, as shown in Figure 8-8.
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    Figure 8-8   Dragging the IP Ports to the target ports 

    7.	If the connection between the IBM Spectrum Accelerate and the target system (XIV Storage System) is successful, it is displayed as green, as shown in Figure 8-9.
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    Figure 8-9   Successful connection established

    8.2.2  Performing pre-migration tasks for each migrated host

    The following pre-migration tasks must be performed for each host that you are migrating:

    •Back up the volumes that are being migrated

    •Stop all I/O from the host to the LUNs on the XIV storage

    Backing up the migrated volumes

    A full restorable backup must be created before any data migration activity. A good practice is to verify that all the data is restorable from the backup and that there are no backup media errors. In addition to a regular backup, a point-in-time copy of the LUNs that are being migrated (if available) is an extra level of protection with which you can perform a rapid rollback, if necessary.

    Stopping all I/O from the host to the LUNs on the XIV storage

    Before the actual migration can begin, the application must be quiesced and the file system synchronized. These prerequisites ensure that the application data is in a consistent state. Because the host might need to be rebooted several times before the application data becomes available again, the following steps might be required:

    •Set applications to not automatically start when the host operating system restarts. 

    •Stop file systems from being automatically remounted on start. 

     

    
      
        	
          Note: In clustered environments, such as Windows or Linux, you might choose to work with only one node until the migration is complete. If so, consider shutting down all other nodes in the cluster.

        
      

    

    8.2.3  Defining and testing data migration volumes

    To define and test the data migration volumes, complete the following steps:

    1.	Remap old volumes to the new host in the XIV system.

    2.	Define migration volumes in IBM Spectrum Accelerate.

    3.	Test data migration volumes in IBM Spectrum Accelerate.

    Remapping old volumes to the new host in the XIV system 

    Complete the following steps to remap the old volumes to the new host:

    1.	In the XIV GUI, log in by using the storage admin credentials. 

    2.	Click Hosts and Clusters → Hosts and Clusters.

    3.	Select the Data Migration Host in the XIV Storage System that was defined in “Defining IBM Spectrum Accelerate on the XIV Storage System as host” on page 221.

    4.	Right-click the selected host and click Modify LUN Mapping.

    5.	Select the volumes to be mapped (the volumes that were earlier mapped to the actual host), as shown in Figure 8-10. Click Map.
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    Figure 8-10   LUN mapping to the Data Migration Host 

    You might receive a warning about mapping the same volumes to two different hosts. You can ignore such warnings when you are in a migration scenario.

    Defining migration volumes in IBM Spectrum Accelerate

    IBM Spectrum Accelerate can determine the size of the XIV Storage volumes (or any iSCSI-attached storage) and create corresponding IBM Spectrum Accelerate volumes quickly when the data migration object is defined. Use this method to help avoid potential problems when manually calculating the real block size of a volume. Complete the following steps:

    1.	In the XIV GUI, Select Remote → Migration, as shown in Figure 8-11.

    [image: ]

    Figure 8-11   Selecting Migration in the IBM Spectrum Accelerate

    2.	Select Migrate Volume from the toolbar.

    3.	Select the appropriate settings for the following entries and click Create, as shown in Figure 8-12 on page 227:

     –	Destination System: This system is the current system; for example, XIV itso_sds1.

     –	Create Destination Volume	: Select this option if you want to create destination volumes.

     –	Destination Volume: Enter a name for the destination volume; for example, ITSO_Mig_Vol1.

     –	Destination Pool: From the Destination Pool List, select the appropriate pool, such as itso_pool1.

     –	Source System: 	Select the Target system that was defined in the XIV Storage System. 

     –	Source LUN: This LUN must match the remote LUN; for example, LUN1, LUN2, and LUN3. 

     –	Keep Source Updated: Select this option if you want to update the source volumes when the hosts make changes.
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    Figure 8-12   Creating migrate volumes in IBM Spectrum Accelerate

    4.	Accept all the warnings by clicking OK.

    5.	Repeat steps 3 and 4 for all the migrated volumes with their respective remote LUNs.

    After all the migrated volumes are created, a listing is displayed, as shown in Figure 8-13.
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    Figure 8-13   Migrate volumes view

    Testing data migration volumes in IBM Spectrum Accelerate 

    Right-click the created data migration object and select Test, as shown in Figure 8-14. If there are any issues with the data migration object, the test fails and the issues encountered are reported.
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    Figure 8-14   Test the data migration volumes

    8.2.4  Activating data migration on the migrated volumes

    After the data migration volume is tested, the actual data migration process can begin. When data migration is started, the data is copied sequentially in the background from the XIV Storage System volume to IBM Spectrum Accelerate. The host reads and writes data to the new storage system without being aware of the background I/O being performed.

     

    
      
        	
          Note: After it is activated, the data migration can be deactivated. However, deactivating the migration is not recommended. When the data migration is deactivated, the host cannot read or write to the source migration volume and all host I/O stops. Do not deactivate the migration with host I/O running. 

        
      

    

    To activate data migration. complete the following steps:

    1.	In the XIV GUI, log in to the IBM Spectrum Accelerate System with Storage Admin credentials (see 5.3, “Managing users” on page 87).

    2.	Click Remote → Migration.

    3.	Right-click the migrate volumes object and select Activate, as shown in Figure 8-15.
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    Figure 8-15   Activating Migration for the migrate volumes

    8.2.5  Defining the host in IBM Spectrum Accelerate and bringing the host online

    Before running data migration and allocating the volumes to the host, the host must be defined in IBM Spectrum Accelerate. Volumes are then mapped to the hosts or clusters. If the host is to be a member of a cluster, the cluster must be defined first. However, a host can be moved easily from or added to a cluster at any time. To define hosts and bring them online, complete the following steps:

    1.	In the XIV GUI, click Hosts and Clusters. 

    2.	Click Add Host from top menu bar. Enter the appropriate settings in the Add Host window, including the host name (for example ITSO_SA_Host) as shown Figure 8-16. Click Add.
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    Figure 8-16   Defining Host in the IBM Spectrum Accelerate 

    3.	Right-click the host and select Add Port. For the Port Type, specify iSCSI as shown in Figure 8-17. Enter the appropriate iSCSI Name from the Table 8-1 on page 220. Click Add.
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    Figure 8-17   Adding ports to host in IBM Spectrum Accelerate

    4.	Map all the migrate volumes to the host, as shown in Figure 8-18.
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    Figure 8-18   Mapping migrated volumes to host in the IBM Spectrum Accelerate

    After these steps are complete, the volumes are available to the host for read and write operations. If the host cannot view the volumes, ensure that the Host Attachment Kit (HAK) is installed and configured. 

    Enabling or starting host and applications

    After the volumes and data access are confirmed, the host application can be started and operations verified. The migration tasks run in the background and allow normal host access to the newly mapped volumes.

    Restart the server a final time and confirm that all the drive letters are correct and that the applications can start.

    Occasionally, a host might not need to be online during the migration (such as after hours, not in production, or migration is completed within the customer change window). It can remain offline and be bought back online after the migration is complete.

     

    
      
        	
          Note: In clustered environments, the usual recommendation is for only one node of the cluster to be initially brought online after the migration is started, and that all other nodes be offline until the migration is complete. After completion, update all other nodes (driver, host attachment package, and so on), in the same way as the primary node was during the initial outage.

        
      

    

    8.2.6  Completing the data migration on IBM Spectrum Accelerate

    To complete the data migration, complete the tasks that are described in this section.

    Data migration progress

    Figure 8-19 on page 231 shows the progress of the data migration. The status bar can be toggled between GB remaining, percent complete, and time remaining. Figure 8-19 on page 231 also shows three volumes being migrated; The process is sequential; therefore, when one volume completes its migration, the next volume starts. 
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    Figure 8-19   Data migration process

    After all of a volume’s data is copied, the data migration achieves synchronization status. After synchronization is achieved, all read requests are served by the new IBM Spectrum Accelerate system. If source updating was selected, IBM Spectrum Accelerate continues to write data to itself and the storage system that is being migrated until the data migration is ended. Figure 8-20 shows a completed migration. 
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    Figure 8-20   Data Migration complete

    Deleting data migration 

    After the synchronization is achieved, the data migration object can be safely deleted without host interruption. 

     

    
      
        	
          Important: If this migration is an online migration, do not deactivate the data migration before deletion because doing so causes host I/O to stop and can cause data corruption.

        
      

    

    Right-click the data migration volume and select Delete Data Migration, as shown in Figure 8-21. This deletion can be done without interruption to the host or server.

    [image: ]

    Figure 8-21   Delete data migration

     

    
      
        	
          Note: You cannot delete an inactive or unsynchronized data migration from the Data Migration window. An unfinished data migration can be deleted by deleting only the relevant volume from the Volumes → Volumes & Snapshots section in the XIV GUI.
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Maintenance and upgrades

    This chapter describes the available maintenance and upgrades and includes the following sections:

    •9.1, “Operations Administrator user category” on page 234

    •9.2, “Concurrent IBM Spectrum Accelerate system upgrade” on page 234

    •9.3, “Adding a module to an IBM Spectrum Accelerate” on page 238

    •9.4, “Concurrent rolling hardware alterations to modules” on page 255

    •9.5, “Disk failure and replacement” on page 260

    •9.6, “SSD failure and replacement” on page 275

    •9.7, “Handling a module failure” on page 289

     

    9.1  Operations Administrator user category

    IBM Spectrum Accelerate introduces an Operations Administrator user category. A user who is assigned to this category can complete repair tasks for physical components and has some of the abilities that often are held by IBM Support users. 

    The Operations Administrator user category is used for system maintenance operations, and the Storage Administrator user category is used for storage management operations. Table 9-1 lists the functions that are assigned to the new Operations Administrator user category as compared to the Storage Administrator user category.

    Table 9-1   Functions assigned to Storage Administrator and Operations Administrator user category

    
      
        	
          System Operations

        
        	
          Storage Administrator

        
        	
          Operations Administrator

        
      

      
        	
          Pool, volume, and snapshot management

        
        	
          X

        
        	
           

        
      

      
        	
          Migration and replication

        
        	
          X

        
        	
           

        
      

      
        	
          User and group management

        
        	
          X

        
        	
           

        
      

      
        	
          Host definition and connectivity

        
        	
          X

        
        	
           

        
      

      
        	
          Define iSCSI connectivity

        
        	
          X

        
        	
          X

        
      

      
        	
          Deploy and upgrade IBM Spectrum Accelerate system

        
        	
          X

        
        	
          X

        
      

      
        	
          Upgrade IBM Spectrum Accelerate system

        
        	
          X

        
        	
          X

        
      

      
        	
          Add new modules to system

        
        	
           

        
        	
          X

        
      

      
        	
          Replacement for modules and hard disks

        
        	
           

        
        	
          X

        
      

      
        	
          Resolving service flags

        
        	
           

        
        	
          X

        
      

    

    9.2  Concurrent IBM Spectrum Accelerate system upgrade

    IBM Spectrum Accelerate systems can be concurrently upgraded by using the IBM XIV Management GUI. These upgrades bring fixes and features to systems that are deployed within an organization. 

    The following prerequisites must be met to successfully complete the concurrent upgrade process:

    •A user that is assigned to the Operation Administrator or Storage Administrator user category on the IBM Spectrum Accelerate system that is being upgraded.

    •A valid IBM Spectrum Accelerate upgrade package.

    •The IBM XIV Management Tools version 4.8.0.4 or later.

    Complete the following steps to concurrently upgrade IBM Spectrum Accelerate system by using the IBM XIV Management GUI:

    1.	Obtain the system upgrade package for the IBM Spectrum Accelerate system from IBM Passport Advantage. For more information about accessing IBM Passport Advantage, contact an IBM sales representative.

     

    
      
        	
          Note: The IBM Spectrum Accelerate update package is made available in a compressed file from IBM Passport Advantage. Within the compressed file is the actual upgrade package, which has an extension of tar.gz.

          Extract and place the upgrade package tar.gz file on the Windows workstation that is used to complete the upgrade.

        
      

    

    2.	Connect to the Spectrum Accelerate system with a user that is a member of the Storage Administrator category by using the IBM XIV Management GUI. Select the IBM Spectrum Accelerate system from the All Systems view. 

    3.	Select Systems → System Settings → Upgrade to begin the system upgrade process, as shown in Figure 9-1.
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    Figure 9-1   Opening the IBM Spectrum Accelerate system upgrade wizard

    4.	Select the upgrade package in the Choose an upgrade file window and select Open, as seen in Figure 9-2.
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    Figure 9-2   Selecting the upgrade package

     

    
      
        	
          Note: Ensure that the tar.gz upgrade package is selected and not the archive, which was downloaded from IBM Passport Advantage.

        
      

    

    5.	Verify that the system can be upgraded by using the upgrade package and that no system components are in a faulty state.

    When a valid system upgrade package is chosen, a validation prompt is displayed (see Figure 9-3) that requests approval to proceed with the upgrade. Select OK to apply the upgrade. If you are unsure about completing the upgrade, select Cancel.
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    Figure 9-3   Proceed with IBM Spectrum Accelerate system upgrade

    6.	The upgrade process proceeds through several operations. Each operation is completed sequentially and is displayed as a complete percentage in the IBM XIV Management GUI.

    The progress indicator bar provides information for each operation of the upgrades. These upgrade operations include validating the upgrade file, uploading the upgrade to the IBM Spectrum Accelerate system, preparing the system to apply the upgrade, and applying the upgrade to the system.

    This process can take time and is dependant upon the number of modules and network bandwidth between the upgrade workstation and the IBM Spectrum Accelerate system. Examples of progress indicators for each operation are shown Figure 9-4.
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    Figure 9-4   IBM Spectrum Accelerate system upgrade progress

    7.	When the upgrade process completes, a window opens (see Figure 9-5) that indicates that the upgrade completed successfully. Click OK to complete the upgrade process.

    [image: ]

    Figure 9-5   Message indicating successful completion of the system upgrade

    8.	Verify that the IBM Spectrum Accelerate system was successfully upgraded by clicking Systems → System Settings → System, as shown in Figure 9-6.
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    Figure 9-6   Opening the System settings window to verify upgrade

    9.	In the General tab, verify that the System Version field shows the correct IBM Spectrum Accelerate system software version, which is consistent with the upgrade. An example of an updated system version is shown in Figure 9-7 on page 238.

    After the upgrade completes, all events from the upgrade process are available within the Event view. Select System → Events from the System view to browse to the Event view.
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    Figure 9-7   Verifying that the system version now reflects the update

    9.3  Adding a module to an IBM Spectrum Accelerate

    IBM Spectrum Accelerate allows for systems to be deployed by using as few as three modules. As more capacity is required, VMware ESXi servers can be provisioned and deployed as extra modules until the system reaches its maximum capacity of 15 modules. This capability allows the system to easily scale to meet increasing workload requirements. 

    The following prerequisites must be met to successfully add modules to the system:

    •A user that is assigned to the Operation Administrator category on the IBM Spectrum Accelerate system.

    •Administrative user access to the VMware ESXi server by using the VMware vSphere Client.

    •Extra VMware ESXi servers that contain the same number of hard disk drives (HDDs) and solid-state disks (SDDs) at the same capacity as is already in the system to which it is being added.

    •IBM Spectrum Accelerate deployment kit that contains an equal or earlier code version than what is installed on the system.

    •The IBM Spectrum Accelerate deployment configuration XML file that was used during initial deployment of the system.

    •XIV management tools v4.7 or later for Spectrum Accelerate version 11.5.1 or 11.5.3. Deployment Kit Web UI or command line for Spectrum Accelerate version 11.5.4. For more details refer to Spectrum Accelerate 11.5.4 User Guide. 

    9.3.1  Adding a module by using the XIV GUI and VMware vSphere client

    To add a module for v11.5.1 or v11.5.3 by using the IBM XIV Management GUI and VMware vSphere client, complete the following steps:

    1.	Prepare the deployment workstation by acquiring the IBM Spectrum Accelerate deployment package. Complete the following steps:

    a.	Obtain an IBM XIV Management GUI deployment package that is at the same or earlier code version as what is on the IBM Spectrum Accelerate system.

     

    
      
        	
          Note: Modules cannot be added to a system that uses a newer version of the IBM Spectrum Accelerate system software than what is already in use on the IBM Spectrum Accelerate system.

        
      

    

    b.	Extract the deployment kit to a folder on the workstation that is used to complete the module deployment by using the IBM XIV Management GUI.

    2.	Prepare a new VMware ESXi server for use as a new IBM Spectrum Accelerate module. Complete the following steps:

    a.	Obtain and provision an VMware ESXi server that contains the same number of HDDs SSDs, and minimum memory as is being used within the IBM Spectrum Accelerate system.

    b.	Set up and configure the VMware ESXi server software on the module. For more information, see 4.2, “Preparing the Windows Workstation” on page 56.

    c.	Ensure that the data store and network port groups follow the naming conventions that are used by the IBM Spectrum Accelerate system and that the deployment configuration XML file was modified to use the correct resource names.

    d.	Ensure that the VMware ESXi server has SSH access enabled.

     

    
      
        	
          Important: The new VMware server must be configured to use the same vSwitch network names and be accessible on the same subnets as the IBM Spectrum Accelerate system.

        
      

    

    3.	Complete the following steps to use the IBM XIV Management GUI to begin adding modules:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user that is a member of the Operations Administrator user category. 

    b.	Browse to the IBM Spectrum Accelerate system, which is expanded from the All Systems view. Select Define New Module from the menu bar, as shown in Figure 9-8.
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    Figure 9-8   Defining a new module IBM XIV Management GUI

    4.	Complete the required fields within the Deploy New Module window.

    In the General tab, select the Deployment Executable File that is in the deployment kit that was extracted on the workstation. Import the Spectrum Accelerate system deployment configuration XML file that was generated during the initial deployment of the system. For more information, see 4.3, “Deployment by using the IBM XIV Management GUI” on page 58. 

     

    An example of a fully populated General tab is shown in Figure 9-9.

     

    
      
        	
          Tip: The use of a deployment configuration XML file populates the configuration into the new module deployment utility and helps prevent errors.
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    Figure 9-9   Deploy New Module tool General tab

    5.	Complete the required fields in the System Settings tab, as shown in Figure 9-10. 
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    Figure 9-10   Spectrum Accelerate system settings entered or imported 

    Complete the following steps:

    a.	Select the System Settings tab and verify that the system configuration was properly loaded from the deployment configuration XML file. 

    b.	If the original deployment configuration XML file is not available, enter the system information for the system, including Name, IBM Customer Number, Management Gateway, Management Netmask, Interconnect MTU, Off-Premise Setting, and Run Diagnostics. 

    This information can be gathered from the system by using the IBM XIV Management GUI and the deployment records.

    6.	Complete the required fields on the vCenter Settings tab, as shown in Figure 9-11. 
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    Figure 9-11   vCenter Settings configuration for Spectrum Accelerate system not using vCenter

    Complete the following steps:

    a.	Select the vCenter Settings tab and verify that the system configuration was properly loaded from the deployment configuration XML file.

    b.	If the original deployment configuration XML file is not available, enter the system information for the vCenter Server Settings, which includes the vCenter server IP/Hostname, vCenter administrative user name, vCenter administrative user password, and data center.

    7.	Complete the required fields in the Module Settings tab, as shown in Figure 9-12. 
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    Figure 9-12   Module settings tab with IBM Spectrum Accelerate system information

    Complete the following steps:

    a.	Select the Module Settings tab and verify that the Memory, Number of Disks, Number of SSDs, Virtual Disks settings, and individual module settings were accurately imported from the deployment configuration XML file. 

    b.	If the original deployment configuration XML file is not available, enter the system information for the Module Settings, which includes the CPU Cores, Memory, Number of Disks, Number of SSDs, and individual module settings.

    8.	Complete the required fields in the Add Module wizard, as shown in Figure 9-13.
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    Figure 9-13   Add Module window for individual modules

    Complete the following steps:

    a.	Select Green Plus to add the new module and open the Add Module wizard. If a deployment configuration XML file was used, most of the module configuration is completed with incremented values.

    b.	If the original deployment configuration XML file is not available, enter the module information, which includes the following values:

     •	Data store name

     •	Management TCP/IP address

     •	VMware ESXi server TCP/IP address

     •	VMware ESXi administrative user name

     •	VMware ESXi administrative password

     •	Network port group names

     •	Interconnect TCP/IP address

     •	Interconnect subnet

    All fields must be populated before the new module can be deployed.

    c.	After the settings are entered, select Add to add the module to the systems configuration. 

    9.	Complete the following steps before the new IBM Spectrum Accelerate module is deployed:

    a.	Verify that the configuration fields are completed in all tabs of the Deploy New Module wizard.

     

    
      
        	
          Note: Before proceeding with the module deployment, export the configuration to preserve the new system configuration in case more modules are added in the future. Select Export Current Configuration from the General tab to save the deployment configuration XML file.

        
      

    

    b.	Select Deploy Module. The module deployment process completes after all modules successfully receive the IBM Spectrum Accelerate system software and are brought online.

    c.	When the new module is deployed, it must complete a tested component to ensure compliancy with the system configuration. Right-click the module within the System view and select Test.

    d.	When the testing process completes, the module must be phased into the system so that the IBM Spectrum Accelerate system can begin to use it. Right-click the module and select Phase in to being the phase in process. The system enters a redistribution state as the data is rebalanced across the new modules.

     

    
      
        	
          Note: The redistribution process is run in the background and completes after all the data on the system is redistributed to account for the new modules. The amount of time it takes to complete the redistribution process can be many hours and depends on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.

        
      

    

    9.3.2  Adding a module by using the XCLI and VMware vSphere client

    To add a module by using the XCLI and VMware vSphere client, complete the following steps:

    1.	Obtain an IBM Spectrum Accelerate command-line deployment package with a code version level that is equal to, or lower than, what is installed on the IBM Spectrum Accelerate system.

     

    
      
        	
          Note: Modules cannot be added to a system if the modules have a newer IBM Spectrum Accelerate system software version than what is installed on the IBM Spectrum Accelerate system.

        
      

    

    2.	Complete the following steps to prepare a new VMware ESXi server for use as a new IBM Spectrum Accelerate module:

    a.	Obtain and provision an VMware ESXi server that contains the same number of HDDs, SSDs, and minimum memory as is used within the IBM Spectrum Accelerate system.

    b.	Set up and configure the VMware ESXi server software on the module. For more information, see 4.2, “Preparing the Windows Workstation” on page 56.

    c.	Ensure that the data store and network port groups follow the naming conventions that are used by the IBM Spectrum Accelerate system. Also, ensure that the deployment configuration XML file was modified to use the correct resource names.

    d.	Ensure that the VMware ESXi server has SSH access enabled.

     

    
      
        	
          Note: The VMware ESXi server must be configured to use the same vSwitch network names. The server also must be accessible on the same subnets and virtual LAN networks as the IBM Spectrum Accelerate system.

        
      

    

    3.	Complete the following steps to prepare the Linux deployment workstation:

    a.	Place the IBM Spectrum Accelerate command-line deployment package on the deployment Linux workstation and open a command-line session.

    b.	Place the IBM Spectrum Accelerate deployment configuration XML file in a folder that the user account completing the deployment process has privileges.

    4.	The IBM Spectrum Accelerate system deployment configuration XML file must be prepared, as shown in Example 9-1. Modify the IBM Spectrum Accelerate deployment configuration XML file parameters so that they contain the system settings that were defined on the IBM Spectrum Accelerate system and VMware vCenter configuration if a vCenter is used.

    The <esx_servers> section of the deployment configuration XML file contains the configuration for each module being added to the system. 

    All of the <esx_servers> stanzas must contain the module_id=”MODULE_#” field so that the IBM Spectrum Accelerate system can identify and assign the new modules in the proper module number. 

    Example 9-1   Adding a single fourth module to a system
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    <sds_machine

            name="ITSO_SDS2"

            interconnect_mtu="9000"

            vm_gateway="192.168.121.1"

            vm_netmask="255.255.255.0"

            data_disks="11"

            ssd_disks="0"

            memory_gb="18"

            off_premise="no"

            icn="8811928">

     

    <esx_servers>

            <server

                    hostname="192.168.121.134"

                    username="root"

                    password="password"

                    Data store="MOD4_ds"

                    module_id="4"

                    mgmt_network="NETManagement"

                    interconnect_network="Interconnect_ISCSI"

                    iscsi_network="Interconnect_ISCSI"

                    vm_mgmt_ip_address="192.168.121.144"

                    interconnect_ip_address="14.115.10.23"

                    interconnect_ip_netmask="255.255.255.0">

            </server>

    </esx_servers>

    </sds_machine>
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          Note: The VMware ESXi administrative user password can be changed after the system is successfully deployed. If more modules are added to the system or module maintenance must be completed, modify the deployment configuration XML file to reflect the new password.

        
      

    

    5.	Deploy the extra modules into the system, as shown in Example 9-2. Run the command-line deployment kit with the -a argument. This argument instructs the deployment kit to add modules to the system. 

    Example 9-2 shows the deployment kit being run with the options to add the module to the system by using the deployment configuration XML file. 

     

    
      
        	
          Note: Example 9-2 also shows the deployment configuration XML file in the same folder as the deployment kit.

        
      

    

    The deployment kit creates the IBM Spectrum Accelerate virtual machine on the VMware ESXi server and adds it to the IBM Spectrum Accelerate system. 

     

    
      
        	
          Tip: The deployment process outputs any errors that are encountered during the deployment to the Linux command-line. Review this output to help diagnose failures that can occur during the deployment process.

        
      

    

    Example 9-2   Running the deployment script
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    ~$ ./xiv_sds_deployment_kit-latest.bash -a -c ITSO_SDS1_Module-4-Add.xml
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          Note: Ensure that the correct deployment configuration XML file is used and that it contains only the stanza for the modules that are being added. The use of an incorrect deployment configuration XML file can cause problems on a system up to and including potential data loss.

        
      

    

    6.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility as a user who is a member of the Operations Administrator user category. The newly created module must be added to the IBM Spectrum Accelerate system configuration. Complete the following steps:

    a.	Run the module_equip command and provide the module_interconnect_ip= argument, as shown in Example 9-3.

    Example 9-3   Equipping the added module
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    ITSO_SA1>> module_equip module_interconnect_ip=192.168.122.100

    Details: Module has been added as Module-4
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    b.	Verify that the module was added to the system by using the module_list command. The newly added module is displayed with the status failed and must be component tested and phased into the system that is to be used.


    7.	Use the IBM XIV Management XCLI utility with a user who is a member of the Operations Administrator user category to component test and phase in the newly added module. Complete the following steps:

    a.	Run the component_test component=1:Module:<MODULE_#> command to start a component test of the module. The testing process runs various checks to ensure that the module is compliant with the IBM Spectrum Accelerate system configuration. These tests can take some time.

    b.	Run the component_phasein component=1:Module:<Module_#> command to begin the phase in process. The system enters a redistribution status in which the system rebalances data to use the new module.

     

    
      
        	
          Note: The redistribution process is run in the background and completes after all the data on the system is redistributed to account for the new modules. The amount of time it takes to complete the redistribution process can span many hours and depends on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.

        
      

    

    9.3.3  Adding a module by using the Deployment Kit Web UI, Hyper-Scale Manager and VMware vSphere client

    To add a module for v11.5.4 by using the IBM Hyper-Scale Manager and VMware vSphere client, complete the following steps:

    1.	Prepare the deployment workstation by acquiring the IBM Spectrum Accelerate deployment package. Complete the following steps:

    a.	Obtain an deployment package that is at the same or earlier code version as what is on the IBM Spectrum Accelerate system.

     

    
      
        	
          Note: Modules cannot be added to a system that uses a newer version of the IBM Spectrum Accelerate system software than what is already in use on the IBM Spectrum Accelerate system.

        
      

    

    b.	Extract the deployment kit to a folder on the workstation that is used to complete the module deployment.

    2.	Prepare a new VMware ESXi server for use as a new IBM Spectrum Accelerate module. Complete the following steps:

    a.	Obtain and provision an VMware ESXi server that contains the same number of HDDs SSDs, and minimum memory as is being used within the IBM Spectrum Accelerate system.

    b.	Set up and configure the VMware ESXi server software on the module. For more information, see 4.2, “Preparing the Windows Workstation” on page 56.

    c.	Ensure that the data store and network port groups follow the naming conventions that are used by the IBM Spectrum Accelerate system and that the deployment configuration XML file was modified to use the correct resource names.

    d.	Ensure that the VMware ESXi server has SSH access enabled.

     

    
      
        	
          Important: The new VMware server must be configured to use the same vSwitch network names and be accessible on the same subnets as the IBM Spectrum Accelerate system.

        
      

    

    3.	Complete the following steps to prepare the Windows deployment workstation:

    a.	Place the IBM Spectrum Accelerate command-line deployment package on the deployment workstation and open a PowerShell session.

    b.	Place the IBM Spectrum Accelerate deployment configuration XML file in a folder that the user account completing the deployment process has privileges.

    4.	Complete the following steps to deploy an IBM Spectrum Accelerate system by using the Deployment Kit Web UI:

    a.	To open the Deployment Kit Web UI, run the deployment script xiv_sds_deployment_win.cmd with the -w or --web-ui option, as shown in Example 9-4 and described in 3.3.3, “Deploying IBM Spectrum Accelerate from the Windows command line” on page 48. To open the Deployment Kit Web UI on Linux run the command as described in 3.4.3, “Deploying IBM Spectrum Accelerate from the Linux command line” on page 51.

    Example 9-4   Open the Web UI
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    .\xiv_sds_deployment_win.cmd -w
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    b.	The Web UI opens, select Add new module as illustrated in Figure 9-14.
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    Figure 9-14   Web UI: Deploy new system

    c.	Open System Configuration as illustrated in Figure 9-15 on page 249 and enter all necessary information.

    [image: ]

    Figure 9-15   Web UI: System Configuration

    d.	Click + icon to add a new module as illustrated in Figure 9-16.
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    Figure 9-16   Web UI: Add Module

    e.	The module window contains the following specific configuration settings for an ESXi server:

    General Settings:

     •	Module Number: Each extra module needs a number.

     •	Data store Name: This value defines the data store on the ESXi server on which the IBM Spectrum Accelerate system software is installed.

     •	Module Management IP: This value defines the IBM Spectrum Accelerate management TCP/IP address that is used to manage the system.

     •	ESXi Hostname / FQDN: This value defines the ESXi server management TCP/IP address or fully qualified domain name.

     •	ESXi Username:	 This value defines the user name of the administrative user on the ESXi server.

     •	ESXi Password: This value defines the password for the administrative user on the ESXi server.

     •	Confirm ESXi Password: This field provides confirmation that the supplied password was entered correctly.

    Network Port Group Names:

     •	Interconnect:	 This value defines the port group name set on the ESXi server for the port group that is used as the interconnect network.

     •	ISCSI:	 This value defines the port group name set on the ESXi server for the port group that is used as the iSCSI host connectivity network.

     •	Management: 	This value defines the port group name set on the ESXi server for the port group that is used as the IBM Spectrum Accelerate management network.

    Interconnect Settings:

     •	IP Address:	 This value defines the TCP/IP address that is used on the Interconnect port group setup on the ESXi server. This TCP/IP address must not conflict with only another TCP/IP address on the subnet.

     •	Netmask:	 This value defines the subnet netmask that is used to isolate the interconnect TCP/IPs on the subnet operate.

     

    
      
        	
          Note: The interconnect subnet exchanges data only between modules of the same IBM Spectrum Accelerate system. Therefore, there is no need for these TCP/IP addresses to be routable outside of their assigned subnet.

        
      

    

    f.	An example of a completed Add Module window is shown in Figure 9-17 on page 251.
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    Figure 9-17   Web UI: Add extra module

    g.	Select the Deploy System tab as depicted in Figure 9-18 on page 252. The following options are available:

     •	Skip VM Startup: Skips the startup of the IBM Spectrum Accelerate VMs.

     •	Only run the diagnostic phase: Checks if all prerequisites are fulfilled.

     •	Run only the ESXi verification step: Checks if the ESXi prerequisites are fulfilled.

     •	Configure ESXi parameters if needed: Gives the opportunity to configure ESXi parameters, if necessary.

     •	Log to syslog: Logs the deployment to syslog.

     •	Run the deployment serially: Run the deployment of one module after the other.

     •	Overwrite previous deployment: Deploys the configuration, even the IBM Spectrum Accelerate VMs were defined and running before. Use with caution, because it can destroy a running IBM Spectrum Accelerate system.

     

    
      
        	
          Note: Take care when the Overwrite previous deployment option is used because it deletes any virtual machines that feature the same name as the virtual machines that are defined in the deployment configuration.
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    Figure 9-18   Web UI: Deploy new module

    h.	The deployment of the new module starts as shown in Figure 9-19.
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    Figure 9-19   Web UI: Deploy new module start

    5.	Complete the following steps to equip the Spectrum Accelerate with the new module by using Hyper-Scale Manager (HSM):

    a.	Log in to https://<HSM-IP-address>:8443 with user role Storage Administrator or Operations Administrator. Select SYSTEMS & DOMAINS VIEWS → Systems as shown in Figure 9-20.
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    Figure 9-20   HSM: Systems

    b.	Right-click system and select Hardware → Equip Module as depicted Figure 9-21.
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    Figure 9-21   HSM: Select Equip Module

    c.	Enter Module Interconnect IP and click Apply as illustrated in Figure 9-22.
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    Figure 9-22   HSM: Equip Module

    d.	Right-click system and select Hardware → Monitor Hardware Health as shown in Figure 9-23.
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    Figure 9-23   HSM: Monitor Hardware Health

    e.	Click the module as depicted in Figure 9-24.
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    Figure 9-24   HSM: Select Module

    f.	Select Actions → Hardware → Phase In Component as illustrated in Figure 9-25.
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    Figure 9-25   HSM: Select Phase In Component

    g.	Click Apply to start the phase-in of the module as shown in Figure 9-26.
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    Figure 9-26   HSM: Phase In Component

     

    
      
        	
          Note: The redistribution process is run in the background and completes after all the data on the system is redistributed to account for the new modules. The amount of time it takes to complete the redistribution process can be many hours and depends on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.

        
      

    

    9.4  Concurrent rolling hardware alterations to modules

    There can be times when changes must be made to the underlying VMware ESXi servers that are running an IBM Spectrum Accelerate system. The cleanest method to complete these necessary changes to the VMware ESXi servers is to gracefully shut down the IBM Spectrum Accelerate system. However, gracefully shutting down the system is not always possible. In these instances, individual VMware ESXi server maintenance can be completed one at a time in a rolling fashion. 

    The following requirements must be met to successfully complete a rolling module upgrade:

    •A user is assigned to the Operations Administrator category on the IBM Spectrum Accelerate system.

    •Administrative user access to the VMware ESXi servers is available by using the VMware vSphere Client.

    9.4.1  Concurrently removing single module for maintenance

    To concurrently remove a module when the system is running, complete the following steps:

    1.	Verify that all components of the IBM Spectrum Accelerate system are in a good state by completing the following steps:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user that is a member of the Operations Administrator user category. 

    b.	Verify that there are no failed components by opening the IBM XIV Management GUI and browsing to the system component view, as shown in Figure 9-27. Verify that the status of all modules is OK.

     

    
      
        	
          Tip: If connected to the IBM Spectrum Accelerate system by using IBM XIV Management XCLI utility, run the component_list filter=notok command to verify component status.

          If any components are in a failed state, resolve the issue before moving forward.
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    Figure 9-27   IBM XIV Management GUI showing all components in OK status

    2.	Start phasing out of the IBM Spectrum Accelerate module by using the IBM XIV Management GUI. Right-click the module that requires maintenance and select Phase out → Failed.

     

    
      
        	
          Note: The system enters redistribution (see Figure 9-28 on page 257) when the data that is on the module is migrated to other modules. This configuration provides data redundancy during the concurrent repair process.

          The phase out process is run in the background and completes after all the data on the system is migrated to the other modules. The amount of time it takes to complete the phase out process can span many hours. This time depends on the amount of data, number of modules and disks, and the interconnect network bandwidth that is allocated to the system.
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    Figure 9-28   Manual phaseout started through the IBM XIV management GUI

    3.	Verify that the phase out of the module completed and power off the virtual machine by completing the following steps:

    a.	Verify that the phase out process completed by confirming that the bar in the lower right corner of the IBM XIV Management GUI features the label “full redundancy.”

    b.	Connect to the VMware ESXi server that is running the module virtual machine by using the VMware vSphere client with a user who has administrative privileges.

    c.	Turn off the IBM Spectrum Accelerate virtual machine by right-clicking the machine and selecting Power → Power Off, as shown in Figure 9-29.
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    Figure 9-29   Power menu for IBM Spectrum Accelerate virtual machine

    d.	A confirmation window opens in which the user is prompted for verification of the power off. Select Yes to complete the virtual machine shutdown process.

    4.	If hardware maintenance is conducted, power off the VMware ESXi server after the virtual machine is powered off. Complete the following steps:

    a.	Verify the IBM Spectrum Accelerate virtual machine is completely shut down.

    b.	Power off the VMware ESXi server by right-clicking the server by using the VMware vSphere client and selecting Shut Down, as shown in Figure 9-30. 
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    Figure 9-30   vSphere Hypervisor menu with Shut Down option

    c.	Allow the server to completely power off, at which point the physical hardware maintenance can be completed.

    5.	Power on the VMware ESXi server and IBM Spectrum Accelerate virtual machine when the maintenance actions are completed. Complete the following steps:

    a.	Allow the VMware ESXi server to complete starting. Connect by using the VMware vSphere client with a user that has administrative privileges. 

    b.	Expand the server inventory and select the IBM Spectrum Accelerate virtual machine. 

    c.	Select Start to power on the IBM Spectrum Accelerate virtual machine, as shown in Figure 9-31.

    Allow several minutes for the IBM Spectrum Accelerate virtual machine to complete the start process.
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    Figure 9-31   Example of virtual machine selected and green start button outlined in red

    6.	Connect to the IBM Spectrum Accelerate system and complete a component test of the module and phase it back into the system. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system with the IBM XIV Management GUI by using a user account that is a member of the Operations Administrator user category. 

    b.	Browse to the system view and right-click the module in which maintenance actions were completed.

     

    
      
        	
          Tip: The module is the only one that is marked as Failed.

        
      

    

    c.	Right-click the module and select Test to start a component test of the module, as shown in Figure 9-32. The testing process can take some time to complete. After the testing process completes, the module is in a Ready status and can be phased into the system.
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    Figure 9-32   Failed module displaying selection to start component test 

    d.	After the module completes the component testing process, start the phase in process by right-clicking the module and selecting Phase in, as shown in Figure 9-33. 

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed across the entire system. The amount of time it takes to complete the phase in process can be many hours, depending on the amount of data, number of modules and disks, and the interconnect bandwidth that is allocated to the system.
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    Figure 9-33   Menu on tested module displaying selection to initiate phase in process

    9.5  Disk failure and replacement

    During the normal course of operation of an IBM Spectrum Accelerate system, disks can physically fail or be marked for removal from the system in accordance with the performance specifications. When this failure occurs, the IBM Spectrum Accelerate system marks the disk as failed in the Management GUI and failure events are logged. A failed disk requires physical replacement to restore proper system function. 

    Because of the layered nature of an IBM Spectrum Accelerate system, special care must be taken to ensure the logical disk that is marked failed within IBM Spectrum Accelerate system can be traced to the physical disk it represents. Before proceeding with any disk replacement process, ensure that the system completed the rebuild or phaseout processes to ensure the data integrity of the system. This verification can be done by reviewing the system redundancy bar in the lower right corner of the IBM XIV Management GUI or running the monitor_redist command by using IBM XIV Management XCLI utility.

    The following prerequisites must be met to complete disk replacements:

    •A user must be a member of the Operations Administrator user category on the IBM Spectrum Accelerate system.

    •Administrative access to the VMware ESXi server with SSH or shell access must be available.

     

    9.5.1  Replacing a disk by using the XIV GUI/XCLI and VMware vSphere Client

    Complete the following steps to replace a disk:

    1.	Using the XCLI, ensure that the system is not in a rebuild state and did not report non-recovered medium errors for the last 8, 16, 24, or 32 days for 1 TB, 2 TB, 3 TB, or 4 TB disk systems. Complete the following steps:

    a.	Run the IBM XIV management XCLI state_list command (see Example 9-5 on page 260) to find the current state of the system. If the system shows that it is in a rebuild process, do not proceed with any maintenance tasks until the system is in a Full Redundancy state.

     

    Example 9-5   Check for rebuild or redistribution state and any non-recovered medium error
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    XIV ITSO_SDS2>>state_list

    Category            Value             

    system_state        on                

    target_state        on                

    safe_mode           no                

    shutdown_reason     No Shutdown       

    off_type            off               

    redundancy_status   Full Redundancy   

    ssd_caching         enabled

    encryption          disabled

     

    XIV ITSO_SDS2>> 
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    b.	Ensure that the system did not detect a MEDIUM_ERROR_NOT_RECOVERED event by using the IBM XIV Management XCLI, as shown in Example 9-6. This event indicates that there was a medium error detected during rebuild. If this error is found, contact IBM Technical Support for further assistance.

     

    
      
        	
          Note: The arguments for this command require the after= value that specifies a start time for the event search.

          The after= value specifies current date.hour minus 8,16, 24, or 32 days. Removal of a failed disk that has the good copy of data when a functioning disk does not prevent proper recovery and must be avoided.

        
      

    

    Example 9-6   Checking the event_list to ensure no errors are present
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    XIV ITSO_SDS2>> event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp	 Severity	 Code	 User	 Description
XIV ITSO_SDS2>>
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    2.	Identify the failed disk’s Reported Serial and Identifier values. Complete the following steps:

    a.	As a user who is assigned the Operations Administrator user category, connect to the system by using the IBM XIV Management XCLI utility.

    b.	Run the disk_list disk=1:Disk:XX:XX command and specify the module and disk number for the disk that failed. This command shows more information about the disk, including the Reported Serial and Identifier of the failed drive, as shown in Example 9-7. 

     

    
      
        	
          Tip: The correct argument to specify a disk for the disk_list command is 1:Disk:<Module#>:<Disk#>. These values can be found by using the IBM XIV Management GUI.

        
      

    

    Example 9-7   Disk list output for failed drive showing Reported Serial and Identifier numbers
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    XIV ITSO_SDS2>>disk_list disk=1:disk:1:1 -x

    <XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="disk_list disk=1:disk:1:1 -x">

    	<OUTPUT>

    		<disk id="6b51590005b">

    			<component_id value="1:Disk:1:1"/>

    			<status value="OK"/>

    			<currently_functioning value="yes"/>

    			<capacity value="2TB"/>

    			<target_status value=""/>

    			<size value="1878633"/>

    			<model value="ST32000444SS"/>

    			<original_model value="ST32000444SS"/>

    			<vendor value="IBM-XIV"/>

    			<original_vendor value="IBM-XIV"/>

    			<serial value="AAtjUbrJteiZusnnhvp3"/>

    			<original_serial value="AAtjUbrJteiZusnnhvp3"/>

    			<reported_serial value="9WM2XYEW"/>

    			<original_reported_serial value="9WM2XYEW"/>

    			<part_number value="45W8286"/>

    			<original_part_number value="45W8286"/>

    			<group value="A"/>

    			<original_group value="A"/>

    			<requires_service value=""/>

    			<service_reason value=""/>

    			<temperature value="0"/>

    			<firmware value="BC2B"/>

    			<original_firmware value="BC2B"/>

    			<revision value=""/>

    			<original_revision value=""/>

    			<drive_pn value="81Y3827"/>

    			<original_drive_pn value="81Y3827"/>

    			<device_identifier value="5000C50025DADA13"/>

    			<original_device_identifier value="5000C50025DADA13"/>

    			<encryption_state value="Not Supported"/>

    			<security_state value="Unchecked"/>

    			<security_state_last value="Unchecked"/>

    			<desc>

    				<disk_id value="1"/>

    				<read_fail value="no"/>

    				<smart_code value="NO ADDITIONAL SENSE INFORMATION"/>

    				<smart_fail value="no"/>

    				<power_on_hours value="0"/>

    				<power_on_minutes value="0"/>

    				<last_sample_time value="0"/>

    				<last_sample_serial value="AAtjUbrJteiZusnnhvp359WM2XYEW"/>

    				<last_time_pom_was_mod value="0"/>

    				<temperature_status>

    					<temperature value="0"/>

    					<reported_severity value="none"/>

    					<reported_temperature value="0"/>

    				</temperature_status>

    				<power_is_on value="no"/>

    				<bgd_scan value="0"/>

    			</desc>

    			<controller_type value="SAS"/>

    		</disk>

    	</OUTPUT>

    </XCLIRETURN>
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    3.	Identify the VMware ESXi server data store mapping file that correlates to the failed disk in the IBM Spectrum Accelerate system. Complete the following steps:

    a.	As an administrative user, connect to the VMware ESXi server that hosts the IBM Spectrum Accelerate virtual machine that contains the failed drive. The server can be accessed by using VMware vSphere client, or if vCenter is used, the VMware vSphere Web Client.

    b.	Right-click the IBM Spectrum Accelerate virtual machine and select Edit Settings to open the Virtual Machine Properties window. Several devices are listed, including many HDD devices. 

     

    
      
        	
          Note: In addition to the HDDs that are labeled “Mapped Raw Lun”, there are HDDs that are labeled “Virtual Disk.” These HDDs are used to support IBM Spectrum Accelerate system, but are not used by the IBM Spectrum Accelerate system to store data.

        
      

    

    c.	To identify the correct HDD, select each HDD and review the data store mapping file name that is displayed in the right pane of the window.

    d.	Find the HDD that corresponds to the failed IBM Spectrum Accelerate disk and verify that the Physical LUN string contains the Identifier that is noted in previous step. The Identifier is contained within the Physical LUN string and does not comprise the entire string (see Figure 9-34).

     

    
      
        	
          Important: Make note of the Virtual Device Node of the failed disk and record it for use when the replacement disk is added to the virtual machine. As shown in Figure 9-34, the Virtual Device Node is 0:0.
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    Figure 9-34   Virtual machine Properties menu showing Physical LUN and mapping file

    4.	Remove the hard disk mapping file from the IBM Spectrum Accelerate virtual machine. Complete the following steps:

    a.	Highlight the HDD and select Remove. The right pane content changes to present removal options.

    b.	Select the Remove from virtual machine and delete files from disk option. Then, select OK to complete logical removal of the failed disk from the system, as shown in Figure 9-35.
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    Figure 9-35   Removal of HDD within the Virtual Machine Properties

    5.	Identify the physical HDD location by comparing the Reported Serial or Identifier numbers that are found by using the disk_list command. Record these values to the physical disk location records, which were completed when the IBM Spectrum Accelerate system or module was installed.

     

    
      
        	
          Tip: For more information about HDD location recording and labeling, see “Important considerations” on page 19.

        
      

    

    6.	Physically remove the failed disk and verify that the Reported Serial and Identifier number match those numbers that were recorded earlier to ensure that the correct disk was removed.

     

    
      
        	
          Note: Some disk controllers increment the Identifier (WWN) so that the last digits do not match the logically reported disk Identifier and what is physically printed on the disk, as shown in Figure 9-36.
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    Figure 9-36   Physical disk label contrasted with IBM Spectrum Accelerate disk information

    7.	Replace the physical disk and ensure that the new drive Reported Serial and Identifier numbers are recorded. Complete the following steps:

    a.	Record the replacement disk Reported Serial and Identifier (WWN) numbers from the disk label and the new disk’s physical position in the records. 

     

    
      
        	
          Important: Because VMware ESXi servers add devices that are based on controller and port number, it is important that replacement disks are in the same physical location as the disk that is being replaced.

        
      

    

    b.	Complete physical replacement of the HDD and verify that it turns on.

    c.	If the controller that is used does not pass the correct Identifier (WWN) to the VMware ESXi server, the correct identifier can be found by comparing the target value of the HDDs. The newest target identifier is the correct identifier that is reported in VMware ESXi.

    This information is displayed within the VMware vSphere Client by highlighting the server, opening the Configuration tab, selecting Storage, and then Devices at the top of the pane.

    Each device has a runtime name that contains the adapter number, controller number, and target number within it. The target value is indicated by .T<Number>. within the runtime name string, as shown in Figure 9-37.
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    Figure 9-37   VMware vSphere client showing storage device configuration and runtime name

    Larger target values are associated with the latest drives to be connected to the system because this value is incremented when new drives are connected.

    8.	Find the Physical LUN Device by using the Identifier (WWN) of the new drive, as shown in Example 9-8.

    Example 9-8   Example of finding replacement disk Physical LUN Device using partial WWN
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    ~ # ls /vmfs/devices/disks/ -la |grep -i 5000c50025dada

     

    -rw-------    1 root     root     2000398934016 Feb 20 18:18 naa.5000c50025dada13

    lrwxrwxrwx    1 root     root            20 Feb 20 18:18 vml.02000000005000c50025dada13535433323030 -> naa.5000c50025dada13
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    Complete the following steps:

    a.	Connect to VMware ESXi server shell by using SSH or VMware ESXi Shell as an administrative user. 

    b.	Identify the replacement disk device name by running the ls /vmfs/devices/disks/ -la | grep -i <WWN_From_Replacement_Disk> command and searching for the WWN from the disk label.

     

    
      
        	
          Note: Depending upon the hardware disk controller, the WWN can be altered or replaced with a WWN that is issued from the controller.

        
      

    

    9.	Create an RDM mapping file for the HDD. Complete the following steps:

    a.	Run the vmkfstools -z command to create the RDM mapping file that is associated with the physical HDD. This command requires the VML device that was identified in the previous step and the location of the RDM mapping file that is created. Example 9-9 shows how to run the vmkfstools command to create the RDM mapping file.

     

    
      
        	
          Note: The RDM mapping file name must use the following form to comply with the IBM Spectrum Accelerate system:

          /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_XX_RDM.vmdk

          When the physical device is specified in the command, the disk device node can be used instead of the Physical LUN device if the Physical LUN device is unknown.

        
      

    

    Example 9-9   Creating RDM Mapping file by using Physical LUN Device and the disk device node
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    ~ # vmkfstools -z /vmfs/devices/disks/vml.02000000005000c50025dada13535433323030 /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_1_RDM.vmdk

    OR

    ~ # vmkfstools -z /vmfs/devices/disks/naa.5000c50025dada13 /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_1_RDM.vmdk
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    10.	Use the VMware vSphere Client to add the replacement disk to the virtual machine. Complete the following steps:

    a.	Connect to the VMware ESXi server by using the VMWare vSphere Client or the VMware vSphere Web Client as an administrative user. 

    b.	Right-click the IBM Spectrum Accelerate virtual machine and select Edit Settings to open the Virtual Machine Properties window.

    c.	Select Add from the top of the window. A new window opens. Select Hard Disk from the center pane and select Next, as shown in Figure 9-38. 
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    Figure 9-38   Adding replacement disk to the virtual machine

    d.	Select the Use an existing virtual disk Reuse a previously configured virtual disk option and select Next.

    e.	Select Browse and browse to the RDM mapping that was created and is within the <DATASTORE_NAME>/data_rdm_disk_paths/ folder.

    f.	Select the correct RDM mapping file that is associated with the disk that is being replaced, as shown in Figure 9-39. Select Next.
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    Figure 9-39   Example selection of Disk_1_RDM.vmdk for replacement

    g.	Verify that the Virtual Device Node on the Advanced Options window matches the original HDD’s Virtual Device Node. Select OK to add the disk to the system.

    11.	Verify that the new disk is Failed, but Functioning by using the IBM XIV Management XCLI utility, as shown in Example 9-10.

    Example 9-10   disk_list command
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    XIV ITSO_SDS2>>disk_list disk=1:disk:1:1

    Component ID   Status   Currently Functioning   Capacity  

    1:Disk:1:1     Failed   yes                     2TB       

    XIV ITSO_SDS2>>
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          Note: If the new disk shows functioning=yes, the disk is ready to be component tested and phased into the IBM Spectrum Accelerate system.

          If the new disk shows functioning=no, verify the replacement steps, re-create the RDM mapping file, and check again. If the disk is still listed as functioning=no after completing the checks, contact IBM Technical Support for assistance.

        
      

    

    12.	Connect to the IBM Spectrum Accelerate system, component test, and start the phase in of the replacement HDD. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system as a user who is a member of the Operations Administrator category. Browse to the IBM Spectrum Accelerate system within the IBM XIV Management GUI.

    b.	Expand the Module menu for the module for which the disk replacement is being completed.

    c.	Expand the Disks menu to display the failed HDD. Right-click the failed HDD and select Test to start a component test of the replacement disk. Allow the drive to complete the initialization and be marked as Ready. 

    d.	Right-click the disk and select Phase In to complete the replacement. Figure 9-40 shows an example of how the IBM XIV Management GUI displays the drive during the phase in process.

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed to account for the new disk. The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.
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    Figure 9-40   Disk phasing in following completed test

    9.5.2  Replacing failed disks by using XCLI and SSH

    Complete the following steps to replace a failed disk by using XCLI and SSH:

    1.	Using the IBM XIV Management XCLI, ensure that the system is not in a rebuild state and did not report non-recovered medium errors for the last 8,16, 24, and 32 days for 1 TB, 2 TB, 3 TB, and 4 TB disk systems. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility. Run the IBM XIV management XCLI state_list command (see Example 9-11) to determine the current state of the system. If the system shows that it is in rebuild process, delay proceeding with any maintenance actions until the system is in Full Redundancy state.

     

    Example 9-11   Verify that the system is in a Full Redundancy status
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    XIV ITSO_SDS2>>state_list

    Category            Value             

    system_state        on                

    target_state        on                

    safe_mode           no                

    shutdown_reason     No Shutdown       

    off_type            off               

    redundancy_status   Full Redundancy   

    ssd_caching         enabled

    encryption 			         Disabled

     

    XIV ITSO_SDS2>> 
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    b.	Ensure that the system did not detect a MEDIUM_ERROR_NOT_RECOVERED event by using the IBM XIV Management XCLI, as shown in Example 9-12. This event indicates that there was a medium error detected during rebuild. If this event is found, contact IBM Technical Support for further assistance.

     

    
      
        	
          Note: The arguments for this command require the after= value to specify a start time for the event search.

          The after= value specifies current date.hour minus 8,16, 24, or 32 days. 

          Removal of a failed disk that has the undamaged partition when the functioning disk does not prevent proper recovery and must be avoided.

        
      

    

    Example 9-12   Checking the event_list
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    XIV ITSO_SDS2>> event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp	 Severity	 Code	 User	 Description
XIV ITSO_SDS2>>
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    2.	Identify the failed disk’s Reported Serial and Identifier numbers. Complete the following steps:

    a.	As a user who is assigned the Operations Administrator user category, connect to the system by using the IBM XIV Management XCLI utility.

    b.	Run the disk_list disk=1:Disk:XX:XX command and specify the module and disk number for the disk that is failed. This command shows more information about the disk, including the Reported Serial and Identifier numbers of the failed drive, as shown in Example 9-13. 

     

    
      
        	
          Tip: The correct argument to specify a disk for the disk_list command is 1:Disk:<Module#>:<Disk#>. These values can be found by using the IBM XIV Management GUI or running the component_list filter=notok IBM Spectrum Accelerate XCLI command.

        
      

    

    Example 9-13   Disk list output for failed drive showing Reported Serial and Identifier
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    XIV ITSO_SDS2>>disk_list disk=1:disk:1:1 -x

    <XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="disk_list disk=1:disk:1:1 -x">

    	<OUTPUT>

    		<disk id="6b51590005b">

    			<component_id value="1:Disk:1:1"/>

    			<status value="OK"/>

    			<currently_functioning value="yes"/>

    			<capacity value="2TB"/>

    			<target_status value=""/>

    			<size value="1878633"/>

    			<model value="ST32000444SS"/>

    			<original_model value="ST32000444SS"/>

    			<vendor value="IBM-XIV"/>

    			<original_vendor value="IBM-XIV"/>

    			<serial value="AAtjUbrJteiZusnnhvp3"/>

    			<original_serial value="AAtjUbrJteiZusnnhvp3"/>

    			<reported_serial value="9WM2XYEW"/>

    			<original_reported_serial value="9WM2XYEW"/>

    			<part_number value="45W8286"/>

    			<original_part_number value="45W8286"/>

    			<group value="A"/>

    			<original_group value="A"/>

    			<requires_service value=""/>

    			<service_reason value=""/>

    			<temperature value="0"/>

    			<firmware value="BC2B"/>

    			<original_firmware value="BC2B"/>

    			<revision value=""/>

    			<original_revision value=""/>

    			<drive_pn value="81Y3827"/>

    			<original_drive_pn value="81Y3827"/>

    			<device_identifier value="5000C50025DADA13"/>

    			<original_device_identifier value="5000C50025DADA13"/>

    			<encryption_state value="Not Supported"/>

    			<security_state value="Unchecked"/>

    			<security_state_last value="Unchecked"/>

    			<desc>

    				<disk_id value="1"/>

    				<read_fail value="no"/>

    				<smart_code value="NO ADDITIONAL SENSE INFORMATION"/>

    				<smart_fail value="no"/>

    				<power_on_hours value="0"/>

    				<power_on_minutes value="0"/>

    				<last_sample_time value="0"/>

    				<last_sample_serial value="AAtjUbrJteiZusnnhvp359WM2XYEW"/>

    				<last_time_pom_was_mod value="0"/>

    				<temperature_status>

    					<temperature value="0"/>

    					<reported_severity value="none"/>

    					<reported_temperature value="0"/>

    				</temperature_status>

    				<power_is_on value="no"/>

    				<bgd_scan value="0"/>

    			</desc>

    			<controller_type value="SAS"/>

    		</disk>

    	</OUTPUT>

    </XCLIRETURN>
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    3.	Find the Virtual Machine ID of the IBM Spectrum Accelerate virtual machine, as shown in Example 9-14.

    Example 9-14   Finding the VMID of the virtual machine by using the vim-cmd utility
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    ~ $vim-cmd vmsvc/getallvms

    Vmid          Name                                 File                                 

    16     ITSO_SDS2_module_1   [MOD1_ds] ITSO_SDS2_module_1/ITSO_SDS2_module_1.vmx 

    Guest OS         								Version   Annotation

    other26xLinux64Guest   vmx-08              
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    Complete the following steps:

    a.	Use SSH to connect to the VMware ESXi server that hosts the IBM Spectrum Accelerate module’s virtual machine with an administrative user. 

    b.	Identify the VMID of the IBM Spectrum Accelerate virtual machine by running the vim-cmd vmsvc/getallvms command.

    4.	Display information about the hardware devices that are used by the IBM Spectrum Accelerate virtual machine. Complete the following steps:

    a.	Run the vim-cmd vmsvc/device.getdevices $VMID command by using the Virtual Machine ID that was found in the previous step, as shown in Example 9-15 on page 272.

     

    
      
        	
          Note: The vim-cmd vmsvc/device.getdevices $VMID command gathers all of the basic information for the hardware components in the server. It also displays information about how they are mapped to the virtual machines.

        
      

    

    b.	The disk drive information can be identified in the output of the command. Search for the Identifier (WWN) number to correctly identify the section that contains the information that is related to the failed disk.

    c.	Make a note of the controllerKey and unitNumber that correspond to the Virtual Device Node of the HDD that is assigned to the virtual machine. As shown in Example 9-15 on page 272, the controllerKey is 1000 and the unitNumber is 0. This information corresponds to Virtual Device Node SCSI 0:0.

     

    
      
        	
          Important: Record for future reference the Virtual Device Node of the failed disk. The Virtual Device Node is used mapping the replacement HDD to the virtual machine.

        
      

    

    Example 9-15   Output of vim-cmd vmsvc/device.getdevices with required values
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    ~ # vim-cmd vmsvc/device.getdevices 16

    ....

    (vim.vm.device.VirtualDisk) {

             dynamicType = <unset>, 

             key = 2000, 

             deviceInfo = (vim.Description) {

                dynamicType = <unset>, 

                label = "Hard disk 13", 

                summary = "1,953,514,584 KB", 

             }, 

             backing = (vim.vm.device.VirtualDisk.RawDiskMappingVer1BackingInfo) {

                dynamicType = <unset>, 

                fileName = "[MOD1_ds] data_rdm_disk_paths/DISK_1_RDM.vmdk", 

                Data store = 'vim.Datastore:54d2547f-817c0fe8-1d0c-001b2191d450', 

                backingObjectId = <unset>, 

                lunUuid = "02000000005000c50025dada13535433323030", 

                deviceName = "vml.02000000005000c50025dada13535433323030", 

                compatibilityMode = "physicalMode", 

                diskMode = "independent_persistent", 

                uuid = <unset>, 

                contentId = <unset>, 

                changeId = <unset>, 

                parent = (vim.vm.device.VirtualDisk.RawDiskMappingVer1BackingInfo) null, 

                deltaDiskFormat = <unset>, 

                deltaGrainSize = <unset>, 

             }, 

             connectable = (vim.vm.device.VirtualDevice.ConnectInfo) null, 

             slotInfo = (vim.vm.device.VirtualDevice.BusSlotInfo) null, 

             controllerKey = 1000, 

             unitNumber = 0, 

             capacityInKB = 1953514584, 

             capacityInBytes = 2000398934016, 

             shares = (vim.SharesInfo) {

                dynamicType = <unset>, 

                shares = 1000, 

                level = "normal", 

             }, 

             storageIOAllocation = (vim.StorageResourceManager.IOAllocationInfo) {

                dynamicType = <unset>, 

                limit = -1, 

                shares = (vim.SharesInfo) {

                   dynamicType = <unset>, 

                   shares = 1000, 

                   level = "normal", 

                }, 

                reservation = 0, 

             }, 

    ....
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    5.	Remove the failed HDD from the virtual machine configuration. Complete the following steps:

    a.	Disconnect the failed HDD from the IBM Spectrum Accelerate virtual machine by running the vim-cmd vmsvc/device.diskremove command (see Example 9-16) and supplying the appropriate arguments to identify the correct virtual machine and HDD.

     

    
      
        	
          Note: Use the VMID of the virtual machine and the controllerKey and unitNumber as the identifying arguments to remove the HDD from the virtual machine.

        
      

    

    The final argument for the vim-cmd vmsvc/device.diskremove command is confirmation that all files were deleted from HDD. If the command is created correctly, the HDD is removed from the IBM Spectrum Accelerate virtual machine.

     

    
      
        	
          Tip: It is suggested that you connect to the system to ensure that no other HDDs were marked as failed after running the disk removal.

        
      

    

    Example 9-16   Removing the failed hard disk from the virtual machine configuration
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    ~ # vim-cmd vmsvc/device.diskremove

    Usage: device.diskremove ‘vmid’ ‘controller number’ ‘unit number’ ‘delete file’

     

    ~ # vim-cmd vmsvc/device.diskremove 16 0 0 y
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    6.	Identify the HDD data store Mapping File and remove it. Example 9-17 on page 273 shows identifying, removing, and verifying that the HDD data store Mapping File was removed. Complete the following steps:

    a.	Identify the failed HDD data store mapping file by running the ls -l /vmfs/volumes/{data store}/data_rdm_disk_paths command.

     

    
      
        	
          Note: The disk number matches the drive number that is marked failed by IBM Spectrum Accelerate system.

        
      

    

    b.	Remove the data store mapping file by running the vmkfstools -U command against the mapping file. The command completes with no output.

     

    
      
        	
          Tip: Run the ls -l /vmfs/volumes/{data store}/data_rdm_disk_paths command to ensure that data store mapping file was removed.

        
      

    

    Example 9-17   Removing the failed HDD from the VMWare server inventory
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    ~ # ls /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/

    DISK_10_RDM-rdmp.vmdk  DISK_3_RDM-rdmp.vmdk   DISK_7_RDM-rdmp.vmdk

    DISK_10_RDM.vmdk       DISK_3_RDM.vmdk        DISK_7_RDM.vmdk

    DISK_11_RDM-rdmp.vmdk  DISK_4_RDM-rdmp.vmdk   DISK_8_RDM-rdmp.vmdk

    DISK_11_RDM.vmdk       DISK_4_RDM.vmdk        DISK_8_RDM.vmdk

    DISK_1_RDM-rdmp.vmdk   DISK_5_RDM-rdmp.vmdk   DISK_9_RDM-rdmp.vmdk

    DISK_1_RDM.vmdk        DISK_5_RDM.vmdk        DISK_9_RDM.vmdk

    DISK_2_RDM-rdmp.vmdk   DISK_6_RDM-rdmp.vmdk

    DISK_2_RDM.vmdk        DISK_6_RDM.vmdk

     

    ~ # vmkfstools -U /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_1_RDM.vmdk 

     

    ~ # ls /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/

    DISK_10_RDM-rdmp.vmdk  DISK_11_RDM.vmdk       DISK_3_RDM-rdmp.vmdk   DISK_4_RDM.vmdk        DISK_6_RDM-rdmp.vmdk   DISK_7_RDM.vmdk        DISK_9_RDM-rdmp.vmdk

    DISK_10_RDM.vmdk       DISK_2_RDM-rdmp.vmdk   DISK_3_RDM.vmdk        DISK_5_RDM-rdmp.vmdk   DISK_6_RDM.vmdk        DISK_8_RDM-rdmp.vmdk   DISK_9_RDM.vmdk

    DISK_11_RDM-rdmp.vmdk  DISK_2_RDM.vmdk        DISK_4_RDM-rdmp.vmdk   DISK_5_RDM.vmdk        DISK_7_RDM-rdmp.vmdk   DISK_8_RDM.vmdk
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    7.	Physically remove the HDD and verify that the Reported Serial and Identifier numbers match the numbers that were reported by the IBM Spectrum Accelerate system software to ensure that the correct HDD was removed.

     

    
      
        	
          Note: Some disk controllers logically increment the Identifier (WWN) so that the last digits no longer matches what is physically printed on the disk.

          Figure 9-41 shows an example of an incremented reported Identifier compared to the WWN number that is physically printed on the HDD.
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    Figure 9-41   Physical disk label contrasted with IBM Spectrum Accelerate disk information

    8.	Replace the physical HDD and ensure that the new drives Serial and Identifier (WWN) numbers are recorded. Complete the following steps:

    a.	Record the replacement HDD’s Serial and Identifier (WWN) numbers from label and record the physical position of the new disk in the records.

     

    
      
        	
          Important: Because VMware adds devices that are based on controller and port number, it is important that replacement disks are installed in the same physical location as the disk that is being replaced.

        
      

    

    b.	Complete the physical replacement of the HDD and verify that it powers on and that no physical error indicator lights are present.

    9.	Find the Physical LUN Device (as reported by VMware ESXi) by using the Identifier (WWN) of the new HDD. Complete the following steps:

    a.	Connect to VMware ESXi server as an administrative user by using e SSH or VMware ESXi Shell.

    b.	Identify the replacement HDD name by running the ls /vmfs/devices/disks/ -la | grep -i <WWN_From_Replacement_Disk> command and searching for the Identifier (WWN) that was printed on the drive label. 

    Example 9-18 shows an example of search for the replacement HDD by Indentifier (WWN).

     

    
      
        	
          Note: Some hardware disk controllers can alter or even replace the disk Identifier (WWN) with a different WWN that is issued by the disk controller.

        
      

    

    Example 9-18   Example of finding replacement disk Physical LUN Device using partial WWN
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    ~ # ls /vmfs/devices/disks/ -la |grep -i 5000c50025dada

     

    -rw-------    1 root     root     2000398934016 Feb 20 18:18 naa.5000c50025dada13

    lrwxrwxrwx    1 root     root            20 Feb 20 18:18 vml.02000000005000c50025dada13535433323030 -> naa.5000c50025dada13
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    10.	Create an RDM mapping file for the HDD. Complete the following steps:

    a.	Run the vmkfstools -z command to create the RDM mapping file that is associated with the physical HDD. This command requires the VML device that was identified in the previous step and the location of the RDM mapping file that is created. Example 9-19 shows how to run the vmkfstools command to create the RDM mapping file.

     

    
      
        	
          Note: The RDM mapping file must use the following naming convention be compliant with the IBM Spectrum Accelerate system:

          /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_XX_RDM.vmdk

          When the physical device is specified in the command, the disk device node can be used instead of the Physical LUN device if the Physical LUN device is unknown.

        
      

    

    Example 9-19   Creating RDM Mapping file
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    ~ # vmkfstools -z /vmfs/devices/disks/vml.02000000005000c50025dada13535433323030 /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_1_RDM.vmdk

     

    OR

     

    ~ # vmkfstools -z /vmfs/devices/disks/naa.5000c50025dada13 /vmfs/volumes/MOD1_ds/data_rdm_disk_paths/DISK_1_RDM.vmdk
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    11.	Because of limitations of the VMware ESXi command-line interface, the replacement procedure must be completed by using the VMware vSphere client. Complete the remainder of the HDD replacement process by starting at step 10 on page 266.

    9.6  SSD failure and replacement

    SSDs are used as a read cache in IBM Spectrum Accelerate systems. Throughout the normal course of operation, SSDs can physically fail or be removed from an IBM Spectrum Accelerate system in accordance with the performance specifications or as a result of hardware failure.

    Before proceeding with any SSD replacement process, verify that the system completed any rebuild or redistribution processes to ensure data integrity. Check the system redundancy bar in the lower right corner of the IBM XIV management GUI or run the monitor_redist IBM XIV Management XCLI command.

    The following prerequisites must be met to successfully complete replacing SSD devices:

    •Use an IBM Spectrum Accelerate system user account that is a member of the Operation Administrator user category.

    •Have administrative access to the VMware ESXi server with SSH or shell access.

    9.6.1  SSD replacement by using the GUI/XCLI and VMware vSphere Client

    Complete the following steps to replace an SSD by using the GUI/XCLI and VMware vSphere Client:

    1.	Using the IBM XIV Management XCLI, ensure that the IBM Spectrum Accelerate system is not in a rebuild or redistribution state.

    Connect to the IBM Spectrum Accelerate system with a user account that is a member of the Operations Administrator category and run the state_list command to find the current state of the system, as shown in Example 9-20.

     

    
      
        	
          Note: If the system is in a rebuild or redistribution process, do not proceed with physical removal of the SSD until the system is in a Full Redundancy status.

        
      

    

    Example 9-20   Check for full redundancy and no rebuild or redistribution
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    XIV itso_sds10>>state_list

    Category            Value             

    system_state        on                

    target_state        on                

    safe_mode           no                

    shutdown_reason     No Shutdown       

    off_type            off               

    redundancy_status   Full Redundancy   

    ssd_caching         enabled

    encryption          Not Supported
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    2.	Find the SSD Reported Serial and Part number. Complete the following steps:

    a.	Run the ssd_list -x command and specify the failed disk. Record the Reported Serial and Part number of the SSD drive. The syntax for the ssd_list -x command to specify a specific SSD is ssd_list ssd=1:ssd:[Module#]:[SSD#] -x, as shown in Example 9-21.

     

    
      
        	
          Tip: The SSD information can be obtained from within the IBM XIV Management GUI.

        
      

    

    Example 9-21   SSD list output for failed drive showing Reported Serial and Part Number
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    XIV itso_sds10>>ssd_list ssd=1:ssd:4:1 -x

    <XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="ssd_list ssd=1:ssd:4:1 -x">

    	<OUTPUT>

    		<ssd id="63e15a0000a">

    			<component_id value="1:SSD:4:1"/>

    			<status value="OK"/>

    			<currently_functioning value="yes"/>

    			<capacity value="524GB"/>

    			<target_status value=""/>

    			<size value="500000"/>

    			<model value="MTFDDAA800MBB-1AE12A"/>

    			<original_model value="MTFDDAA800MBB-1AE12A"/>

    			<vendor value="XIV"/>

    			<original_vendor value="XIV"/>

    			<serial value="DpwvqmqldmimmhkmjmkV"/>

    			<original_serial value="DpwvqmqldmimmhkmjmkV"/>

    			<reported_serial value="03873A61"/>

    			<original_reported_serial value="03873A61"/>

    			<part_number value="98Y5060"/>

    			<original_part_number value="98Y5060"/>

    			<group value=""/>

    			<original_group value=""/>

    			<requires_service value=""/>

    			<service_reason value=""/>

    			<temperature value="0"/>

    			<firmware value="MB29"/>

    			<original_firmware value="MB29"/>

    			<revision value=""/>

    			<original_revision value=""/>

    			<drive_pn value="98Y5061"/>

    			<original_drive_pn value="98Y5061"/>

    			<device_identifier value="2020202020202020"/>

    			<original_device_identifier value="2020202020202020"/>

    			<desc>

    				<last_sample_serial value="DpwvqmqldmimmhkmjmkVV03873A61"/>

    				<temperature_status>

    					<temperature value="0"/>

    					<reported_severity value="none"/>

    					<reported_temperature value="0"/>

    				</temperature_status>

    				<last_sample_time value="0"/>

    				<power_on_hours value="0"/>

    				<block_wear_leveling value="0"/>

    				<secure_erase_status value="NEVER_ERASED"/>

    			</desc>

    			<encryption_state value="Uninitialized"/>

    		</ssd>

    	</OUTPUT>

    </XCLIRETURN>[image: ]

    3.	Remove the VMware datastore mapping file for the failed SSD. Complete the following steps:

    a.	Connect as an administrative user to the VMware ESXi server that contains the IBM Spectrum Accelerate system. The server can be accessed by using VMware vSphere Client or (if vCenter is used) the VMware vSphere Web Client.

    b.	Right-click the IBM Spectrum Accelerate virtual machine and select Edit Settings to open the Virtual Machine Properties window. 

     

    
      
        	
          Note: The user is presented with several devices, including many HDDs. In addition to the HDDs that are labeled “Mapped Raw Lun,” there are more disks that are labeled “Virtual Disk” that are used to support IBM Spectrum Accelerate but are not used for storing data.

        
      

    

    c.	To identify the correct HDD, highlight each HDD and review the data store mapping file location and name that are displayed in the right pane. 

    d.	Find the HDD device that corresponds to the failed IBM Spectrum Accelerate SSD by reviewing the data store mapping file location and ensuring that it is in [data store]/ssd_rdm_disk_paths/. The SSD is labeled as DISK_1_RDM.vmdk within that folder, as shown in Figure 9-42.
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    Figure 9-42   Identifying SSD by Physical LUN and data store Mapping File

    4.	When the SSD is highlighted, select Remove. Removal options are then shown in the right-side pane.

    5.	Select Remove from virtual machine and delete files from disk and then, select OK to remove the failed SSD from the system, as shown in Figure 9-43. 
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    Figure 9-43   Completing removal of SSD from the virtual machine

    6.	Complete the physical replacement of the SSD. Complete the following steps:

    a.	Physically remove the failed SSD and verify that the Serial number and Part Number match those numbers that were reported by the IBM Spectrum Accelerate system to ensure that the correct SSD was removed. 

    b.	Record the Serial Number and Part number of the new SSD.

    c.	Physically install the replacement SSD in the VMware ESXi server.

    7.	Rescan the local storage devices to bring the new SSD into the storage device inventory by selecting Configuration → Storage → Devices → Rescan All. Select the Scan for New Storage Devices option, then the Scan for New VMFS Volumes option, and then, select OK.

    8.	Identify the Physical LUN Device of the new SSD in the VMware ESXi server. Complete the following steps:

    a.	Connect to VMware ESXi server shell as an administrative user by using SSH or the VMware vSphere Shell.

    b.	Identify the logical replacement SSD device name by running the ls /vmfs/devices/disks/ -la | grep -i <SERIAL_NUMBER> command that uses the serial number from the SSD label, as shown in Example 9-22.

    Example 9-22   Finding replacement SSD Physical LUN Device
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    ~ ## ls /vmfs/devices/disks |grep -i 03873a61

    t10.ATA_____MTFDDAA800MBB2D1AE12A_98Y5060_98Y5061XIV_____________03873A61 [image: ]

    9.	Verify that the SSD RDM folder is on the VMware ESXi server data store. If there was only one SSD installed in the server at the time the SSD was removed from the virtual machine, the folder on the data store was automatically removed. Complete the following steps:

    a.	Run the ls /vmfs/volumes/[DATA_STORE_NAME]/ command to find if the folder ssd_rdm_disk_paths exists. 

    b.	If the folder ssd_rdm_disk_paths does not exist, run the mkdir -p /vmfs/volumes/[DATA_STORE_NAME]/ssd_rdm_disk_paths command to create the ssd_rdm_disk_paths folder on the data store.

     

    
      
        	
          Note: If there are multiple data stores that are mounted to the VMware ESXi host, ensure that the correct one is used to create the RDM mapping file for the SSD drive.

        
      

    

    10.	Create an RDM mapping file for the SSD, as shown in Example 9-23. Run the vmkfstools -z command by using the Physical LUN device. The RDM mapping file is created on the data store that was verified in step 8.

     

    
      
        	
          Note: The SSD device node can be used within the command directly instead of the Physical LUN device if the Physical LUN device is unknown.

        
      

    

    Example 9-23   RDM Mapping file creation using Physical LUN Device or the disk device node
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    ~ # vmkfstools -z /vmfs/devices/disks/t10.ATA_____MTFDDAA800MBB2D1AE12A_98Y5060_98Y5061XIV_____________03873A61 /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/DISK_1_RDM.vmdk

     

    OR

     

    ~ # vmkfstools -z /vmfs/devices/disks/vml.010000000020202020202020202020202030333837334136314d5446444441 /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/DISK_1_RDM.vmdk
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    11.	Add the SSD to the IBM Spectrum virtual machine. Complete the following steps:

    a.	Connect to the VMware ESXi server as an administrative user by using the VMWare vSphere Client or the VMware vSphere Web Client if a vCenter is being used.

    b.	Right-click the IBM Spectrum Accelerate virtual machine and select Edit Settings to open the Virtual Machine Properties window. 

    c.	Select Add at the top of the window.

    d.	When the new window opens, select Hard Disk, as shown in Figure 9-44. Select Next.
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    Figure 9-44   Adding replacement SSD to the virtual machine

    e.	Select Use an existing virtual disk Reuse a previously configured virtual disk. Select Next.

    f.	Select Browse and browse to the RDM mapping file that was created in the <DATASTORE_NAME>/ssd_rdm_disk_paths/ folder.

    g.	Highlight the RDM mapping file that corresponds to the SSD that was replaced and select OK.

    h.	Select Next to open the Advanced Options window and review the Virtual Device Node settings. 

    i.	Ensure that the SSD is not using the same virtual SCSI controller as the data HDDs, as shown in Figure 9-45.

     

    
      
        	
          Note: This value often must be changed from SCSI 0:# to SCSI 1:0.
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    Figure 9-45   Changing the Virtual Device Node to SCSI (1.0) from SCSI (0.12)

     

    
      
        	
          Note: Unless the SSD is set to use a separate Virtual Device Node SCSI controller (In this case, SCSI 1:0), the IBM Spectrum Accelerate system cannot find the SSD during the testing phase.

        
      

    

    12.	Start a component test and phase in of the SSD to bring the replacement into the IBM Spectrum Accelerate system. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user account that is a member of the Operations Administrator user category.

    b.	Expand the SSD menu on the module that contains the failed SSD.

    c.	Right-click the failed SSD and select Test.

    d.	Allow the SSD to complete initialization, as shown in Figure 9-46 on page 283. Verify that the SSD is in a Ready state.
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    Figure 9-46   SSD initializing following replacement and remapping of the mapping file

    e.	Right-click the SSD and select Phase In to complete the replacement and have the IBM Spectrum Accelerate system use the SSD. 

    9.6.2  Replacing the SSD by using the IBM XIV Management XCLI and SSH

    Complete the following steps to replace the SSD by using the IBM XIV Management XCLI and SSH:

    1.	Using the IBM XIV Management System XCLI, ensure that the system is not in a rebuild state. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system with the IBM XIV Management XCLI utility with a user who is a member of the Operations Administrator user category.


    b.	Run the state_list command (as shown in Example 9-24) to find the state of the system. If the system is conducting a rebuild or in a redistribution process, do not remove the SSD until the system is in Full Redundancy status.

    Example 9-24   Check for full redundancy and no rebuild or redistribution
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    XIV itso_sds10>>state_list

    Category            Value             

    system_state        on                

    target_state        on                

    safe_mode           no                

    shutdown_reason     No Shutdown       

    off_type            off               

    redundancy_status   Full Redundancy   

    ssd_caching         enabled 

    encryption          NotSupported 
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    c.	Run the ssd_list -x command and specify the failed disk. Record the Reported Serial and Part number of the SSD drive. The syntax for the ssd_list -x command to specify a specific SSD is ssd_list ssd=1:ssd:[Module#]:[SSD#] -x, as shown in Example 9-25.

     

    
      
        	
          Tip: The ssd information can be obtained from within the IBM XIV Management GUI.

        
      

    

    Example 9-25   SSD list output for failed drive showing Reported Serial and Part Number
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    XIV itso_sds10>>ssd_list ssd=1:ssd:4:1 -x

    <XCLIRETURN STATUS="SUCCESS" COMMAND_LINE="ssd_list ssd=1:ssd:4:1 -x">

    	<OUTPUT>

    		<ssd id="63e15a0000a">

    			<component_id value="1:SSD:4:1"/>

    			<status value="OK"/>

    			<currently_functioning value="yes"/>

    			<capacity value="524GB"/>

    			<target_status value=""/>

    			<size value="500000"/>

    			<model value="MTFDDAA800MBB-1AE12A"/>

    			<original_model value="MTFDDAA800MBB-1AE12A"/>

    			<vendor value="XIV"/>

    			<original_vendor value="XIV"/>

    			<serial value="DpwvqmqldmimmhkmjmkV"/>

    			<original_serial value="DpwvqmqldmimmhkmjmkV"/>

    			<reported_serial value="03873A61"/>

    			<original_reported_serial value="03873A61"/>

    			<part_number value="98Y5060"/>

    			<original_part_number value="98Y5060"/>

    			<group value=""/>

    			<original_group value=""/>

    			<requires_service value=""/>

    			<service_reason value=""/>

    			<temperature value="0"/>

    			<firmware value="MB29"/>

    			<original_firmware value="MB29"/>

    			<revision value=""/>

    			<original_revision value=""/>

    			<drive_pn value="98Y5061"/>

    			<original_drive_pn value="98Y5061"/>

    			<device_identifier value="2020202020202020"/>

    			<original_device_identifier value="2020202020202020"/>

    			<desc>

    				<last_sample_serial value="DpwvqmqldmimmhkmjmkVV03873A61"/>

    				<temperature_status>

    					<temperature value="0"/>

    					<reported_severity value="none"/>

    					<reported_temperature value="0"/>

    				</temperature_status>

    				<last_sample_time value="0"/>

    				<power_on_hours value="0"/>

    				<block_wear_leveling value="0"/>

    				<secure_erase_status value="NEVER_ERASED"/>

    			</desc>

    			<encryption_state value="Uninitialized"/>

    		</ssd>

    	</OUTPUT>

    </XCLIRETURN>[image: ]

    2.	Find the Virtual Machine ID of the IBM Spectrum Accelerate virtual machine. Complete the following steps:

    a.	Connect to the VMware ESXi server that hosts the IBM Spectrum Accelerate virtual machine as an administrative user.

    b.	Identify the VMID of the IBM Spectrum Accelerate virtual machine by running the vim-cmd vmsvc/getallvms command, as shown in Example 9-26.

    Example 9-26   Finding the VMID of the virtual machine using the vim-cmd utility
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    ~ $vim-cmd vmsvc/getallvms

     

    Vmid          Name                                 File                                 

    16     ITSO_SDS2_module_1   [MOD1_ds] ITSO_SDS2_module_1/ITSO_SDS2_module_1.vmx 

    Guest OS         								Version   Annotation

    other26xLinux64Guest   vmx-08              
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    3.	Display information about the hardware devices that are used by IBM Spectrum Accelerate virtual machine, as shown in Example 9-27. Complete the following steps:

    a.	Run the vim-cmd vmsvc/device.getdevices [VMID#] command with the VMID of the IBM Spectrum Accelerate system virtual machine.

     

    
      
        	
          Note: The vim-cmd vmsvc/device.getdevices [VMID#] command gathers all of the basic hardware information of the hardware components within the server and how they are mapped to the virtual machines.

        
      

    

    b.	Contained in the output of the command is the SSD information for the failed drive. Search for the VirtualDisk device that is mapped to an RDM file that is contained in the ssd_rdm_disk_paths folder.


    
      
        	
          Important: If there are multiple SSDs, this method does not help identify the correct SSD. In this case, use the VMware vSphere client to correctly identify the SSD.

        
      

    

    c.	Record the controllerKey and unitNumber.

     

    
      
        	
          Note: Example 9-27 shows a controllerKey value of 1001 (Controller 1) and a unitNumber value of 0 (Slot 1 on Controller 1).

        
      

    

    Example 9-27   Output of vim-cmd vmsvc/device.getdevices with required values
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    ~ # vim-cmd vmsvc/device.getdevices 16

    ....

    (vim.vm.device.VirtualDisk) {

             dynamicType = <unset>, 

             key = 2016, 

             deviceInfo = (vim.Description) {

                dynamicType = <unset>, 

                label = "Hard disk 14", 

                summary = "781,412,184 KB", 

             }, 

             backing = (vim.vm.device.VirtualDisk.RawDiskMappingVer1BackingInfo) {

                dynamicType = <unset>, 

                fileName = "[h257] ssd_rdm_disk_paths/DISK_1_RDM.vmdk", 

                Data store = 'vim.Datastore:53d2c109-4f66c8e8-7356-0050cc69216b', 

                backingObjectId = <unset>, 

                lunUuid = "010000000020202020202020202020202030333837334136314d5446444441", 

                deviceName = "vml.010000000020202020202020202020202030333837334136314d5446444441", 

                compatibilityMode = "physicalMode", 

                diskMode = "independent_persistent", 

                uuid = <unset>, 

                contentId = <unset>, 

                changeId = <unset>, 

                parent = (vim.vm.device.VirtualDisk.RawDiskMappingVer1BackingInfo) null, 

                deltaDiskFormat = <unset>, 

                deltaGrainSize = <unset>, 

             }, 

             connectable = (vim.vm.device.VirtualDevice.ConnectInfo) null, 

             slotInfo = (vim.vm.device.VirtualDevice.BusSlotInfo) null, 

             controllerKey = 1001, 

             unitNumber = 0, 

             capacityInKB = 781412184, 

             capacityInBytes = 800166076416, 

             shares = (vim.SharesInfo) {

                dynamicType = <unset>, 

                shares = 1000, 

                level = "normal", 

             }, 

             storageIOAllocation = (vim.StorageResourceManager.IOAllocationInfo) {

                dynamicType = <unset>, 

                limit = -1, 

                shares = (vim.SharesInfo) {

                   dynamicType = <unset>, 

                   shares = 1000, 

                   level = "normal", 

                }, 

                reservation = 0, 

             }, 

             diskObjectId = "2-2016", 

             vFlashCacheConfigInfo = (vim.vm.device.VirtualDisk.VFlashCacheConfigInfo) null, 

    },

    ....
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    4.	Logically remove the failed SSD from the virtual machine configuration. Complete the following steps:

    a.	Disconnect the failed SSD from the IBM Spectrum Accelerate virtual machine by running the vim-cmd vmsvc/device.diskremove command, as shown in Example 9-28 on page 287. Use the appropriate arguments to identify the correct virtual machine and SSD.

     

    
      
        	
          Note: Use the VMID of the virtual machine and the controllerKey and unitNumber as the identifying arguments to remove the SSD from the virtual machine.

        
      

    

    The final argument for the vim-cmd vmsvc/device.diskremove command is y and represents confirmation removal of the device and deletion of all files on the SSD. If the command is run correctly, the SSD is removed from the IBM Spectrum Accelerate virtual machine.

     

    
      
        	
          Tip: It is suggested to connect to the system to ensure that no other SSDs are marked as failed.

        
      

    

    Example 9-28   Removing the failed SSD from the virtual machine configuration
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    ~ # vim-cmd vmsvc/device.diskremove

    Usage: device.diskremove ‘vmid’ ‘controller number’ ‘unit number’ ‘delete file’

     

    ~ # vim-cmd vmsvc/device.diskremove 16 0 0 y
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    5.	Identify the disk data store Mapping File and remove it from the VMware ESXi server, as shown in Example 9-29. Complete the following steps:

    a.	Identify the failed SSD data store mapping file name by running the ls -l /vmfs/volumes/{data store}/ssd_rdm_disk_paths command.

    b.	Remove the data store mapping file by running the vmkfstools -U command on the mapping file that was identified in Step 5a. The command completes with no output.

    c.	Run a final ls -l /vmfs/volumes/{data store}/ssd_rdm_disk_paths command to ensure that the data store mapping file was removed.

    Example 9-29   Removing the failed SSD from the VMWare ESXi server inventory
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    ~ # ls /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/

    DISK_1_RDM-rdmp.vmdk  DISK_1_RDM.vmdk

    ~ # vmkfstools -U /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/DISK_1_RDM.vmdk

    ~ # ls /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/

    ~ #
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    6.	Complete the process to physically replace the SSD. Complete the following steps:

    a.	Physically replace the failed SSD and verify the Serial number and Part Number match what the IBM Spectrum Accelerate system reported.

    b.	Record the Serial Number and Part Number of the new SSD.

    c.	Physically install the replacement SSD into the VMware ESXi server.

    7.	Identify the Physical LUN Device of the new SSD on the VMware server. Complete the following steps:

    a.	Connect to VMware ESXi server as an administrative user by using SSH or the VMware vSphere Shell.

    b.	Identify the replacement SSD device name by running the ls /vmfs/devices/disks/ -la | grep -i <Serial_Number> command to find the serial number from the SSD label, as shown in Example 9-30.

    Example 9-30   Finding replacement logical SSD device by using SSD serial number
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    ~ ## ls /vmfs/devices/disks |grep -i 03873a61

    t10.ATA_____MTFDDAA800MBB2D1AE12A_98Y5060_98Y5061XIV_____________03873A61 
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    c.	If the SSD cannot be identified by using the Serial Number, search for the block device.

    8.	Verify that the SSD RDM folder is on the VMware server data store. If there was only one SSD installed in the server at the time the SSD was removed from the virtual machine, the folder on the data store was automatically removed. Complete the following steps:

    a.	Run the ls /vmfs/volumes/[DATA_STORE_NAME]/ command to find if the ssd_rdm_disk_paths folder exists. 

    b.	If the folder ssd_rdm_disk_paths does not exist, run the mkdir -p /vmfs/volumes/[DATA_STORE_NAME]/ssd_rdm_disk_paths command to create the ssd_rdm_disk_paths folder on the data store.

     

    
      
        	
          Note: If there are multiple data stores that are mounted to the VMware ESXi server, ensure that the correct data store is used to create the RDM mapping file for the SSD drive.

        
      

    

    9.	Create an RDM mapping file for the SSD, as shown in Example 9-31. Run the vmkfstools -z command by using the Physical LUN device. This process creates the RDM mapping file on the data store that was verified in step 8.

     

    
      
        	
          Note: The SSD device node can be used within the command directly instead of the Physical LUN device if the Physical LUN device is unknown.

        
      

    

    Example 9-31   Creating RDM Mapping file by using Physical LUN Device and disk device node
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    ~ # vmkfstools -z /vmfs/devices/disks/t10.ATA_____MTFDDAA800MBB2D1AE12A_98Y5060_98Y5061XIV_____________03873A61 /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/DISK_1_RDM.vmdk

     

    OR


    vmkfstools -z /vmfs/devices/disks/vml.010000000020202020202020202020202030333837334136314d5446444441 /vmfs/volumes/MOD1_ds/ssd_rdm_disk_paths/DISK_1_RDM.vmdk
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    10.	Because of the limitations of the VMware ESXi command-line interface, the replacement procedure must be completed by using the VMware vSphere client. Complete the remainder of the SSD replacement process by using the steps in the previous section starting at step 11 on page 280.

    9.7  Handling a module failure

    One of the components of an IBM Spectrum Accelerate system that might fail is a module. A module at the IBM Spectrum Accelerate layer is directly associated with an VMware ESXi server at the VMware level. Each VMware ESXi server hosts a single IBM Spectrum Accelerate virtual machine that is running IBM Spectrum Accelerate system software.

    A module can fail at various levels including, at the IBM Spectrum Accelerate system software level, at the VMware ESXi server level, and at the hardware level. Various recovery or replacement procedures are used to recover from the failure, depending on which layer the failure occurred.

    9.7.1  Case 1: Module failure at the IBM Spectrum Accelerate system software level 

    A module failure at the IBM Spectrum Accelerate system software level occurs when a module is marked as failed in the IBM XIV Management GUI, but the VMware ESXi server indicates that the virtual machine is Powered On.

    The recovery process requires a user who is a member of the Operation Administrator user category on the impacted IBM Spectrum Accelerate system.

    Typical module failure at IBM Spectrum Accelerate system software level

    This example assumes that a module failed because the network connections for the Interconnect network temporarily lost connectivity.

    In this example, only a single module is affected by the network loss and is failed by the IBM Spectrum Accelerate cluster. This issue occurs because the IBM Spectrum Accelerate cluster requires connectivity to all modules in the cluster and if a module becomes isolated from the other modules, no data can be transmitted. 

    The remaining modules in the cluster report a NETWORK_LINK_NO_DATA event for the two Interconnection ports on the failed module. The isolated module was excluded from the cluster and is in a failed state. Because of the inherent redundancy and spare capacity built into the system, the IBM Spectrum Accelerate system remains running and servicing data.

     

    
      
        	
          Note: If Proactive Support is configured on the IBM Spectrum Accelerate system, IBM Technical support automatically is updated with the events and can notify the primary contact in these types of instances.

        
      

    

    Figure 9-47 shows a system that is experiencing some type of failure.
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    Figure 9-47   System with a red triangle indicating a failure

    When dealing with this type of failure, complete the following steps to restore the system:

    1.	To obtain more information about the problem, click the system icon to browse to the system view. Module:3 and all of its disks are in failed state, as shown in Figure 9-48.
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    Figure 9-48   Module:3 is in failed state

    2.	The system events provide more information about the cause for the failure. Open the Events window by selecting System → Events, as shown in Figure 9-49.
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    Figure 9-49   Opening the Events view

    3.	Checking the system events that are shown in Figure 9-50 reveals that before the Module:3 failure, a NETWORK_LINK_NO_DATA event was posted by the functioning modules (1, 2, and 4). Because Module:3 never posted this error, the logical conclusion is that Module:3 lost connectivity to both of its interconnect links.

     

    
      
        	
          Note: Without interconnect connections, a module cannot send or receive data to or from any other module and is of no use to the system.
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    Figure 9-50   Module:3 failure because of lost interconnects

    Looking at the VMware ESXi server, the use of the VMware vSphere client as shown in Figure 9-51 shows that the IBM Spectrum Accelerate virtual machine status is Powered On and not reporting any errors.
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    Figure 9-51   Status of the hosting virtual machine of Module:3 is OK

    Because the network connectivity is restored, the VMware ESXi host indicates that everything is OK on the VMware ESXi server and virtual machine. It can be concluded that the remaining problem of the failed module can be corrected at the IBM Spectrum Accelerate software level.

    Recovering a failed module on a healthy virtual machine

    This section provides a step-by-step procedure to recover the failed module. This example assumes that the following conditions are met: 

    •Administrative access is available to the VMware ESXi server.

    •IBM XIV Management GUI access is available with a user account that is a member of the Operations Administrator user category.

    •The virtual machine of the failed module is in Powered ON state.

    •All network links are up.

    To recover a failed module, complete the following steps:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user who is a member of the Operations Administrator user category.

    2.	Open the system modules view. Right-click the failed module (in this case, 1:Module:3), and select Test, as shown in Figure 9-52.
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    Figure 9-52   Module menu showing the testing option

    3.	In the Command Completed Successfully window, select OK. The IBM XIV Management GUI now displays a view as shown in Figure 9-53 on page 294. This view indicates that the module entered initializing mode. When this issue occurs, the red triangles in the display change to yellow caution triangles, as shown in Figure 9-53 on page 294, which indicates that module repair is being attempted. 

     

    
      
        	
          Note: During initialization, the module undergoes various tests to validate the module configuration and test that the module components are functioning and ready to be used.

          The initialization process can take a long time to complete as a battery of diagnostic tests are completed on the module being tested.
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    Figure 9-53   Module in initializing state

    4.	When the component test completes successfully, the module changes to a Ready state. When the module is in a Ready state, right-click the module and select Phase in (as shown in Figure 9-54) to bring the module into the IBM Spectrum Accelerate system cluster.
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    Figure 9-54   Module:3 ready for phase in

     

    
      
        	
          Note: The phase in process is run in the background (as shown in Figure 9-55 on page 295) and completes after all the data on the system is redistributed to account for the new disk. The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.
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    Figure 9-55   Module:3 disks phasing in (redistributing) 

    When Module:3 completes the phase in process, all modules are back to OK state, as shown in Figure 9-56.
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    Figure 9-56   All modules in OK state, redistribution completed

    At the end of the redistribution process, the system regains Full Redundancy status, as shown in Figure 9-57. This state is the wanted state and the recovery procedure is complete.
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    Figure 9-57   System showing Full Redundancy

    9.7.2  Case 2: Module failure at VMware level (Virtual Machine is powered off) 

    A module failure at VMware ESXi server level occurs when a module is marked Failed in the IBM XIV Management GUI and the virtual machine shows Powered Off status when it is viewed on the VMware ESXi server.

    The recovery must be performed by a user who is assigned to Operation Administrator user category on the affected IBM Spectrum Accelerate system. A user with administrative access to the VMware server that hosts the failed module is also necessary.

    Typical failure scenario of a module failure at VMware level occurs

    In this failure scenario, one of the IBM Spectrum Accelerate virtual machines went into a powered off state. Figure 9-58 shows a system with some kind of failure in the IBM XIV Management GUI.
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    Figure 9-58   System with a red triangle indicating a failure

    Complete the following steps:

    1.	To obtain more information about the problem, select the system icon to enter the system view for the IBM Spectrum Accelerate system. Module:3 and all its disks are in failed state, as shown in Figure 9-59.
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    Figure 9-59   Module-3 is in failed state

    2.	The system events give further information about the cause for the failure. Open the Events view by selecting System → Events, as shown in Figure 9-60.
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    Figure 9-60   Opening the Events view 

    Looking at the system events (see Figure 9-61), Module:3 is listed as failed and the IBM Spectrum Accelerate system started a rebuild of the data. It is also apparent that the module lost IP connectivity, but no explanation is present. There are no other events in the IBM XIV Management GUI that explain more about the cause of the failure.
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    Figure 9-61   Module:3 failure events

    3.	Check the corresponding virtual machine on the VMware ESXi server that hosts it to gain a better understanding of the issue. Figure 9-62 shows the virtual machine in a Powered Off state.
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    Figure 9-62   Status of the hosting VM of module-3 is Powered Off

    Recovering a failed module when the virtual machine is powered off

    In this section, the process that is used to recover a failed module where the failure is at the virtual machine level on the VMware ESXi server is described. For this example, it is assumed that all of the following conditions were met: 

    •The virtual machine of the failed module is in the Powered Off state.

    •The VMware ESXi server and virtual machine configuration is correct. 

    •The IBM Spectrum Accelerate system is in the Fully Redundant state.

    Complete the following steps:

    1.	Verify that the VMware ESXi server configuration is correct. Pay special attention to ensure that the network setup is still accurate, meaning that vSwitches and port groups are present and functioning, as shown in Figure 9-63.
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    Figure 9-63   VMware ESXi server network configuration 

    2.	After the server and network components are verified, power on the virtual machine by right-clicking the virtual machine in the VMware vSphere client and selecting Power → Power On, as shown in Figure 9-64.
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    Figure 9-64   Powering on the virtual machine

    3.	Allow the virtual machine to be powered on and time elapse for the start process to complete. An example of a powered on virtual machine is shown in Figure 9-65.
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    Figure 9-65   Virtual machine is powered on 

     

    
      
        	
          Tip: System recovery actions can be completed only by an IBM Spectrum Accelerate system user who is a member of the Operations Administrator user category. Ensure that there is access to the IBM XIV Management GUI with a user of this category. 

        
      

    

    4.	Open the IBM Spectrum Accelerate system’s System View in the IBM XIV Management GUI and right-click the failed module. Select Test (as shown in Figure 9-66) to test the module.

    [image: ]

    Figure 9-66   Start testing the module after powering on the virtual machine

    5.	Select OK in the Command Completed Successfully window. The module in the IBM XIV Management GUI system view changes to Module Initializing, as shown in Figure 9-67. This status indicates that the module entered Initializing mode. 
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    Figure 9-67   Module state changes from failed to initializing

    6.	Soon after the testing process begins, the module state changes from Failed to Initializing and the red triangle turns yellow, as shown in Figure 9-68.
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    Figure 9-68   Module in initializing state

     

    
      
        	
          Note: The initialization process can take a long time to complete as many diagnostic tests are run on the component that is being tested.

        
      

    

    7.	When the initialization process completes, the module state changes to Ready. When the module is in a Ready state, right-click the module and select Phase in, as shown in Figure 9-69.
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    Figure 9-69   Module:3 ready for phase in

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed to account for the new disk (see Figure 9-70). The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number and of disks, and the interconnect bandwidth of the system.
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    Figure 9-70   Module disks phasing in (redistributing) 

    8.	After the Module:3 phase is completed, all modules return to an OK state, as shown in Figure 9-71.
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    Figure 9-71   All modules in OK state, redistribution completed

    At the end of the redistribution process, the system shows Full Redundancy as its status, as shown in Figure 9-72. This is the wanted system state and the recovery procedure complete.
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    Figure 9-72   Back to Full Redundancy

    Figure 9-73 shows the events that give a good overview of the actions that were taken during the recovery procedure, including time stamps.
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    Figure 9-73   Events generated during recovery procedure

    9.7.3  Case 3: Module failure requiring software replacement 

    There can be instances in which a module is failed at the IBM Spectrum Accelerate system level and the virtual machine is not present on the VMware ESXi server. This issue can occur can be because the virtual machine was accidentally deleted. A software replacement of the module is required before it can be brought back into the IBM Spectrum Accelerate system. In this case, a new deployment is required for the module to prepare it for recovery back into the system. 

    The following prerequisites must be met for a successful repair action:

    •A user is assigned to the Operations Administrator user category on the IBM Spectrum Accelerate system.

    •A user with administrative access to the VMware ESXi server that hosts the failed module is available.

    •The IBM Spectrum Accelerate deployment kit that is used to deploy the IBM Spectrum Accelerate system is available.

    •The deployment configuration XML file that is used for deploying the system is available.

    Typical failure scenario for a module requiring software replacement

    This scenario involves one of the IBM Spectrum Accelerate virtual machines being accidentally deleted. To resolve this problem, complete the following steps:

    1.	Connect to the IBM Spectrum Accelerate system with a user that is a member of the Operations Administrator user category. Click the IBM Spectrum Accelerate system to enter the system view and see that a module is marked as failed. 

    2.	Browse to the Events view to see the event log (see Figure 9-74). Event logs show the module failure and system data rebuild and redistribution.
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    Figure 9-74   Events posted upon module failure

    3.	Connect to the VMware ESXi server that hosts the IBM Spectrum Accelerate system virtual machine that corresponds to the failed module. There is no virtual machine present on the VMware ESXi server, which indicates accidental deletion.

    Recovering a module by using module software replacement

    Before the module is replaced, the prerequisites must be met:

    •The virtual machine of the failed module is not present on the VMware ESXi server.

    •The IBM Spectrum Accelerate System is in a fully redundant state.

    Complete the following steps before the module is replaced:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI. Select Tools → XCLI to open an XCLI terminal. 

    2.	Ensure that the system did not detect a MEDIUM_ERROR_NOT_RECOVERED event by using the IBM XIV Management XCLI, as shown in Example 9-32. This event indicates that there was a medium error detected during rebuild. If this error is found, contact IBM Technical Support for further assistance.

     

    
      
        	
          Note: The arguments for this command require the after= value to specify a start time for the event search. 

          The after= value specifies current date.hour minus 8,16, 24, or 32 days. Removing a failed disk that includes the undamaged partition when the functioning disk does not include the partition prevents proper recovery and must be avoided.

        
      

    

    Example 9-32   Checking the event_list
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    XIV ITSO_SDS2>> event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp	 Severity	 Code	 User	 Description
XIV ITSO_SDS2>>
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    3.	Run the state_list command (as shown in Example 9-33) to determine whether the system is Fully Redundant or in a rebuild or redistribution state. 

    Example 9-33   Verification of no rebuild, redistribution state, or any medium error events logged
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    XIV itso_sds1>>state_list

    Category            Value            

    system_state        on               

    target_state        on               

    safe_mode           no               

    shutdown_reason     No Shutdown      

    off_type            off              

    redundancy_status   Redistributing   

    ssd_caching         disabled         

    encryption          Not Supported    

     

    XIV itso_sds1>>monitor_redist

    Type             Initial Capacity to Copy (GB)   Capacity Remaining to Copy (GB)   %done   Time Started          Estimated Time to Finish   Time Elapsed   

    Redistribution   17                              13                                24      2015-03-09 14:25:03   0:00:54                    0:00:17        

     

    XIV itso_sds1>>event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp   Severity   Code   User   Description 
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    4.	If the system is not in a fully redundant state, run the monitor_redist command to find how long an ongoing rebuild or redistribution process takes until the system achieves Full Redundancy. 

     

    
      
        	
          Note: The reported times are estimations only and might increase or decrease, depending on the workload of the system. Example 9-33 shows that 24% of the capacity to redistribute is done and the remaining time is 54 seconds; however, the process can take longer.

        
      

    

    Complete the following steps to recover the module. At this stage, the IBM Spectrum Accelerate system software can be deployed to the VMware ESXi server. In this example, the Windows command line is used:

    1.	Set up the deployment configuration XML file for deployment of the IBM Spectrum Accelerate system software to the VMware ESXi server. The easiest method is to use the deployment configuration XML file that was used to deploy the IBM Spectrum Accelerate system and remove the server specific stanzas for all the modules, except the stanza that is being redeployed. Unlike the original VMware ESXi server stanza, the option module=”X” must be added to the stanza to tell the deployment kit which specific module is being deployed.

     

    
      
        	
          Important: Example 9-34 shows the <server> stanza for Module:1 with the option module_id="1" to define the deployment as that specific module.

        
      

    

    Example 9-34   The deployment configuration XML file for Module:1
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    <sds_machine 

      data_disk="6" 

      enable_diagnostic_mode="no" 

      icn="1234567" 

      interconnect_mtu="9000" 

      memory_gb="48" 

      name="itso_sds1" 

      off_premise="no" 

      ssd_disks="0" 

      use_virtual_disks="false" 

      vm_gateway="10.12.101.1" 

      vm_netmask="255.255.254.0">

        <esx_servers>

            <server 

    		module_id="1" 

    		Data store="Enterprise_1" 

    		hostname="10.12.102.56" 

    		interconnect_ip_address="14.60.0.4" 

    		interconnect_ip_netmask="255.255.255.0" 

    		interconnect_network="Interconnect" 

    		iscsi_network="ISCSI" 

    		mgmt_network="Management" 

    		password="password" 

    		username="root" 

    		vm_mgmt_ip_address="10.12.101.77"/>

        </esx_servers>

    </sds_machine>
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          Note: If a deployment configuration XML file that was exported from the IBM XIV Management GUI during system deployment is used, make sure to add the correct VMware ESXi server user name and password to the server definition. 

          To ensure security of the VMware ESXi servers, the VMware ESXi administrative passwords are not retained in the exported deployment configuration XML files.

          If the password is not added, the deployment fails with the following error messages:

          Verifying SSH credentials and connection
*** Node Verification Error ***

        
      

    

    2.	Extract the deployment kit to a folder on the Windows workstation that is being used for the redeployment of the module.

    3.	Open the Windows command line on the Windows workstation. Browse to the folder that contains the extracted deployment kit and select the available options by running the xiv_sds_deployment_win.cmd file without any parameters, as shown in Example 9-35. 

    Example 9-35   Deployment .cmd file options
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    C:\SDS_Deploy_Win>xiv_sds_deployment_win.cmd

    Usage: windows_deploy.py [options]

     

    Options:

      -h, --help            show this help message and exit

      -c FILE, --config=FILE

                            Deploy based on the specified XML configuration file

                            (full path).

      -f, --force           Allows the deployment script to delete existing VMs

                            that have the same name.

      -a, --add-module      Add one or more virtual XIV modules (storage nodes).

                            Can be used only with -c|--config.

      -V, --verbose         Run in verbose mode. Can be used only with

                            -c|--config.

      -v, --version         Display the version number of the embedded XIV

                            microcode.

      -n, --no-startup      Deploy, but do not turn the VMs.

      -b, --batch           Assume 'N' on all user prompts.
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    4.	Run the deployment process by running the xiv_sds_deployment_win.cmd with the -a and -c arguments. This command deploys the IBM Spectrum Accelerate system software in the --add-module method by using the deployment configuration XML file specified with the --config option, as shown in Example 9-36.

    Example 9-36   Module deploy command
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    C:\SDS_Deploy_Win>xiv_sds_deployment_win.cmd -a -c deploy_sds_2015-02-19.19-42-54.xml -V

    2015-02-27 15:03:10: Flags:

    2015-02-27 15:03:10: -c  deploy_sds_2015-02-19.19-42-54.xml

    2015-02-27 15:03:10: -a

    2015-02-27 15:03:10: --batch

    2015-02-27 15:03:10: Arguments check log file for postinstall analysis located at c:\users\itso\appdata\local\temp\check_args.log

    2015-02-27 15:03:10: Looking for software image and for local XIV disk

    2015-02-27 15:03:10: Found local XIV storage  image: xiv_local_storage.vmdk

    2015-02-27 15:03:10: Found XIV software image: xiv_sw_image.vmdk

    2015-02-27 15:03:10: Running RelaxNG validation on deploy_sds_2015-02-19.19-42-54.xml

    2015-02-27 15:03:10: XML file deploy\sds.xml checked succesfully and found valid

    ...........
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    For reference, the full output of the redeployment process is shown in Example 9-37.

    Example 9-37   Output messages of deployment run
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    .........

    2015-02-27 15:03:10: SDS XML file used: C:\dSDS_Deploy_Win\deploy\sds.xml

    2015-02-27 15:03:10: OVF template file used: C:\SDS_Deploy_Win\deploy\Sample_RDM.ovf

    2015-02-27 15:03:10: Local storage VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_local_storage.vmdk

    2015-02-27 15:03:10: XIV Software VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-02-27 15:03:10: **********

    2015-02-27 15:03:10: Running deploy_sds with the following arguments : ['-x', 'C:\\SDS_Deploy_Win\\deploy\

    \sds.xml', '-o', C:\\SDS_Deploy_Win\\deploy\\Sample_RDM.ovf', '-b', 'C:\\SDS_Deploy_Win\\deploy\\xiv_local_storage.vmdk', '-v', 'C:\\SDS_Deploy_Win\\deploy\\xiv_sw_image.vmdk', '-a', '--no-vcenter', '--batch']

    2015-02-27 15:03:10: Starting deploy...

    2015-02-27 15:03:10: Running deployment script serially

    2015-02-27 15:03:14: Using vmdk image C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-02-27 15:03:16: Parsing deploy XML C:\SDS_Deploy_Win\deploy\sds.xml

    2015-02-27 15:03:16: Verifying IP addresses validity...

    2015-02-27 15:03:16: IP addresses verified successfully.

    2015-02-27 15:03:16: Executing ESXi verifications before deployment

    2015-02-27 15:03:16: Executing ESXi verifications before deployment

    2015-02-27 15:03:16: Verifying ESXi server 10.12.102.56

    *** [10.12.102.56] Verifying ESXi SSH port is opened

    *** [10.12.102.56] Verifying SSH credentials and connection

    *** [10.12.102.56] Verifying memory size on the ESXi host

    *** [10.12.102.56] Verifying data store Enterprise_1 existence on the ESXi host

    *** [10.12.102.56] Verifying data store size

    *** [10.12.102.56] Verifying Networking configuration validity on ESXi servers

    *** [10.12.102.56] Networking configuration verified on ESXi host

    2015-02-27 15:03:22: SDS ESXi Nodes Verifications Completed Successfully

    2015-02-27 15:03:22: Updating OVF new_outputs/vmdk/tmp_ovf.ovf Memory Elements

    2015-02-27 15:03:22: Updating memory element: rasd:ElementName with size: 49152 MB

    2015-02-27 15:03:22: Updating memory element: rasd:Reservation with size: 49152 MB

    2015-02-27 15:03:22: Updating memory element: rasd:VirtualQuantity with size: 49152 MB

    2015-02-27 15:03:22: Saving the updated OVF XML

    2015-02-27 15:03:24: Creating direct attach disks on ESXi server 10.12.102.56: 6 data disks and 0 SSD disks

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Device mpx.vmhba32:C0:T0:L0 is of type CD-ROM - skipped

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056861af7 as DATA disk #1

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056872a47 as DATA disk #2

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686a6c3 as DATA disk #3

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056871667 as DATA disk #4

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005687135b as DATA disk #5

    2015-02-27 15:03:36: [10.12.102.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686e2d7 as DATA disk #6

    2015-02-27 15:03:36: Going to deploy VM itso_sds1_module_1

    Opening OVF source: new_outputs/vmdk/tmp_ovf.ovf

    Opening VI target: vi://root@10.12.102.56:443/

    Deploying to VI: vi://root@10.12.102.56:443/

    Transfer Completed

    Completed successfully

    2015-02-27 15:06:46: Deploy of All modules completed successfully!

    2015-02-27 15:06:46: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_1

    2015-02-27 15:07:02: Adding disks to All VMs completed successfully

    2015-02-27 15:07:02: Turning on VM: 'itso_sds1_module_1' on ESXi host: '10.12.102.56'

    2015-02-27 15:07:11: Module 1 started successfully

    2015-02-27 15:07:11: System (non-unique) serial number: 9051093

    2015-02-27 15:07:11: System's machine unique ID (UUID): dd418e4f781f4864a1c7e48188098d2d

    2015-02-27 15:07:11: All Done

    C:\SDS_Deploy_Win>
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    5.	Verify that the status of the virtual machine on the VMware ESXi host server is in a Power on state, as shown in Figure 9-75.
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    Figure 9-75   VM is back in the Power on state 

    6.	Connect the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user who is a member of the Operations Administrator user category.

    7.	Click the system to enter the System view. Right-click the failed module and select Test, as shown in Figure 9-76.
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    Figure 9-76   Module menu: Test 

    8.	The IBM XIV Management GUI now displays a view as shown in Figure 9-77, which indicates that the module entered the Initializing state. During initialization, the module undergoes various tests to verify that all required components are present and ready to be used. Within a matter of minutes, the module state changes from Failed to Initializing and the red triangle turn yellow.
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    Figure 9-77   Module:1 in initializing state

     

    
      
        	
          Note: Allow the module to complete the testing process and have a state of Ready. This process can take time because of the various tests that are conducted on the module.

        
      

    

    9.	Right-click the module and select Phase in, as shown in Figure 9-78. This step is the last step of the manual recovery process.
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    Figure 9-78   Module:1 phase in 

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed to account for the new disk. The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.

        
      

    

    10.	The phase in process continues (see Figure 9-79) until the system reaches the Full Redundancy state.
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    Figure 9-79   Module disks phasing in (redistributing) 

    Figure 9-80 shows a typical pattern of a test and phase in of a module. There is no view of the actions taken on the VMware ESXi server because the IBM Spectrum Accelerate system has no visibility to the underlying layers.

    [image: ]

    Figure 9-80   Recovery events

    9.7.4  Case 4: Module failure requiring hardware replacement 

    This section describes the situation in which a module is defective in such a way that a hardware replacement of the entire VMware ESXi server is necessary. 

    Signs that hardware replacement are necessary include that the VMware ESXi server does not power on or the system board reports a severe error or another major component, such as the disk controller is defective.

    It is up to the IBM Spectrum Accelerate system administrator to decide what kind of repair action to apply. That task can include identifying the defective component and repairing it immediately or replacing the entire server. In cases where downtime is critical, the best practice is to have spare servers available to replace defective equipment quickly.

    Another decision that must be made is whether to reuse the HDDs from the failed server or replace them. From an IBM Spectrum Accelerate viewpoint, both methods are valid; therefore, the decision must be based on cost, age, and wear of the old HDDs and any other procedures that might be in place.

    The process to replace module hardware is essentially the same as IBM Spectrum Accelerate system software replacement, with the following exceptions:

    •A replacement server must be installed and connected to the network.

    •The VMware ESXi server configuration is configured for the environment.

    The following prerequisites must be met to successfully repair a module:

    •A user account assigned to the Operations Administrator user category on the IBM Spectrum Accelerate system is available.

    •A user account with administrative access to the VMware ESXi server which hosts the IBM Spectrum Accelerate virtual machine is available.

    •Replacement hardware (with or without HDDs) is available.

    •Enough HDDs with the correct capacity must be installed in the replacement VMware ESXi server.

    •VMWare ESXi installation media are available with a version of VMware ESXi that is at the same level as what is installed on the other VMware ESXi servers that host IBM Spectrum Accelerate virtual machines.

    •Device driver files that are not part of the standard VMware ESXi installation media are available.

    •Configuration setup information for Storage and Networking is available.

    •The IBM Spectrum Accelerate deployment kit that is used for deploying IBM Spectrum Accelerate systems is available.

    •An IBM Spectrum Accelerate system deployment configuration XML file that is used to deploy the original IBM Spectrum Accelerate system is available.

    •Mechanical tools and a lifter to replace the old server and install the new one are available, if needed.

    Configuration information of a module (pre-failure task)

    This section describes the following information from the old (failed) server that is required to successfully install the VMware Hypervisor on a replacement:

    •The virtual machine summary window provides an overview of the setup, as shown in Figure 9-81. (The networking setup that is shown is an example and does not necessarily represent best practices.)
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    Figure 9-81   Virtual machine summary window

    •Information about the data stores, as shown in Figure 9-82.
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    Figure 9-82   Data store information 

    •Information about network adapters that are installed in the module, as shown in Figure 9-83.
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    Figure 9-83   Network adapters installed in module

    •Information about the networking setup of module, as shown in Figure 9-84.
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    Figure 9-84   Networking configuration

    Complete the following steps:

    1.	Set the MTU to 9000 for 10 GbE ports for the ports that are being dedicated to the IBM Spectrum Accelerate interconnection ports, as shown in Figure 9-85.
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    Figure 9-85   Setting MTU to 9000 for 10 GbE ports

    2.	Set the MTU to 9000 for 10 GbE ports for the ports that are being dedicated to the IBM Spectrum Accelerate iSCSI connectivity ports, as shown in Figure 9-86.
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    Figure 9-86   Setting MTU for iSCSI ports

    Typical failure scenario with module hardware replacement

    In the scenario that is described in this section, a module failed with a severe hardware error and the underlying VMware ESXi server must be replaced.

    The IBM XIV management GUI shows the system with a yellow or a red triangle and that the system is in a rebuild state, as shown in Figure 9-87.
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    Figure 9-87   System reporting a severe error and doing a rebuild

    To identify the cause of the problem, click the system to enter the System view. This view shows that Module:1 failed, as shown in Figure 9-88. The rebuild completed successfully and the system is fully redundant again. Module:1 is still visible, despite that it is in fact powered off.
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    Figure 9-88   Module:1 failed, but system is fully redundant

    The VMware vSphere client has lost the connection to the VMware ESXi server because of a hardware failure, as shown in Figure 9-89.

    [image: ]

    Figure 9-89   VMware Client connection loss

    Trying to reconnect the VMware vSphere client fails because the server is not power on, as shown in Figure 9-90.
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    Figure 9-90   Not possible to reconnect to module

    Recovering server hardware through hardware replacement

    The following procedure describes the replacement of a VMware ESXi server that hosted an IBM Spectrum Accelerate system. This process assumes that the VMware ESXi installation is done from a USB flash drive. Also, the HDDs from the failed server are reused.

    Important pre-checks before VMware ESXi server hardware replacement

    Complete the following steps to verify that the IBM Spectrum Accelerate system completed the rebuild process and that no unrecoverable media errors were detected:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI. 

    2.	Select Tools → XCLI to open an IBM XIV Management XCLI terminal. 

    3.	Ensure that the system has not detected a MEDIUM_ERROR_NOT_RECOVERED event by using the IBM XIV Management XCLI, as shown in Example 9-38. This event indicates that there was a medium error detected during rebuild. If this error is found, contact IBM Technical Support for further assistance.

     

    
      
        	
          Note: The arguments for this command require the after= value to specify a start time for the event search. 

          The after= value specifies current date.hour minus 8,16, 24, or 32 days. Removing a failed disk that includes the undamaged data when the functioning disk does not include the data prevents proper recovery and must be avoided.

        
      

    

    Example 9-38   Checking the event_list 
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    XIV ITSO_SDS2>> event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp	 Severity	 Code	 User	 Description
XIV ITSO_SDS2>>
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    4.	Run the state_list command (as shown in Example 9-39) to determine whether the system is Fully Redundant or in a rebuild or redistribution state. 

    5.	If the system is not in a fully redundant state, run the monitor_redist command to find how long an ongoing rebuild or redistribution process takes until the system achieves Full Redundancy. 

     

    
      
        	
          Note: The reported times are estimations only and might increase or decrease, depending on the workload of the system. Example 9-39 shows that 24% of the capacity to redistribute is done and the remaining time is 54 seconds, but the process can take longer.

        
      

    

    Example 9-39   Verification of no rebuild, redistribution state, or any medium error events logged
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    XIV itso_sds1>>state_list

    Category            Value            

    system_state        on               

    target_state        on               

    safe_mode           no               

    shutdown_reason     No Shutdown      

    off_type            off              

    redundancy_status   Redistributing   

    ssd_caching         disabled         

    encryption          Not Supported    

     

    XIV itso_sds1>>monitor_redist

    Type             Initial Capacity to Copy (GB)   Capacity Remaining to Copy (GB)   %done   Time Started          Estimated Time to Finish   Time Elapsed   

    Redistribution   17                              13                                24      2015-03-09 14:25:03   0:00:54                    0:00:17        

     

    XIV itso_sds1>>event_list after=2015-02-28.16 code=MEDIUM_ERROR_NOT_RECOVERED

    Timestamp   Severity   Code   User   Description 
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    VMware ESXi server hardware replacement: Installing Module Exchange and VMware ESXi

    Complete the following steps:

    1.	Remove the failed and powered-off VMware ESXi server mechanically from the rack.

    2.	If the old HDDs are being reused, remove each disk from the failed server.

    3.	If the old HDDs are being reused, insert each disk into the new server (slot position is not important).

     

    
      
        	
          Note: The disk that holds the old data store is not inserted at this stage to ensure a clean installation of the VMware ESXi to a new disk. The disk with the old data store was inserted into its slot after customization was finished and before the VMware ESXi was restarted.

        
      

    

     

    4.	Write down the disk slot, serial number, and WWN of each disk in a table as described in Table 2-1 on page 19.

    5.	Insert the new server into the rack.

    6.	Insert a USB stick with the required VMware Hypervisor installer files.

    7.	Connect the power and data cables to the new module.

    8.	When starting the system, press the hot key to start from the USB.

    9.	The VMware installer installs the Hypervisor on the module and requests the following user input:

    a.	Select a disk with a VMFS partition for Installation (preferably the disk in slot 0).

    b.	Enter a root password twice.

    The installer scans the hardware of the system and installs VMware ESXi on the selected disk.

    After the installation process is completed, VMware ESXi restarts.

    After entering the root password, the System Customization menu is displayed.

    c.	Select Configure Management Network, IP Configuration, and then select Set static IP address.

    d.	Enter the VMware ESXi server Management IP Address, Subnet Mask, and default Gateway IP Address. Select OK.

    e.	Select DNS Configuration.

    f.	Enter Primary / Alternate DNS Server IP, and Hostname =localhost or 127.0.0.1. Select OK.

    g.	Select Network Adapters.

    h.	Select Device with Status Connected for the VMware ESXi management network connection and click OK.

    i.	As network setup is complete, press ESC to leave Configure Management Network.

    j.	Optionally, test the configuration by selecting Test Management Network.

    k.	If network test was successful, select Restart Management Network.

    Management network is restarted and changes are applied.

    l.	Select Troubleshooting Options from the Customization menu with the following settings:

    i.	Keep Enable VMware ESXi Shell.

    ii.	Select Enable SSH.

    If the VMware ESXi server module has other adapters (such as a 10 GbE adapter), the appropriate device drivers must be installed. Because the VMware ESXi server is now available on the management network, the driver installation can be done remotely by using an SSH tool, such as PuTTY.

    10.	Insert the disk with that was left out in step 3, with the old data store. 

    11.	After installing all required device drivers, restart the VMware ESXi server.

    VMware ESXi server hardware replacement: VMware ESXi setup

    Complete the following steps:

    1.	When the VMware ESXi server completes the start process, connect as an administrative user by using the VMware vSphere client.

    2.	After connecting the VMware vSphere client, the data store view shows two data stores, as shown in Figure 9-91. It is apparent that both of the old disks were reinstalled into the replacement server:

     –	Enterprise_1 is the data store from the old VMware ESXi server before the module replacement.

     –	datastore1 is the data store from the new VMware ESXi installation, which is the correct data store.
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    Figure 9-91   Two data stores shown upon restart

    3.	Delete the old data store Enterprise_1, as shown in Figure 9-92. 

    [image: ]

    Figure 9-92   Deleting old data store

    4.	Confirm that the data store was deleted and verify that the old Enterprise_1 data store is no longer present and the new datastore1 remains. Rename datastore1 to be compliant with your environment, as shown in Figure 9-93. The data store name must comply with the data store that is defined in the deployment configuration XML file for the module being replaced.
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    Figure 9-93   Rename new data store

    Figure 9-94 shows how to enter the new data store name.
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    Figure 9-94   datastore1 renamed to Enterprise_1

    Figure 9-95 shows the disk holding data store Enterprise_1 along with seven other data disks and a CD-ROM device.
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    Figure 9-95   Storage devices installed in module

    5.	Configure the VMware ESXi network and virtual network devices so that they are consistent with the environment on which the server is being deployed. In our example, only the VMware ESXi management network is defined, as shown in Figure 9-96.
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    Figure 9-96   VMware ESXi management network 

    6.	Start with renaming the Management Network port group from VM Network to the name of the management network that is defined in the deployment configuration XML file. Select Properties of vSwitch0. Then, select VM Network and click Edit. A window opens in which the name can be changed, as shown in Figure 9-97.
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    Figure 9-97   Renaming the network

    7.	Two more virtual switches must be configured: one for the module-to-module interconnect network and another for the iSCSI connection to external hosts. In this example, two separate 10 GbE adapters are used. Select Add Networking from the Networking window, as shown in Figure 9-98 on page 325.
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    Figure 9-98   Starting the Network set up wizard

    8.	Select Virtual Machine under Connections Type, as shown in Figure 9-99.
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    Figure 9-99   Create a Virtual Machine connection

    9.	In the Network Access window, select the adapter to be used for the new vSwitch. In this example, it is a 10 GbE QLogic adapter vmnic5, as shown in Figure 9-100 on page 326. A value of 10000 Full in the column Speed indicates that the adapter is up and running.

     

    
      
        	
          Note: If the network device was not active, the Speed column shows Down as can be seen for vmnic0, vmnic1, and vmnic2.
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    Figure 9-100   Selecting an active adapter 

    10.	In the Connections Settings window, enter a name for the new network that the port group name assigned to the iSCSI connectivity in the IBM Spectrum Accelerate deployment configuration XML file and leave the optional VLAN ID at None, as shown in Figure 9-101.
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    Figure 9-101   Label for the new network

    11.	Select the Summary tab and click Finish to finalize the virtual switch configuration. 

    12.	Change the MTU for the newly generated network to 9000 to match the value in the deployment configuration XML file that is used later. Select Properties of vSwitch2. Then, select vSwitch and click Edit to see the window that is shown in Figure 9-102. Change the MTU on the General tab from 1500 to 9000.
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    Figure 9-102   Maximum Transmission Unit 

    13.	After setting up the ISCSI network, repeat steps 8 - 14 to complete the same setup for the Interconnect network. Always remember to use the same names and values that are in the deployment configuration XML file.

    14.	After completing the networking setup, Figure 9-103 shows the final Networking Configuration. It consists of three vSwitches: one for Management at 1 GbE, one for Interconnect at 10 GbE, and one for iSCSI at 10 GbE speed.
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    Figure 9-103   Networking configuration example

    15.	To conclude the networking setup, select the Configuration tab then Network Adapters, as shown in Figure 9-104. The tab provides the same information as shown in Figure 9-103, but from the adapter’s viewpoint. 
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    Figure 9-104   Networking Adapters overview

    VMware ESXi server hardware replacement Step 3: Module deployment

    The IBM Spectrum Accelerate system software can be deployed to the configured VMware ESXi server by using the IBM Spectrum Accelerate Windows deployment kit. Complete the following steps:

    1.	Set up the deployment configuration XML file. The easiest method to configure the file is to take the deployment configuration XML file that was used for deploying the IBM Spectrum Accelerate system and removing all <server> stanzas, except for the module that is being replaced. That <server> stanza must contain the parameter module=”X” where X is the module number that is being deployed. Example 9-40 shows adding module_id="1" to deploy a replacement for the failed Module:1 at the IBM Spectrum Accelerate system layer. 

    Example 9-40   Deployment configuration XML file for Module:1
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    <sds_machine 

      data_disk="6" 

      enable_diagnostic_mode=”yes" 

      icn="1234567" 

      interconnect_mtu="9000" 

      memory_gb="48" 

      name="itso_sds1" 

      off_premise="no" 

      ssd_disks="0" 

      use_virtual_disks="false" 

      vm_gateway="10.12.101.1" 

      vm_netmask="255.255.254.0">

        <esx_servers>

            <server 

    		module_id="1" 

    		Data store="Enterprise_1" 

    		hostname="10.12.102.56" 

    		interconnect_ip_address="14.60.0.4" 

    		interconnect_ip_netmask="255.255.255.0" 

    		interconnect_network="Interconnect" 

    		iscsi_network="ISCSI" 

    		mgmt_network="Management" 

    		password="password" 

    		username="root" 

    		vm_mgmt_ip_address="10.12.101.77"/>

        </esx_servers>

    </sds_machine>
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          Note: If a deployment configuration XML file that was exported from the IBM XIV Management GUI during system deployment is used, make sure to add the correct VMware ESXi server user name and password to the server definition. 

          To ensure security of the VMware ESXi servers, VMware ESXi administrative passwords are not retained in exported deployment configuration XML files.

          If the password is not added, the deployment fails with the error messages:

          Verifying SSH credentials and connection
*** Node Verification Error ***

        
      

    

    2.	After setting up the deployment configuration XML file, extract the deployment kit archive to a location on a Windows workstation.

    3.	Open the Windows command-line and browse to the folder that contains the extracted deployment files. Check the available options of using the deployment kit by running the xiv_sds_deployment_win.cmd file without any parameters, as shown in Example 9-41. 

    Example 9-41   Deployment .cmd file options
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    C:\SDS_Deploy_Win>xiv_sds_deployment_win.cmd

    Usage: windows_deploy.py [options]

     

    Options:

      -h, --help            show this help message and exit

      -c FILE, --config=FILE

                            Deploy based on the specified XML configuration file

                            (full path).

      -f, --force           Allows the deployment script to delete existing VMs

                            that have the same name.

      -a, --add-module      Add one or more virtual XIV modules (storage nodes).

                            Can be used only with -c|--config.

      -V, --verbose         Run in verbose mode. Can be used only with

                            -c|--config.

      -v, --version         Display the version number of the embedded XIV

                            microcode.

      -n, --no-startup      Deploy, but do not turn the VMs.

      -b, --batch           Assume 'N' on all user prompts.
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    4.	Run the deployment process by running the xiv_sds_deployment_win.cmd command with the -a and -c arguments. This command deploys the IBM Spectrum Accelerate system software in the --add-module method by using the deployment configuration XML that is file specified with the --config option, as shown in Example 9-42. 

    Example 9-42   Module deploy command
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    C:\SDS_Deploy_Win>xiv_sds_deployment_win.cmd -a -c deploy_itso_sds1_module_1_20150306.xml -V

    2015-03-06 15:54:24: Flags:

    2015-03-06 15:54:24: -c  deploy_itso_sds1_module_1_20150306.xml

    2015-03-06 15:54:24: -a

    2015-03-06 15:54:24: --batch

    2015-03-06 15:54:24: Arguments check log file for postinstall analysis located at c:\users\ddad\appdata\local\temp\check_args.log

    2015-03-06 15:54:24: Looking for software image and for local XIV disk

    2015-03-06 15:54:24: Found local XIV storage  image: xiv_local_storage.vmdk

    2015-03-06 15:54:24: Found XIV software image: xiv_sw_image.vmdk

    2015-03-06 15:54:24: Running RelaxNG validation on deploy_itso_sds1_module_1_20150306.xml

    2015-03-06 15:54:24: XML file deploy\sds.xml checked succesfully and found valid

    2015-03-06 15:54:24: SDS XML file used: C:\SDS_Deploy_Win\deploy\sds.xml

    2015-03-06 15:54:24: OVF template file used: C:\SDS_Deploy_Win\deploy\Sample_RDM.ovf

    2015-03-06 15:54:24: Local storage VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_local_storage.vmdk

    2015-03-06 15:54:24: XIV Software VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-03-06 15:54:24: **********

    .........
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    For reference, the rest of the command output is shown in Example 9-43.

    Example 9-43   Output messages of deployment run
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    .........

    2015-03-06 15:54:24: Running deploy_sds with the following arguments : ['-x', 'C:\\SDS_Deploy_Win\\deploy\\sds.xml', '-o', 'C:\\SDS_Deploy_Win\\deploy\\Sample_R

    DM.ovf', '-b', 'C:\\SDS_Deploy_Win\\deploy\\xiv_local_storage.vmdk', '-v', 'C:\\SDS_Deploy_Win\\deploy\\xiv_sw_image.vmdk', '-f', '-a', '--no-vcenter', '--batch

    2015-03-06 15:54:24: Starting deploy...

    2015-03-06 15:54:24: Running deployment script serially

    2015-03-06 15:54:46: Using vmdk image C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-03-06 15:54:48: Parsing deploy XML C:\SDS_Deploy_Win\deploy\sds.xml

    2015-03-06 15:54:48: Verifying IP addresses validity...

    2015-03-06 15:54:48: IP addresses verified successfully.

    2015-03-06 15:54:48: Executing ESXi verifications before deployment

    2015-03-06 15:54:48: Executing ESXi verifications before deployment

    2015-03-06 15:54:48: Verifying ESXi server 9.xx.yy9.56

    *** [9.xx.yy9.56] Verifying ESXi SSH port is opened

    *** [9.xx.yy9.56] Verifying SSH credentials and connection

    *** [9.xx.yy9.56] Verifying memory size on the ESXi host

    *** [9.xx.yy9.56] Verifying data store Enterprise_1 existence on the ESXi host

    *** [9.xx.yy9.56] Verifying data store size

    *** [9.xx.yy9.56] Verifying Networking configuration validity on ESXi servers

    *** [9.xx.yy9.56] Networking configuration verified on ESXi host

    2015-03-06 15:54:55: SDS ESXi Nodes Verifications Completed Successfully

    2015-03-06 15:54:55: Updating OVF new_outputs/vmdk/tmp_ovf.ovf Memory Elements

    2015-03-06 15:54:55: Updating memory element: rasd:ElementName with size: 49152 MB

    2015-03-06 15:54:55: Updating memory element: rasd:Reservation with size: 49152 MB

    2015-03-06 15:54:55: Updating memory element: rasd:VirtualQuantity with size: 49152 MB

    2015-03-06 15:54:55: Saving the updated OVF XML

    2015-03-06 15:54:58: VM itso_sds1_module_1 already exists - deleting it

    2015-03-06 15:54:58: Removing VM itso_sds1_module_1

    2015-03-06 15:55:01: Creating direct attach disks on ESXi server 9.xx.yy9.56: 6 data disks and 0 SSD disks

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Device mpx.vmhba32:C0:T0:L0 is of type CD-ROM - skipped

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056861af7 as DATA disk #1

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686a6c3 as DATA disk #2

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056871667 as DATA disk #3

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005687135b as DATA disk #4

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686e2d7 as DATA disk #5

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056870fb3 as DATA disk #6

    2015-03-06 15:55:14: Going to deploy VM itso_sds1_module_1

    Opening OVF source: new_outputs/vmdk/tmp_ovf.ovf

    Opening VI target: vi://root@9.xx.yy9.56:443/

    Deploying to VI: vi://root@9.xx.yy9.56:443/

    ^C2015-03-06 15:57:33: Error:

    Ctr-C detected, terminating

    2015-03-06 15:57:33: Error: An unexpected error has occurred during deployment

    2015-03-06 15:57:33:

    2015-03-06 15:57:33: The Spectrum Accelerate deployment has failed.

    2015-03-06 15:57:34:

    2015-03-06 15:57:34: For a possible solution:

    2015-03-06 15:57:34:

    2015-03-06 15:57:34: * Search any web search engine to find a relevant IBM KB article

    2015-03-06 15:57:34: * Look for an expert solution in dW Answers (developer.ibm.com/answers)

    2015-03-06 15:57:34: * Open a service request ticket for IBM Support (ibm.biz/BdEkWE)

    2015-03-06 15:57:34:

    Terminate batch job (Y/N)? y

    C:\SDS_Deploy_Win>xiv_sds_deployment_win.cmd -a -c deploy_itso_sds1_module_1_20150306y.xml -V -f

    2015-03-06 16:11:48: Flags:

    2015-03-06 16:11:48: -c  deploy_itso_sds1_module_1_20150306y.xml

    2015-03-06 16:11:48: -a

    2015-03-06 16:11:48: --force

    2015-03-06 16:11:48: --batch

    2015-03-06 16:11:48: Arguments check log file for postinstall analysis located at c:\users\ddad\appdata\local\temp\check_args.log

    2015-03-06 16:11:48: Looking for software image and for local XIV disk

    2015-03-06 16:11:48: Found local XIV storage  image: xiv_local_storage.vmdk

    2015-03-06 16:11:48: Found XIV software image: xiv_sw_image.vmdk

    2015-03-06 16:11:48: Running RelaxNG validation on deploy_itso_sds1_module_1_20150306y.xml

    2015-03-06 16:11:48: XML file deploy\sds.xml checked succesfully and found valid

    2015-03-06 16:11:48: SDS XML file used: C:\SDS_Deploy_Win\deploy\sds.xml

    2015-03-06 16:11:48: OVF template file used: C:\SDS_Deploy_Win\deploy\Sample_RDM.ovf

    2015-03-06 16:11:48: Local storage VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_local_storage.vmdk

    2015-03-06 16:11:48: XIV Software VMDK disk file used:  C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-03-06 16:11:48: **********

    2015-03-06 16:11:48: Running deploy_sds with the following arguments : ['-x', 'C:\\SDS_Deploy_Win\\deploy\\sds.xml', '-o', 'C:\\SDS_Deploy_Win\\deploy\\Sample_R

    DM.ovf', '-b', 'C:\\SDS_Deploy_Win\\deploy\\xiv_local_storage.vmdk', '-v', 'C:\\SDS_Deploy_Win\\deploy\\xiv_sw_image.vmdk', '-f', '-a', '--no-vcenter', '--batch

    2015-03-06 16:11:48: Starting deploy...

    2015-03-06 16:11:48: Running deployment script serially

    2015-03-06 16:13:41: Using vmdk image C:\SDS_Deploy_Win\deploy\xiv_sw_image.vmdk

    2015-03-06 16:13:56: Parsing deploy XML C:\SDS_Deploy_Win\deploy\sds.xml

    2015-03-06 16:13:56: Verifying IP addresses validity...

    2015-03-06 16:13:56: IP addresses verified successfully.

    2015-03-06 16:13:56: Executing ESXi verifications before deployment

    2015-03-06 16:13:56: Executing ESXi verifications before deployment

    2015-03-06 16:13:56: Verifying ESXi server 9.xx.yy9.56

    *** [9.xx.yy9.56] Verifying ESXi SSH port is opened

    *** [9.xx.yy9.56] Verifying SSH credentials and connection

    *** [9.xx.yy9.56] Verifying memory size on the ESXi host

    *** [9.xx.yy9.56] Verifying data store Enterprise_1 existence on the ESXi host

    *** [9.xx.yy9.56] Verifying data store size

    *** [9.xx.yy9.56] Verifying Networking configuration validity on ESXi servers

    *** [9.xx.yy9.56] Networking configuration verified on ESXi host

    2015-03-06 16:14:02: SDS ESXi Nodes Verifications Completed Successfully

    2015-03-06 16:14:02: Updating OVF new_outputs/vmdk/tmp_ovf.ovf Memory Elements

    2015-03-06 16:14:03: Updating memory element: rasd:ElementName with size: 49152 MB

    2015-03-06 16:14:03: Updating memory element: rasd:Reservation with size: 49152 MB

    2015-03-06 16:14:03: Updating memory element: rasd:VirtualQuantity with size: 49152 MB

    2015-03-06 16:14:03: Saving the updated OVF XML

    2015-03-06 16:14:04: Creating direct attach disks on ESXi server 9.xx.yy9.56: 6 data disks and 0 SSD disks

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Device mpx.vmhba32:C0:T0:L0 is of type CD-ROM - skipped

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056861af7 as DATA disk #1

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686a6c3 as DATA disk #2

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056871667 as DATA disk #3

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005687135b as DATA disk #4

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686e2d7 as DATA disk #5

    2015-03-06 16:14:18: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056870fb3 as DATA disk #6

    2015-03-06 16:14:18: Going to deploy VM itso_sds1_module_1

    Opening OVF source: new_outputs/vmdk/tmp_ovf.ovf

    Opening VI target: vi://root@9.xx.yy9.56:443/

    Deploying to VI: vi://root@9.xx.yy9.56:443/

    Transfer Completed

    Completed successfully

    2015-03-06 16:18:12: Deploy of All modules completed successfully!

    2015-03-06 16:18:12: Adding 6 data disks and 0 ssd disks to VM itso_sds1_module_1

    2015-03-06 16:18:28: Adding disks to All VMs completed successfully

    2015-03-06 16:18:28: Turning on VM: 'itso_sds1_module_1' on ESXi host: '9.xx.yy9.56'

    2015-03-06 16:18:38: Module 1 started successfully

    2015-03-06 16:18:38: Running diagnostice mode analysis, please wait for result.

    2015-03-06 16:18:38: Waiting for diagnostic results from http://9.xx.zz8.77:8080/GetDiagnostic

    2015-03-06 16:19:29: Please allow up to 20 minutes for system diagnostics. 0.85 minutes elapsed.

    2015-03-06 16:20:00: Please allow up to 20 minutes for system diagnostics. 1.37 minutes elapsed.

    2015-03-06 16:20:31: Please allow up to 20 minutes for system diagnostics. 1.88 minutes elapsed.

    2015-03-06 16:20:31: module-1(14.60.0.4): 03-06 20:26:31 Disk_Bandwidth   [WARNING] 6 Disks 6 Bad Disks Avg disk speed: 90.800000 Lowest Disk Speed: 83.500000 A

    vg-Lowest: 7.300000

    2015-03-06 16:20:31: module-1(14.60.0.4): 03-06 20:26:31 Disk_Bandwidth   [WARNING] Disk write speed is below the minimal threshold. This might result in data loss if power supply is disconnected within 39.52 seconds of an unplanned shutdown.

    2015-03-06 16:20:31: Diagnostics results written in DiagLog_itso_sds1_20150306-162031.

    2015-03-06 16:20:31: WARNING: System diagnostics has raised warning(s). Please review the messages above and consider implications before putting the system into use.

    2015-03-06 16:20:31: Restarting VM: 'itso_sds1_module_1' on ESXi host: '9.xx.yy9.56'

    2015-03-06 16:20:37: Module 1 restarted successfully

    2015-03-06 16:20:37:System (non-unique) serial number: 9004779

     

    2015-03-06 16:20:37:System unique ID (UUID): 9be5a6ee0c154afe8911a32af93e5348

    2015-03-06 16:20:37: All Done
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          Note: According to the last message lines, the deployment kit assigned a new non-unique serial number and unique serial number (UUID) to the system. 

          This message can be disregarded as the cluster assigns the original system serial and UUID number to the module.

        
      

    

    During deployment, the open virtualization format (.ovf) file is copied to the VMware ESXi server, as shown in Figure 9-105.
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    Figure 9-105   OVF file deployment to new module

    The virtual machine is further reconfigured; for example, by setting up the RDMs. The virtual machine then is powered on, as shown in Figure 9-106.
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    Figure 9-106   Messages posted during the virtual machine deployment process

    5.	To find which of the eight installed disks are set up by the deployment script as RDM drives for use by IBM Spectrum Accelerate, review the script output messages, as shown in Example 9-44.

    Example 9-44   Output of the deployment script showing the installed RDM data disks:
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    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056861af7 as DATA disk #1

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686a6c3 as DATA disk #2

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056871667 as DATA disk #3

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005687135b as DATA disk #4

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c5005686e2d7 as DATA disk #5

    2015-03-06 15:55:14: [9.xx.yy9.56] DIRECT ATTACH SCRIPT OUTPUT :Adding Device /vmfs/devices/disks/naa.5000c50056870fb3 as DATA disk #6
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    6.	Comparing the list of disks in Example 9-44 with the disks that are listed by the clicking Configuration → Storage → Devices (see Figure 9-107), the disk that ends in “2a47” that contains the data store “1d0b” is not used as an RDM disk.
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    Figure 9-107   List of storage devices in virtual machine data store

    7.	Verify that the virtual machine is in Power on state when the deployment process completes, as shown in Figure 9-108.
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    Figure 9-108   Verify the virtual machine is Powered on

    VMware ESXi server hardware replacement: IBM Spectrum Accelerate Module test and phase in

    To complete the repair, the replacement module must be recovered at the IBM Spectrum Accelerate level. Complete the following steps:

    1.	Verify that the status of the virtual machine on the VMware ESXi server is in a Power on state, as shown in Figure 9-109.
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    Figure 9-109   Verify that the virtual machine is back in the Power on state 

    2.	Connect the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user who is a member of the Operations Administrator user category.

    3.	Select the system to enter the System view. Right-click the failed module and select Test, as shown in Figure 9-110.
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    Figure 9-110   Module menu: Test 

    4.	The IBM XIV Management GUI now displays a view that indicates that the module entered the Initializing state. During initialization, the module undergoes various tests to verify that all required components are present and ready to be used. Within a matter of minutes, the module state changes from Failed to Initializing and the red triangle turn yellow, as shown in Figure 9-111 on page 338.
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    Figure 9-111   Module:1 in initializing state

     

    
      
        	
          Note: Allow the module to complete the testing process and change into a state of Ready. This process can take time because of the various tests that are conducted on the module.

        
      

    

    5.	Right-click the module and select Phase in, as shown in Figure 9-112. This step is the last step of the manual recovery actions.
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    Figure 9-112   Module:1 phase in 

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed to account for the new disk. The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number of and disks, and the interconnect bandwidth of the system.

        
      

    

    6.	The phase in process continues (as shown in Figure 9-113) until the system reaches the Full Redundancy state.
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    Figure 9-113   Module disks phasing in (redistributing) 

    Figure 9-114 shows a typical pattern of a test and phase in of a module. There is no view of the actions that were taken on the VMware ESXi host server because the IBM Spectrum Accelerate system has no visibility of the underlying layers.
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    Figure 9-114   Phase in process steps

    9.7.5  Repairing module software or hardware with IBM XIV Management GUI

    Instead of using the Windows command prompt or Linux shell mode for redeploying a failed module, the IBM XIV Management GUI on a Windows workstation can be used. 

    The following prerequisites must be met to complete module hardware or software repair by using the IBM XIV Management GUI:

    •Network connectivity to the IBM Spectrum Accelerate system is available.

    •An IBM Spectrum Accelerate user who is a member of the Operations Administrator user category is available.

    •A VMware ESXi user account with administrative access is available.

    •Verify that the IBM Spectrum Accelerate virtual machine is in a powered off state.

    •the Windows IBM Spectrum Accelerate deployment kit can be accessed.

    •A deployment configuration XML file that was used when the system was deployed is available.

    •The IBM Spectrum Accelerate system must be in a Full Redundancy status.

    To repair the failed module, complete the following steps:

    1.	Verify that the VMware ESXi server and IBM Spectrum Accelerate virtual machine are configured similarly to the other servers in the cluster. Also, verify that the IBM Spectrum Accelerate virtual machine is in the Powered Off state, as shown in Figure 9-115.
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    Figure 9-115   Module needs to be pre-configured

    2.	Select Define New Module, as shown in Figure 9-116.
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    Figure 9-116   Define New Module option

    3.	From the General tab of the Deployment window, select Browse to specify the path to the Deployment Execution file, as shown in Figure 9-117.
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    Figure 9-117   Browse for deployment executable file

    4.	Select the path to the file xiv_sds_deployment_win.cmd (as shown in Figure 9-118) and select Open.
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    Figure 9-118   Select path and name of deployment .cmd file

    5.	If a deployment configuration XML file is available, import it by selecting Import in the General tab and selecting the path and name of the deployment configuration XML file, as shown in Figure 9-119. This step is optional. The parameters for the replacement module can also be entered directly in the IBM XIV Management GUI.
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    Figure 9-119   Selection a deployment configuration XML file for the module or system (optional)

     

    
      
        	
          Note: The Export option is now available. It can be used to export the current settings to a deployment configuration XML file, as shown in Figure 9-120.
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    Figure 9-120   Import Deployment file

    6.	Browse to the System Settings tab. This tab shows the settings for the system level parameters, as shown in Figure 9-121. These values are loaded automatically by the IBM XIV Management GUI when the Add Module deployment tool is used.
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    Figure 9-121   System settings information page 

    7.	Browse to the vCenter Settings tab. If a vCenter Server is used, the vCenter settings populate automatically when the Add Module utility is used. In this example, no vCenter is used; therefore, the fields are left empty, as shown in Figure 9-122.
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    Figure 9-122   vCenter Server Settings tab

    8.	Browse to the Module Settings tab. Modules that are defined in the deployment configuration XML file are in the modules windows, as shown in Figure 9-123. The modules appear here because a one-module deployment configuration XML file was imported, as shown in Figure 9-119 on page 342. The module is marked (Existing). 

    To redeploy the module, it must be changed to a new module status. Right-click the module and select Mark as a New Module, as shown in Figure 9-123.
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    Figure 9-123   Change Module from Existing to New

    9.	After the changes are applied, the module is displayed as 1(New) and the message at the bottom of the window “At least one new module must be defined for this storage system” is no longer present. The Edit option is now available, as shown in Figure 9-124.
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    Figure 9-124   Module-1 changed to (New)

    10.	Select Edit so that changes can be made to the module settings. The settings can be verified and further modifications can be made, as shown in Figure 9-125.
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    Figure 9-125   Edit Module menu

    11.	When the settings are verified as correct, select Deploy Module to start the deployment process, as shown in Figure 9-126.
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    Figure 9-126   Start module deployment

    Module deployment starts and a percentage value indicates the progress, as shown in Figure 9-127.

     

    
      
        	
          Note: The duration of the deployment process depends on several factors, including bandwidth from the deployment workstation to the VMware ESXi server, the number of modules that are being deployed, and the resources that are available on the VMware ESXi servers.
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    Figure 9-127   Module deployment started

    12.	When the module deployment process is complete, a window opens in which it is indicated that the module was not equipped, as shown in Figure 9-128. In the case of module repair activities, this behavior is normal and can be ignored.

     

    
      
        	
          Note: Equipping a module is necessary only if a new module is added to the system. Module replacement does not include adding modules.
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    Figure 9-128   Module was not equipped message

    13.	On the VMware ESXi server, the deployment process tasks are available for review in the Recent Tasks pane at the bottom of the window, as shown in Figure 9-129. The following main steps are shown:

    a.	Deployment of the OVF (Open Virtualization Format) template. This step requires the most time because it transfers about 400 MB of data to the module.

    b.	Establishing the VMware ESXi data store and RDM mapping files for the local HDDs.
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    Figure 9-129   VMware deployment tasks

    14.	After the deployment process is complete, the module must be tested and phased into the system to complete the module repair. By using the IBM XIV Management GUI, browse to the System view for the IBM Spectrum Accelerate system and right-click the module to show the menu. Select Test to being the component test of the replacement module, as shown in Figure 9-130.
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    Figure 9-130   Test the replaced module

    15.	The IBM XIV Management GUI now shows a view that indicates that the module entered the Initializing state. During initialization, the module undergoes various tests to verify that all required components are present and ready to be used. Within a matter of minutes, the module state changes from Failed to Initializing and the red triangles turn yellow, as shown in Figure 9-131.
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    Figure 9-131   Module:1 in initializing state

     

    
      
        	
          Note: Allow the module to complete the testing process and have a state of Ready. This process can take time because of the battery of tests that are being conducted on the module.

        
      

    

    16.	Right-click the module and select Phase in, as shown in Figure 9-132. This step is the last step of the manual recovery actions.
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    Figure 9-132   Module:1 phase in 

     

    
      
        	
          Note: The phase in process is run in the background and completes after all the data on the system is redistributed to account for the new disk. The amount of time it takes to complete the phase in process can span many hours, depending on the amount of data, number of modules and disks, and the interconnect bandwidth of the system.

        
      

    

    17.	The phase in process continues until the system reaches the Full Redundancy state, as shown in Figure 9-133.
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    Figure 9-133   Module disks phasing in (redistributing) 

    Figure 9-134 shows a typical pattern of a test and phase in of a module. There is no view of the actions that were taken on the VMware ESXi server because the IBM Spectrum Accelerate system has no visibility to the underlying layers.
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    Figure 9-134   Phase in process steps
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Troubleshooting

    There can be instances where problems occur on an IBM Spectrum Accelerate system. Prompt action can help to address these types of issues and prevent interruption of system operations.

    This chapter describes various methods that are available to monitor and troubleshoot IBM Spectrum Accelerate systems, including monitoring and collecting diagnostic data and explanations of how to gather information from the system in real time. In addition, IBM Spectrum Accelerate systems self-monitoring, self-healing, and automatic alert features are described.

    This chapter includes the following topics:

    •10.1, “Troubleshooting deployment failures” on page 354

    •10.2, “Collecting system logs from an IBM Spectrum Accelerate system” on page 363

    •10.3, “Collecting VMware support logs” on page 368

    •10.4, “Collecting network switch and router logs” on page 372

    •10.5, “Proactive and remote support” on page 372

    •10.6, “Emergency shutdown by power monitoring system” on page 380

    •10.7, “Handling IBM Spectrum Accelerate events” on page 381

    10.1  Troubleshooting deployment failures

    When an error occurs during deployment, an error window is displayed by the IBM XIV Management GUI with an option to display the error log, as shown in Figure 10-1. 
Select Show Log to display the deployment log, which can help determine the cause of the error. 
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    Figure 10-1   IBM XIV Management GUI deployment error

    The following errors are described in this chapter:

    •Common issues with CLI deployment and XML file

    •Could not find a suitable xiv_local_storage.vmdk (path not found)

    •Creating direct attach disk paths failed

    •VM already exists failure

    •ESXi server cannot be added to cluster

    •Disks not providing SMART status

    •Spectrum Accelerate system in Maintenance Mode because of wrong ESXi version

    10.1.1  Common issues with CLI deployment and XML file

    The following more common issues can cause the deployment to fail:

    •Windows deployment: The directory path is too long

    Follow the general guidelines for the operating system. For Windows, ensure that the path length does not exceed 255 characters.

    •Windows deployment: Spaces in the directory path:

    Although Windows allows spaces in file and directory structure, the deployment kit can have problems parsing them during the installation process.

    •Order of options that are used in the command. The -c or --config= must always precede the XML file.

    •Errors in the .xml file:

     –	Password field is left blank in the deployment configuration XML file. By default, exported configuration XML files from the IBM XIV Management GUI do not contain passwords.

     –	Incorrect network settings, such as, subnet masks and port group names.

     –	Incorrect data store names that do not match the configuration of the ESXi server.

    Each command-line deployment generates console output. The amount of information that is present in this output depends on what verbosity was set when the deployment process was started.

    Deployment failures often list the reason for the failure in the command-line output. This list can greatly help in troubleshooting the problem and provide guidance about how to correct it.

    10.1.2  Could not find a suitable xiv_local_storage.vmdk (path not found)

    The deployment kit can have problems with paths that exceed 255 characters. In these cases, the log file contains the error that the deployment failed because of missing files. These log files can look similar to the output that is shown in Example 10-1.

    Example 10-1   Path to long error
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    File "C:\Users\IBM_ADMIN\Documents\01 - Activities\XiVaaS Residency\code\xiv_sds_deployment_kit-latest\SDS_Deploy_Win\deploy\deploy_sds.py", line 1106, in main

        raise Exception("Could not find a suitable xiv_local_storage.vmdk, or supplied file not found.")

    Exception: Could not find a suitable xiv_local_storage.vmdk, or supplied file not found.

     

    File "C:\Users\IBM_ADMIN\Documents\01 - Activities\XiVaaS Residency\code\xiv_sds_deployment_kit-latest\SDS_Deploy_Win\deploy\deploy_sds.py", line 1106, in main

        raise Exception("Could not find a suitable xiv_local_storage.vmdk, or supplied file not found.")

    Exception: Could not find a suitable xiv_local_storage.vmdk, or supplied file not found.
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    The missing xiv_local_storage.vmdk file is used as the IBM Spectrum Accelerate system software that is needed to deploy the virtual machine to the ESXi servers. In the case of this error, the xiv_local_storage.vmdk file is in the correct location, but the deployment kit did not find it because the path exceeded the limit. To work around this issue, extract the deployment .zip file to a folder nearer the root level of the file system. This folder can be a folder directly on the drive, such as C:\Deploy_SDS. It is also possible that the path was not found because of spaces in the path name.

    10.1.3  Creating direct attach disk paths failed

    The hardware components in the ESXi server must be operational. If there is a problem detected during deployment, a “DIRECT ATTACH SCRIPT ERROR” is emitted and the deployment halted, as shown on Example 10-2 on page 356.

    Example 10-2   Deployment process unable to create RDM disk devices
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    2015-09-19 18:44:50: [9.xx.yy9.28] DIRECT ATTACH SCRIPT ERROR  :ERROR: 7 data disks were requested, but only 6 available found!

    2015-09-19 18:44:50: Error: [9.xx.yy9.28] Creating direct attach disk paths failed - Exiting! error code was 1
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    Review the ESXi server that is associated with the TCP/IP address in the error message and verify that the correct number of disk devices are available as resources and not allocated to another virtual machine. A disk can also be marked failed by ESXi and need replacement or dropped from the hardware inventory entirely. Figure 10-2 shows an example in which a disk is missing from the hardware inventory, which causes the deployment to fail.
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    Figure 10-2   One server missing one disk

    Physically inspect the server and replace any disk drives that are not operating correctly. If a disk is disconnected from the server, reinsert the disk and allow the disk indicator light to turn on before checking the ESXi server hardware inventory.

    10.1.4  VM already exists failure

    By default, the deployment process does not automatically remove and redeploy an IBM Spectrum Accelerate system when a virtual machine is detected with the same name. This safeguard prevents accidental deletion of an IBM Spectrum Accelerate system. 

    If there are cases where the deployment failed because of another issue and the virtual machines were copied but not started, they must be removed before another deployment can be successful. These cases show errors similar to the error that is shown in Example 10-3.

    Example 10-3   Deployment failure due to identically named virtual machine present
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    VM itso_sds1_module_1 already exists - delete it? (deployment script will terminate otherwise)

    Running with --batch. Assuming "N" on all queries.
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    Although there is a command-line argument that instructs the deployment process to remove the virtual machines and continue, there is no equivalent option within the IBM XIV Management GUI. 

     

    Removing the identically named virtual machines is done by using the ESXi vSphere client or vCenter web interface after which the deployment can be attempted again. Complete the following steps:

    1.	If the virtual machine is not powered off, start the Power off process by right-clicking the virtual machine and selecting Power → Power Off, as shown in Figure 10-3.
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    Figure 10-3   Powering off IBM Spectrum Accelerate virtual machine

    2.	Remove IBM Spectrum Accelerate virtual machine from ESXi server inventory by right-clicking the virtual machine and selecting Delete from Disk, as shown in Figure 10-4.
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    Figure 10-4   Deleting IBM Spectrum Accelerate virtual machine from VMware disk and inventory

    10.1.5  ESXi server cannot be added to cluster

    If vCenter is used during deployment, a folder with “name” as specified by parameter name="UNIQUE_NAME_FOR_THE_MACHINE" is created. This folder holds all the ESXi servers that are defined for the Spectrum Accelerate system.



    If the ESXi servers (hosts) are added to a data center object by using vCenter (see Figure 10-5), the deployment might fail with an error, as shown in Example 10-4.
[image: ]

    Figure 10-5   ESXi servers pre-defined in vCenter before deployment 

    Example 10-4   Deployment Error: Adding ESXi server to a cluster
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    2015-10-14T09:58:15+2:00 [25565]: SDS ESXi Nodes Verifications Completed Successfully

    2015-10-14T09:58:15+2:00 [25565]: Trying to create folder mz_sds2

    2015-10-14T09:58:17+2:00 [25565]: Located ESXi server at PURPLE_PFE2/host/9.155.51.40

    2015-10-14T09:58:17+2:00 [25565]: Error: ESXi server 9.155.51.40 cannot be added to cluster mz_sds2 since it's already a member of a different cluster

    2015-10-14T09:58:17+2:00 [25565]: 

    2015-10-14T09:58:17+2:00 [25565]: The Spectrum Accelerate deployment has failed.

    2015-10-14T09:58:17+2:00 [25565]: Deploy finished with an error.
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    The resulting inventory structure in vCenter after the failing deployment is shown in Figure 10-6. The four Spectrum Accelerate servers (hosts) are at the same logical level as the mz_sds2 folder, which is incorrect. Instead, the servers should be at the next lower level, as are the servers from Spectrum Accelerate system mz_sds1. 
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    Figure 10-6   Comparison between good (mz_sds1) and bad (mz_sds2) inventory structure

    A workaround to fix this deployment failure is to remove the ESXi servers from the vCenter inventory tree by using the Remove (Host) function of the Edit command or menu and then attempting the deployment again. Upon successful redeployment, the hosts are on the correct level in the vCenter tree, as shown in Figure 10-7.
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    Figure 10-7   Hosts are correctly placed in mz_sds2 folder after redeployment

    10.1.6  Disks not providing SMART status

    Self-Monitoring, Analysis, and Reporting Technology (SMART) is a monitoring system that is included in hard disk drives (HDDs) and solid-state drives (SSDs) that detects and reports on various indicators of disk drive reliability parameters with the intent of predicting a drive failure because of mechanical or electronic components wear.

    Spectrum Accelerate system code relies on SMART data to verify a disk’s health and precautionary fail the disk, if necessary.

    Although all of today’s HDDs support SMART technology, there are disk controllers that default to preventing SMART data from passing it to the next software layer and hiding this information from Spectrum Accelerate system code. Therefore, such HDD controllers are often not suitable for usage within a Spectrum Accelerate system. In such cases, the controller’s technical documentation must be searched for possible ways to overcome this hurdle.

    An example for a deployment failure because of inaccessible SMART data is shown in Example 10-5.

    Example 10-5   Deployment failure because of inaccessible SMART data
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    2015-10-25 13:11:45,157 ERROR 2015-10-25 13:11:45: Error: module-2(10.10.0.2): 10-25 11:40:30 Disk_Bandwidth [ERROR ] 8 Disks of 8 didn't provide SMART status

     

    2015-10-25 13:11:45,157 ERROR 2015-10-25 13:11:45: Error: module-3(10.10.0.3): 10-25 11:40:31 Disk_Bandwidth [ERROR ] 8 Disks of 8 didn't provide SMART status

     

    2015-10-25 13:11:45,157 ERROR 2015-10-25 13:11:45: Error: module-1(10.10.0.1): 10-25 11:40:01 Disk_Bandwidth [ERROR ] 8 Disks of 8 didn't provide SMART status
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    To check whether SMART data can be read from the disks, connect to one of the ESXi servers in root mode and list the available disks by running the esxcfg-mpath -b command, as shown in Example 10-6.

    Example 10-6   esxcfg-mpath -b command 
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    The ESXi Shell can be disabled by an administrative user. See the

    vSphere Security documentation for more information.

    ~ # esxcfg-mpath -b

    naa.5000c50083341677 : Local IBM-ESXS Disk (naa.5000c50083341677)

       vmhba0:C0:T7:L0 LUN:0 state:active Local HBA vmhba0 channel 0 target 7

    naa.500a07510c1f7918 : Local ATA Disk (naa.500a07510c1f7918)

       vmhba0:C0:T10:L0 LUN:0 state:active Local HBA vmhba0 channel 0 target 10

    naa.5000c50083344b7b : Local IBM-ESXS Disk (naa.5000c50083344b7b)

       vmhba0:C0:T4:L0 LUN:0 state:active Local HBA vmhba0 channel 0 target 4

    mpx.vmhba32:C0:T0:L0 : Local IBM SATA CD-ROM (mpx.vmhba32:C0:T0:L0)

       vmhba32:C0:T0:L0 LUN:0 state:active Local HBA vmhba32 channel 0 target 0

    naa.5000c5008334355f : Local IBM-ESXS Disk (naa.5000c5008334355f)

       vmhba0:C0:T8:L0 LUN:0 state:active Local HBA vmhba0 channel 0 target 8

    ....
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    Thereafter, pick one of the data disks that is used for Spectrum Accelerate and run the command to retrieve the SMART data, as shown in Example 10-7. In this example, some meaningful SMART data was returned. 

    Example 10-7   Retrieving SMART data from a disk
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    ~ # esxcli storage core device smart get -d=naa.5000c50083341677

    Parameter                     Value       Threshold  Worst

    ----------------------------  ----------  ---------  -----

    Health Status                 N/A         N/A        N/A

    Media Wearout Indicator       N/A         N/A        N/A

    Write Error Count             0           N/A        N/A

    Read Error Count              1896371872  N/A        N/A

    Power-on Hours                N/A         N/A        N/A

    Power Cycle Count             N/A         N/A        N/A

    Reallocated Sector Count      N/A         N/A        N/A

    Raw Read Error Rate           N/A         N/A        N/A

    Drive Temperature             36          N/A        N/A

    Driver Rated Max Temperature  N/A         N/A        N/A

    Write Sectors TOT Count       N/A         N/A        N/A

    Read Sectors TOT Count        N/A         N/A        N/A

    Initial Bad Block Count       N/A         N/A        N/A

    ~ #
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    Example 10-8 shows a case in which no SMART data is returned from a disk.

    Example 10-8   Disk controller not returning any SMART data 
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    ~ # esxcli storage core device smart get -d=eui.be1d5189313840bc00247107dc75a0fa

    Parameter                     Value       Threshold  Worst

    ----------------------------  ----------  ---------  -----

    Health Status                 N/A         N/A        N/A

    Media Wearout Indicator       N/A         N/A        N/A

    Write Error Count             N/A         N/A        N/A

    Read Error Count              N/A         N/A        N/A

    Power-on Hours                N/A         N/A        N/A

    Power Cycle Count             N/A         N/A        N/A

    Reallocated Sector Count      N/A         N/A        N/A

    Raw Read Error Rate           N/A         N/A        N/A

    Drive Temperature             N/A         N/A        N/A

    Driver Rated Max Temperature  N/A         N/A        N/A

    Write Sectors TOT Count       N/A         N/A        N/A

    Read Sectors TOT Count        N/A         N/A        N/A

    Initial Bad Block Count       N/A         N/A        N/A
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    In the case in which a disk controller does not provide SMART data to the next software layer and there is no way to enable it, the only workaround to get a system deployed is to set enable_diagnostic_mode="no" in the XML file in the GUI. However, follow-on issues can occur when failed disks or SSDs are tested; therefore, IBM support should be contacted to modify certain variables in the Spectrum Accelerate software.

    10.1.7  System in Maintenance Mode because of incorrect ESXi version

    Deployment was achieved successfully by using enable_diagnostic_mode="NO". However, Spectrum Accelerate system came up in Maintenance Mode, as shown in Figure 10-8. In that mode, the system is safe guarded and does not accept any command until the reason for the Maintenance mode is determined and resolved.
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    Figure 10-8   Spectrum Accelerate system in Maintenance Mode after deployment

    There can be several reasons for a system entering Maintenance Mode. In this example, it happened because an incorrect version was used for the underlying ESXi server. Although the ESXi version was not listed in the deployment log, it can be seen in Example 10-9 that OpenSSH_6.6.1 client was used. However, this SSH version points to ESXi version 6, which is not supported by Spectrum Accelerate.

    Example 10-9   deploy_sds_log showing OpenSSH_6.6.1 client
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    2015-09-10 13:59:27,835 INFO Connected (version 2.0, client OpenSSH_6.6.1)
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          Important: Setting enable_diagnostic_mode to "No" should be used only for testing purposes, never for deploying a production system.

        
      

    

    To fix this issue, install ESXi version 5.5 Update 2 or higher on the servers that are used for Spectrum Accelerate and then deploy Spectrum Accelerate again.

    10.2  Collecting system logs from an IBM Spectrum Accelerate system

    IBM Spectrum Accelerate system support logs can help diagnose problems that can arise. There are several processes in place that allow many events to be cataloged and stored for reference, which greatly helps in problem determination. These logs must be retrieved from the IBM Spectrum Accelerate system and uploaded for analysis by IBM Technical support personnel. The log collection and upload process can be accomplished by using the IBM XIV Management GUI or IBM XIV Management XCLI utilities.

    The following prerequisites must be met to successfully collect and send IBM Spectrum Accelerate system logs:

    •A user is assigned to the Operation Administrator or Storage Administrator user categories on the IBM Spectrum Accelerate system.

    •Access is available to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI or IBM XIV Management XCLI utilities.

    10.2.1  Generating and collecting system support logs by using the IBM XIV Management GUI

    Complete the following steps to collect support logs from an IBM Spectrum Accelerate system by using the IBM XIV Management GUI:

    1.	Connect to the IBM Spectrum Accelerate system and open the Collect and Send Support Logs tool. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user who is a member of the Operations Administrator or Storage Administrator user category.

    b.	Browse to the IBM Spectrum Accelerate system where the logs are collected.

    c.	Select Tools → Collect Support Logs, as shown in Figure 10-9.
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    Figure 10-9   IBM XIV Management GUI collect support logs tool

    2.	Begin collecting the IBM Spectrum Accelerate system support logs by using the Collect and Send Support Logs tool. Complete the following steps:

    a.	Select Start to begin the system support log collection process, as shown in Figure 10-10 on page 364. 
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    Figure 10-10   Collect and Send Support Logs tool initial options window

    b.	If log collection is not needed or the extra load collecting logs is not acceptable, click Close to return to the System view.

    3.	Enter a problem management record (PMR) number in the Collect and Send Support Logs tool. Complete the following steps:

    a.	In the Set PMR Prefix window, enter a PMR number that is associated with the support case with which the logs are associated.

     

    
      
        	
          Note: If a PMR number is unavailable, contact IBM Technical support to open a support case. When the case is opened, a PMR number is provided.

        
      

    

    b.	Select OK to proceed with the system log collection process, as shown in Figure 10-11.
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    Figure 10-11   Problem Management Record number assignment for the collected system logs

     

    
      
        	
          Note: The system log collection process is divided into two phases: collecting the system support logs on the IBM Spectrum Accelerate system and uploading to IBM support personnel.

          This process can take time. Selecting Hide moves this window to the background in case the IBM XIV Management GUI must be used for other functions during the collection and uploading of the logs.

        
      

    

    c.	Allow the log collection and upload to complete, as shown in Figure 10-12.
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    Figure 10-12   Collect and Send support logs tool retrieving the system logs

    4.	Complete the following steps to close the tool if the logs were successfully retrieved and uploaded:

    a.	Verify that the collection and upload of the system logs completed successfully, as shown in Figure 10-13.
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    Figure 10-13   Completed collection and upload to IBM support systems

    b.	If the collection and upload was successful, select Close to exit the log collection process. 

     

    
      
        	
          Note: If the support logs were successfully collected and transmitted to IBM Technical support, no further action is needed to collect the logs.

        
      

    

    c.	If the upload to IBM support servers was unsuccessful, select Advanced to manually retrieve the logs to the workstation that is running the IBM XIV Management GUI. 

    5.	Complete the following steps to manually download the system support logs to the workstation by running the IBM XIV Management GUI:

    a.	If the IBM Spectrum Accelerate system support logs were successfully retrieved but there was no network connectivity to the IBM Proactive Support servers, access the system log download utility inside the Advanced view of the tool.

    The main panel within the Advanced view displays system logs that were collected.

    b.	Highlight the most recent system log file and select Get, as shown in Figure 10-14. The IBM XIV Management GUI downloads the system support logs to the local workstation. 
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    Figure 10-14   Advanced log collection window showing collected logs

    6.	Manually upload the system support log files to the location per the instructions from IBM Technical support personnel.

    10.2.2  Generating system support logs with IBM XIV Management XCLI utility

    To generate system support logs for an IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility, complete the following steps:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility with a user who is a member of the Operations Administrator or Storage Administrator user categories.

    2.	Run the system_logs_collect command to start collecting the system support logs on the IBM Spectrum Accelerate system.

     

    
      
        	
          Note: Collection status can be found by running the system_logs_get_status command and checking the progress_0 value. An example of this command is shown in Example 10-10. This example indicates that the system log collection is 20% completed.

        
      

    

    Example 10-10   System log collection and status
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    XIV itso_sds1>>system_logs_collect

    Command executed successfully.

     

    XIV itso_sds1>>system_logs_get_status

    Name            Value                                                                                                                            

    --------------- -------------------------------------------------------------------------------------------------------------------------------- 

    end_time_0      n/a

    end_time_1      2015-10-21-07:36:55

    end_time_2      n/a

    end_time_3      n/a

    end_time_4      n/a

    file_0          n/a

    file_1          system_xray_28109999007477_2015-10-21-0733.tar.bz2

    file_2          n/a

    file_3          n/a

    file_4          n/a

    message_0       system logs collection started at [2015-10-21-09:59:22]

    message_1       system logs collection completed, ended at [2015-10-21-07:36:55], file is [system_xray_28109999007477_2015-10-21-0733.tar.bz2]

    message_2       idle

    message_3       idle

    message_4       idle

    module_name_0   1:Module:1

    module_name_1   1:Module:1

    module_name_2   1:Module:1

    module_name_3   1:Module:1

    module_name_4   1:Module:1

    progress_0      20

    progress_1      100

    progress_2      0

    progress_3      0

    progress_4      0

    start_time_0    2015-10-21-09:59:22

    start_time_1    n/a

    start_time_2    n/a

    start_time_3    n/a

    start_time_4    n/a

    status_0        executing

    status_1        idle

    status_2        idle

    status_3        idle

    status_4        idle
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    3.	Complete the following steps to verify that the system support log collection process completed and that the logs were retrieved from the system by using the IBM XIV Management System GUI:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI with a user that is a member of the Operations Administrator or Storage Administrator user category.

    b.	Select the Tools option and select Collect Support Logs to open the Collect and Send Support Logs tool.

     

    
      
        	
          Note: This tool is the same tool that is used in the IBM XIV Management GUI to start collecting IBM Spectrum Accelerate system support logs.

        
      

    

    c.	Select Advanced to show existing support logs that were created. Proceed with download of the support logs as described in step 5 on page 366.

    10.3  Collecting VMware support logs

    Because IBM Spectrum Accelerate depends on the VMware server infrastructure, problem determination can be expedited by collecting the VMware ESXi server logs from each VMware ESXi server that is running an IBM Spectrum Accelerate virtual machine. The log collection process is completed by using the VMware vSphere Client or VMware vSphere Web Client if a VMware vCenter is being used. 

    If a VMware vCenter is used, system logs can be collected for each server within the same VMware vSphere client or VMware vSphere Web client session. If a VMware vCenter is not used, each ESXi server must be connected to independently with the VMware vSphere client and support logs collected for each.

    To successfully collect and transmit VMware ESXi support logs, Administrative access to the VMware ESXi servers that are running the IBM Spectrum Accelerate virtual machines is needed.

    10.3.1  Collecting VMware ESXi server support logs

    Complete the following steps to collect the VMware ESXi server support logs:

    1.	Open the VMware vSphere Client Export System Logs wizard. Complete the following steps:

    a.	Connect to the VMware ESXi server as an administrative user. 

    b.	Select File → Export → Export System Logs to open the Export System Logs wizard, as shown in Figure 10-15 on page 369.
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    Figure 10-15   Selecting Export System Logs option

    2.	Select logs that were requested by IBM Technical support. The Export System Logs window includes commonly requested logs selected by default, as shown in Figure 10-16. Complete the following steps:

     

    
      
        	
          Note: Performance data can be gathered by selecting Gather performance data if requested by IBM Technical support.

        
      

    

    a.	If IBM Technical support requests any other system logs, select them in the System Logs panel.

    b.	Select Next to collect the VMware ESXi support logs.
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    Figure 10-16   VMware System Logs selection window

    3.	Select a download location on the workstation. Complete the following steps:

    a.	Specify a download location workstation where logs are placed by selecting Browse and browsing to a local folder on the workstation, as shown in Figure 10-17.
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    Figure 10-17   Example of a directory for logs to be stored when collected

    b.	When a suitable location is chosen, select Next to proceed to the support log collection summary.

    4.	Review the VMware ESXi support log collection summary and start collecting the logs. Complete the following steps:

    a.	Verify that the correct logs are being collected as instructed by IBM Technical support.

    b.	Select Finish to begin the collection process for the VMware ESXi support logs, as shown in Figure 10-18 on page 371.
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    Figure 10-18   VMware system log collection summary window

    5.	Download the VMware ESXi support logs to the local workstation and upload to IBM Technical support. Complete the following steps:

    a.	Allow the VMware ESXi system log collection process to complete.

     

    
      
        	
          Note: This process can take some time, depending on the amount of information that must be collected. If performance data was included, this process can take much longer than normal system log collection.

        
      

    

    b.	When the VMware ESXi support log bundle is collected and downloaded, select Close, as shown in Figure 10-19.
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    Figure 10-19   VMware System Logs collection progress indicator

    c.	Upload VMware ESXi support logs to the location per the instructions from IBM Technical support.

    10.4  Collecting network switch and router logs

    IBM Spectrum Accelerate systems rely on data center network infrastructure for internal connectivity and host access. Therefore, problems in the network can affect an IBM Spectrum Accelerate system. If a problem occurs, network switch and router logs might be necessary for problem determination when requested by IBM Technical support. 

    The collection method that is used for these logs varies by manufacturer and the type of switch and routers that are used. Common manufacturers switches and router log collection methods are listed in Table 10-1. 

     

    Table 10-1   Examples of common network device log collection methods

    
      
        	
          Manufacturer

        
        	
          Log collection method

        
      

      
        	
          Cisco

        
        	
          show tech-support command

        
      

      
        	
          HP

        
        	
          show interfaces counters command

        
      

      
        	
          Dell

        
        	
          Utilization menu within web interface

        
      

    

     

    
      
        	
          Note: For devices that are not included in Table 10-1, contact the device manufacturer or consult the device documentation to learn about the specific log collection processes for those devices.

        
      

    

    10.5  Proactive and remote support

    Proactive support allows an IBM Spectrum Accelerate system to send event notifications to the IBM XIV Remote Support Center. This capability enables events to be proactively analyzed by IBM to help identify problems quickly. 

    Enabling proactive support can be completed during or after the deployment of an IBM Spectrum Accelerate system. Proactive support relies upon SMTP relay gateways to send events to IBM and needs an SMTP server configured for this purpose.

    Remote support allows IBM support personnel to remotely connect to an IBM Spectrum Accelerate system and perform support actions. Enabling remote support greatly improves problem determination and time to problem resolution. Remote support can be selectively enabled and disabled as needed by a user account that is a member of the IBM Spectrum Accelerate Operations Administrator or Storage Administrator user category.

    The following prerequisites must be met to successfully configure Proactive and Remote Support features:

    •A user account is available on the IBM Spectrum Accelerate system who is a member of the Operations Administrator or Storage Administrator user category.

    •An SMTP gateway is configured as an SMTP relay server for the IBM Spectrum Accelerate system.

    •Outbound port 22 TCP/IP connections are available from the IBM Spectrum Accelerate to the IBM XIV Remote Support Center.

    10.5.1  Configuring IBM Spectrum Accelerate proactive support by using the IBM XIV Management GUI

    Complete the following steps to configure proactive support:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI and access the Support menu. Complete the following steps:

    a.	Connect to an IBM Spectrum Accelerate system with a user account that is a member of the Operations Administrator or Storage Administrator user category.

    b.	Select the IBM Spectrum Accelerate system where Proactive support is being configured to enter the System view. 

    c.	Select Proactive Support from the upper right menu bar, as seen in Figure 10-20. 
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    Figure 10-20   Proactive support and support options are available

    d.	If the Proactive Support option is not on the menu bar, the proactive support settings can be configured by selecting the Systems → System Settings → Support.

    2.	Configure the primary contact Customer Information tab. Complete the following steps:

    a.	Select the Customer Information tab and enter the contact information for the primary customer contact or local support team, as shown in Figure 10-21.
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    Figure 10-21   Configuration for the primary customer contact information

    
      
        	
          Tip: Configuring the contact information for a person or team that has administrative access to the system is best so that IBM Technical support can quickly work with the correct contact if problems are detected.

        
      

    

    There is no requirement that each field in the Customer Information configuration tab is completed. The following fields are available:

     •	Name:	 Primary contact person or group name

     •	Site Name: 	Name of the physical location of the IBM Spectrum Accelerate system

     •	Telephone Number: 	Contact number for the primary contact person or group

     •	Street Address:	 Street address of the IBM Spectrum Accelerate system

     •	Building Location:	 Physical building of the IBM Spectrum Accelerate system

     •	City: 	City location of the IBM Spectrum Accelerate system

     •	State:	 State in which the IBM Spectrum Accelerate system is physically located

     •	Postal Code:	 Postal code for the physical location where the IBM Spectrum Accelerate system

     •	Country:	 Country in which the IBM Spectrum Accelerate system is physically located

     

    3.	Enter the configuration information for the Proactive Support Tab. Complete the following steps:

    a.	Select the Proactive Support tab and enter the SMTP configuration and primary contact or contact group information, as shown in Figure 10-22 on page 375.

     

    
      
        	
          Tip: Configuring the contact information for a person or team that has administrative access to the system is best so that IBM Technical support can quickly work with the correct contact if problems are detected.

        
      

    

    There is no requirement that each field in the Proactive Support tab contain is completed. The following fields are available:

     •	Proactive Support Enabled: Enables or disables Proactive Support.

     •	Proactive Support SMTP Gateway: The SMTP server gateway TCP/IP address or host name. The SMTP server must be configured to act as an SMTP relay for events being that are sent by the IBM Spectrum Accelerate system.

     •	Name:	 The primary contact person or group name who is responsible for the IBM Spectrum Accelerate system.

     •	Email:	 The primary contact person or group email who is responsible for the IBM Spectrum Accelerate system.

     •	Office Phone:	 The primary contact person or group office phone number who is responsible for the IBM Spectrum Accelerate system.

     •	Mobile Phone:	 The mobile phone number for the contact or group that is responsible for the IBM Spectrum Accelerate system.

     •	Calling Hours:	 The calling hours that are used to contact the primary customer.

     •	Time Zone:	 The time zone for the primary contact so that they are not disturbed outside of their calling hours.
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    Figure 10-22   Example of proactive support settings 

    4.	Select Update at the bottom of the Support window to apply the Proactive Support configuration settings.

     

    
      
        	
          Note: The IBM Spectrum Accelerate system sends a test event to IBM. The email address of the primary contact that was defined in the Proactive Support tab is copied on this email.

          If the Proactive Support confirmation email is not received, verify that the IBM Spectrum Accelerate system has network access to the SMTP gateway and that the SMTP server is configured as a relay for the IBM Spectrum Accelerate system.

        
      

    

    10.5.2  Configuring remote support by using the IBM XIV Management GUI

    Complete the following steps to configure Remote Support by using the IBM XIV Management GUI:

    1.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management GUI and access the Support menu. Complete the following steps:

    a.	Connect to an IBM Spectrum Accelerate system with a user account that is a member of the Operations Administrator or Storage Administrator user category.

    b.	Select the IBM Spectrum Accelerate system where Remote Support is being configured to enter the System view. 

    c.	Select Systems → System Settings → Support to open the Support configuration window, as shown in Figure 10-23.
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    Figure 10-23   IBM Spectrum Accelerate support menu

    2.	Complete the following steps to enter the configuration information in the Remote Support tab:

    a.	Select the Remote Support tab and enter the IBM Remote Support TCP/IP address and other information, as shown in Figure 10-24.
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    Figure 10-24   Remote support tab configuration example

     

    
      
        	
          Important: The following Primary and Secondary IBM Remote Support TCP/IP addresses must be used:

          •Primary IBM Remote Support IP Address: 195.110.41.141

          •Secondary IBM Remote Support IP Address: 195.110.41.142

        
      

    

     •	Primary IBM IP:	 The primary IBM Remote Support TCP/IP address that the IBM Spectrum Accelerate system uses to connect to the XIV Remote Support Center.

     •	Secondary IBM IP:	 The secondary IBM Remote Support TCP/IP address that the IBM Spectrum Accelerate system uses to connect to the XIV Remote Support Center.

     •	Modem Phone Number: This number is not used by IBM Spectrum Accelerate systems.

     •	Special Instructions:	 Any special instructions, including site-specific instructions, which IBM Technical support must know before starting a Remote Support session with the IBM Spectrum Accelerate system. 

    b.	Select the Remote Support Contact tab and enter the following contact information for the primary customer contact person or group for remote support, as shown in Figure 10-25:

     •	Name:	 Primary contact person or group name who is responsible for the IBM Spectrum Accelerate system.

     •	Email:	 Primary contact person or group email who is responsible for the IBM Spectrum Accelerate system.

     •	Office Phone:	 Primary contact person or group office phone number who is responsible for the IBM Spectrum Accelerate system.

     •	Calling Hours:	 The calling hours that are used to contact the primary customer contact.

     •	Time Zone: 	The time zone for the primary contact so that they are not disturbed outside of their calling hours.
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    Figure 10-25   Remote support contact information 

    3.	After all of the necessary fields are complete, select Update to apply the Remote Support configuration.

    For more information about remote support, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    10.5.3  Configuring remote support by using the IBM XIV Management XCLI utility

    Complete the following steps to configure Remote Support by using the IBM XIV Management XCLI utility:

    1.	Define IBM support centers so that the IBM Spectrum Accelerate system can start a remote support session with IBM support. Complete the following steps:

    a.	Connect to the IBM Spectrum Accelerate system by using the IBM XIV Management XCLI utility with a user that is a member of the Operations Administrator or Storage Administrator user category.

    b.	Find support centers that are defined by running the support_center_list command, as shown in Example 10-11.

    Example 10-11   Support centers list
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    XIV ISA_SDS1>>support_center_list

    No support centers defined

    XIV ISA_SDS1>>
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    c.	Add the two IBM support centers to the IBM Spectrum Accelerate system by running the support_center_define command, as shown in Example 10-12 on page 379. The command requires that the support_center, address, port, and priority arguments be provided.

     

    
      
        	
          Important: The following Primary and Secondary IBM Remote Support TCP/IP addresses must be used:

          •Primary IBM Remote Support IP Address: 195.110.41.141

          •Secondary IBM Remote Support IP Address: 195.110.41.142

          Note: The support_center_define command requires the following arguments be used:

          •support_center=	

          Defines a local name the IBM Spectrum Accelerate system that is used when displaying the support centers.

          •address=

          Defines the TCP/IP address of the IBM XIV Remote Support Center server that is being connected.

          •port=	

          Defines the TCP/IP outgoing port that is used to connect to the IBM XIV Remote Support Center.

          •priority=	

          Defines a priority level for the support_center. Higher priority support_center definitions are used before lower priority centers.

          Tip: Ensure that the TCP/IP addresses are entered correctly to prevent connectivity issues when attempting to enable a remote support session.

        
      

    

    Example 10-12   Define support centers
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    XIV ISA_SDS1>> support_center_define support_center=front2 address=195.110.41.141 port=22 priority=10

    Command executed successfully.

     

    XIV ISA_SDS1>>support_center_define support_center=front1 address=195.110.41.142 port=22 priority=10

    Command executed successfully.

     

    XIV ISA_SDS1>>support_center_list

    Name     Address          Port   Priority   

    front2   195.110.41.141   22     10         

    front1   195.110.41.142   22     10         

    [image: ]

    2.	Enable remote support to verify connectivity with IBM XIV Remote Support Center servers. Complete the following steps:

    a.	Run the support_center_connect command to start a remote support session, as shown in Example 10-13.

    Example 10-13   Connect to support center
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    XIV ISA_SDS1>>support_center_connect

    Command executed successfully.

     

    XIV ISA_SDS1>>support_center_status

    State   Connected sessions   Timeout (min)   Module       Connected since 

    idle    0                    no timeout      1:Module:1   2015-03-1219:55:22
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    b.	Verify that the connection is active by running the support_center_status command to find connectivity status.

    


    
      
        	
          Tip: The remote support session can be set to always remain active so that IBM Technical support can more quickly address issues. 

          This option can be set by running the support_center_connect command with the always_on=yes argument, as shown in Example 10-14. 

          When the IBM Spectrum Accelerate system is connected to the IBM XIV Remote Support Center in this manner, it automatically reconnects in case the connection is interrupted.

        
      

    

    Example 10-14   Set remote support center session
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    XIV ISA_SDS1>>support_center_connect always_on=yes

    Command executed successfully.

     

    XIV ISA_SDS1>>support_center_status

    State   Connected sessions   Timeout (min)   Module       Connected since 

    idle    0                    no timeout      1:Module:1   2015-03-1220:00:15 
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    3.	Close the remote support session when it is no longer wanted by running the support_center_disconnect command, as shown in Example 10-15.

    Example 10-15   Close remote support center connection
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    XIV ISA_SDS1>>support_center_disconnect

    Command executed successfully.

     

    XIV ISA_SDS1>>support_center_status

    State   Connected sessions   Timeout (min)   Module       Connected since 

    no connection   0                    no timeout                                               
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    For more information about remote support, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

    10.6  Emergency shutdown by power monitoring system

    IBM Spectrum Accelerate systems rely on the memory that is allocated to it by the VMware ESXi server for caching read and write data. Because of the volatile nature of this memory, the servers that are running the IBM Spectrum Accelerate virtual machines must not lose electrical power because the contents of cache cannot survive sudden power off. 

    To prevent this situation, the IBM Spectrum Accelerate system includes an emergency shutdown mechanism that must be started by using an XCLI command from a system that monitors the concurrent power systems. The emergency shutdown process needs 60 seconds to complete the process of de-staging data from cache to the HDDs. 

    Appropriate timing must be implemented to facilitate proper submission of the shutdown command to the IBM Spectrum Accelerate system.

    The following prerequisites are necessary to successfully configure an automated transmission of the emergency shutdown command:

    •An IBM Spectrum Accelerate user account is available that is a member of the Storage Administrator user category.

    •A concurrent power monitoring system is available that has the IBM XIV Management System XCLI utility installed.

    •Personnel who can automate the transmission of the emergency shutdown command upon detection of degraded concurrent power.

    10.6.1  Creating methods for detecting failing power situations and sending the emergency shutdown command to an IBM Spectrum Accelerate System

    Many concurrent power solutions allow you to monitor the systems for loss of utility power input and can provide current charge levels and estimations of how long the systems can continue providing power. 

    To better manage emergency shutdown situations, develop a method that identifies bad power situations and send an IBM XIV Management XCLI command to the IBM Spectrum Accelerate system that instructs it to quickly destage cache to disk and power off the virtual machines. This process requires that the IBM XIV Management XCLI utility be present on the system that is monitoring the concurrent power system.

    Develop an automated script or utility that issues the IBM XIV Management XCLI command to the IBM Spectrum Accelerate system when degraded power conditions are detected. To transmit the emergency shutdown command, the automated process must explicitly contain the path to the XCLI executable file or the XCLI executable file must be in the system path. 

    The command and proper syntax to run the xcli command is [PATH] xcli.exe -m [Management IP Address] -u [Storage Administrator User] -p [Storage Administrator Password] shutdown emergency=yes -y. 

    Example 10-16 shows issuing the emergency shutdown command to the system.

    Example 10-16   Example of emergency shutdown command 
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    C:\> C:\Program Files\IBM\Storage\XIV\XIV GUI\xcli.exe -m 192.168.121.140 -u admin -p adminadmin shutdown emergency=yes -y

     

    Command executed successfully.
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    10.7  Handling IBM Spectrum Accelerate events

    IBM Spectrum Accelerate events and alerts are an important means of monitoring the status and sanity of a system. IBM Spectrum Accelerate is based on proven IBM XIV technology. For more information about the monitoring capabilities, see IBM XIV Storage System Architecture and Implementation, SG24-7659.

     

    
      
        	
          Note: For more information about IBM Spectrum Accelerate events, see Appendix A, “IBM Spectrum Accelerate events list” on page 389.

        
      

    

    10.7.1  IBM Spectrum Accelerate events and alerts

    This section summarizes some basic information about events and alerts. 

    Events and alerts

    Events are used by the system to report user actions, such as creating pools, volumes, snapshots, host connectivity, and target connectivity. Events also are used for reporting failures or stating changes of hardware or software components. They can be set up in such a way that notifications are sent through email, SMS messages, or SNMP traps that are based on the severity and the event code.

    Alerting events or alerts are important events that are repeatedly reported after a snooze period until they are cleared by using the GUI or by XCLI commands. Alerting events can also be escalated if they are not cleared within a predefined time period to another recipient or distribution list.

    Event severity

    Events are classified into a level of severity depending on their effect on the system. Figure 10-26 shows an overview of the criteria and meaning of the various severity levels.
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    Figure 10-26   Event severity

    Sample case for demonstrating alerts and events by using the IBM XIV Management GUI

    To describe alerting events, this example assumes that a module failed because of a power loss. The System view shows the module as failed and in phasing out state, as shown in Figure 10-27. In addition, the module is marked with a red triangle and a Hardware Alert notification is displayed.
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    Figure 10-27   Hardware alert because of module failure

    Switching to the Alerts view, several component and disk-related alerts are shown with a severity of Major because of the importance of this failure, as shown in Figure 10-28. The When column lists the time that passed since the alert was raised, which provides an indication of how long the failure condition existed.
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    Figure 10-28   Alerts generated for a module failure

    Switching to the Events view, similar messages are listed that report the module failure, as shown in Figure 10-29. In addition to critical events, such as the module failure, other events were created that are associated with the failure. These events include recovery actions as data rebuild and redistribution events are Informational in nature.
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    Figure 10-29   Events generated for a module failure

    After repairing the failed module and starting a component test, the system reduces the importance of the alerts and marks them with a yellow warning triangle, as shown in Figure 10-30.
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    Figure 10-30   Alerts after module test started

    Switching to the Events view shows the start of the module component test and the initial actions, as shown in Figure 10-31.
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    Figure 10-31   Module component test started

    After the component test is successful, a phase in of the module is conducted, which brings the module back to an OK state and clears the alerts. The Alert no longer contains any entries that are related to the module failure, as shown in Figure 10-32.
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    Figure 10-32   Alerts view is empty after resolving the module failure condition

    Although the alerts last only for the duration of a problem, the corresponding events remain visible in the Events log until the reserved space on the IBM Spectrum Accelerate system wraps around. Figure 10-33 shows how you can filter the log for events with “module:4” in the description field.
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    Figure 10-33   Module-4 events that use Events search field

    Using the IBM XIV Management XCLI event_list command to view events

    You can view events with by running the event_list command when managing an IBM Spectrum Accelerate system with the IBM XIV Management XCLI utility. A short description of the command, its parameters, and a few examples are shown in the following examples.

    Example 10-17 shows the description of the event_list command help information.

    Example 10-17   Help command applied to event_list command
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    XIV itso_sds1>>help command=event_list -t all

    Category Name Description Access Control Syntax Fields Example                    

    events     event_list   Lists system events.   

     

    storageadmin,applicationadmin,readonly,technician,xiv_hostprofiler,xiv_maintenance,xiv_development,securityadmin,storageintegrationadmin,opsadmin   

     

    event_list [ max_events=MaxEventsToList ] [ after=TimeStamp ] [ before=TimeStamp ] [ min_severity=<INFORMATIONAL|WARNING|MINOR|MAJOR|CRITICAL> ] [ alerting=<yes|no|all> ] [ cleared=<yes|no|all> ] [ code=EventCode ] [ 

     

    object_type=<cons_group|destgroup|dest|dm|host|map| mirror|pool|rule|smsgw|smtpgw|target|volume| cluster|ip_interface|ldap_conf|meta_data_object| sync_schedule|user|user_group|ldap_server|modules_status| elicense|ipsec_connection|ipsec_tunnel|cross_cons_group,...> ] 

    [ internal=<yes|no|all> ] [ beg=BeginIndex ] [ end=EndIndex ] [ count_all=<yes|no> ] [ domain=DomainName ]    

    timestamp severity code user_name description index alerting cleared tshooting   

     

    event_list max_events=10   

    XIV itso_sds1>>
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    Example 10-18, Example 10-19, Example 10-20 on page 387, Example 10-21 on page 387, and Example 10-22 on page 387 show the uses of the event_list command.

    Example 10-18   List last 10 events occurred
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    XIV itso_sds1>>event_list max_events=10

    Timestamp             Severity        Code                              User   Description                                                                                          

    2015-03-20 12:22:29   Informational   MIRROR_SYNC_STARTED                      Synchronization of remote mirror of volume 'ITSO_XIV_Vol_002' on Target 'XIV 1310091' has started.   

    2015-03-20 12:22:29   Informational   MIRROR_SYNC_STARTED                      Synchronization of remote mirror of volume 'ITSO_XIV_Vol_003' on Target 'XIV 1310091' has started.   

    2015-03-20 12:22:30   Informational   MIRROR_SYNC_ENDED                        Synchronization of remote mirror of peer 'ITSO CG SDS1' on target 'XIV 1310091' has ended.           

    2015-03-20 12:42:24   Informational   TRACES_SNAPSHOT_CREATE                   Traces snapshot created. ID 14                                                                       

    2015-03-21 04:49:05   Informational   TOO_MANY_SYSLOG_MSGS                     Syslog messages got updated more than once today on module 1:Module:2.                               

    2015-03-22 02:47:08   Informational   USER_LOGIN_HAS_SUCCEEDED                 User 'team10' from IP '9.79.55.86' successfully logged into the system. 

    2015-03-22 04:00:04   Informational   HOST_CONNECTED                           Host 'xivcx302' has connected to the system.                                                         

    2015-03-22 04:00:10   Warning         HOST_NO_MULTIPATH_ONLY_ONE_PORT          Host 'xivcx302' is connected to the system through only one of its ports. #paths=1                   

    2015-03-22 04:00:27   Warning         HOST_NO_MULTIPATH_ONLY_ONE_PORT          Host 'xivcx302' is connected to the system through only one of its ports. #paths=1 

    2015-03-22 04:01:17   Informational   HOST_PROFILE_SET                         Host profile value has been set for host xivcx302.                                                   

    XIV itso_sds1>>
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    Example 10-19   List last 5 events of object type mirror
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    itso_sds1>>event_list max_events=5 object_type=mirror

    Timestamp             Severity        Code                  User   Description                                                                                          

    2015-03-20 12:12:44   Informational   MIRROR_SYNC_ENDED            Synchronization of remote mirror of peer 'ITSO CG SDS1' on target 'XIV 1310091' has ended.           

    2015-03-20 12:22:29   Informational   MIRROR_SYNC_STARTED          Synchronization of remote mirror of volume 'ITSO_XIV_Vol_001' on Target 'XIV 1310091' has started.   

    2015-03-20 12:22:29   Informational   MIRROR_SYNC_STARTED          Synchronization of remote mirror of volume 'ITSO_XIV_Vol_002' on Target 'XIV 1310091' has started.   

    2015-03-20 12:22:29   Informational   MIRROR_SYNC_STARTED          Synchronization of remote mirror of volume 'ITSO_XIV_Vol_003' on Target 'XIV 1310091' has started.   

    2015-03-20 12:22:30   Informational   MIRROR_SYNC_ENDED            Synchronization of remote mirror of peer 'ITSO CG SDS1' on target 'XIV 1310091' has ended.           

    XIV itso_sds1>>
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    Example 10-20   List 5 events before timestamp of type host
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    XIV itso_sds1>>event_list max_events=5 before=2015-03-22.04:01:00 object_type=host

    Timestamp             Severity        Code                              User   Description                                                                          

    2015-03-18 06:07:12   Warning         HOST_NO_MULTIPATH_ONLY_ONE_PORT          Host 'xivcx302' is connected to the system through only one of its ports. #paths=4   

    2015-03-18 10:15:55   Warning         HOST_DISCONNECTED                        Host 'xivcx302' has disconnected from the system.                                    

    2015-03-22 04:00:04   Informational   HOST_CONNECTED                           Host 'xivcx302' has connected to the system.                                         

    2015-03-22 04:00:10   Warning         HOST_NO_MULTIPATH_ONLY_ONE_PORT          Host 'xivcx302' is connected to the system through only one of its ports. #paths=1   

    2015-03-22 04:00:27   Warning         HOST_NO_MULTIPATH_ONLY_ONE_PORT          Host 'xivcx302' is connected to the system through only one of its ports. #paths=1   

    XIV itso_sds1>>
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    Example 10-21   List last five module failures before specified date
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    XIV itso_sds1>>event_list max_events=5 before=2015-03-22.04:01:00 code=module_failed

    Timestamp             Severity   Code            User   Description 

    2015-03-12 09:27:45   Critical   MODULE_FAILED          1:Module:4 failed. 

    2015-03-13 13:05:05   Critical   MODULE_FAILED          1:Module:1 failed. 

    2015-03-18 10:55:39   Critical   MODULE_FAILED          1:Module:1 failed. 

    2015-03-18 11:02:07   Critical   MODULE_FAILED          1:Module:3 failed. 

    2015-03-20 12:12:22   Critical   MODULE_FAILED          1:Module:4 failed. 
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    Example 10-22   List last five failures of severity critical
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    XIV itso_sds1>>event_list max_events=5 min_severity=critical

    Timestamp             Severity   Code               User   Description                 

    2015-03-13 13:05:05   Critical   MODULE_FAILED             1:Module:1 failed.          

    2015-03-18 10:55:39   Critical   MODULE_FAILED             1:Module:1 failed.          

    2015-03-18 11:02:07   Critical   MODULE_FAILED             1:Module:3 failed.          

    2015-03-18 11:03:25   Critical SYSTEM_NO_SPARES  System has no spare disks   

    2015-03-20 →   Critical   MODULE_FAILED             1:Module:4 failed.          

    XIV itso_sds1>>
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IBM Spectrum Accelerate 
events list

    This appendix includes Table A-1 on page 390, which lists all externalized events that might occur during the operation of an IBM Spectrum Accelerate system. 

    There are events that are caused by a user action, which are classified as User and are of informational nature for logging purposes and for maintaining a history of actions. They do not require any further analysis or action; therefore, the action is NONE, because they are intentionally run by the user. 

     

    
      
        	
          Note: The following column headings are used in Table A-1 on page 390: 

          •Event Code	: Unique event code as shown by the GUI of event_list command

          •Category	: Category for the Event code

          •Cause	: Cause/Trigger for the Event

          •Action	: Gives a brief hint if an action must be taken and which component or system state should be analyzed:

           –	None	: Informational event only; started by user command or an OK state is reported

           –	Contact IBM	: The event should be reviewed by checking IBM Knowledge Center or by opening a problem management record (PMR)

           –	Component	: Any other component involved, such as:

           •	Spectrum Accelerate module

           •	Disk

           •	Service or the system state

           •	Hosting ESX/VM server, management, interconnect, or iSCSI host network

           •	Power environment

           •	Networking environment

           •	Mirror or migration targets

           •	Host servers

           •	Firewall setup

          •Event Text: 	The detailed text of the event as described in the Description column of the Events view.

        
      

    

    For more information, see IBM Knowledge Center.

    Events list 

    Table A-1 lists the event codes, a category, the originator or cause for the event, how to treat the event, and a description as it appears in the GUI Events view or when viewed with the event_list command.

    Table A-1   List of all externalized Events of 11.5.0.b code level in alphabetic order

    
      
        	
          Event code

        
        	
          Category

        
        	
          Cause

        
        	
          Action

        
        	
          Event text

        
      

      
        	
          ACCESS_OF_USER_GROUP_TO_CLUSTER_REMOVED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          Access of User group '{User Group Name}' to cluster '{Cluster Name}' was removed.

        
      

      
        	
          ACCESS_OF_USER_GROUP_TO_HOST_REMOVED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          Access of User group '{User Group Name}' to host '{Host Name}' was removed.

        
      

      
        	
          ACCESS_TO_CLUSTER_GRANTED_TO_USER_GROUP

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User group '{User Group Name}' was granted access to cluster '{Cluster Name}'.

        
      

      
        	
          ACCESS_TO_HOST_GRANTED_TO_USER_GROUP

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User group '{User Group Name}' was granted access to host '{Host Name}'.

        
      

      
        	
          APPADMIN_CAPABILITIES_SET

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          Application admin capabilities have been set to {Capabilities}

        
      

      
        	
          AUDIT_DISABLED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          CLI command auditing deactivated.

        
      

      
        	
          AUDIT_ENABLED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          CLI command auditing activated.

        
      

      
        	
          BOIDEM_DISK_ABNORMAL_ERROR

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Unit attentions or aborts in the last 30 minutes on {Disk ID}, start lba={start_lba}, last lba={last_lba}, command={command}, latency={latency} ms.

        
      

      
        	
          BOIDEM_DISK_DEFERRED_ERROR

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Deferred error on {Disk ID}, start LBA={Start LBA}, last LBA={Last LBA}, latency={latency} ms, key={key}

        
      

      
        	
          BOIDEM_DISK_ERROR_SENSE_INFORMATION

        
        	
          BOIDEM DISK

        
        	
          SOFTWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} had sense information indicating an error: {Sense Key Number}/{Sense Code Number 1}/{Sense Code Number 2} (FRU={FRU Code}) {Sense Key} - {Sense Code}.

        
      

      
        	
          BOIDEM_DISK_KEEPALIVE_FAILED

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} is not responding to keepalives of type {Type} for {Time from last success ms}ms

        
      

      
        	
          BOIDEM_DISK_KEEPALIVE_OK

        
        	
          BOIDEM DISK

        
        	
          SOFTWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} is responding to keepalives of type {Type} after {Time from last success ms}ms

        
      

      
        	
          BOIDEM_DISK_KILLED

        
        	
          BOIDEM DISK

        
        	
          SOFTWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Boidem disk {Disk ID} killed.

        
      

      
        	
          BOIDEM_DISK_LONG_LATENCY

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} has been exhibiting long I/O latency in the last 30 minutes, start LBA={Start LBA}, last LBA={Last LBA}, command={command}, latency={latency} ms.‘

        
      

      
        	
          BOIDEM_DISK_MEDIUM_ERROR

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Media errors on {Disk ID}, start LBA={Start LBA}, last LBA={Last LBA}, latency={latency} ms.

        
      

      
        	
          BOIDEM_DISK_RESPONSIVE

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} is now responsive. Was unresponsive for {unresponsive_time} ms

        
      

      
        	
          BOIDEM_DISK_REVIVED

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Boidem disk {Disk ID} revived.

        
      

      
        	
          BOIDEM_DISK_UNRESPONSIVE

        
        	
          BOIDEM DISK

        
        	
          HARDWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Disk {Disk ID} is unresponsive for {time} ms

        
      

      
        	
          BOIDEM_FS_IS_RO

        
        	
          BOIDEM DISK

        
        	
          SOFTWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Boidem mount poInt {Read-only mount poInt} is in a read-only state on module {module}.

        
      

      
        	
          BOIDEM_MISSING_MOUNT_POINT

        
        	
          BOIDEM DISK

        
        	
          SOFTWARE

        
        	
          Module / ESX DATASTORE

        
        	
          Boidem is missing a mount poInt at {Missing mount poInt} on module {module}.

        
      

      
        	
          BULK_EMAIL_HAS_FAILED

        
        	
          ALERTS

        
        	
          ENVIRONMENT

        
        	
          SMTP Gateway / Network

        
        	
          Sending bulk email with {Events Number} events to {Destination List} via {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          CACHE_HAS_LESS_MEMORY

        
        	
          CACHE

        
        	
          HARDWARE

        
        	
          Module DIMM

        
        	
          Data module has less memory than expected. node={node} - {gb_missing} GB missing.

        
      

      
        	
          CERTIFICATE_REMOVED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          The certificate named '{name}' was removed.

        
      

      
        	
          CG_MIRROR_CREATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          A remote mirror was defined for Consistency Group '{local CG name}'on Target '{target name}'. Remote Consistency Group is '{remote CG name}'.

        
      

      
        	
          CG_MIRROR_CREATE_SLAVE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          A remote mirror was defined by Target '{target name}' for CG '{local CG name}'. Remote CG is '{remote CG name}'. 

        
      

      
        	
          CLUSTER_ADD_HOST

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{host.name}' was added to Cluster with name '{cluster.name}'.

        
      

      
        	
          CLUSTER_CANCEL_EXCEPTION

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          LUN '{LUN}' was defined as having uniform mapping in cluster '{cluster}'.

        
      

      
        	
          CLUSTER_CREATE

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Cluster was defined with name '{cluster.name}'.

        
      

      
        	
          CLUSTER_CREATE_FAILED_TOO_MANY

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Cluster with name '{name}' could not be defined. You are attempting to define more Clusters than the system permits.

        
      

      
        	
          CLUSTER_DEFINE_EXCEPTION

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          LUN '{LUN}' was defined as having host specific mapping in cluster '{cluster}'.

        
      

      
        	
          CLUSTER_DELETE

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Cluster with name '{cluster.name}' was deleted.

        
      

      
        	
          CLUSTER_REMOVE_HOST

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{host.name}' was removed from Cluster with name '{cluster.name}'.

        
      

      
        	
          CLUSTER_RENAME

        
        	
          CLUSTER

        
        	
          USER

        
        	
          NONE

        
        	
          Cluster with name '{old_name}' was renamed '{cluster.name}'.

        
      

      
        	
          COMPONENT_FAILURE_WAS_CANCELED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Component {Component ID} failure status was reset.

        
      

      
        	
          COMPONENT_FIRMWARE_CANNOT_FAIL_COMPONENT

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Cannot fail {Component ID}: {Error}. Firmware upgrade result was: {Upgrade result}.

        
      

      
        	
          COMPONENT_FIRMWARE_CANNOT_PHASEOUT_COMPONENT

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Cannot phase out {Component ID}: {Error}. Firmware upgrade result was: {Upgrade result}.

        
      

      
        	
          COMPONENT_FIRMWARE_UPGRADE_ABORTED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Aborted {Upgrade type} upgrade of {Firmware type} firmware, version {Label}, on {Scope}. Abort reason: {Reason}. Progress {Attempted}/{Total}, {Successes} succeeded, {Failures} failed, {No-Ops} no-ops.

        
      

      
        	
          COMPONENT_FIRMWARE_UPGRADE_ABORTING

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Aborting {Upgrade type} upgrade of {Firmware type} firmware, version {Label}, on {Scope}. Abort reason: {Reason}. Waiting for current upgrade item to complete.

        
      

      
        	
          COMPONENT_FIRMWARE_UPGRADE_DONE

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Finished {Upgrade type} upgrade of {Firmware type} firmware, version {Label}, on {Scope}. {Successes} succeeded, {Failures} failed, {No-Ops} no-ops.

        
      

      
        	
          COMPONENT_FIRMWARE_UPGRADE_STARTED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Starting {Upgrade type} upgrade of {Firmware type} firmware, version {Label}, on {Scope}.

        
      

      
        	
          COMPONENT_FRU_REJECTED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          {Component ID} - Failed FRU validation.

        
      

      
        	
          COMPONENT_NETWORK_LINK_IS_DOWN

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Network

        
        	
          Network Interface to {Connected Component} on {Component ID} - link disconnected.

        
      

      
        	
          COMPONENT_NETWORK_LINK_IS_UP

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Network Interface to component {Connected Component} on {Component ID} - link regained.

        
      

      
        	
          COMPONENT_REQUIRED_SERVICE_CLEARED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Component {Component ID} does NOT require service anymore

        
      

      
        	
          COMPONENT_REQUIRES_IMMEDIATE_SERVICING

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Component {Component ID} which previously had it's service deferred now requires immediate service: {Component Required Service}, due to: {Component Service Reason}

        
      

      
        	
          COMPONENT_REQUIRES_SERVICING

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Component {Component ID} requires service: {Component Required Service}, due to: {Component Service Reason}. The urgency of this service is {MaIntenance Urgency} 

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_ABNORMALLY_HIGH

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is abnormally high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_ABNORMALLY_HIGH_AND_DROPPING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is dropping, but still abnormally high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_ABNORMALLY_HIGH_AND_STABILIZING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is stabilizing, but still abnormally high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_EXTREMELY_HIGH

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is extremely high. The component may immediately fail and permanent damage may occur.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_DROPPING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. Temperature is dropping.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_HIGH

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_HIGH_AND_DROPPING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is dropping, but still high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_HIGH_AND_STABILIZING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is stabilizing, but still high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_NORMAL

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} temperature is {temperature}C. The temperature is normal.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_RISING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. Temperature is rising.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_STABILIZING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. Temperature is stabilizing.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_VERY_HIGH

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is very high and may effect on component performance or even damage it.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_VERY_HIGH_AND_DROPPING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is dropping, but still very high.

        
      

      
        	
          COMPONENT_TEMPERATURE_IS_VERY_HIGH_AND_STABILIZING

        
        	
          COMPONENT

        
        	
          HARDWARE

        
        	
          Temperature

        
        	
          {Component ID} temperature is {temperature}C. The temperature is stabilizing, but still very high.

        
      

      
        	
          COMPONENT_TEST_HAS_FAILED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          Component

        
        	
          Test of {Component ID} has failed. Failure reason: {Failure Reason}.

        
      

      
        	
          COMPONENT_TEST_OF_DISK_HAS_FAILED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          Disk

        
        	
          Test of {Component ID} has failed with error {Error}.

        
      

      
        	
          COMPONENT_TEST_OF_SSD_HAS_FAILED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          SSD 

        
        	
          Test of {Component ID} has failed with error {Error}.

        
      

      
        	
          COMPONENT_TEST_SUCCEEDED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          NONE

        
        	
          Test of {Component ID} succeeded.

        
      

      
        	
          COMPONENT_WAS_EQUIPPED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          NONE

        
        	
          {Component ID} was equipped.

        
      

      
        	
          COMPONENT_WAS_FAILED

        
        	
          COMPONENT

        
        	
          SOFTWARE

        
        	
          Component

        
        	
          Component {Component ID} was marked as failed.

        
      

      
        	
          COMPONENT_WAS_PHASED_IN

        
        	
          COMPONENT

        
        	
          USER

        
        	
          NONE

        
        	
          {Component ID} was phased-in.

        
      

      
        	
          COMPONENT_WAS_PHASED_OUT

        
        	
          COMPONENT

        
        	
          USER / SOFTWARE

        
        	
          Component

        
        	
          {Component ID} was phased-out.

        
      

      
        	
          COMPONENT_WAS_UNEQUIPPED

        
        	
          COMPONENT

        
        	
          USER

        
        	
          NONE

        
        	
          {Component ID} was unequipped.

        
      

      
        	
          CONNECTED_HOSTS_LIMIT_REACHED

        
        	
          HOST

        
        	
          SOFTWARE

        
        	
          Number of hosts

        
        	
          Number of connected Hosts was reached for port '{port_id}' in Module {Module Id}.

        
      

      
        	
          CONS_GROUP_ADD_VOLUME

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was added to Consistency Group with name '{cg.name}'.

        
      

      
        	
          CONS_GROUP_CREATE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Consistency Group with name '{cg.name}' was created.

        
      

      
        	
          CONS_GROUP_CREATE_FAILED_TOO_MANY

        
        	
          CONSISTENCY GROUP

        
        	
          SOFTWARE

        
        	
          Number of CGs

        
        	
          Consistency Group with name '{name}' could not be created. You are attempting to add more Consistency Groups than the system permits.

        
      

      
        	
          CONS_GROUP_DELETE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Consistency Group with name '{cg.name}' was deleted.

        
      

      
        	
          CONS_GROUP_GROUPED_POOL_MOVE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Consistency Group with name '{cg.name}' has been moved from Grouped Pool '{orig_gp.name}' to Grouped Pool '{gp.name}'.

        
      

      
        	
          CONS_GROUP_MODIFIED_DURING_IO_PAUSE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          CG '{cg_name}' was modified during Pause IO with token '{token}'

        
      

      
        	
          CONS_GROUP_MOVE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Consistency Group with name '{cg.name}' has been moved from Storage Pool '{orig_pool.name}' to Pool '{pool.name}'.

        
      

      
        	
          CONS_GROUP_REMOVE_VOLUME

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was removed from Consistency Group with name '{cg.name}'.

        
      

      
        	
          CONS_GROUP_RENAME

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Consistency Group with name '{old_name}' was renamed '{cg.name}'.

        
      

      
        	
          CONS_GROUP_SNAPSHOTS_CREATE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot Group for Consistency Group with name '{cg.name}' was created with name '{cs_name}'.

        
      

      
        	
          CONS_GROUP_SNAPSHOTS_CREATE_FAILED_TOO_MANY

        
        	
          CONSISTENCY GROUP

        
        	
          SOFTWARE

        
        	
          Number of CG Snapshots

        
        	
          Snapshot Group for Consistency Group '{cg.name}' could not be created. You are attempting to add more Volumes than the system permits.

        
      

      
        	
          CONS_GROUP_SNAPSHOTS_OVERWRITE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot Group named '{cs_name}' was overridden for Consistency Group with name '{cg.name}'.

        
      

      
        	
          CPU_FAILED

        
        	
          HARDWARE

        
        	
          HARDWARE

        
        	
          Module's CPU

        
        	
          {Component ID} has failed. Hardware status: {Status}.

        
      

      
        	
          CR_BYPASS_ACCESS

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          {Command that bypasses CR mechanism} access to '{Unix Account Name}' account on module '{Component ID}' from '{IP Address}'.

        
      

      
        	
          CR_KEY_SETUP_FAILED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          Failed to set challenge-response key on module '{Component ID}'.

        
      

      
        	
          CR_KEY_SETUP_OK

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          Challenge-response key was successfully set on all modules in the system.

        
      

      
        	
          CR_KEY_UPGRADE_NOT_DONE

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          Challenge-response key was not upgraded on the system since a valid key has been previously set.

        
      

      
        	
          CUSTOM_EVENT

        
        	
          PROACTIVE SUPPORT

        
        	
          USER

        
        	
          Verify if PMR generated

        
        	
          {Description}

        
      

      
        	
          DATA_REBUILD_COMPLETED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Rebuild process completed. System data is now protected.

        
      

      
        	
          DATA_REBUILD_COMPLETED_REDIST_STARTED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Rebuild process completed. System data is now protected. Starting data transfer to new disks.

        
      

      
        	
          DATA_REBUILD_COULD_NOT_BE_COMPLETED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Rebuild process could not be completed due to insufficient unused disk space. System data is not protected.

        
      

      
        	
          DATA_REBUILD_STARTED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Rebuild process started because system data is not protected. {data_percent}% of the data must be rebuilt.

        
      

      
        	
          DATA_REDIST_COMPLETED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Completed data transfer to new disks.

        
      

      
        	
          DATA_REDIST_STARTED

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Starting data transfer to new disks.

        
      

      
        	
          DATA_SERVICE_FINISHED_PHASEOUT

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System finished phasing out {Component ID}.

        
      

      
        	
          DATA_SERVICE_STARTED_PHASEOUT

        
        	
          DATA

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System started phasing out {Component ID}.

        
      

      
        	
          DESIGNATED_MSM_USER

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          {Description}

        
      

      
        	
          DESTINATION_DEFINE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{name}' was defined.

        
      

      
        	
          DESTINATION_DELETE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{name}' was deleted.

        
      

      
        	
          DESTINATION_GROUP_ADD_DESTINATION

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{destination name}' was added to destination group '{destgroup name}'.

        
      

      
        	
          DESTINATION_GROUP_CREATE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination Group with name '{name}' was created.

        
      

      
        	
          DESTINATION_GROUP_DELETE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination Group with name '{name}' was deleted.

        
      

      
        	
          DESTINATION_GROUP_REMOVE_DESTINATION

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{destination name}' was removed from destination group '{destgroup name}'.

        
      

      
        	
          DESTINATION_GROUP_RENAME

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination Group with name '{old name}' was renamed '{new name}'.

        
      

      
        	
          DESTINATION_GROUP_UPDATE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination Group with name '{name}' was updated.

        
      

      
        	
          DESTINATION_RENAME

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{old name}' was renamed '{new name}'.

        
      

      
        	
          DESTINATION_UPDATE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Destination with name '{name}' was updated.

        
      

      
        	
          DIMM_CHANGE_DETECTED

        
        	
          DIMM

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} has been changed from a serial of {old_serial} to {new_serial}.

        
      

      
        	
          DIMM_COMPLIANCE_CHECK_DIMM_FAILED

        
        	
          DIMM

        
        	
          HARDWARE

        
        	
          DIMM

        
        	
          DIMM in slot {DIMM id}, part number '{Part number}', on module {Component ID} does not conform to the specification.

        
      

      
        	
          DIMM_COMPLIANCE_CHECK_FAILED

        
        	
          DIMM

        
        	
          SOFTWARE

        
        	
          DIMM

        
        	
          Installed DIMMs on module {Component ID} do not conform to the specification: {Failure reason}

        
      

      
        	
          DIMM_CORRECTABLE_ERROR_DETECTED

        
        	
          DIMM

        
        	
          HARDWARE

        
        	
          DIMM

        
        	
          Memory correctable ECC errors were detected on {Module}, {Count} errors on DIMM channel {Channel}, position {Position}.

        
      

      
        	
          DIMM_ERRORS_PHASING_OUT_MODULE

        
        	
          DIMM

        
        	
          SOFTWARE

        
        	
          DIMM / MODULE

        
        	
          {Module} will be phased out as we detected too many DIMM errors there.

        
      

      
        	
          DIMM_FAILED

        
        	
          DIMM

        
        	
          HARDWARE

        
        	
          DIMM

        
        	
          {Component ID} has failed. Hardware status: {Status}.

        
      

      
        	
          DIMM_UNCORRECTABLE_ERROR_DETECTED

        
        	
          DIMM

        
        	
          HARDWARE

        
        	
          DIMM

        
        	
          Memory uncorrectable ECC errors were detected on {Module}, {Count} errors on DIMM channel {Channel}, position {Position}.

        
      

      
        	
          DISK_ABNORMAL_ERROR

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Unit attentions or aborts in the last 30 minutes on {Disk ID}, start lba={start_lba}, last lba={last_lba}, command={command}, latency={latency} ms.

        
      

      
        	
          DISK_BAD_PERFORMANCE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Bad performance on {Disk ID}, I/O count={I/O Count}, transferred kbytes={kbytes},msecs={seconds}.

        
      

      
        	
          DISK_BLOCK_SIZE_IS_INVALID

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          DISK

        
        	
          {Component ID} was formatted with invalid block size of {Block Size}.

        
      

      
        	
          DISK_BMS_ERROR_DETECTED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} - BMS error detected: {Sense Key}/{Additional Sense Code}/{Additional Sense Code Qualifier} {Sense Key} - {Sense Code} (LBA: {LBA}).

        
      

      
        	
          DISK_CHANGE_WAS_DETECTED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} has been changed from a {Old Vendor}-{Old Model} with a serial of {Old Serial} and with a firmware of {Old Firmware} to a {New Vendor}-{New Model} with a serial of {New Serial} and with a firmware of {New Firmware}.

        
      

      
        	
          DISK_COMPONENT_TEST_STARTED

        
        	
          DISK

        
        	
          USER

        
        	
          NONE

        
        	
          Test of {Component ID} started.

        
      

      
        	
          DISK_DEFERRED_ERROR

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Deferred error on {Disk ID}, start LBA={Start LBA}, last LBA={Last LBA}, latency={latency} ms, key={key}

        
      

      
        	
          DISK_DOES_NOT_EXIST

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} doesn't exist.

        
      

      
        	
          DISK_ERROR_SENSE_INFORMATION

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Disk ID} had sense information indicating an error: {Sense Key Number}/{Sense Code Number 1}/{Sense Code Number 2} (FRU={FRU Code}) {Sense Key} - {Sense Code}.

        
      

      
        	
          DISK_EXCESSIVE_BMS_ACTIVITY

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} exhibits excessive BMS activity, fill time is {Time to fill BMS log} minutes.

        
      

      
        	
          DISK_FAILED_SHORT_STANDARD_TEST

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} - Failed short standard test.

        
      

      
        	
          DISK_FINISHED_PHASEIN

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System finished phasing in {Component ID}.

        
      

      
        	
          DISK_FINISHED_PHASEOUT

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          DISK

        
        	
          System finished phasing out {Component ID}.

        
      

      
        	
          DISK_GLIST_CHANGED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} GLIST changed from {Previous glist size} to {Current glist Size}.

        
      

      
        	
          DISK_GLIST_SIZE_TOO_HIGH

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} GLIST size is {Glist Size}, which is too high.

        
      

      
        	
          DISK_HAS_FAILED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} Failed.

        
      

      
        	
          DISK_HIGH_MEDIA_ERROR_RATE_CLEARED

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} no longer exhibits high media error rate.

        
      

      
        	
          DISK_HIGH_MEDIA_ERROR_RATE_DETECTED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} exhibits high media error rate of rule {rule_type} per {cycle_type}.

        
      

      
        	
          DISK_HIGH_READ_CORRECTED_WITH_DELAY_RATE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} has {number of read corrected with delay} read corrected errors with delay rate {rate}.

        
      

      
        	
          DISK_INFO_EXTRA_EVENT

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} Extra information event.

        
      

      
        	
          DISK_INFO_LOAD_FAILED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} failed.

        
      

      
        	
          DISK_IS_NOW_OFFLINE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} is now offline. It has been taken offline by the SCSI mid-layer.

        
      

      
        	
          DISK_LARGER_THAN_SYSTEM_DISK_SIZE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} has a size of {New size}GB which is larger than system disk size {System size}GB.

        
      

      
        	
          DISK_LOG_PAGE_READING_FAILED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} Failed reading log page. Opcode is {opcode}, page code is {page code}.

        
      

      
        	
          DISK_LONG_LATENCY

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Long latencies on disk I/Os in the last 30 minutes on {Disk ID}, start LBA={Start LBA}, last LBA={Last LBA}, command={command}, latency={latency} ms.

        
      

      
        	
          DISK_MEDIA_PRE_SCAN_OFF

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} - Disk media pre scan is OFF.

        
      

      
        	
          DISK_MEDIA_PRE_SCAN_ON

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} - Disk media pre scan is ON.

        
      

      
        	
          DISK_MEDIUM_ERROR

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Media errors on {Disk ID}, start LBA={Start LBA}, last LBA={Last LBA}, latency={latency} ms.

        
      

      
        	
          DISK_NEEDS_PHASEOUT

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Disk ID} needs to be phased out.

        
      

      
        	
          DISK_POWER_DOWN

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} was powered-down due to error recovery failures.

        
      

      
        	
          DISK_PROBLEMATIC_BEHAVIOR_CLEARED

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} no longer exhibits problematic behavior.

        
      

      
        	
          DISK_PROBLEMATIC_BEHAVIOR_DETECTED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Component ID} exhibits problematic behavior.

        
      

      
        	
          DISK_RECOVERED

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Disk {Component ID} is functioning again.

        
      

      
        	
          DISK_REQUEST_ERROR_INFORMATION

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Disk {Disk ID} had error: {Error Name}, latency={latency} ms.

        
      

      
        	
          DISK_RESET_DONE

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Reset to disk {Component ID} was executed and succeeded. Reset duration {reset duration} usecs, IOs pending {IOs Pending}.

        
      

      
        	
          DISK_RESET_FAILED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Reset to disk {Component ID} has failed. Reset duration {reset duration}, IOs pending {IOs Pending}.

        
      

      
        	
          DISK_RESET_FAILURE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Reset to disk {Component ID} was executed and failed. Reset duration {reset duration} usecs, IOs pending {IOs Pending}.

        
      

      
        	
          DISK_RESET_SUCCEEDED

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Reset to disk {Component ID} succeeded. Reset duration {reset duration}, IOs pending {IOs Pending}.

        
      

      
        	
          DISK_RESET_WAS_SENT

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          A disk reset was sent to {Component ID}.

        
      

      
        	
          DISK_RESPONSIVE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          Disk {Disk ID} is now responsive. Was unresponsive for {unresponsive_time} msecs, cache dirty level is {Dirty Level}%

        
      

      
        	
          DISK_SHOULD_FAIL

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          {Disk ID} is malfunctioning and should fail.

        
      

      
        	
          DISK_SMALLER_THAN_SYSTEM_DISK_SIZE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Component ID} has a size of {New size}GB which is smaller than system disk size {System size}GB.

        
      

      
        	
          DISK_SMART_READING_FAILED

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} - SMART reading failed.

        
      

      
        	
          DISK_SMART_READING_OK

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} - SMART reading OK.

        
      

      
        	
          DISK_SMART_STATUS_BAD

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} - SMART status: Bad.

        
      

      
        	
          DISK_SMART_STATUS_GOOD

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {Component ID} - SMART status: Good.

        
      

      
        	
          DISK_STARTED_AUTO_PHASEIN

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System started phasing in {Component ID} in order to ensure that data will not be unprotected. Phaseout of the containing service and module has been cancelled.

        
      

      
        	
          DISK_STARTED_AUTO_PHASEOUT

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          DISK

        
        	
          System started automatic phasing out {Component ID}.

        
      

      
        	
          DISK_STARTED_PHASEIN

        
        	
          DISK

        
        	
          USER

        
        	
          NONE

        
        	
          System started phasing in {Component ID}.

        
      

      
        	
          DISK_STARTED_PHASEOUT

        
        	
          DISK

        
        	
          USER/ SOFTWARE

        
        	
          DISK

        
        	
          System started phasing out {Component ID}.

        
      

      
        	
          DISK_UNRESPONSIVE

        
        	
          DISK

        
        	
          HARDWARE

        
        	
          DISK

        
        	
          Disk {Disk ID} is unresponsive for {time} ms, cache dirty level is {Dirty Level}%

        
      

      
        	
          DISK_WAS_TURNED_OFF

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          DISK

        
        	
          Disk {Component ID} was turned off.

        
      

      
        	
          DISK_WAS_TURNED_ON

        
        	
          DISK

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Disk {Component ID} was turned on.

        
      

      
        	
          DM_ACTIVATE

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to Volume '{local volume name}' from Target '{target name}' was activated.

        
      

      
        	
          DM_CONNECTIVITY_TO_XIV_TARGET

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Gateway Node #{Node ID}: connection to {target name}:{target's connection index} DM connection was established, but being ignored because the remote end is an XIV target configured for mirroring, rather than a host

        
      

      
        	
          DM_DEACTIVATE

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to Volume '{local volume name}' from Target '{target name}' was deactivated.

        
      

      
        	
          DM_DEACTIVATE_LUN_UNAVAILABLE

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to Volume '{local volume name}' from Target '{target name}' was deactivated since LUN is not available on one of the active paths to the target.

        
      

      
        	
          DM_DEFINE

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Data Migration was defined to Volume '{local volume name}' from Target '{target name}'.

        
      

      
        	
          DM_DELETE

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Definition of Data Migration to Volume '{local volume name}' from Target '{target name}' was deleted.

        
      

      
        	
          DM_SYNC_ENDED

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to volume '{local volume name}' from target '{target name}' is complete.

        
      

      
        	
          DM_SYNC_ENDED_WITH_ERRORS

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to volume '{local volume name}' from target '{target name}' has completed with {medium_errors_in_data_migration} error(s). Check previous events related to this volume for the list of affected LBAs.'.

        
      

      
        	
          DM_SYNC_STARTED

        
        	
          DATA MIGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Migration to volume '{local volume name}' from Target '{target name}' has started.

        
      

      
        	
          DOMAIN_CREATED

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} has been created.

        
      

      
        	
          DOMAIN_DELETED

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} has been deleted.

        
      

      
        	
          DOMAIN_MANAGED_ATTRIBUTE_SET

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} managed attribute was set to {managed_attribute}.

        
      

      
        	
          DOMAIN_POLICY_SET

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain policy for {Parameter Name} set to '{Parameter Value}'

        
      

      
        	
          DOMAIN_RENAMED

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {old_name} has been renamed to {domain_name}.

        
      

      
        	
          DOMAIN_UPDATED

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} has been updated.

        
      

      
        	
          DOMAINS_AUTO_SHIFT_RESOURCES

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Resources from domain {domain_name} to domain {domain_name} have been auto shifted.

        
      

      
        	
          ELICENSE_ACCEPTED

        
        	
          ELICENSE

        
        	
          USER

        
        	
          NONE

        
        	
          Electronic license was accepted by '{Approver Name}'.

        
      

      
        	
          ELICENSE_VIOLATION

        
        	
          ELICENSE

        
        	
          USER

        
        	
          NONE

        
        	
          Latest version of the electronic license was not approved.

        
      

      
        	
          EMAIL_HAS_FAILED

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network / SMTPGW

        
        	
          Sending event {Event Code} ({Event Index}) to {Destination List} via {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          EMAIL_NOT_SENT

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network / SMTPGW

        
        	
          Sending event {Event Code} ({Event Index}) to {Destination List} via {SMTP Gateway} was waived because of failed SMTP gateway. It will be not be used until {Retry Time}.

        
      

      
        	
          EMERGENCY_CONSOLE_ACCESS

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          Emergency login to '{Unix Account Name}' account on module '{Component ID}' from tty '{TTY Device}'.

        
      

      
        	
          EMERGENCY_ROOT_ACCESS

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          Emergency login to 'root' account on module '{Component ID}' from '{IP Address}' using key number '{Authorized Key Number}'.

        
      

      
        	
          EMERGENCY_SHUTDOWN_NOW

        
        	
          SYSTEM

        
        	
          USER

        
        	
          NONE

        
        	
          System is shutting down in emergency shutdown mode due to: {Emergency Shutdown Reason}.

        
      

      
        	
          GROUPED_POOL_CAPACITY_SHIFT

        
        	
          GROUPED POOL

        
        	
          USER

        
        	
          NONE

        
        	
          On Grouped Pool with name '{gp.name}' Capacity of {capacity_size}GB was shifted from pool '{src_pool.name}' to pool '{dest_pool.name}'.

        
      

      
        	
          GROUPED_POOL_CREATE

        
        	
          GROUPED POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Grouped Pool with name '{gp.name}' was created.

        
      

      
        	
          GROUPED_POOL_DELETE

        
        	
          GROUPED POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Grouped Pool with name '{gp.name}' was deleted.

        
      

      
        	
          GROUPED_POOL_MOVED_BETWEEN_DOMAINS

        
        	
          GROUPED POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Grouped Pool {gp_name} has been moved from domain {domain_name} to domain {domain_name}.

        
      

      
        	
          GROUPED_POOL_RENAME

        
        	
          GROUPED POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Grouped Pool with name '{old_name}' was renamed '{gp.name}'.

        
      

      
        	
          HEARTBEAT_EMAIL_HAS_FAILED

        
        	
          PROACTIVE SUPPORT

        
        	
          ENVIRONMENT

        
        	
          Network / SMTPGW

        
        	
          Sending heartbeat to {Destination Name} via {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          HEARTBEAT_SMS_HAS_FAILED

        
        	
          PROACTIVE SUPPORT

        
        	
          ENVIRONMENT

        
        	
          Network / SMSGW

        
        	
          Sending heartbeat to {Destination Name} via {SMS Gateway} and {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          HOST_ADD_PORT

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Port of type {type} and ID '{port_name}' was added to Host with name '{host.name}'.

        
      

      
        	
          HOST_CONNECTED

        
        	
          HOST

        
        	
          HOSTS

        
        	
          NONE

        
        	
          Host '{host}' has connected to the system.

        
      

      
        	
          HOST_DEFINE

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Host of type {host.type} was defined with name '{host.name}'.

        
      

      
        	
          HOST_DEFINE_FAILED_TOO_MANY

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{name}' could not be defined. You are attempting to define more hosts than the system permits.

        
      

      
        	
          HOST_DELETE

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{host.name}' was deleted.

        
      

      
        	
          HOST_DISCONNECTED

        
        	
          HOST

        
        	
          HOSTS

        
        	
          iSCSI / Host

        
        	
          Host '{host}' has disconnected from the system.

        
      

      
        	
          HOST_MULTIPATH_OK

        
        	
          HOST

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Host '{host}' has redundant connections to the system. #paths={npaths}

        
      

      
        	
          HOST_NO_MULTIPATH_ONLY_ONE_MODULE

        
        	
          HOST

        
        	
          HOSTS

        
        	
          iSCSI / Host

        
        	
          Host '{host}' is connected to the system through only one Interface module. #paths={npaths}

        
      

      
        	
          HOST_NO_MULTIPATH_ONLY_ONE_PORT

        
        	
          HOST

        
        	
          HOSTS

        
        	
          iSCSI / Host

        
        	
          Host '{host}' is connected to the system through only one of its ports. #paths={npaths}

        
      

      
        	
          HOST_REMOVE_PORT

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Port of type {type} and ID '{port_name}' was removed from Host with name '{host.name}' was deleted.

        
      

      
        	
          HOST_RENAME

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{old_name}' was renamed '{host.name}'.

        
      

      
        	
          HOST_UPDATE

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Host named '{host.name}' was updated.

        
      

      
        	
          HOT_UPGRADE_ABORTED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Hot upgrade aborted with reason {reason}. 

        
      

      
        	
          HOT_UPGRADE_HAS_FAILED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Hot upgrade failed while {errorneous_state}. 

        
      

      
        	
          HSA_WRONG_IQN

        
        	
          HOST

        
        	
          HOSTS

        
        	
          Contact IBM

        
        	
          The event is generated when a wrong IQN (iSCSI Qualified Name) is given as input to hsa_* command (host side accelerator)

        
      

      
        	
          HTTPS_HAS_FAILED

        
        	
          ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network / HTTP server

        
        	
          Sending event {Event Code} ({Event Index}) to {Destination List} via {HTTPS address} failed. Module: {Module ID}; Error message: '{Error Message}' ({HTTP error code}); timeout expired: {Timeout Expired?}.

        
      

      
        	
          INTERCONNECT_LOSS_RATE_IS_BACK_TO_NORMAL

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Packet Loss rate between a pair of modules is below threshold for the last 60x5 consecutive measurements (300 seconds).

        
      

      
        	
          INTERCONNECT_LOSS_RATE_IS_HIGH

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          Interconnect Network

        
        	
          Packet Loss rate between a pair of modules is above threshold for the last 60 consecutive measurements (60 seconds).

        
      

      
        	
          INTERCONNECT_MTU_SIZE_IS_OK

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Event is generated if: 1.interconnect traffic MTU size along all paths between the cluster modules is same or greater than the iSCSI traffic MTU size between the hosts and the module 2.MTU discovery has found that the iSCSI MTU size is same or greater than INTERCONNECT_MTU_SIZE.

        
      

      
        	
          INTERCONNECT_MTU_SIZE_IS_SMALL

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          Interconnect MTU

        
        	
          Event is generated if: 1.interconnect traffic MTU size along all paths between modules is smaller than the iSCSI traffic MTU size between the hosts and the module. 2.MTU discovery has found that the iSCSI MTU size is below INTERCONNECT_MTU_SIZE 

        
      

      
        	
          INTERCONNECT_RTT_IS_BACK_TO_NORMAL

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Network Round Trip Time measurement between a pair of modules is below threshold for the last 60x5 consecutive measurements (300 seconds). 

        
      

      
        	
          INTERCONNECT_RTT_IS_HIGH

        
        	
          INTERCONNECT

        
        	
          ENVIRONMENT

        
        	
          Interconnect Network

        
        	
          Network Round Trip Time measurement between a pair of modules is above threshold for the last 60 consecutive measurements (60 seconds).

        
      

      
        	
          INTERFACE_DISCONNECTED_FROM_TARGET

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          Target Connectivity

        
        	
          Interface node on module {module} cannot access target '{target}' through any gateway module.

        
      

      
        	
          INTERFACE_RECONNECTED_TO_TARGET

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Interface node on module {module} can access target '{target}'.

        
      

      
        	
          INTERFACE_SERVICES_ACTIVATED

        
        	
          TARGET

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Interface services of {Module ID} were activated.

        
      

      
        	
          IO_PAUSED_FOR_CONS_GROUP

        
        	
          XCG

        
        	
          USER

        
        	
          NONE

        
        	
          Pause IO on CG with name '{cg_name}' was started with {timeout}ms timeout. Token is '{token}'.

        
      

      
        	
          IO_RESUMED_FOR_CONS_GROUP_AUTOMATICALLY

        
        	
          XCG

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Pause IO on CG with name '{cg_name}' and token '{token}' was resumed after snapgroup creation.

        
      

      
        	
          IO_RESUMED_FOR_CONS_GROUP_EXPLICITLY

        
        	
          XCG

        
        	
          USER

        
        	
          NONE

        
        	
          Pause IO on CG with name '{cg_name}' and token '{token}' was resumed by user request.

        
      

      
        	
          IO_RESUMED_FOR_CONS_GROUP_UPON_SYSTEM_ERROR

        
        	
          XCG

        
        	
          SOFTWARE

        
        	
          Verify XCG

        
        	
          Pause IO on CG with name '{cg_name}' and token '{token}' was resumed after system error.

        
      

      
        	
          IO_RESUMED_FOR_CONS_GROUP_UPON_TIMEOUT_EXPIRATION

        
        	
          XCG

        
        	
          SOFTWARE

        
        	
          Verify XCG

        
        	
          Pause IO on CG with name '{cg_name}' and token '{token}' was canceled after timeout.

        
      

      
        	
          IOS_RESTORED_AFTER_HOT_UPGRADE

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System is able to perform I/Os after a hot upgrade.

        
      

      
        	
          IP_ACCESS_CANNOT_RESOLVE_ADDRESS

        
        	
          IP INTERFACE

        
        	
          ENVIRONMENT

        
        	
          Network / IP ports

        
        	
          Cannot resolve address '{address}' added to the IP access group {IP access group name}.

        
      

      
        	
          IP_ACCESS_FAILED_SETTING_RULES

        
        	
          IP INTERFACE

        
        	
          ENVIRONMENT

        
        	
          Network / IP ports

        
        	
          Failed setting IP access rules.

        
      

      
        	
          IPINTERFACE_ADD_PORT

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          Port #{port index} was added to ISCSI IP Interface with name '{Interface name}'

        
      

      
        	
          IPINTERFACE_CREATE

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          A new iscsi IP Interface was defined with name '{Interface name}' on module {module} with ports '{port list}' and IP address {IP address}

        
      

      
        	
          IPINTERFACE_DELETE

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          ISCSI IP Interface with name '{Interface name}' was deleted

        
      

      
        	
          IPINTERFACE_REMOVE_PORT

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          Port #{port index} was removed from ISCSI IP Interface with name '{Interface name}'

        
      

      
        	
          IPINTERFACE_RENAME

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          ISCSI IP Interface with name '{old name}' and was renamed '{Interface name}'

        
      

      
        	
          IPINTERFACE_UPDATE

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          ISCSI IP Interface with name '{Interface name}' was updated. Its IP address is {IP address}

        
      

      
        	
          IPINTERFACE_UPDATE_INTERCONNECT

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          The event is generated when the user changes the MTU of the interconnect network.

        
      

      
        	
          IPINTERFACE_UPDATE_MANAGEMENT

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          Management IP Interfaces were updated. Management IPs are {IP addresses}

        
      

      
        	
          IPINTERFACE_UPDATE_MANAGEMENT_IPV6

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          Management IP Interfaces were updated. Management IPv6 addresses are {IPv6 addresses}

        
      

      
        	
          IPINTERFACE_UPDATE_VPN

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          VPN IP Interfaces were updated. VPN IPs are {IP addresses}

        
      

      
        	
          IPINTERFACE_UPDATE_VPN_IPV6

        
        	
          IP INTERFACE

        
        	
          USER

        
        	
          NONE

        
        	
          VPN IPv6 Interfaces were updated. VPN IPv6 addresses are {IP addresses}

        
      

      
        	
          IPSEC_CONNECTION_ADDED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          A new IPSec connection named '{name}' was added

        
      

      
        	
          IPSEC_CONNECTION_REMOVED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          The IPSec connection named '{name}' was removed

        
      

      
        	
          IPSEC_CONNECTION_UPDATED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          The IPSec connection named '{name}' was updated

        
      

      
        	
          IPSEC_DISABLED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          IPSec was disabled

        
      

      
        	
          IPSEC_ENABLED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          IPSec was enabled

        
      

      
        	
          IPSEC_TUNNEL_CLOSED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          The IPSec tunnel named '{name}' between module {Module} and {Right IP} was closed

        
      

      
        	
          IPSEC_TUNNEL_OPENED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          The IPSec tunnel named '{name}' between module {Module} and {Right IP} was opened

        
      

      
        	
          ISCSI_PORT_HAS_FAILED

        
        	
          HOST

        
        	
          HARDWARE / ENVIRONMENT

        
        	
          iSCSI port

        
        	
          ISCSI port service {port} has failed due to {code}{codestr} (attempt number {Number of retries})

        
      

      
        	
          ISCSI_PORT_RESTART

        
        	
          HOST

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          ISCSI port service {port} was restarted due to {code}{codestr}

        
      

      
        	
          LDAP_AUTHENTICATION_ACTIVATED

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP authentication activated.

        
      

      
        	
          LDAP_AUTHENTICATION_DEACTIVATED

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP authentication deactivated.

        
      

      
        	
          LDAP_CONFIGURATION_CHANGED

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP configuration has changed.

        
      

      
        	
          LDAP_CONFIGURATION_RESET

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP configuration has reset.

        
      

      
        	
          LDAP_SERVER_ACCESSIBLE

        
        	
          LDAP

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          LDAP server {FQDN} is now accessible.

        
      

      
        	
          LDAP_SERVER_INACCESSIBLE

        
        	
          LDAP

        
        	
          ENVIRONMENT

        
        	
          LDAP Server / network

        
        	
          LDAP server {FQDN} is inaccessible.

        
      

      
        	
          LDAP_SERVER_WAS_ADDED

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP server '{Server FQDN}' was added to the system.

        
      

      
        	
          LDAP_SERVER_WAS_REMOVED

        
        	
          LDAP

        
        	
          USER

        
        	
          NONE

        
        	
          LDAP server '{Server FQDN}' was removed from the system.

        
      

      
        	
          LDAP_SSL_CERTIFICATE_ABOUT_TO_EXPIRE

        
        	
          LDAP

        
        	
          SOFTWARE

        
        	
          Renew SSL certificate

        
        	
          SSL Certificate of LDAP server '{Server FQDN}' is about to expire on {Expiration Date} ({Counter} notification).

        
      

      
        	
          MAP_PROXY_VOLUME

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Int Hyper-Scale Mobility Volume with name '{name}' was mapped to LUN '{LUN}' for {host_or_cluster} with name '{host}'.

        
      

      
        	
          MAP_VOLUME

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was mapped to LUN '{LUN}' for {host_or_cluster} with name '{host}'.

        
      

      
        	
          MEDIUM_ERROR_IN_DATA_MIGRATION

        
        	
          MEDIUM ERROR

        
        	
          ENVIRONMENT

        
        	
          Migration source

        
        	
          Medium error in data migration Into volume '{Volume Name}' at LBA {LBA} for {Length} blocks.

        
      

      
        	
          MEDIUM_ERROR_NOT_RECOVERED

        
        	
          MEDIUM ERROR

        
        	
          HARDWARE

        
        	
          Monitor if reoccurs

        
        	
          Medium error on volume={Volume}, logical-partition={Logical Partition Number}, offsetted-logical-partition={Offsetted Logical Partition Number} could not be recovered due to {Reason}.

        
      

      
        	
          MEDIUM_ERROR_RECOVERED

        
        	
          MEDIUM ERROR

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          Medium error on volume={Volume}, logical-partition={Logical Partition Number}, offsetted-logical-partition={Offsetted Logical Partition Number} was recovered.

        
      

      
        	
          MEMORY_COMMITMENT_OK

        
        	
          SOFTWARE NODE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          {module} is {difference} KB below memory commit limit - returned to a safe margin.

        
      

      
        	
          MEMORY_ECC_ERRORS_DETECTED

        
        	
          SOFTWARE NODE

        
        	
          HARDWARE

        
        	
          DIMM

        
        	
          Memory ECC errors were detected on {Module}.

        
      

      
        	
          METADATA_DELETE

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Metadata object deleted for {Object type} with name '{Object name}'.

        
      

      
        	
          METADATA_SERVICE_DB_CREATE

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Database {DB} was created

        
      

      
        	
          METADATA_SERVICE_DB_DELETE

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Database {DB} was deleted

        
      

      
        	
          METADATA_SERVICE_ENABLE

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          Metadata service is now enabled

        
      

      
        	
          METADATA_SET

        
        	
          INTEGRATION

        
        	
          USER

        
        	
          NONE

        
        	
          {Object type} with name '{Object name}' has new metadata value.

        
      

      
        	
          MIRROR_ACTIVATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          The Remote Mirror of peer '{local peer name}' on Target '{target name}' was activated.

        
      

      
        	
          MIRROR_AUTO_FIX_REACHED_LIMIT

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          A remote checksum diff for mirror '{local peer name}' cannot be fixed automatically because we reached the auto fix limit.

        
      

      
        	
          MIRROR_CANNOT_CREATE_LRS_TOO_MANY_VOLUMES

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify volume space

        
        	
          Synchronization of remote mirror of peer '{local peer name}' on target '{target name}' can not be synced , insufficent volume available for this operation.

        
      

      
        	
          MIRROR_CANNOT_CREATE_SYNC_JOB_TOO_MANY_VOLUMES

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify volume space

        
        	
          Synchronization of remote mirror of peer '{local peer name}' on target '{target name}' can not be synced , insufficent volume available for this operation.

        
      

      
        	
          MIRROR_CHANGE_DESIGNATION

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Local peer '{local peer name}' switched its designated role with peer on Target '{target name}'. It is now {designation}.

        
      

      
        	
          MIRROR_CHANGE_RPO

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          RPO or Mirror of local peer '{local peer name}' is now {RPO}.

        
      

      
        	
          MIRROR_CONS_GROUP_SNAPSHOTS_CREATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot Group for Consistency Group with name '{cg.name}' was created with name '{cs_name}'.

        
      

      
        	
          MIRROR_CONS_GROUP_SNAPSHOTS_OVERWRITE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot Group named '{cs_name}' was overriden for Consistency Group with name '{cg.name}'.

        
      

      
        	
          MIRROR_CREATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          A remote mirror was defined for Volume '{local volume name}'on Target '{target name}'. Remote Volume is '{remote volume name}'.

        
      

      
        	
          MIRROR_CREATE_FAILED_TARGET_NOT_CONNECTED

        
        	
          MIRROR

        
        	
          ENVIRONMENT

        
        	
          Target Connectivity

        
        	
          Target could not be reached. Target with name '{target.name}' is currently not connected.

        
      

      
        	
          MIRROR_CREATE_SLAVE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          A remote mirror was defined by Target '{target name}' for Volume '{local volume name}'. Remote Volume is '{remote volume name}'.

        
      

      
        	
          MIRROR_DEACTIVATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          The Remote Mirror of peer '{local peer name}' on Target '{target name}' was deactivated.

        
      

      
        	
          MIRROR_DEACTIVATE_CONFIGURATION_ERROR

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          The Remote Mirror of peer '{local peer name}' on Target '{target name}' was deactivated since the Mirror configuration on the slave machine has changed.

        
      

      
        	
          MIRROR_DEACTIVATE_SECONDARY_LOCKED

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          The Remote Mirror of peer '{local peer name}' on Target '{target name}' was deactivated since the Pool on the secondary machine was locked.

        
      

      
        	
          MIRROR_DELETE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          The Remote Mirror relation of peer '{local peer name}' to a peer on Target '{target name}' was deleted.

        
      

      
        	
          MIRROR_END_SYNC_FAILED_CONFIGURATION_ERROR

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify configuration

        
        	
          Configuration of remote mirror of peer '{local peer name}' on target '{target name}' does not match local configuration.

        
      

      
        	
          MIRROR_INCOMPATIBLE_VERSION_FOR_UNMAP_SUPPORT

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Check Compatibility

        
        	
          Mirror of peer '{local peer name}' on target '{target name}' cannot support unmap, remote machine has incompatible version.

        
      

      
        	
          MIRROR_IS_LAGGING_BEYOND_ABSOLUTE_THRESHOLD

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Link Bandwidth

        
        	
          Last Replication Time of Mirror of local peer '{local peer name}' is {Last Replication Time}.

        
      

      
        	
          MIRROR_IS_LAGGING_BEYOND_PERCENT_THRESHOLD

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Link Bandwidth

        
        	
          Last Replication Time of Mirror of local peer '{local peer name}' is {Last Replication Time}.

        
      

      
        	
          MIRROR_REESTABLISH_FAILED_CONFIGURATION_ERROR

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify configuration

        
        	
          Mirror reestablish failed. Either configuration of remote mirror of peer '{local peer name}' on target '{target name}' does not match local configuration.

        
      

      
        	
          MIRROR_REESTABLISH_FAILED_TOO_MANY_VOLUMES

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify configuration

        
        	
          Last Consistent Snapshot of Slave peer '{local peer name}' could not be created. Maximal number of Volumes are already defined.

        
      

      
        	
          MIRROR_RESYNC_FAILED

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify configuration

        
        	
          Synchronization of meta data with mirror failed. Configuration of remote mirror of volume '{local volume name}' on target '{target name}' does not match local configuration.

        
      

      
        	
          MIRROR_RESYNC_FAILED_DUE_TO_THIN_PROVISIONING

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Target capacity

        
        	
          Synchronization of bitmaps with mirror failed. Not enough hard capacity left in Pool of volume '{mirror.local_volume_name}'.

        
      

      
        	
          MIRROR_REVERSE_ROLE_OF_PEER_WITH_LCS_TO_MASTER

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Local peer '{local peer name}' is now Master of a peer on Target '{target name}' External last consistent snapshot should be deleted manually .

        
      

      
        	
          MIRROR_REVERSE_ROLE_TO_MASTER

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Local peer '{local peer name}' is now Master of a peer on Target '{target name}'.

        
      

      
        	
          MIRROR_REVERSE_ROLE_TO_SLAVE

        
        	
          MIRROR

        
        	
          USER

        
        	
          Link Bandwidth

        
        	
          Local peer '{local peer name}' is now Slave of a peer on Target '{target name}'.

        
      

      
        	
          MIRROR_RPO_LAGGING

        
        	
          MIRROR

        
        	
          ENVIRONMENT

        
        	
          Link Bandwidth

        
        	
          Mirror of local peer '{local peer name}' is now behind its specified RPO.

        
      

      
        	
          MIRROR_RPO_OK

        
        	
          MIRROR

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Mirror of local peer '{local peer name}' is now ahead of its specified RPO.

        
      

      
        	
          MIRROR_SCHEDULE_CHANGE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Schedule of remote mirror of '{local peer name}' is now '{schedule name}'.

        
      

      
        	
          MIRROR_SLAVE_SNAPSHOT_CREATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot named '{snapshot.name}' was created for volume named '{volume.name}'.

        
      

      
        	
          MIRROR_SLAVE_SNAPSHOT_OVERWRITE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot named '{snapshot.name}' was overriden for volume named '{volume.name}'.

        
      

      
        	
          MIRROR_SNAPGROUP_CREATE_FAILED

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify target

        
        	
          Remote snapshot group named '{snapshot group name}' was not created successfully. Error code is '{error}'

        
      

      
        	
          MIRROR_SNAPSHOT_CREATE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot named '{snapshot.name}' was created for volume named '{volume.name}'.

        
      

      
        	
          MIRROR_SNAPSHOT_CREATE_FAILED

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          Verify target

        
        	
          Remote snapshot named '{snapshot name}' was not created successfully. Error code is '{error}'

        
      

      
        	
          MIRROR_SNAPSHOT_OVERWRITE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot named '{snapshot.name}' was overriden for volume named '{volume.name}'.

        
      

      
        	
          MIRROR_SWITCH_ROLES_TO_MASTER

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Local peer '{local peer name}' switched roles with peer on Target '{target name}'. It is now Master.

        
      

      
        	
          MIRROR_SWITCH_ROLES_TO_SLAVE

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Local peer '{local peer name}' switched roles with peer on Target '{target name}'. It is now Slave.

        
      

      
        	
          MIRROR_SYNC_ENDED

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Synchronization of remote mirror of peer '{local peer name}' on target '{target name}' has ended.

        
      

      
        	
          MIRROR_SYNC_STARTED

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Synchronization of remote mirror of volume '{local volume name}' on Target '{target name}' has started.

        
      

      
        	
          MIRROR_SYNCHRONIZATION_TYPE_CHANGED

        
        	
          MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Synchronization of Mirror of peer '{local peer name}' is now '{mirror synchronization type}'.

        
      

      
        	
          MIRRORING_CONNECTIVITY_TO_NON_XIV_TARGET

        
        	
          MIRROR

        
        	
          ENVIRONMENT

        
        	
          Verify target

        
        	
          Gateway Node #{Node ID}: connection to {target name}:{target's connection index} mirroring connection was established, but being ignored because the remote end is not an XIV target or is not properly configured

        
      

      
        	
          MISMATCH_IN_INTERFACE_SPEED

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Component speed setting

        
        	
          Interface speed on {Component ID} is {actual speed}G, the expected speed is {req speed}G.

        
      

      
        	
          MODULE_CHANGE_DETECTED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} has been changed from a serial of {old_serial} to {new_serial}.

        
      

      
        	
          MODULE_COMPONENT_TEST_STARTED

        
        	
          MODULE

        
        	
          USER

        
        	
          NONE

        
        	
          Test of {Component ID} started.

        
      

      
        	
          MODULE_CPU_HAS_LESS_CORES_THAN_EXPECTED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          CPU of {Component ID} has less cores than expected: got {actual cores}, expected {req cores}.

        
      

      
        	
          MODULE_CPU_HAS_MORE_CORES_THAN_EXPECTED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          CPU of {Component ID} has more cores than expected: got {actual cores} cores, expected only {req cores}.

        
      

      
        	
          MODULE_DOWNLOAD_FAILED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module / Contact IBM

        
        	
          Failure occured trying to download current version of the system to module {Module ID}, failure reason: {Reason}.

        
      

      
        	
          MODULE_DOWNLOAD_TIMEOUT

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module / Contact IBM

        
        	
          Timeout expired trying to download current version of the system to module {Module ID} using Interface {Interface}.

        
      

      
        	
          MODULE_DOWNLOAD_VERSION_TIMEOUT

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module / Contact IBM

        
        	
          Timeout expired trying to download current version of the system to module {Module ID}.

        
      

      
        	
          MODULE_FAILED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module / Contact IBM

        
        	
          {Component ID} failed.

        
      

      
        	
          MODULE_FAILED_COULD_NOT_BE_POWERED_OFF

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          The failed module {Failed module} could not be powered off.

        
      

      
        	
          MODULE_FAILED_SHOULD_BE_POWERED_OFF

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Contact IBM

        
        	
          The failed module {Failed module} should be powered off based upon {Log String}.

        
      

      
        	
          MODULE_FAILED_TO_FETCH_PATCH_SCRIPT

        
        	
          MODULE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Module {Module} failed to fetch patch script {Patch Name}.

        
      

      
        	
          MODULE_FAILED_WAS_NOT_POWERED_OFF

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          The failed module {Failed module} has not been powered off as a failsafe due to {Failed IPMI module} not having IPMI set.

        
      

      
        	
          MODULE_FAILED_WAS_POWERED_OFF

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          The failed module {Failed module} has been powered off.

        
      

      
        	
          MODULE_FINISHED_PHASEOUT

        
        	
          MODULE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System finished phasing out {Component ID}.

        
      

      
        	
          MODULE_HAS_ACQUIRED_DHCP_ADDRESS

        
        	
          MODULE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Module {Module ID} acquired DHCP address as part of the module equip process

        
      

      
        	
          MODULE_HAS_MORE_MEMORY_THAN_EXPECTED

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Component ID} has more memory than expected. actual memory size is :  {actual_mem} GB ,should be : {req_mem} GB.

        
      

      
        	
          MODULE_IS_MISSING_DATA_DISKS

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Module ID} has {Num Found} of {Num Expected} data disks.

        
      

      
        	
          MODULE_IS_MISSING_MEMORY

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Component ID} is missing memory. Actual memory size is   {actual_mem} GB but should be  {req_mem} GB.

        
      

      
        	
          MODULE_IS_MISSING_REQUIRED_MEMORY

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Component ID} has less memory ({actual_mem} GB) than is defined for use ({req_mem} GB).

        
      

      
        	
          MODULE_IS_NOT_UP

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Module Component ID} is not up.

        
      

      
        	
          MODULE_NO_IP_CONNECTIVITY

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          There is no IP connectivity to failed {Component Id}.

        
      

      
        	
          MODULE_PHASEOUT_FAILURE_REASON

        
        	
          MODULE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          System could not phaseout {Component ID} due to lack of nodes of type {Node Type}.

        
      

      
        	
          MODULE_STARTED_PHASEOUT

        
        	
          MODULE

        
        	
          USER

        
        	
          NONE

        
        	
          System started phasing out {Component ID}.

        
      

      
        	
          MODULE_STOPPED_PHASEOUT_DUE_TO_MANAGEMENT_REQUIREMENT

        
        	
          MODULE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          System stopped phasing out {Component ID} due to management requirement.

        
      

      
        	
          MODULE_TEMPERATURE_INCONSISTENT_WITH_OTHERS

        
        	
          MODULE

        
        	
          HARDWARE

        
        	
          Module

        
        	
          {Component ID} External temperature not consistent with other modules.

        
      

      
        	
          NETWORK_LINK_FLOW_CONTROL_OFF

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Role Index} on {Component ID} has flow control turned off.

        
      

      
        	
          NETWORK_LINK_FLOW_CONTROL_ON

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Network Interface {Interface Role} #{Interface Role Index} on {Component ID} has flow control turned on.

        
      

      
        	
          NETWORK_LINK_HAS_DATA

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link has data flowing through again.

        
      

      
        	
          NETWORK_LINK_IS_NOW_DOWN

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link disconnected.

        
      

      
        	
          NETWORK_LINK_IS_NOW_UP

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link regained.

        
      

      
        	
          NETWORK_LINK_NO_DATA

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link has no data flowing through for the last {Time Not flowing} seconds.

        
      

      
        	
          NETWORK_LINK_NO_DATA_LONG

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link has no data flowing through for the last {Time Not flowing} seconds.

        
      

      
        	
          NETWORK_LINK_PARTIAL_LOSS

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Role Index} on {Component ID} has partial packet loss at a rate of {Packet Error Rate}.

        
      

      
        	
          NETWORK_LINK_RETURNED_TO_NORMAL

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Network Interface {Interface Role} #{Interface Role Index} on {Component ID} no longer has partial packet loss.

        
      

      
        	
          NETWORK_LINK_WAS_RESET_CONSECUTIVELY

        
        	
          NETWORK

        
        	
          ENVIRONMENT

        
        	
          Network Link

        
        	
          Network Interface {Interface Role} #{Interface Index} on {Component ID} - link was reset consecutively .

        
      

      
        	
          NEW_TIME_CHANGE_IS_INVALID

        
        	
          SYSTEM

        
        	
          USER

        
        	
          Check new time

        
        	
          Setting time to {Seconds} seconds and {USecs} Usecsonds on module {Module}is invalid and was denied.

        
      

      
        	
          NIC_FAILED

        
        	
          NETWORK

        
        	
          HARDWARE

        
        	
          NIC

        
        	
          {Component ID} has failed. Hardware status: {Status}.

        
      

      
        	
          NTP_SERVER_TIME_DIFFERENCE_TOO_BIG

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          NTP Server

        
        	
          NTP server {NTP Server} sent a transaction with time difference of {Delta} seconds which exceeds the maximal difference of {Max Allowed} seconds. Transaction will be ignored, please check NTP server's and system's times.

        
      

      
        	
          OBJECT_ATTACHED_TO_DOMAIN

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Object {object_name} of type {object_type} has been added to domain {domain_name}.

        
      

      
        	
          OBJECT_REMOVED_FROM_DOMAIN

        
        	
          DOMAIN

        
        	
          USER

        
        	
          NONE

        
        	
          Object {object_name} of type {object_type} has been removed from domain {domain_name}.

        
      

      
        	
          OPTIMIZING_DATA_REDIST_STARTED

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Starting optimizing data transfer to new disks.

        
      

      
        	
          PATCH_SCRIPT_ADDED

        
        	
          PATCH SCRIPT

        
        	
          USER

        
        	
          NONE

        
        	
          Added patch {Patch Name}.

        
      

      
        	
          PATCH_SCRIPT_DELETED

        
        	
          PATCH SCRIPT

        
        	
          USER

        
        	
          NONE

        
        	
          Deleted patch {Patch Name}.

        
      

      
        	
          PATCH_SCRIPT_EXECUTION_ENDED

        
        	
          PATCH SCRIPT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Patch script {Patch Name} execution on module {Module} with pid {Process ID} ended with return code {Return Code}

        
      

      
        	
          PATCH_SCRIPT_EXECUTION_STARTED

        
        	
          PATCH SCRIPT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Patch script {Patch Name} execution on module {Module} started with pid {Process ID}

        
      

      
        	
          PATCH_SCRIPT_FAILED_TO_EXECUTE

        
        	
          PATCH SCRIPT

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Patch script {Patch Name} execution failed on module {Module}

        
      

      
        	
          PATCH_SCRIPT_UPDATED

        
        	
          PATCH SCRIPT

        
        	
          USER

        
        	
          NONE

        
        	
          Updated patch {Patch Name}.

        
      

      
        	
          PERF_CLASS_ADD_DOMAIN

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} was added to Performance Class {name}

        
      

      
        	
          PERF_CLASS_ADD_HOST

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{host_name}' was added to Performance Class with name '{name}'

        
      

      
        	
          PERF_CLASS_ADD_POOL

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Pool with name '{pool.name}' was added to Performance Class with name '{pool.perf_class}'

        
      

      
        	
          PERF_CLASS_CREATE

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Performance Class with name '{name}' was created

        
      

      
        	
          PERF_CLASS_DELETE

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Performance Class with name '{name}' was deleted

        
      

      
        	
          PERF_CLASS_MAX_BW_RATE_UPDATED

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Performance Class {name} max BW rate was changed to {BW rate}

        
      

      
        	
          PERF_CLASS_MAX_IO_RATE_UPDATED

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Performance Class {name} max IO rate was changed to {IO rate}

        
      

      
        	
          PERF_CLASS_RATE_AT_LIMIT

        
        	
          PERFORMANCE CLASS

        
        	
          SOFTWARE

        
        	
          Host / Module

        
        	
          Performance class '{perf_class}' on {Module Id} reached its limit of {Limit} {Limit Name}, IOs being throttled.

        
      

      
        	
          PERF_CLASS_REMOVE_DOMAIN

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Domain {domain_name} was removed from Performance Class {name}

        
      

      
        	
          PERF_CLASS_REMOVE_HOST

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Host with name '{host_name}' was removed from Performance Class with name '{name}'

        
      

      
        	
          PERF_CLASS_REMOVE_POOL

        
        	
          PERFORMANCE CLASS

        
        	
          USER

        
        	
          NONE

        
        	
          Pool with name '{pool.name}' was removed from Performance Class with name '{name}'

        
      

      
        	
          PERF_CLASS_RESOURCE_EXHAUSTION

        
        	
          PERFORMANCE CLASS

        
        	
          SOFTWARE

        
        	
          Host / Module

        
        	
          Exhausted all allowed resources for performance classes on {Module Id}, BUSY until resources available.

        
      

      
        	
          PERF_CLASS_RESOURE_EXHAUSTION

        
        	
          PERFORMANCE CLASS

        
        	
          SOFTWARE

        
        	
          Host / Module

        
        	
          Exhausted all allowed resources for performance classes on {Module Id}, BUSY until resources available.

        
      

      
        	
          PKCS12_CERTIFICATE_ADDED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          A new PKCS#12 named '{name}' with fingerprInt '{fingerprInt}' was added.

        
      

      
        	
          PKI_RENAME

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          PKI with the name '{old name}' was renamed to '{new name}'

        
      

      
        	
          PKI_UPDATED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          PKI with the name '{name}' and fingerprInt '{fingerprInt}' was updated

        
      

      
        	
          POOL_ADDED_TO_DOMAIN

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Pool {pool_name} has been added to domain {domain_name}.

        
      

      
        	
          POOL_CHANGE_LOCK_BEHAVIOR

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Lock Behavior of Storage Pool with name '{pool.name}' is now '{state}'.

        
      

      
        	
          POOL_CHANGE_PERF_CLASS

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Performance Class of Storage Pool with name '{pool.name}' is now '{pool.perf_class}'.

        
      

      
        	
          POOL_CONFIG_SNAPSHOTS

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Management policy of Mirroring snapshots of Storage Pool with name '{pool.name}' has changed'.

        
      

      
        	
          POOL_CREATE

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool of size {pool.size}GB was created with name '{pool.name}'.

        
      

      
        	
          POOL_CREATE_FAILED_TOO_MANY

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          Pool count

        
        	
          Storage Pool with name '{name}' could not be created. You are attempting to add more Storage Pools than the system permits.

        
      

      
        	
          POOL_CREATE_THIN

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool of soft size {pool.soft_size}GB and hard_ size {pool.hard_size}GB was created with name '{pool.name}'.

        
      

      
        	
          POOL_DELETE

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool with name '{pool.name}' was deleted.

        
      

      
        	
          POOL_MOVED_BETWEEN_DOMAINS

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Pool {pool_name} has been moved from domain {domain_name} to domain {domain_name}.

        
      

      
        	
          POOL_REMOVED_FROM_DOMAIN

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Pool {pool_name} has been removed from domain {domain_name}.

        
      

      
        	
          POOL_RENAME

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool with name '{old_name}' was renamed '{pool.name}'.

        
      

      
        	
          POOL_RESIZE

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool with name '{pool.name}' was resized from size {old_size}GB to {pool.size}GB.

        
      

      
        	
          POOL_RESIZE_SNAPSHOTS

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot size of Storage Pool with name '{pool.name}' was resized from size {old_size}GB to {pool.snapshot_size}GB.

        
      

      
        	
          POOL_RESIZE_THIN

        
        	
          POOL

        
        	
          USER

        
        	
          NONE

        
        	
          Storage Pool with name '{pool.name}' was resized from soft size {old_soft_size}GB and hard size {old_hard_size}GB to soft size {pool.soft_size}GB and hard size {pool.hard_size}GB.

        
      

      
        	
          PORT_PREP_FOR_UPGRADE_TIMED_OUT

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Host /  Port

        
        	
          Preparation of {port_type} port '{local_port_name}' for hot-upgrade timed out due to host '{host_name}' port '{host_port_name}'{host_port_addr}

        
      

      
        	
          POST_UPGRADE_SCRIPT_FINISHED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Post-upgrade script finished successfully. 

        
      

      
        	
          POST_UPGRADE_SCRIPT_INVOCATION_FAILED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Invocation of post-upgrade script failed with error {error}. 

        
      

      
        	
          POST_UPGRADE_SCRIPT_REPORTED_FAILURE

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Post upgrade script reported failure. Script output: {explanation}.

        
      

      
        	
          POST_UPGRADE_SCRIPT_STARTED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Post-upgrade script started. 

        
      

      
        	
          POWER_SUPPLY_UNIT_STATUS_IS_OK

        
        	
          HARDWARE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          The status of {Component ID} is now OK.

        
      

      
        	
          PRE_UPGRADE

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System preparing an upgrade procedure type {type} .

        
      

      
        	
          PRE_UPGRADE_SCRIPT_DISAPPROVES

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Upgrade cannot commence because some of the validations in the pre-upgrade script failed. Explanation: {explanation}.

        
      

      
        	
          PRE_UPGRADE_SCRIPT_INVOCATION_FAILED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Invocation of pre-upgrade script failed with error {error}. 

        
      

      
        	
          PRE_UPGRADE_VALIDATION_FAILED

        
        	
          UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          One of the pre-upgrade validations failed with status {error}. 

        
      

      
        	
          PRIVATE_KEY_ADDED

        
        	
          SECURITY

        
        	
          USER

        
        	
          NONE

        
        	
          A new private key named '{name}' with fingerprInt '{fingerprInt}' and size {key_size} bits was added.

        
      

      
        	
          PSU_CHANGE_DETECTED

        
        	
          IBM POWER®

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} has been changed from a serial number '{old_serial}', part number '{old_part_number}', to serial number '{new_serial}' and part number '{new_part_number}'.

        
      

      
        	
          PSU_FIRMWARE_VERSION_UNEXPECTED

        
        	
          POWER

        
        	
          HARDWARE

        
        	
          Contact IBM

        
        	
          {Component}, of model '{Model}', has an unexpected code-level {Major}.{Minor}, which is old and should be upgraded.

        
      

      
        	
          PSU_MODEL_IS_OK_NOW

        
        	
          POWER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          Model '{PSU Model}' for {PSU} is valid.

        
      

      
        	
          PSU_MODEL_MIX_IS_OK_NOW

        
        	
          POWER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {PSU-1}, of model '{PSU-1 Model}', is compatible with {PSU-2} of model '{PSU-2 Model}'.

        
      

      
        	
          PSU_WAS_INSTALLED

        
        	
          POWER

        
        	
          USER

        
        	
          NONE

        
        	
          {Component ID} with a serial number '{Serial}' and part number '{Part Number}' was installed in the system.

        
      

      
        	
          PSU_WAS_REMOVED

        
        	
          POWER

        
        	
          USER

        
        	
          NONE

        
        	
          {Component ID} with a serial number '{Serial}' and part number '{Part Number}' was removed from the system.

        
      

      
        	
          QoS_HAS_BEEN_TRIGGERED

        
        	
          HOST

        
        	
          SOFTWARE

        
        	
          Host IO count

        
        	
          Queues on port '{port_id}' in Module {Module Id} caused QoS to be activated.

        
      

      
        	
          REMOTE_OPERATION_FAILED_TIMED_OUT

        
        	
          TARGET

        
        	
          SOFTWARE

        
        	
          Target Connectivity

        
        	
          Operation on remote machine timed out. Invoking '{Function Name}' on target  '{Target Name}' timed out.

        
      

      
        	
          REMOTE_SUPPORT_CLIENT_MOVED

        
        	
          REMOTE SUPPORT

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          The remote support client moved from {Old Module} to {New Module}.

        
      

      
        	
          REMOTE_SUPPORT_CLIENT_NO_AVAILABLE_MODULES

        
        	
          REMOTE SUPPORT

        
        	
          SOFTWARE

        
        	
          Modules

        
        	
          No live modules with {Port Type} ports are available to run the remote support client.

        
      

      
        	
          REMOTE_SUPPORT_CONNECTED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          System connected to remote support center {Destination}.

        
      

      
        	
          REMOTE_SUPPORT_CONNECTION_LOST

        
        	
          REMOTE SUPPORT

        
        	
          ENVIRONMENT

        
        	
          Modules / Network

        
        	
          Connection to remote support center {Destination} failed while the connection was in state {Disconnected Session State}.

        
      

      
        	
          REMOTE_SUPPORT_DEFINED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          Defined remote support center {Name} with IP address {Address} and port {Port}.

        
      

      
        	
          REMOTE_SUPPORT_DELETED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          Deleted remote support center {Name}.

        
      

      
        	
          REMOTE_SUPPORT_DISCONNECTED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          System disconnected from remote support center {Destination} while the connection was in state {Disconnected Session State}.

        
      

      
        	
          REMOTE_SUPPORT_IMMINENT_TIMEOUT

        
        	
          REMOTE SUPPORT

        
        	
          SOFTWARE

        
        	
          Timeout value

        
        	
          System is about to disconnect busy connection to remote support center {Destination}.

        
      

      
        	
          REMOTE_SUPPORT_KEY_CLEARED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          The event is generated when the command remote_support_key_clear is run successfully

        
      

      
        	
          REMOTE_SUPPORT_KEY_CREATED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          The event is generated when the command remote_support_key_create is run successfully

        
      

      
        	
          REMOTE_SUPPORT_TIMEOUT

        
        	
          REMOTE SUPPORT

        
        	
          SOFTWARE

        
        	
          Timeout value

        
        	
          Connection to remote support center {Destination} timed out while the connection was in state {Disconnected Session State}.

        
      

      
        	
          RULE_CREATE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Rule with name '{name}' was created.

        
      

      
        	
          RULE_DELETE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Rule with name '{name}' was deleted.

        
      

      
        	
          RULE_RENAME

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Rule with name '{old name}' was renamed '{new name}'.

        
      

      
        	
          RULE_UPDATE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          Rule with name '{name}' was updated.

        
      

      
        	
          SAS_CONTROLLER_CHANGE_DETECTED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          The SAS controller on module {Module} was changed from a serial of {old_serial} and board assembly of '{old_assembly}' to serial {new_serial} and board assembly '{new_assembly}'.

        
      

      
        	
          SAS_CONTROLLER_DIED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          Severe SAS controller error occurred. Controller was removed from PCI-E bus.

        
      

      
        	
          SAS_CONTROLLER_FAULT

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS Controller Firmware on {component ID} faulted with code {Fault Code} 

        
      

      
        	
          SAS_CONTROLLER_FAULT_CLEARED

        
        	
          SAS DISK CONTROLLER

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          SAS Controller Firmware on {component ID} recovered from its fault state.

        
      

      
        	
          SAS_CONTROLLER_IMPLICIT_RESET_FAILED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS driver sent an implicit reset to SAS controller, but it failed.

        
      

      
        	
          SAS_CONTROLLER_IMPLICIT_RESET_SUCCESSFUL

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          SAS driver sent an implicit reset to SAS controller, controller was successfully reset.

        
      

      
        	
          SAS_CONTROLLER_RESET_FAILED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          Reset to the SAS controller on {Component ID} has failed. Reset duration {reset duration} milliseconds, IOs pending {IOs Pending}.

        
      

      
        	
          SAS_CONTROLLER_RESET_SUCCEEDED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          Reset to disk {Component ID} succeeded. Reset duration {reset duration} milliseconds, IOs pending {IOs Pending}.

        
      

      
        	
          SAS_CONTROLLER_RESET_WAS_SENT

        
        	
          SAS DISK CONTROLLER

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          A SAS controller reset was sent on {Component ID}, IOs pending {IOs Pending}.

        
      

      
        	
          SAS_LINK_ERRORS

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} has too many errors, {Delta} since last sample.

        
      

      
        	
          SAS_LINK_NO_MORE_ERRORS

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} no longer has errors, {Delta} since last sample.

        
      

      
        	
          SAS_LINK_SPEED_CHANGE

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} speed changed from {Old Speed} to {New Speed}.

        
      

      
        	
          SAS_LINK_STATE_CHANGE

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          Monitor

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} changed state from {State} to {State}.

        
      

      
        	
          SAS_LINK_TOO_MANY_RESETS

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} had {Delta} resets, only {Allowed} resets are allowed. Disk {Disk} will be automatically phased out.

        
      

      
        	
          SAS_LINK_TOO_MANY_RESETS_PHASEOUT_DISK

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS link {SAS Type}[{ID}] on module {Module} had {Delta} resets,  only {Allowed} resets are allowed. Please phase out disk {Disk}.

        
      

      
        	
          SAS_RESET_DETECTED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS Controller reset was detected on {component ID} total {Reset Count} times.

        
      

      
        	
          SAS_VERSION_IS_INCONSISTENT

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS Controller Firmware version on module {Module} version {actual} is inconsistent with persistent version {persistent}.

        
      

      
        	
          SAS_VERSION_IS_UNEXPECTED

        
        	
          SAS DISK CONTROLLER

        
        	
          HARDWARE

        
        	
          SAS Controller

        
        	
          SAS Controller Firmware version on module {Module} version {actual} is old and should be upgraded

        
      

      
        	
          SATA_SMART_STATUS_READING_FAILED

        
        	
          SATA SMART

        
        	
          HARDWARE

        
        	
          Disk

        
        	
          reading SMART attributes of Disk ID {} failed. SMART trip value={}

        
      

      
        	
          SATA_SMART_STATUS_READING_FAILURE

        
        	
          SATA SMART

        
        	
          HARDWARE

        
        	
          Disk

        
        	
          {Component ID} reading SMART attributes failed. SMART trip value={}

        
      

      
        	
          SCHEDULE_CREATE

        
        	
          ASYNC MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Schedule was created with name '{schedule name}'.

        
      

      
        	
          SCHEDULE_DELETE

        
        	
          ASYNC MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Schedule with name '{schedule name}' was deleted.

        
      

      
        	
          SCHEDULE_RENAME

        
        	
          ASYNC MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Schedule with name '{old_name}' was renamed '{schedule name}'.

        
      

      
        	
          SCHEDULE_UPDATE

        
        	
          ASYNC MIRROR

        
        	
          USER

        
        	
          NONE

        
        	
          Schedule with name '{schedule name}' was updated.

        
      

      
        	
          SECOND_DISK_FAILURE

        
        	
          SYSTEM

        
        	
          HARDWARE

        
        	
          Contact IBM

        
        	
          Disk {Component ID} failed during rebuild.

        
      

      
        	
          SECONDARY_VOLUME_RESIZE

        
        	
          MIRROR

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Secondary volume with name '{volume.name}' was resized by primary machine from {old_size}GB to {volume.size}GB.

        
      

      
        	
          SERVICE_FAILED_TO_PHASEIN

        
        	
          SERVICE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          {Component ID} failed to phase-in.

        
      

      
        	
          SERVICE_FAILED_TO_RESTART

        
        	
          SERVICE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          {Component ID} failed to restart.

        
      

      
        	
          SERVICE_HAS_FAILED

        
        	
          SERVICE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          {Component ID} has failed.

        
      

      
        	
          SES_DOUBLE_PSU_FAILURE

        
        	
          SCSI ENCLOSURE SERVICES / Power

        
        	
          HARDWARE

        
        	
          PSUs

        
        	
          Both PSUs on {Module} report critical failures, this is probably because of a faulty PDB.

        
      

      
        	
          SES_PSU_MONITORING_UNAVAILABLE

        
        	
          SCSI ENCLOSURE SERVICES / Power

        
        	
          HARDWARE

        
        	
          PSUs

        
        	
          Can't monitor {PSU}, but it seems to supply power.

        
      

      
        	
          SES_PSU_STATUS_HAS_CHANGED

        
        	
          SCSI ENCLOSURE SERVICES / Power

        
        	
          HARDWARE

        
        	
          PSUs

        
        	
          {psu} changed state from {old_state} to {new state}.

        
      

      
        	
          SES_PSU_VOLTAGE_OK

        
        	
          SCSI ENCLOSURE SERVICES / Power

        
        	
          HARDWARE

        
        	
          None

        
        	
          {PSU} {Voltage Type} output DC voltage value is now {Voltage}, which is within the valid range.

        
      

      
        	
          SHOULD_BE_EMERGENCY_SHUTDOWN

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          UPS / Power

        
        	
          An emergency shutdown has been detected, but UPS control is disabled. Shutdown reason: {Shutdown Reason}.

        
      

      
        	
          SHUTDOWN_PARAMS

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System action is '{Shutdown Action}'. Target state is '{Target State}'. Safemode is '{Safe Mode}'. UPS Sleep Time={UPS sleep time in seconds} seconds.

        
      

      
        	
          SLAVE_CONS_GROUP_ADD_VOLUME

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was added to Consistency Group with name '{cg.name}' by its remote peer.

        
      

      
        	
          SLAVE_CONS_GROUP_REMOVE_VOLUME

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was removed from Consistency Group with name '{cg.name}' by its remote peer.

        
      

      
        	
          SLAVE_CONS_GROUP_SNAPSHOTS_CREATE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot Group for Consistency Group with name '{cg.name}' was created with name '{cs_name}'.

        
      

      
        	
          SLAVE_CONS_GROUP_SNAPSHOTS_OVERWRITE

        
        	
          CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Mirrored Snapshot Group named '{cs_name}' was overriden for Consistency Group with name '{cg.name}'.

        
      

      
        	
          SMS_GATEWAY_DEFINE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMS gateway with name '{name}' was defined.

        
      

      
        	
          SMS_GATEWAY_DELETE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMS gateway with name '{name}' was deleted.

        
      

      
        	
          SMS_GATEWAY_PRIORITIZE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMS gateways were prioritized; the new order is {order}.

        
      

      
        	
          SMS_GATEWAY_RENAME

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMS gateway with name '{old name}' was renamed '{new name}'.

        
      

      
        	
          SMS_GATEWAY_UPDATE

        
        	
          ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMS gateway with name '{name}' was updated.

        
      

      
        	
          SMS_HAS_FAILED

        
        	
          ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network/SMS gateway

        
        	
          Sending event {Event Code} ({Event Index}) to {Destination List} via {SMS Gateway} and {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          SMS_NOT_SENT

        
        	
          ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network/SMS gateway

        
        	
          Sending event {Event Code} ({Event Index}) to {Destination List} via {SMS Gateway} and {SMTP Gateway} was waived because of failed SMTP gateway. It will be not be used until {Retry Time}.

        
      

      
        	
          SMTP_GATEWAY_DEFINE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMTP gateway with name '{name}' was defined.

        
      

      
        	
          SMTP_GATEWAY_DELETE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMTP gateway with name '{name}' was deleted.

        
      

      
        	
          SMTP_GATEWAY_FAILED

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network/
SMTP gateway

        
        	
          SMTP gateway with name '{name}' has failed. It will not be used until {Retry Time}.

        
      

      
        	
          SMTP_GATEWAY_PRIORITIZE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMTP gateways were prioritized; the new order is {order}.

        
      

      
        	
          SMTP_GATEWAY_RENAME

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMTP gateway with name '{old name}' was renamed '{new name}'.

        
      

      
        	
          SMTP_GATEWAY_UPDATE

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          USER

        
        	
          NONE

        
        	
          SMTP gateway with name '{name}' was updated.

        
      

      
        	
          SMTP_GATEWAY_VIA_NODE_FAILED

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          Network /  SMTP gateway / Module

        
        	
          Sending event {Event Code} ({Event Index}) through {SMTP Gateway} via  {Module ID} has failed; Error message: '{Error Message}'.

        
      

      
        	
          SNAPSHOT_CHANGE_PRIORITY

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot Delete Priority of Snapshot named '{snapshot.name}' was changed from '{old_priority}' to '{snapshot.delete_priority}'.

        
      

      
        	
          SNAPSHOT_CREATE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot named '{snapshot.name}' was created for volume named '{volume.name}'.

        
      

      
        	
          SNAPSHOT_CREATE_FAILED_TOO_MANY

        
        	
          SNAPSHOTS

        
        	
          SOFTWARE

        
        	
          Snapshot Count

        
        	
          Snapshot for volume named '{volume.name}' could not be created. You are attempting to add more volumes than the system permits.

        
      

      
        	
          SNAPSHOT_CREATE_MANY

        
        	
          SNAPSHOTS

        
        	
          SOFTWARE

        
        	
          Snapshot Count

        
        	
          Created {num_of_vols} snapshots.

        
      

      
        	
          SNAPSHOT_DELETED_DUE_TO_POOL_EXHAUSTION

        
        	
          SNAPSHOTS

        
        	
          SOFTWARE

        
        	
          Pool Size

        
        	
          Snapshot named '{snap.name}' has been deleted because Storage Pool named '{snap.pool_name}' is full.

        
      

      
        	
          SNAPSHOT_DUPLICATE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot named '{snapshot.name}' was created as duplicate of Snapshot named '{original_snapshot.name}'.

        
      

      
        	
          SNAPSHOT_DUPLICATE_FAILED_TOO_MANY

        
        	
          SNAPSHOTS

        
        	
          SOFTWARE

        
        	
          Snapshot Count

        
        	
          Snapshot named '{snapshot.name}' could not be duplicated. You are attempting to add more volumes than the system permits.

        
      

      
        	
          SNAPSHOT_FORMAT

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot named '{snapshot.name}' was formatted.

        
      

      
        	
          SNAPSHOT_GROUP_CHANGE_PRIORITY

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Deletion Priority of all Snapshots in Snapshot Group with name '{cs_name}' were changed from '{old priority}' to '{new priority}'.

        
      

      
        	
          SNAPSHOT_GROUP_DELETE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          All Snapshots in Snapshot Group with name '{cs_name}' were deleted.

        
      

      
        	
          SNAPSHOT_GROUP_DELETED_DUE_TO_POOL_EXHAUSTION

        
        	
          SNAPSHOTS

        
        	
          SOFTWARE

        
        	
          Pool Size

        
        	
          All Snapshots in Snapshot Group with name '{snapshot.sg_name}' have been deleted because Storage Pool with name '{snapshot.pool_name}' is full.

        
      

      
        	
          SNAPSHOT_GROUP_DISBAND

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot Group with name '{cs_name}' was dismantled. All Snapshots which belonged to that Snapshot Group should be accessed directly.

        
      

      
        	
          SNAPSHOT_GROUP_DUPLICATE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          All Snapshots in Snapshot Group with name '{cs_name}' were duplicated. Duplicate Snapshot Group is named '{new_cs_name}'.

        
      

      
        	
          SNAPSHOT_GROUP_FORMAT

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          All Snapshots in Snapshot Group with name '{cs_name}' were formatted'.

        
      

      
        	
          SNAPSHOT_GROUP_LOCK

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          All Snapshots in Snapshot Group with name '{cs_name}' were locked.

        
      

      
        	
          SNAPSHOT_GROUP_RENAME

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot Group with name '{cs_name}' were renamed to '{new_name}'.

        
      

      
        	
          SNAPSHOT_GROUP_RESTORE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Volumes were restored from Snapshot Group with name '{cs_name}'.

        
      

      
        	
          SNAPSHOT_GROUP_UNLOCK

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          All Snapshots in Snapshot Group with name '{cs_name}' were unlocked.

        
      

      
        	
          SNAPSHOT_OVERWRITE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Snapshot named '{snapshot.name}' was overriden for volume named '{volume.name}'.

        
      

      
        	
          SNAPSHOT_RESTORE

        
        	
          SNAPSHOTS

        
        	
          USER

        
        	
          NONE

        
        	
          Volume named '{volume.name}' was restored from Snapshot named '{snapshot.name}'.

        
      

      
        	
          SPECIAL_TYPE_SET

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Type of {host_or_cluster} with name '{host}' was set to '{type}'.

        
      

      
        	
          SSD_ABNORMAL_ERROR

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Unit attentions or aborts in the last 30 minutes on {SSD ID}, start lba={start_lba}, last lba={last_lba}, command={command}, latency={latency} ms.

        
      

      
        	
          SSD_BAD_PERFORMANCE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Bad performance on {SSD ID}, I/O count={I/O Count}, transferred kbytes={kbytes},msecs={seconds}.

        
      

      
        	
          SSD_BIGGER_THAN_EXPECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Installed SSD {Component ID} has a size of {Size}GB which is bigger than the expected size of {Spec Size}GB.

        
      

      
        	
          SSD_CACHING_DISABLED

        
        	
          SSD CACHE

        
        	
          USER

        
        	
          NONE

        
        	
          SSD Caching feature disabled.

        
      

      
        	
          SSD_CACHING_ENABLED

        
        	
          SSD CACHE

        
        	
          USER

        
        	
          NONE

        
        	
          SSD Caching feature enabled. SSDs can now be installed.

        
      

      
        	
          SSD_CHANGE_WAS_DETECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          {Component ID} has been changed.

        
      

      
        	
          SSD_COMPLIANCE_CHECK_FAILED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Installed SSD {Component ID} does not conform to the specification.

        
      

      
        	
          SSD_COMPONENT_TEST_STARTED

        
        	
          SSD CACHE

        
        	
          USER

        
        	
          NONE

        
        	
          Test of {Component ID} started.

        
      

      
        	
          SSD_CYCLE_INFO

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          SSD {Component ID} passed {Cycles} cycles.

        
      

      
        	
          SSD_DATA_INTEGRITY_ERROR_DETECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Read from SSD {Disk ID} failed the Integrity check due to {Reason}, Page Number={Page Number}

        
      

      
        	
          SSD_DEFERRED_ERROR

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {SSD ID} signaled deferred error on start lba={first_lba}, last lba={last_lba}, scsi_opcode={scsi_opcode}, latency={latency} usec, key={key}

        
      

      
        	
          SSD_DISK_LABELS_MISMATCH

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          SSD {SSD ID} has data that mismatches disk {Disk ID} 

        
      

      
        	
          SSD_DOES_NOT_EXIST

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD / Module

        
        	
          SSD {Component ID} doesn't exist.

        
      

      
        	
          SSD_ERROR_SENSE_INFORMATION

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {SSD ID} had sense information indicating an error: {Sense Key Number}/{Sense Code Number 1}/{Sense Code Number 2} (FRU={FRU Code}) {Sense Key} - {Sense Code}.

        
      

      
        	
          SSD_FOUND_UNEXPECTED

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          SSD / Module

        
        	
          SSD {Component ID} was found while SSD Caching feature is disabled.

        
      

      
        	
          SSD_GENERIC_SUPPORT_USED

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          SSD {Component ID} using default smart attributes.

        
      

      
        	
          SSD_HAS_FAILED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} Failed. 

        
      

      
        	
          SSD_HIGH_MEDIA_ERROR_RATE_CLEARED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} no longer exhibits high media error rate.

        
      

      
        	
          SSD_HIGH_MEDIA_ERROR_RATE_DETECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          {Component ID} exhibits high media error rate of rule {rule_type}.

        
      

      
        	
          SSD_INFO_EXTRA_EVENT

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} Extra information event.

        
      

      
        	
          SSD_INTERMIX_DETECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} of model {SSD model}, by vendor {SSD vendor}, {User message} {Required model}

        
      

      
        	
          SSD_LARGER_THAN_SYSTEM_SSD_SIZE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} has a size of {New size}GB which is larger than system ssd size {System size}GB.

        
      

      
        	
          SSD_LIFE_GAUGE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} smart attribute LIFE GAUGE exceeds a threshold. Value is {Value}.

        
      

      
        	
          SSD_LOG_PAGE_READING_FAILED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} Failed reading log page {log}.

        
      

      
        	
          SSD_LONG_LATENCY

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Long latencies on ssd I/Os in the last 30 minutes on {SSD ID}, start LBA={Start LBA}, last LBA={Last LBA}, scsi_opcode={scsi_opcode}, latency={latency} ms.

        
      

      
        	
          SSD_MEDIUM_ERROR

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Media errors on {SSD ID}, start LBA={Start LBA}, last LBA={Last LBA}, latency={latency} ms.

        
      

      
        	
          SSD_NEAR_WEAROUT

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} has bad SMART status. Attribute  {Attribute} ({Attribute}) has value of {Value}.

        
      

      
        	
          SSD_OFFLINE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} was marked as offline due to error recovery failures.

        
      

      
        	
          SSD_PROBLEMATIC_BEHAVIOR_CLEARED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          {Component ID} no longer exhibits problematic behavior.

        
      

      
        	
          SSD_PROBLEMATIC_BEHAVIOR_DETECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          {Component ID} exhibits problematic behavior.

        
      

      
        	
          SSD_RECOVERED_ERROR

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          NONE

        
        	
          SSD {SSD ID} autonomously recovered from an error successfully, start lba={first_lba}, last lba={last_lba}, scsi_opcode={scsi_opcode}, latency={latency} usec.

        
      

      
        	
          SSD_REQUEST_ERROR_INFORMATION

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {SSD ID} had error: {Error Name}, latency={latency} ms.

        
      

      
        	
          SSD_RESET_DONE

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Reset to disk {Component ID} was executed and succeeded. Reset duration {reset duration} usecs, IOs pending {IOs Pending}.

        
      

      
        	
          SSD_RESET_FAILURE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Reset to disk {Component ID} was executed and failed. Reset duration {reset duration} usecs, IOs pending {IOs Pending}.

        
      

      
        	
          SSD_RESPONSIVE

        
        	
          SSD CACHE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          SSD {SSD ID} is now responsive. Was unresponsive for {time} msecs

        
      

      
        	
          SSD_SECURE_ERASE_FAILED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} secure erase failed.

        
      

      
        	
          SSD_SMALLER_THAN_EXPECTED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          Installed SSD {Component ID} has a size of {Size}GB which is smaller than the expected size of {Spec Size}GB.

        
      

      
        	
          SSD_SMALLER_THAN_SYSTEM_SSD_SIZE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} has a size of {New size}GB which is smaller than system ssd size {System size}GB.

        
      

      
        	
          SSD_SMART_ATTRIBUTE_THRESHOLD

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} smart attribute {Smart attribute} ({Attribute}) exceeds a threshold. Value is {Value}.

        
      

      
        	
          SSD_SMART_READING_FAILED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} failed reading smart attributes.

        
      

      
        	
          SSD_SPEED_HAS_CHANGED

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} speed has changed to {Speed} Gbps 

        
      

      
        	
          SSD_UNRESPONSIVE

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {SSD ID} is unresponsive for {time} msecs

        
      

      
        	
          SSD_WORN_OUT

        
        	
          SSD CACHE

        
        	
          HARDWARE

        
        	
          SSD

        
        	
          SSD {Component ID} has very bad SMART status and must be replaced. Attribute {Attribute} ({Attribute}) has value of {Value}.

        
      

      
        	
          SSH_REVOKE_KEY_FAILED

        
        	
          SECURITY

        
        	
          SOFTWARE

        
        	
          KEY 

        
        	
          Failed to revoke authorized SSH key ending with '{Tail of Authorized SSH key}' for user '{Unix Account Name}' on module '{Component ID}'.

        
      

      
        	
          SSH_REVOKE_KEY_OK

        
        	
          SECURITY

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Authorized SSH key ending with '{Tail of Authorized SSH key}' was successfully revoked for user '{Unix Account Name}' on all modules in the system.

        
      

      
        	
          START_WORK

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System has entered ON state.

        
      

      
        	
          STORAGE_POOL_EXHAUSTED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          Pool  Usage

        
        	
          Pool '{pool}' is full. All volumes are locked.

        
      

      
        	
          STORAGE_POOL_SNAPSHOT_USAGE_DECREASED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Usage by snapshots of Storage Pool with name '{pool.name}' has decreased to  {current}%.

        
      

      
        	
          STORAGE_POOL_SNAPSHOT_USAGE_INCREASED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          Pool  Usage

        
        	
          Usage by snapshots of Storage Pool with name '{pool.name}' has reached {current}%.

        
      

      
        	
          STORAGE_POOL_UNLOCKED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Pool '{pool}' has empty space. All volumes are unlocked.

        
      

      
        	
          STORAGE_POOL_VOLUME_USAGE_BACK_TO_NORMAL

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Usage by volumes of Storage Pool with name '{pool.name}' is back to normal with {current}% of the total pool size.

        
      

      
        	
          STORAGE_POOL_VOLUME_USAGE_DECREASED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Usage by volumes of Storage Pool with name '{pool.name}' has decreased to  {current}%.

        
      

      
        	
          STORAGE_POOL_VOLUME_USAGE_INCREASED

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          Pool Usage

        
        	
          Usage by volumes of Storage Pool with name '{pool.name}' has reached {current}%.

        
      

      
        	
          STORAGE_POOL_VOLUME_USAGE_TOO_HIGH

        
        	
          POOL

        
        	
          SOFTWARE

        
        	
          Pool Usage

        
        	
          Usage by volumes of Storage Pool with name '{pool.name}' has reached {current}% of the total pool size.

        
      

      
        	
          SUSPICIOUS_PSU_INFORMATION

        
        	
          POWER

        
        	
          SOFTWARE

        
        	
          PSU

        
        	
          Suspicious information was found for {PSU}, this might happen after a PSU replacement. Some of the hardware sensors monitoring will be disabled until the module is power cycled.

        
      

      
        	
          SYSTEM_CAN_NOT_INCREASE_SPARES

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          Free up Space

        
        	
          System's spares can not be increased to {modules} modules and {disks} disks. {Capacity }GB should be freed.

        
      

      
        	
          SYSTEM_DISK_CAPACITY_EXPANDED

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System's hard capacity is now {Capacity }GB.

        
      

      
        	
          SYSTEM_DISK_CAPACITY_LIMIT_PERCENTAGE_EXPANDED

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System's hard capacity was expanded to  {Capacity limit Percentage }.

        
      

      
        	
          SYSTEM_ENTERED_CHARGING_STATE

        
        	
          POWER

        
        	
          SOFTWARE

        
        	
          UPS Charge Level

        
        	
          System cannot start work until it's uniterruptable power supplies sufficiently charged.

        
      

      
        	
          SYSTEM_HARD_CAPACITY_CHANGED

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System's hard capacity is now {Capacity }GB.

        
      

      
        	
          SYSTEM_HAS_ENTERED_MAINTENANCE_MODE

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          System has entered MAIntENANCE state [{Reason}]

        
      

      
        	
          SYSTEM_LEFT_CHARGING_STATE

        
        	
          POWER

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System is sufficiently charged.

        
      

      
        	
          SYSTEM_NO_SPARES

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          System has no spare disks

        
      

      
        	
          SYSTEM_PREPARE_FOR_DELETE

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          The event is generated when the user calls system_prepare_for_delete. The IBM Service Center uses this event in order to identify a system that is about to be deleted and not expected to send heartbeats any more.

        
      

      
        	
          SYSTEM_SOFT_CAPACITY_CHANGED

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System's soft capacity is now {Capacity }GB.

        
      

      
        	
          SYSTEM_SPARES_ARE_LOW

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          Free up space

        
        	
          System capacity spares are {modules} modules and {disks} disks.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_CRITICALLY_HIGH

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is critically high. Shutting down the system.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_CRITICALLY_HIGH_SHUT_IT_DOWN_IMMEDIATELY

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C - which is critically high - but automatic shutdown is disabled. You need to manually shut down the system immediately!

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_CRITICALLY_HIGH_SHUTDOWN_IMMEDIATELY

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C - which is critically high - but automatic shutdown is disabled. Shut down the system immediately!

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_HIGH

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is high. It approaches the maximal allowable value.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_HIGH_AND_STABILIZING

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C. It is stabilizing, but still close to the maximal allowable value.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_OK_NOW

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          System temperature is {System Temperature}C, which is within allowed limits.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_TOO_HIGH

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is higher than the maximal allowable value. If the system doesn't cool down soon, it might be automatically shut down.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_TOO_HIGH_AND_STABILIZING

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C. It is stabilizing, but is still higher than the maximal allowable value. If the system doesn't cool down soon, it might be automatically shut down.

        
      

      
        	
          SYSTEM_TEMPERATURE_IS_TOO_LOW

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is lower than the minimal allowable value.

        
      

      
        	
          SYSTEM_TEMPERATURE_RISES_SUSPICIOUSLY_FAST

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature ({System Temperature} C) is rising suspiciously fast (from {Previous Temperature}C). Check air conditioning system.

        
      

      
        	
          SYSTEM_TEMPERATURE_TOO_HIGH

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is higher than the maximal allowable value.

        
      

      
        	
          SYSTEM_TEMPERATURE_TOO_HIGH_AND_STABILIZING

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C. It is stabilizing, but is still higher than the maximal allowable value.

        
      

      
        	
          SYSTEM_TEMPERATURE_TOO_HIGH_AND_STABILIZING_SHUTDOWN

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C. It is stabilizing, but is still higher than the maximal allowable value. If the system doesn't cool down soon, it will be automatically shut down.

        
      

      
        	
          SYSTEM_TEMPERATURE_TOO_HIGH_SHUTDOWN

        
        	
          SYSTEM

        
        	
          ENVIRONMENT

        
        	
          Data Center Temperature

        
        	
          System temperature is {System Temperature}C, which is higher than the maximal allowable value. If the system doesn't cool down soon, it will be automatically shut down.

        
      

      
        	
          SYSTEM_USABLE_HARD_CAPACITY_LIMIT_RESET

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          The event is generated when the user reset the system usable hard capacity and defaults it to be the total system hard capacity.

        
      

      
        	
          SYSTEM_USABLE_HARD_CAPACITY_LIMIT_SET

        
        	
          SYSTEM

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          The event is generated when the user sets a new value to system usable hard capacity

        
      

      
        	
          TARGET_ALLOW_ACCESS

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Target '{target.name}' is allowed to access this machine.

        
      

      
        	
          TARGET_CLOCK_SKEW_ABOVE_LIMIT

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          Adjust Target Clock

        
        	
          Target  '{target.name}' has clock skew above the allowed limit relative to local machine.

        
      

      
        	
          TARGET_CLOCK_SKEW_RESOLVED

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Target named '{target.name}' clock skew has been resolved.

        
      

      
        	
          TARGET_CONNECTION_DISCONNECTED

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          Target Connectivity / Network / Target

        
        	
          Target named '{target.name}' is no longer accessible through remote service {module_id}.

        
      

      
        	
          TARGET_CONNECTION_ESTABLISHED

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          NONE

        
        	
          Target named '{target.name}' is accessible through remote service {module_id}.

        
      

      
        	
          TARGET_CONNECTIVITY_ACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Connectivity between Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' and {Local FC Port} was activated.

        
      

      
        	
          TARGET_CONNECTIVITY_CREATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' is connected to the system through {Local FC Port}.

        
      

      
        	
          TARGET_CONNECTIVITY_CREATE_FAILED_TOO_MANY

        
        	
          TARGET

        
        	
          USER

        
        	
          Target Connection Count

        
        	
          Port could not be connected to the system. You are attempting to define more connections than the system permits.

        
      

      
        	
          TARGET_CONNECTIVITY_DEACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Connectivity between Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' and {Local FC Port} was deactivated.

        
      

      
        	
          TARGET_CONNECTIVITY_DELETE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' was disconnected from {Local FC Port}.

        
      

      
        	
          TARGET_DEFINE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Target was defined named '{target.name}'.

        
      

      
        	
          TARGET_DEFINE_FAILED_TOO_MANY

        
        	
          TARGET

        
        	
          SOFTWARE

        
        	
          Target Count

        
        	
          Target could not be defined. You are attempting to define more targets than the system permits.

        
      

      
        	
          TARGET_DELETE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Target named '{target.name}' was deleted.

        
      

      
        	
          TARGET_DISCONNECTED

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          Target Connectivity / Network / Target

        
        	
          Target named '{target.name}' is no longer accessible through any gateway module.

        
      

      
        	
          TARGET_ISCSI_CONNECTIVITY_ACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Connectivity between Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' and ip Interface '{Local IP Interface}' was activated.

        
      

      
        	
          TARGET_ISCSI_CONNECTIVITY_CREATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{Connection Remote Port Address}' of target named '{Connection Target Name} is connected to the system through ip Interface '{Local IP Interface}'.

        
      

      
        	
          TARGET_ISCSI_CONNECTIVITY_DEACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Connectivity between Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' and ip Interface '{Local IP Interface}' was deactivated.

        
      

      
        	
          TARGET_ISCSI_CONNECTIVITY_DELETE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{Connection Remote Port Address}' of target named '{Connection Target Name}' was disconnected from ip Interface '{Local IP Interface}'.

        
      

      
        	
          TARGET_LINK_DOWN_BEYOND_THRESHOLD

        
        	
          TARGET

        
        	
          ENVIRONMENT

        
        	
          Target Connectivity / Network / Target

        
        	
          Target named '{target.name}' is not accessible for a long time.

        
      

      
        	
          TARGET_PORT_ACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{port_name}' in target named '{target.name}' was activated.

        
      

      
        	
          TARGET_PORT_ADD

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{port_name}' was added to target named '{target.name}'.

        
      

      
        	
          TARGET_PORT_DEACTIVATE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{port_name}' was deactivated in target named '{target.name}'.

        
      

      
        	
          TARGET_PORT_REMOVE

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Port '{port_name}' was removed from target named '{target.name}'.

        
      

      
        	
          TARGET_RENAME

        
        	
          TARGET

        
        	
          USER

        
        	
          NONE

        
        	
          Target named '{old_name}' was renamed '{target.name}'.

        
      

      
        	
          TEST_EMAIL_HAS_FAILED

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          SMTP Gateway / Network

        
        	
          Sending test to {Destination Name} via {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          TEST_SMS_HAS_FAILED

        
        	
          PROACTIVE SUPPORT / ALERTS

        
        	
          ENVIRONMENT

        
        	
          SMS Gateway / Network

        
        	
          Sending test to {Destination Name} via {SMS Gateway} and {SMTP Gateway} failed. Module: {Module ID}; Error message: '{Error Message}'; timeout expired: {Timeout Expired?}.

        
      

      
        	
          TIMEZONE_SET

        
        	
          SYSTEM

        
        	
          USER

        
        	
          NONE

        
        	
          Timezone of the system was set to {Timezone}.

        
      

      
        	
          UNABLE_TO_CONNECT_TO_REMOTE_SUPPORT

        
        	
          REMOTE SUPPORT

        
        	
          ENVIRONMENT

        
        	
          Network / ip 195.110.41.141/2 port 22 / Firewall / Module

        
        	
          System is unable to connect to any remote support center.

        
      

      
        	
          UNMAP_VOLUME

        
        	
          HOST

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was unmapped from {host_or_cluster} with name '{host}'.

        
      

      
        	
          UPGRADE_DOWNLOAD_REPOSITORY_COPY

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
           

        
        	
          Mirroring needed files from repository failed. Mirroring module is {mirroring_module} error is {error} 

        
      

      
        	
          UPGRADE_FILE_LIST_RETRIEVAL_FAILED

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
           

        
        	
          Could not receive new version's file list from repository. Error code is {error}. 

        
      

      
        	
          UPGRADE_IS_ALLOWED

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          All of the pre-upgrade validations passed successfully.

        
      

      
        	
          UPGRADE_IS_NOT_ALLOWED

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          One or more of the pre-upgrade validations failed. 

        
      

      
        	
          UPGRADE_IS_OVER

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System went up after an upgrade.

        
      

      
        	
          UPGRADE_LOCAL_VERSION_DOWNLOAD_FAILED

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Failure to distribute new sofware Internally. Error code is {error} . 

        
      

      
        	
          UPGRADE_NO_NEW_FILES_FOR_UPGRADE

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          Contact IBM

        
        	
          Repository version does not contain any new files. current version {current_version} new version is {new_version} 

        
      

      
        	
          UPGRADE_SOFTWARE_DOWNLOAD_FINISHED

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          Finished downloading software needed for upgrade to version {version}. Upgrade consequence is {consequence} 

        
      

      
        	
          UPGRADE_STARTS

        
        	
          HOT UPGRADE

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          System starting an upgrade.

        
      

      
        	
          UPGRADE_WAS_CANCELLED

        
        	
          HOT UPGRADE

        
        	
          USER

        
        	
          NONE

        
        	
          Upgrade was cancelled with reason {reason} . 

        
      

      
        	
          USER_ADDED_TO_DOMAIN

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User {User Name} was added to domain {Domain Name} ({Exclusive}).

        
      

      
        	
          USER_ADDED_TO_USER_GROUP

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User '{User Name}' was added to user group '{User Group Name}'.

        
      

      
        	
          USER_DEFINED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          A user with name '{Name}' and category {Category} was defined.

        
      

      
        	
          USER_DELETED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          A user with name '{Name}' and category {Category} was deleted.

        
      

      
        	
          USER_GROUP_CREATED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          A user group with name '{Name}' was created.

        
      

      
        	
          USER_GROUP_DELETED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          A user group with name '{Name}' was deleted.

        
      

      
        	
          USER_GROUP_RENAMED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User group with name '{Old Name}' was renamed '{New Name}'.

        
      

      
        	
          USER_HAS_FAILED_TO_RUN_COMMAND

        
        	
          USER ACCESS

        
        	
          ENVIRONMENT

        
        	
          USER Credentials / Authorizations

        
        	
          User '{User Name}' from IP '{Client Address}' failed authentication when trying to run command '{Command Line}'.

        
      

      
        	
          USER_LOGIN_HAS_FAILED

        
        	
          USER ACCESS

        
        	
          ENVIRONMENT

        
        	
          USER Credentials / Authorizations

        
        	
          User '{User Name}' from IP '{Client Address}' failed logging Into the system.

        
      

      
        	
          USER_LOGIN_HAS_SUCCEEDED

        
        	
          USER ACCESS

        
        	
          SOFTWARE

        
        	
          NONE

        
        	
          User '{User Name}' from IP '{Client Address}' successfully logged Into the system.

        
      

      
        	
          USER_REMOVED_FROM_DOMAIN

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User {User Name} was removed from domain {Domain Name}.

        
      

      
        	
          USER_REMOVED_FROM_USER_GROUP

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User '{User Name}' was removed from user group '{User Group Name}'.

        
      

      
        	
          USER_RENAMED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User with name '{Old Name}' was renamed '{New Name}'.

        
      

      
        	
          USER_SHUTDOWN

        
        	
          SYSTEM

        
        	
          USER

        
        	
          NONE

        
        	
          System is shutting down due to a user request.

        
      

      
        	
          USER_UPDATED

        
        	
          USER ACCESS

        
        	
          USER

        
        	
          NONE

        
        	
          User with name '{Name}' was updated.

        
      

      
        	
          VOL_CLEAR_EXTERNAL_ID

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' cleared the External identifier.

        
      

      
        	
          VOL_SET_EXTERNAL_ID

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' changed the External identifier to '{volume.identifier}'.

        
      

      
        	
          VOLUME_COPY

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{source.name}' was copied to volume with name '{target.name}'.

        
      

      
        	
          VOLUME_COPY_DIFF

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{source.name}' was diff-copied from base '{base.name}' to volume with name '{target.name}'.

        
      

      
        	
          VOLUME_CREATE

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume was created with name '{volume.name}' and size {volume.size}GB in Storage Pool with name '{volume.pool_name}'.

        
      

      
        	
          VOLUME_CREATE_FAILED_BAD_SIZE

        
        	
          VOLUME

        
        	
          SOFTWARE

        
        	
          Volume Size

        
        	
          Volume with name '{name}' could not be created with size of {requested_size}GB. Volume size is not a multiple of the volume size quanta ({SLICE_MAX_NUMBER} Partitions).

        
      

      
        	
          VOLUME_CREATE_FAILED_TOO_MANY

        
        	
          VOLUME

        
        	
          SOFTWARE

        
        	
          Volumes Count

        
        	
          Volume with name '{name}' could not be created. You are attempting to add more volumes than the system permits.

        
      

      
        	
          VOLUME_CREATE_MANY

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          {number} Volumes was created with names: '{names}' in Storage Pool with name '{pool.name}'.

        
      

      
        	
          VOLUME_DELETE

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was deleted.

        
      

      
        	
          VOLUME_FORMAT

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was formatted.

        
      

      
        	
          VOLUME_LOCK

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was locked and set to 'read-only'.

        
      

      
        	
          VOLUME_MODIFIED_DURING_IO_PAUSE

        
        	
          Consistency Group

        
        	
          SOFTWARE

        
        	
          Consistency Group

        
        	
          Volume '{vol_name}' of CG '{cg_name}' was modified during Pause IO with token '{token}'

        
      

      
        	
          VOLUME_MOVE

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' has been moved from Storage Pool '{orig_pool.name}' to Pool '{pool.name}'.

        
      

      
        	
          VOLUME_RENAME

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{old_name}' and was renamed '{volume.name}'.

        
      

      
        	
          VOLUME_RESIZE

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was resized from {old_size}GB to {volume.size}GB.

        
      

      
        	
          VOLUME_SET_ALL_SSD_CACHING

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          SSD Caching was set to be '{state}' for all currently defined Volumes.

        
      

      
        	
          VOLUME_SET_DEFAULT_SSD_CACHING

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Default SSD Caching for volumes was set to be '{state}'.

        
      

      
        	
          VOLUME_SET_FLASH_BYPASS

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Flash Cache Bypass was set to be '{Bypass}' for Volume with name '{volume.name}'.

        
      

      
        	
          VOLUME_SET_SSD_CACHING

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          SSD Caching was set to be '{state}' for Volume with name '{volume.name}'.

        
      

      
        	
          VOLUME_UNLOCK

        
        	
          VOLUME

        
        	
          USER

        
        	
          NONE

        
        	
          Volume with name '{volume.name}' was unlocked and set to 'writable'.

        
      

      
        	
          XCG_ADD_CG

        
        	
          CROSS CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          CG with name '{cg.name}' was added to Cross Consistency Group with name '{xcg}'.

        
      

      
        	
          XCG_CREATE

        
        	
          CROSS CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Cross Consistency Group with name '{xcg}' was created.

        
      

      
        	
          XCG_DELETE

        
        	
          CROSS CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          Cross Consistency Group with name '{xcg}' was deleted.

        
      

      
        	
          XCG_REMOVE_CG

        
        	
          CROSS CONSISTENCY GROUP

        
        	
          USER

        
        	
          NONE

        
        	
          CG with name '{cg.name}' was removed from Cross Consistency Group with name '{xcg}'.

        
      

      
        	
          XIV_SUPPORT_DISABLED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          XIV support access is disabled.

        
      

      
        	
          XIV_SUPPORT_ENABLED

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          XIV support access from {From} is enabled from {Start Time} until {Finish Time}. Comment: {Comment}.

        
      

      
        	
          XIV_SUPPORT_ENABLED_NO_TIME_LIMIT

        
        	
          REMOTE SUPPORT

        
        	
          USER

        
        	
          NONE

        
        	
          XIV support access from {From} is enabled from {Start Time} until explicitly disabled. Comment: {Comment}.

        
      

      
        	
          XIV_SUPPORT_WINDOW_TIMEOUT

        
        	
          REMOTE SUPPORT

        
        	
          SOFTWARE

        
        	
          Support Window Timeout

        
        	
          XIV support work window timeout is expired.

        
      

    

     

  
    Related publications

    The publications that are listed in this section are considered particularly suitable for a more detailed discussion of the topics that are covered in this book.

    IBM Redbooks

    The following IBM Redbooks publications provide more information about the topics that are covered in this book. Some of the publications that are referenced in this list might be available in softcopy only:

    •IBM Hyper-Scale in XIV Storage, REDP-5053

    •IBM Hyper-Scale Manager for IBM Spectrum Accelerate Family IBM XIV, IBM FlashSystem A9000 and A9000R, and IBM Spectrum Accelerate, SG24-8376

    •IBM XIV Storage System Architecture and Implementation, SG24-7659

    •IBM XIV Storage System Business Continuity Functions, SG24-7759

    •IBM Spectrum Accelerate Family: Host Attachment and Interoperability, SG24-8368

    •Deploying IBM Spectrum Accelerate on Cloud, REDP-5261

    You can search for, view, download, or order these documents and other Redbooks, Redpapers, Web Docs, draft, and other materials at the following website: 

    ibm.com/redbooks

    Other publications

    The following publications are also relevant as further information sources:

    •IBM Spectrum Accelerate Command-Line Interface (CLI) Reference Guide, SC27-6697

    •IBM Spectrum Accelerate Planning, Deployment, and Operation Guide, SC27-6695-00

    •IBM Spectrum Accelerate Product Overview, SC27-6696-00

    •IBM XIV Storage System Application Programming Interface, GC27-3916

    •IBM XIV Storage System Management Tools Operations Guide, SC27-5986-03

    •IBM XIV Storage System: Product Overview, GC27-3912

    •IBM XIV Storage System User Manual, GC27-3914

    •IBM Hyper-Scale: A powerful new approach to scaling storage management, TSW03281USEN, which is available at this website:

    http://public.dhe.ibm.com/common/ssi/ecm/ts/en/tsw03281usen/TSW03281USEN.PDF

    •IBM Hyper-Scale Manager Installation as application, GC27-5984

    Online resources

    The following web sites are also relevant as further information sources:

    •IBM Spectrum Accelerate documentation, IBM Knowledge Center:

    https://www.ibm.com/support/knowledgecenter/STZSWD/welcome?lang=en

    •IBM XIV Storage System website:

    http://www.ibm.com/systems/storage/disk/xiv/index.html

    •IBM System Storage Interoperation Center (SSIC):

    http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    Help from IBM

    IBM Support and downloads:

    ibm.com/support

    IBM Global Services:

    ibm.com/services

  
    IBM Spectrum Accelerate Deployment, Usage, and Maintenance

     

     

     

     

     

  
    Back cover

    Acrobat bookmark 

    ISBN 0738442631

    SG24-8267-02

    ®

  OPS/images/8267ch_Mig.13.1.17.jpg





OPS/images/8267ch_Mig.13.1.16.jpg





OPS/images/8267chHost_Integr.11.1.079.jpg





OPS/images/8267ch_Mig.13.1.15.jpg
o ot e C— + o wata-
o 38 - G + 100
e 0B v Cln— R






OPS/images/8267chHost_Integr.11.1.078.jpg





OPS/images/mig_volumes_creation_in_SDS.png
Create Data Migrati

Destination System: X itso_sdst
Create Destination Volume: v

Destination Volume: 1TS0_tig_Vor1
Destination Pool: iso_poolt

Source System: 7S0_Data_Migraton_Target
Source LUN: *(

Keep Source Updated: v

(o[






OPS/images/8267ch_deployCLI.08.1.21.jpg





OPS/images/8267chHost_Integr.11.1.077.jpg





OPS/images/8267ch_Repl.12.1.45.jpg
4 e 1 s - e

o | e | | o | e ) O v S
4 -1 10 o D - s = -

B S e AR ree ey

A e D - e -

1






OPS/images/selecting_migration.png





OPS/images/8267ch_deployCLI.08.1.22.jpg





OPS/images/8267chHost_Integr.11.1.076.jpg





OPS/images/8267ch_Repl.12.1.44.jpg





OPS/images/8267ch_Mig.13.1.12.jpg
o v
o v

ca

oo






OPS/images/8267chHost_Integr.11.1.075.jpg





OPS/images/8267ch_Repl.12.1.43.jpg





OPS/images/8267ch_Mig.13.1.11.jpg





OPS/images/8267ch_deployCLI.08.1.20.jpg





OPS/images/8267chHost_Integr.11.1.074.jpg





OPS/images/8267ch_Repl.12.1.42.jpg





OPS/images/8267ch_Mig.13.1.10.jpg





OPS/images/8267ch_Mig.13.1.19.jpg
PortType: CC—

i5c5tame *(9r0scmmasomnasarsson)






OPS/images/creating_host_SA_.png
dd Host

|

System:
boman:
s
e N —
f—
chp tame: —
P Secrt: —






OPS/images/8267ch_deployCLI.08.1.14.jpg





OPS/images/8267chHost_Integr.11.1.084.jpg





OPS/images/8267ch_Mig.13.1.20.jpg





OPS/images/8267ch_deployCLI.08.1.15.jpg





OPS/images/8267chHost_Integr.11.1.083.jpg





OPS/images/8267ch_deployCLI.08.1.12.jpg





OPS/images/8267chHost_Integr.11.1.082.jpg





OPS/images/8267ch_deployCLI.08.1.13.jpg





OPS/images/8267chHost_Integr.11.1.081.jpg





OPS/images/8267ch_deployCLI.08.1.18.jpg





OPS/images/8267chHost_Integr.11.1.080.jpg





OPS/images/8267ch_deployCLI.08.1.19.jpg





OPS/images/8267ch_deployCLI.08.1.16.jpg





OPS/images/8267ch_deployCLI.08.1.17.jpg





OPS/images/8267chHost_Integr.11.1.009.jpg





OPS/images/8267ch_Repl.12.1.38.jpg
s

A e D

i | s | | v g S
& e e T e - -

BB i






OPS/images/8267chHost_Integr.11.1.069.jpg
Systems | Actions | View | Tools | Heb £ @

G.u--‘






OPS/images/8267ch_Repl.12.1.37.jpg
ERQuURAD






OPS/images/8267chHost_Integr.11.1.007.jpg





OPS/images/8267chHost_Integr.11.1.068.jpg





OPS/images/8267ch_Repl.12.1.36.jpg





OPS/images/8267chHost_Integr.11.1.008.jpg





OPS/images/8267chHost_Integr.11.1.067.jpg





OPS/images/8267ch_Repl.12.1.35.jpg





OPS/images/8267ch_deployCLI.08.1.10.jpg





OPS/images/8267chHost_Integr.11.1.005.jpg
gt [ gt {gt{1gt}— gt ][ tgt}

18M Spectrum | | 18M Spectrum | | 18M Spectrum
‘Accelerate ‘Accelerate Accelerate
module. module. module

“igt-target  “init-initiator






OPS/images/8267chHost_Integr.11.1.066.jpg





OPS/images/8267ch_Repl.12.1.34.jpg
e

eZErbad






OPS/images/8267ch_deployCLI.08.1.11.jpg





OPS/images/8267chHost_Integr.11.1.006.jpg
tat

gt

1BM Spectrum
‘Accelerale.

module

1BM Spectrum
‘Accelerate

‘module

B Spectrum
“Accelerate
module.

“igt - target

“init-iniiator






OPS/images/8267chHost_Integr.11.1.065.jpg





OPS/images/8267ch_Repl.12.1.33.jpg
Jasmilenbonl oo 0.0 0. & ee, A,

& S 2 i s - IR o iy = e
s
& L
" b
" i iaf
<
E $ka) |
a 1 =
u ——
« == iy

[= =]






OPS/images/8267chHost_Integr.11.1.003.jpg
Port P addrass

Hostlan

‘Opllonal Host CHAP name
Initiator port ‘Oplonal Host CHAP secret

Port P addrass
‘Systom ln:lan.2005-10.com xivstorage: <system_serlal_number>
‘Oplonal Host CHAP name

‘Oplonal Host CHAP secret






OPS/images/add-port.png
\dd Port

!

sy
Host Name: ltsomosts

PonType:
iscSitame * on201001 st o 2






OPS/images/8267ch_Repl.12.1.32.jpg
e | et | o | Vo | e ) Qo ok cretown & e

=
J

Sl

rTErGad






OPS/images/8267chHost_Integr.11.1.004.jpg





OPS/images/8267chHost_Integr.11.1.063.jpg





OPS/images/8267ch_Repl.12.1.31.jpg





OPS/images/8267ch_Repl.12.1.39.jpg





OPS/images/8267chHost_Integr.11.1.001.jpg





OPS/images/8267chHost_Integr.11.1.073.jpg





OPS/images/8267ch_Repl.12.1.41.jpg
e | 1 L
& v oo €S -

~ZErGad






OPS/images/8267chHost_Integr.11.1.002.jpg





OPS/images/8267chHost_Integr.11.1.072.jpg





OPS/images/8267ch_Repl.12.1.40.jpg
e

ot consaney rospartso o

moErBad






OPS/images/8267chHost_Integr.11.1.071.jpg





OPS/images/fill-add-host.png
\dd Host

|

*

X itso_sds1

i‘

|

tso_host1

I







OPS/images/8267ch_deployGUI.09.1.11.jpg
Sty et

— oz
o 178Gy e =
Wb Dt 15

s Sotogs Mambor of 5504011 | AR

<o St






OPS/images/8267chHost_Integr.11.1.099.jpg





OPS/images/deploy-wizard-module-settings-1st-module1bis.png
Add Module

General Settings
Module Number: 1
Datastore Name: st
Module Management IP: 192.168.122.100

ESXi Hostname / FQDN:

tso.esxt.ibm.com

ESXi Username:

root

ESXi Password:

Confirm ESXi Password:

Network Port Group Names

Interconnect: Interconnect
Iscsl: *[iscst
Management: * VM Management

Interconnect Settings

1P Address:

Netmask:






OPS/images/8267chHost_Integr.11.1.098.jpg





OPS/images/8267chHost_Integr.11.1.097.jpg





OPS/images/8267ch_deployGUI.09.1.10.jpg
Cupey o Spechn pccomsts

pm——
o et
[romp

Proncie S

VCanter Servr Sttings

X






OPS/images/8267chHost_Integr.11.1.096.jpg





OPS/images/8267ch_Maint_upgrade.14.1.193.jpg
[y ey

prossinmend
ot

e ot

| ooy .. st
| rnsosme st
[ —

,_f<.m o v

(o e—

T TR






OPS/images/8267ch_Maint_upgrade.14.1.192.jpg





OPS/images/8267ch_Maint_upgrade.14.1.191.jpg





OPS/images/8267ch_Maint_upgrade.14.1.190.jpg





OPS/images/8267ch_Maint_upgrade.14.1.197.jpg
LI

= T L e e
Lo SOk e sonssi) o S oI Mors 0 ok torsD
[T e T W e s
£ Dk SORS) | TITSOSEE  ehon T Mot O d WorsD
R ime——— TS Mo O ek NeesD
Lo BUSATACO oM (oIS TS b Mot ) i ks
Lo B SOk (e STRHSS17) G Moww O ok WersD
R —— G oww O ok MersD
Lo SO s sanssser) AT Norw O ok NesD
B S SRS SIS Wm0 ek e
o |
oevee et e
oo 555 Ok (mas000cots_
o oo o st B pre—
P Pt oty Trrspon
S toprren e
et 10008
Gt 20






OPS/images/8267ch_Maint_upgrade.14.1.196.jpg





OPS/images/8267ch_Maint_upgrade.14.1.195.jpg





OPS/images/8267ch_Maint_upgrade.14.1.194.jpg
S Teea—— e N
T TR TR T

[T

s
e s i 4






OPS/images/8267ch_Maint_upgrade.14.1.199.jpg
v e[ apeesd

L —
FL

o e [so—

o oy e .
e o R

ense {omeiee
e [——— @ b s
so: Peneon o
- 2 s o e —

e o @ A O






OPS/images/8267ch_Maint_upgrade.14.1.198.jpg
[T

T e—

o s com






OPS/images/8267ch_Maint_upgrade.14.1.010.jpg
s | e [ e 10 D 1.0 © | b i)y e

AT —— ot 0, bk 0.5

St






OPS/images/8267ch_config_mgmt.10.1.08.jpg
EXIITR | Actions | View | Tools | Wew &y O G settnos [
4

System
ImportSystems e o i
Export Systems file 1Psec B

Manage Certicates
DeptoySpectrum Acceleate System e
Preerences ‘SystemPool Treshad
= Support

Stutdomn Sysem

EJ






OPS/images/8267ch_config_mgmt.10.1.09.jpg
-

gt Sy
Expot ysem e

Depoy Spcium cotrt Systm

hopRDBI

Primary Hypor Scole Hanager:
Socondary Hyper.Scal Mansg

© it ode

i22%% 3






OPS/images/8267chHost_Integr.11.1.089.jpg





OPS/images/8267ch_config_mgmt.10.1.06.jpg





OPS/images/8267chHost_Integr.11.1.088.jpg





OPS/images/sds_ssd_properties_combined.png
Phasein
Phase out -> Ready.
Test

Phase in Al
Test All

Properties

SSD Properties

Name:

Module:

Type:

1:55D:1:1
1:Module:1
oK

524GB





OPS/images/8267chHost_Integr.11.1.087.jpg





OPS/images/8267ch_Mig.13.1.23.jpg
i sonoe et S £ T i
e | A | e | oun | moe G O gvewaevorme (5 ot 1.&‘
- D e - — s

6ad






OPS/images/8267ch_deployCLI.08.1.30.jpg





OPS/images/8267ch_config_mgmt.10.1.04.jpg
a .
H 2
H =
A =
" T
- T o
= R ™
E i 2 =
= LB ooy
u TET R ==
- _— o
e i A e i e i i I






OPS/images/8267chHost_Integr.11.1.086.jpg





OPS/images/8267ch_Mig.13.1.22.jpg
e | e | e | o | e e S P
> D+ rmen = = e &






OPS/images/8267ch_deployCLI.08.1.31.jpg





OPS/images/sds_disk_properties_combined.png
Disk Properties

:Diskct:40. oK

Phasein
Phase out -> Ready
Test

Name:

Module:

Type:






OPS/images/HAS_Connectivity_Diagram.png
IBM Spectrum Accelerate Host-side Acceleration Connectivity

Host
Block
/| device IBM Spectrum Accelerate
System
Multipath © /| Block Y
device device
.| Block Module
Multipath | /< Logvice
device Block Module
Device-mapper device iScsl
switch
Multipath :""."" Module
device ovice)
Slock Module
levice
Multipath
device — Block
\ | device
Block
device






OPS/images/8267ch_Mig.13.1.21.jpg





OPS/images/module_failure_case_4_72a.png
| o sty | o sopg | e Temmng |
"~ vSshere Standard Switch Properties -

e—— | E—|

@ Cranges wil ot ke fec e pstam's ez,
P

s -






OPS/images/8267ch_Maint_upgrade.14.1.181.jpg





OPS/images/8267ch_Maint_upgrade.14.1.180.jpg
r® e e

ooy g o s 110G heret /O Adoper

T —

= o s






OPS/images/8267ch_Maint_upgrade.14.1.186.jpg





OPS/images/8267ch_Maint_upgrade.14.1.185.jpg





OPS/images/8267ch_Maint_upgrade.14.1.184.jpg
Tonme |

T e e

==

e

e
e
Jomnsoter






OPS/images/8267ch_Maint_upgrade.14.1.183.jpg
— s — e

o s, | St S 52 [ —

~— R






OPS/images/8267ch_Maint_upgrade.14.1.189.jpg





OPS/images/8267ch_Maint_upgrade.14.1.188.jpg





OPS/images/8267ch_Maint_upgrade.14.1.187.jpg





OPS/images/8267ch_deployCLI.08.1.25.jpg





OPS/images/8267ch_config_mgmt.10.1.02.jpg





OPS/images/8267chHost_Integr.11.1.095.jpg





OPS/images/8267ch_deployCLI.08.1.26.jpg





OPS/images/8267ch_config_mgmt.10.1.03.jpg
[






OPS/images/8267chHost_Integr.11.1.094.jpg





OPS/images/8267ch_deployCLI.08.1.23.jpg





OPS/images/8267chHost_Integr.11.1.093.jpg





OPS/images/8267ch_deployCLI.08.1.24.jpg





OPS/images/8267ch_config_mgmt.10.1.01.jpg





OPS/images/8267chHost_Integr.11.1.092.jpg





OPS/images/8267ch_deployCLI.08.1.29.jpg





OPS/images/8267chHost_Integr.11.1.091.jpg





OPS/images/8267chHost_Integr.11.1.090.jpg





OPS/images/8267ch_deployCLI.08.1.27.jpg





OPS/images/8267ch_deployCLI.08.1.28.jpg





OPS/images/8267ch_Planning.07.1.10.jpg
Select fixes
Software defined storage, 1BM Spectrum Accelerate (All eleases, Windows)
# Sutscrba o st lictens

Download options.
Downiosd metrad HTTPS # Change dounioad options
Incutoroquistes Yos

‘Select fxes category view

e flcwng esus machyousrequest Selec e e youwont 0 dowrioad ERp—r—

o Fse o prodet 160 Spacnum Accolorta rqure iomont
oty a vt avry. g0 oo ent facs page

oarseectons. Contnue

o ot o dotass

Mansgement Toos

B Strago Managoment 1A XV Host Alachment i BH XAV Provee
Packor beioso SCOM






OPS/images/8267ch_Maint_upgrade.14.1.022.jpg





OPS/images/8267ch_Maint_upgrade.14.1.171.jpg





OPS/images/8267ch_Maint_upgrade.14.1.023.jpg





OPS/images/8267ch_Maint_upgrade.14.1.170.jpg





OPS/images/WebUI-Add-Module.png
~

1BM
Spectrum
Accelerate

Deslayment Kt Version: 15.4-07865 2000710 80070 3621E7eba 34807 Bu7a1as/ 1511





OPS/images/8267ch_Maint_upgrade.14.1.025.jpg
System Configuration &
System tame | nv_sos atee
EE=

B Customer Numbar (0N | 7o ]
Management Gatevay +| n0z01

Management Netrask | assassasso || -

[ — + w00

Ot Fremse it E

R — s -

Wantad DataDavie ize(68)

Wanted Cache Dovie Sz (5]

Encryptin Capatie i e :

\Conter Confuration :| Dsatled E






OPS/images/8267ch_Maint_upgrade.14.1.026.jpg
System Modules Configuration

CPU Cores 1-20]
Memory [24-128 GBJ e
Number of Dk [6-12] AR

Number of $508 0, 1

Systam Moduies A

E51 Hostrame.






OPS/images/8267ch_Maint_upgrade.14.1.175.jpg
Pl 25 ven ey A Ao b

I e e e

e

Tt
s st s
o cx uten

rontpe— s
Lol MU RO (b THTELS) TS v
Lol ESS D (SHIHSTE) | M SHOSHSATISST
Lol BSOS eSO
Lol eSO s SO
rontsteSetimpsemnset s ws o
o

pretet s

[r—
ey
5 erron






OPS/images/WebUI-Add-Module-new-module.png
Edit Module [#1]

General Settings
Module Number
Datastore Name
Module Management IP
ESXiHostname / FODN
ESXiLizer Name
ESXiPassword
Confm ESXiPassword

Network Port Group Names
Interconnect
scsi
Iscsi2
Management

Interconnect Settings

1P Address.

Netmask

dss

10020118

10.0.20128

root

siy_sds?_interconneat

siu_sds2_mart_isasi

siu_sds2_mart_isasi

14170.0.18

256.065.255.0

Cancel






OPS/images/8267ch_Maint_upgrade.14.1.174.jpg
et v ey A e 1o
e e
& e

m
P—






OPS/images/WebUI-Deploy-New-System.png
Deploy New Module (s) [~}

T Preserve passwords in history






OPS/images/8267ch_Maint_upgrade.14.1.173.jpg
ooy cobord_cvic

P—






OPS/images/WebUI-Deploy-New-System-starts.png
2017-05-08 16:56:29: OVF template file used: ¥:\SPEC_ACC_11.5.4WIN_ML
[\505_Deploy Win\deploy\Sample RDM.ovE
2017-05-08 16:56:29: Local storage VMDK disk file used:
SPEC_ACC_11.5.4WIN_MLASDS_Deploy Win\deploy\xiv_local storage.vmdk
2017-05-08 16:56:29: X1V Software VMDK disk file used:
Jv:\5PEC_ACC_11.5. 4UIN_MI\5DS_Deploy_Win\deploy\xiv_sw_image.vmdk
2017-05-08 16:56:29: rrevsvavrs
2017-05-08 16:56:29: Runming deploy_sds with the following arguments
['-a', '--batch', '--report-ui-progress', '-x',
'¥:\\SPEC_ACC_11.5.4WIN_MI\\5DS_Deploy Win\\deploy\\sds.xml', '-o',
'¥:\\SPEC_ACC_11.5.4WIN_MI\\SDS_Deploy Win\\deploy\\Semple RDM.ovf',
"=b', '¥:\\SPEC_ACC_11.5.4WIN_ML\\SDS Deploy Win\\deploy
\\xiv_local storage.vmdk', '-v', '¥:\\SPEC_ACC_11.5.4WIN ML

\\5D5_Deploy_wWin\\deploy\\xiv_sw_image.vndk']
2017-05-08 16:56:29: Starting deploy






OPS/images/8267ch_Maint_upgrade.14.1.172.jpg
e T






OPS/images/8267ch_Maint_upgrade.14.1.179.jpg
[ RN R ————

=

=

e 1

e T3 stk e e lne 5 e e
fictuaiiay






OPS/images/8267ch_Maint_upgrade.14.1.178.jpg





OPS/images/8267ch_Maint_upgrade.14.1.177.jpg
et v ey A e 1o
N e e e

o
§






OPS/images/8267ch_Maint_upgrade.14.1.176.jpg
e ot v ey A e 1o
B [0 o+ e 3 ey






OPS/images/8267ch_Maint_upgrade.14.1.030.jpg
SYSTEMS






OPS/images/8267ch_Maint_upgrade.14.1.031.jpg
1 selected out of § Systers W Comns (&) CSV

so000 o wzm FulyProteciod






OPS/images/HSM-Systems-Hardware-Equip-Apply.png
Equip Module

The module must be deployed to become functional.
To deploy the module, use deployment kit.

Module Interconnect IP '

|
e






OPS/images/creating_target_in_SDS.png
= XIV Storage Management :
[ Actions ]

View | Tools | Hew | #y | &
All Systems (2] Ips

s

Create Domain

systems.

Create Domain and Associate Pools

Create Pool
Create Volumes.
Create Consistency Group

Add Cluster
Add Host

Add Performance Class
Define IP Interface - ISCSI

Add User
Add User Group

Mirror Volume / CG

Migrate Volume

Move Volume to Another System

Create Target






OPS/images/8267ch_Maint_upgrade.14.1.019.jpg





OPS/images/creating_target_parameters_in_SDS.png
Create Target

System:
Dom:

Target Type:

Target Name:
Target Domain:
Target Protocol:
iSCS! Initiator Name:
Max Sync job Rate:

Max Resync Rate:

Max Initialization Rate:

XV itso_sdst
no-domain

Data Migraon
TS0_Data_igraton_Target
no-domain

iscsi

2005-10.com xistorage:0 10091
300
300
100

o I o

MB/s
MB/s
MB/s






OPS/images/selecting_Hosts_GUI.png
Hosts and Clusters

CITETT—
E T T—
CEETTr—






OPS/images/8267ch_Mig.13.1.06.jpg
Add Port

System: v 1310081
Host Name: TS0_Data_tgration Host
Port Type: scs






OPS/images/8267ch_Mig.13.1.03.jpg
)






OPS/images/8267ch_Mig.13.1.04.jpg
XIV s0_sds1 Settings

Gonerst

Parameters

Malitenancy

s

wisc

15CS1 Namo a0 2005-10 comshtorage 21370

Time Zone o 5
TP Sorver 12981520

ONS Primary 0151138 10

ONS Secondary ars 11

Uso 1Pvs Ve 5
Volume Default S50 Coching -
Applicaton Adminisrator Capabies  6asic -
Iterconnect MTU o000

=R ==






OPS/images/8267ch_Mig.13.1.01.jpg





OPS/images/8267ch_Mig.13.1.02.jpg





OPS/images/Gneral_Tab_New_Module_Deployment.png
Deploy New Module on XIV ITSO_SDS2

General
Deployment Executable File

Abp20150302_1 11430569671 ac5363ISDS_Deploy Wi sds._deplayment win e ()
System Version: 11.5.0.b

vCenter Settings

Module Se

ngs

Manage Deployment Configurations

Import Existing Configuration
Import Spectium Accelerats Configuration from an Existing X

Export Current Configuration
Export Spectrum Accelzrate Configuration to an XML Fil: Export

Module Settings: Atleast one new module must be defined for this storage system





OPS/images/8267ch_Maint_upgrade.14.1.160.jpg
i ven ey o s 1o
e e
e

Ik Ca ot

ot

S -

Networkns

o T Bl o






OPS/images/8267ch_Maint_upgrade.14.1.012.jpg
Daploy Mew Modude en XNV 150, 5052,

Sonapet ‘System Settings
— e






OPS/images/Deploy_New_Module_vCenter_Settings.png
Deploy New Module on XIV [TSO_SDS2

Genall VCenter Server Settings

vCenter Enabled:

vCenter Server IP/Hostname:

vCenter Settings

Username:
Module Se

e Password:

Confirm Password:

Datacenter Name:

Module Settings: Atleast one new module must be defined for this storage system

Deploy Module






OPS/images/8267ch_Maint_upgrade.14.1.014.jpg
[Depioy New Modise 0 X0V 11505052

Module Settings

System Setinge oy 244 G5 " -
Pa— Ko sbne oy T -

Namber o508 0.1 0 .
et sreeys s Vit ik * o -

Disk Capaciy (681
55D Copacy (681

oase ESKiostnama 00N
freey i

1>

= Sl Fidreen pludi e | o

‘ button to add the new module =
settings for the VMware ESXi server |

e ———r———






OPS/images/Define_New_Module_Add_Module_Settings.png
Add Module

General Settings
Module Number:
Datastore Name:
Module Management IP:

ESXi Hostname / FODN:

ESXi Username:

ESXi Password:

Confirm ESXi Password:

Network Port Group Names

Interconnect:
ISCSl:

Management:

Interconnect Settings
IP Address:

Netmask:

L)

*

*

h
Wobi_ds

(192168 121 144]
192168 121 134

root

* [Interconnect_Iscs!

* [Interconnect_Iscs!

NETManagement

141151023

255.255.255.0





OPS/images/8267ch_Maint_upgrade.14.1.164.jpg





OPS/images/8267ch_Maint_upgrade.14.1.016.jpg





OPS/images/module_failure_case_3_01s.png
XWVitso_sds1____sbs





OPS/images/after_target_is_created.png
Modute 1
o
Froped

Right click on the target to add port





OPS/images/8267ch_Maint_upgrade.14.1.017.jpg





OPS/images/8267ch_Maint_upgrade.14.1.162.jpg
7o [t s |

ot
& v
@

TSy
it Machne

e St snich rapertes

| @ oo






OPS/images/8267ch_Maint_upgrade.14.1.018.jpg





OPS/images/8267ch_Maint_upgrade.14.1.161.jpg
o
& v
& imecomes

e St Sech s
| b ofpor:






OPS/images/8267ch_Maint_upgrade.14.1.168.jpg





OPS/images/8267ch_Maint_upgrade.14.1.167.jpg





OPS/images/8267ch_Maint_upgrade.14.1.166.jpg
B ———
B e
e g e e e
ey e e o e e
e

e ot Gt et e e e
i 50w G, g o rs
ety

oy e e e e






OPS/images/8267ch_Maint_upgrade.14.1.165.jpg
vmware

Vhiware vSphere






OPS/images/deploy-wizard-system-settings1.png
Deploy IBM Spectrum Accelerate

G System Settings

System Settings System Name:

N IBM Customer Number (ICN):
VCenter Settings

Management Gateway:
Module Settings Management Netmask:
Proactive Supa Interconnect MTU:

Off Premises:

Run Diagnostics:






OPS/images/deploy-wizard-general-0bis.png
Deploy IBM Spectrum Accelerate

General

System Settings

VCenter Settings

Module Settings

Proactive Support

Deployment Executable File
C:\SpectrumAccelerate\SDS\SDS_Deploy_Win\xiv_sds_deployment_win.cmd

System Version: NIA
Mode: (Deployment

Manage Deployment Configurations

Import Existing Configuration
Import Spectrum Accelerate Configuration from an Existing XHL File:

Export Current Configuration
‘Export Spectrum Accelerate Configuration to an XML File:

Deployment Executable File cannot be empty.






OPS/images/deploy-sds-system.png
 Systems | Actions | view | Tools | Hew )y o . | [k Addsystem

System Settings

Import Systems File
Export Systems File

Preferences

Exit






OPS/images/8267ch_Maint_upgrade.14.1.020.jpg





OPS/images/XIVGUI-direct-login2.png
m Storage Management

@ Demo Mode Login (3]

Licensed terils - Property of M Corporation and other(s). Copyright © 2008, 2015, T8M and.
XIV sre regitered tradamarks of I8M Corporatio i the Unitd Staas, other courires, o bolh,






OPS/images/8267ch_Maint_upgrade.14.1.021.jpg





OPS/images/8267ch_Maint_upgrade.14.1.169.jpg





OPS/images/8267ch_deployGUI.09.1.05.jpg
)

OOy - i -

depoyment - » 505 eploy Wi »

5 [ seoren 505 e i

Ounsew  Bopen

4 Msocacne
ot
[y

g

Sl st ooyt incmd
1) wndows, deplorey

Tmsisn

P

Windows Comm.

1|






OPS/images/8267ch_deployGUI.09.1.04.jpg





OPS/images/8267ch_deployGUI.09.1.03.jpg





OPS/images/8267ch_deployGUI.09.1.02.jpg





OPS/images/8267ch_deployGUI.09.1.01.jpg





OPS/images/8267ch_Maint_upgrade.14.1.044.jpg





OPS/images/8267chTrouble.15.1.12.jpg
Fle Edi View Inventory Adminstition Plugins Help

LT o

Open Comse

et Setinge.
Upsrde Vst bardnare

Adapemisson..
RepotPedormance..

Rename.

Openin New Window. CuteAeN






OPS/images/8267ch_Maint_upgrade.14.1.045.jpg





OPS/images/8267chTrouble.15.1.13.jpg
G B [0 o > ey

[ rosts and o

T o ivramree
S e e
o B e
B e
e
o S sre 63
] o

9.155.51.48
91555163
91555166

P

Getting Started

veenter_s.
studentio
Freenas_i
studerss

studens

studentis
studerss

Student T
Xv_sH_
RHEL_on)
win2012_1]

EElTaEEEELA






OPS/images/8267ch_Maint_upgrade.14.1.046.jpg





OPS/images/8267chTrouble.15.1.14.jpg





OPS/images/8267ch_Maint_upgrade.14.1.047.jpg





OPS/images/8267chTrouble.15.1.15.jpg





OPS/images/8267ch_Maint_upgrade.14.1.048.jpg





OPS/images/8267ch_Maint_upgrade.14.1.153.jpg
| O
e | Actoms | Ve [ Yoo | o G O % ML
4 mrsysens 19 > QEEET® - S

~TZEad






OPS/images/8267chTrouble.15.1.16.jpg
Fle E8t Ve Inventory Admstaten Pl Heb

Y T

28 ¢

T i XVPFECuster
PUBRLE e
ST masost
1010010
1010011
1010012
1010013
1010014
1010015
RPE PFE G2

P
Sisssiao| R
sss31a8

91555163
91555166

©

FEEE]

s

Geting st “Datacenters [T it

Name Isate
@ voenterSO0MANR  PoweredOn
& sttt Poered0f
B Feeus 175100 Poweredof
B studers Poeredon
B sudems Poweredon
B sudenss Poweredn
B e Poeredon
3 stdent Temploe Povered OF
B XA 1M D PowersdOf
B RHE o 117132 rames Powaredn
@ Witz 17127 Dietmae PoweredOn






OPS/images/8267ch_Maint_upgrade.14.1.049.jpg





OPS/images/8267ch_Maint_upgrade.14.1.152.jpg
I sl
|t | e | O % B Y=y
Py =

T






OPS/images/8267chTrouble.15.1.17.jpg
Fle Edt View Inventory Adminstraton Pugns Hek

a ey e X

2008 - vSphere

o E

]

[© 0 voonte winaoss]

@ E Gase nfastructre

i XIV-PFE-Cuuster

nt

L, eURpLe pre
@ masosivi
@ @ 1010010 Name
@ @ 101001 @ veenters
@ @ 1010012 & studentio
@ @ 1010013 o s
@ @ 1010011 5
@ 4 1010015 Y scuescs

@ [} PURPLE PFE_G2 @ studens

2B et e @ e

@ meses2 @ [studerss

@ [ 91555140 Q sudent 1
@ [ 91555148 & o]
@ @ 91555163 B raro
© [ 95551 66] - o






OPS/images/8267ch_Maint_upgrade.14.1.151.jpg
o e by e P 1

e e e

(aulv e apaess
e

o —

[p—
-

& teamoen
&






OPS/images/8267chTrouble.15.1.18.jpg





OPS/images/8267ch_Maint_upgrade.14.1.150.jpg





OPS/images/8267chTrouble.15.1.19.jpg





OPS/images/8267ch_Maint_upgrade.14.1.157.jpg
BB e ar— >
olb & plele > &

=
s e g

e

J— ——






OPS/images/8267ch_Maint_upgrade.14.1.156.jpg
w
v
o
7
i
v
i
i
.
@






OPS/images/8267ch_Maint_upgrade.14.1.155.jpg





OPS/images/8267ch_Maint_upgrade.14.1.050.jpg





OPS/images/8267ch_Maint_upgrade.14.1.154.jpg





OPS/images/Edit_VM_Disk_Removal_2.png
irtual Machine Properties

ardware | oo | Resources |

I Show Al Devices

Add... Restore

Hardware T Summery
- Memory 1643218
M cpus 4

& weocard wideo card
S WCldevice Restrited
© Cl controler Paravrtual
© 5Clcontroler 1 Paravrtual
© Haddsk1 Vit Disk
© Haddsk2 Vit Disk
S Horddeletingy Beleted
= Harddisk4 ‘Mapped Raw LUN.

[-[0[x]

Virtual Machine Version: &

This device has been marked for removal from the vitual
machine when the OK button i cicked

o cancel the remaval, cick the Restore button,

[Removal Options

" Remove from virtual machine

@ Remove from virtual machine and delete files from disk






OPS/images/8267ch_Maint_upgrade.14.1.052.jpg
Reported Serial Identifier

suxrEw 5000¢500250ADAL3






OPS/images/8267chTrouble.15.1.20.jpg





OPS/images/vSphere_Client_Storage_Devices.png
B [ [12168.121.130 ocalhost.tuc.stglabs.ibim.com YMware ESXi 5.5.0, 2068190 | Evaluation (38 days remaining)
& 1750_5052_module_1

Configuraton
Hardware View:  Datastres| Beviss
ekt satus Devices
Processors ame TRuntine Name | Operational State [ LUN | Type Drive Tyme
ermory 60-K1v Seriel Attached SCS1 Dk (152 SO00cS0025dads13)  vmhbsLiCOTOLD  Mourtzd o dsk NoressD
 storage 601 Seriel Attached SCS1 D (152 SO00CSO025C06545)  vmhbsLiCOTILD  Mourted o dsk Nores5D
Networking 6011 eriel Attached SCS1 Dk (152 SO00cS00250aa433)  vmhb1iCOTIOND _ Mourted o dsk Nores5D
Storage Adspters A1V il Aftached SCS Dk (1sa SO00CSO02IS457c3)  vrbbalicOTI 10 Mourked o ask o550
Network Adepters RATEX Seil Atached SCSLEndosure SvDev (npvnhb. vmhbal:COTIZA0  Mourted o encosure Lnkown
Advanced Setings 1601 Sl Attached SCS1 D (152 SO00CSO02155206f)  vmhb1iCOTZLO  Mourted o dsk Nores5D
Foer Mot 601 Seriel Attached SCS1 D (152 SO00CSO025e91167)  vmhbsLiCOT3L0  Mourted o dsk Nores5D
61 Seriel Attached SCS1 D (152 SO00CS0025695257)  vmhbsLiCOTHLO  Mourted o dsk Nores5D
Software 601 Seriel Attached SCS1 D (152 SO00cS0025e9648E)  vmhbsLiCOTSLO  Mourted o dsk Nores5D
[ 61 Seriel Attached SCS1 Dk (152 SO00CS0025053153)  vmhbLiCOTBL0  Mourted o dsk Nores5D
B— 601 Seriel Attached SCS1 Dk (152 SO00CSO025458353)  vmhbLiCOT7L0  Mourked o dsk Nores5D
601 Seriel Attached SCS1 Dk (152 SO00cS0025e50zsf)  vmhbaLiCOTBL0  Mourted o dsk Nores5D
015 snd Routing 10 Seria Attached 5Co1 Dk ity tened ° o o 3D
et e






OPS/images/8267ch_Maint_upgrade.14.1.159.jpg
| petwork gt
e ToowrTems o
S T————T






OPS/images/8267chTrouble.15.1.21.jpg





OPS/images/8267ch_Maint_upgrade.14.1.054.jpg





OPS/images/8267ch_Maint_upgrade.14.1.158.jpg
Sace e

e

s s

ey

b5 e s 20






OPS/images/8267chTrouble.15.1.22.jpg





OPS/images/8267ch_Repl.12.1.08.jpg
W

([

R

i
3

T e e ———





OPS/images/8267ch_Repl.12.1.09.jpg
o s\t |

~oEMRad






OPS/images/8267ch_Repl.12.1.06.jpg
e | A | e [ o | 2 D O
Py e r——

et






OPS/images/8267ch_Repl.12.1.07.jpg





OPS/images/8267ch_Repl.12.1.04.jpg
Application Server

PR

Host Wite to Source (data
placed n cache of 2

Modules)) Local (ource) Remote (Destination)
Source acknowleciges write

complete to application

Source replicates to

Destination

Destination acknowiedges.

wite complete.






OPS/images/8267ch_Repl.12.1.05.jpg
Replication Scheme

XV systom s






OPS/images/8267ch_Repl.12.1.02.jpg





OPS/images/8267ch_Planning.07.1.20.jpg
Getting Sartea " Summary ' Vitual Machines.

performance

Local Users 8 Groups

DstesTime
TP Gl
NP senvers

1218 7042ms
sopped






OPS/images/8267ch_Repl.12.1.03.jpg
Host Server

~
4

Host Write o Source (data

placed in cache of 2

Moduies)

Source repicates to Local system Remote system

Destination (data placed i (Source) (Destination)

cache of 2 Modules)

Destination acknowledges
write complete to Source
Source acknowledges write
complete to application






OPS/images/HSM-Systems-Monitor-Hardware.png
Pool, Domain, Volume
Association

‘Support

L S g

View/Modiy Ports.

Modity IP Iterfaces

AddModule )
Equip Moduie
Attach Disk/ssD ()

st Component o





OPS/images/8267ch_Maint_upgrade.14.1.034.jpg





OPS/images/HSM-Select-Phasein.png
BRI vodic 4 mterfnce Modie)

Properties. > | Monitor Hardware Heattn
Dashboard > | iewnmodity Ports

Pool, Domain, Volume > | Modity IP nterfaces

Association > | AddModule o
Support > | Equip Modue

[ > | Attach Disk/ssD.

Hardvare > | Test Component

Capacity > | Phase incomponent

Targets. > | Phase out Component





OPS/images/8267ch_Maint_upgrade.14.1.036.jpg
This command nstructs the system o phase n @ companert.
‘Components ar used by the system immediately.

For disk and data modules,  process for copying data to the
camponents redistrbuton) begine.

Components must be in Ready or Phasing Out states.

Component D
tModue:d






OPS/images/GUI_Module_List_ALL_OK.png
<1V Storage Management

Systems | Actions | View | Tools | Hel | #) | & < Define ow Module T
A Arsystems @) > v System v @ Modute 3, Di

Status

P o
& rvomiez ok
@ romies ok





OPS/images/8267ch_Maint_upgrade.14.1.142.jpg





OPS/images/GUI_Module_List_ALL_Phasing_OUT.png
Systems | Actions | View | Tools | Help ) | & < M A

A Arsystems @) > v system v @ Module 3), Disk (36),ISCS1 Port (6, SSD (0

Status

S esuien Module phasing-out, Disks have multiple issues, 3 services phas.

& rvomiez ok
& vodies ok






OPS/images/8267ch_Maint_upgrade.14.1.141.jpg





OPS/images/8267ch_Maint_upgrade.14.1.039.jpg





OPS/images/8267ch_Maint_upgrade.14.1.140.jpg





OPS/images/8267ch_Maint_upgrade.14.1.146.jpg





OPS/images/NTP_Set.png
XIV itso_sds1 Settings

General | iscsiName ian 2005-10.com xivstorage 021379
Time Zone UsiArizona
Parameters
NTP Server 12961528
‘ DNS Primary 13810

DNS Secondary

SNMP
Use IPv6 Yes

Misc ‘ Volume Default SSD Caching
Application Administrator Capal Basic
Interconnect MTU 2000






OPS/images/8267ch_Maint_upgrade.14.1.145.jpg





OPS/images/8267ch_Maint_upgrade.14.1.144.jpg





OPS/images/8267ch_Maint_upgrade.14.1.143.jpg





OPS/images/8267ch_Maint_upgrade.14.1.040.jpg
& towwtanaes.. con
1@ towrowucros.  amo

B Enter Manenance ode
Rescanfor tatoes.

sddpemissin. ame

Repert Perfomance.
Open new Vindow..  CrbsAkeN

Josbm.com Vhiware ESX, 5.5.0, 2068190 | Evaluation (39 day

Resoc s pafomsnce

3

Jputer that uses vitualzation software. such
1o run virual machines. Hosts provide the

bry resources that virtual machines use and
hines access 10 storage and network

[vitual machine to a host by creating a new
bying a virtual appiiance.






OPS/images/8267ch_deployCLI.08.1.09.jpg





OPS/images/8267ch_Maint_upgrade.14.1.041.jpg
(1192.168.121.130 - vSphere Client
Fle Edt Vow Invertoy Adnnstroton. P Felp

Inventory

@R 2

B @ rone b g9 mventory

S @ Pl
51 [TS0_5052_modue 1






OPS/images/8267ch_Maint_upgrade.14.1.149.jpg





OPS/images/8267ch_deployCLI.08.1.08.jpg





OPS/images/8267ch_Maint_upgrade.14.1.042.jpg
e | At | Vo | e | Wb By O o G L
A M) > GUEEED - s -






OPS/images/8267ch_Maint_upgrade.14.1.148.jpg





OPS/images/8267chTrouble.15.1.10.jpg





OPS/images/8267ch_deployCLI.08.1.07.jpg





OPS/images/8267ch_Maint_upgrade.14.1.043.jpg
Srwems | Actons | view | Toom | b £ O % QLA
& Mo > - sy - [ov————

Ot Managener  weetoce
sy .
Propertes





OPS/images/8267ch_Maint_upgrade.14.1.147.jpg





OPS/images/8267chTrouble.15.1.11.jpg
File Edit View Inventory Administration Plug-ins Help
B (8 o 2o ey 23 ey

stoblodeh2tuc stolabs bm.com VMware ESX, 550, 1623387

20 poweron -
» [ (Poweron) culee
| Supend (=3
8 Open Console Reset T

& corsetinge.
i Paiicn Cuep

ShutDown Guest CuleD
RestatGuest  CuloR






OPS/images/Download.png
Download files using HTTPS

Software defined storage, IBM Spectrum Accelerate (All releases, Windows)
& Subscribe to support notifications

Download files using your web browser
Click the download link next to each file to download it.

Order number: 188894698
Total size: 629.03MB

tool: IBM_XIV- = Release Notes
Management_Tools_v4.7_for_windows = User Guide

1BM XIV Management Tools (XIVGUI, XIVTop, XCLI) v4.7 for Windows
The following files implement this fix

% xivGUI-4.7-build15-win32 exe (313.60 MB)

& xivGUI-4.7-build15-win64.exe (311.59 MB)

& XIV_GUI_4_7_Release_Notes pdf (369.29 KB)

& XIV GUI 4 7 User Guidepdf (3.20 ME)





OPS/images/8267ch_deployCLI.08.1.06.jpg





OPS/images/8267ch_Planning.07.1.11.jpg
@«—uu@wa%wm L

18M XIV Management Toois (XIVGUI, XIVTop, XCLI) v4.6.0.3 for Window£1825€

I Release Notes

10 User Guide






OPS/images/8267ch_deployCLI.08.1.05.jpg
o
oS

e et

Toventeg [ Tosicmenmontsng |
L see 2 Usecustersetres
Dl_WINI-1939. 15118 Useduterseres

CRTaT—






OPS/images/8267ch_Repl.12.1.01.jpg





OPS/images/8267ch_Planning.07.1.14.jpg





OPS/images/networking-before-deploy1bis.png
Refresh Add Networking

Standard Switch: vSwitchd. Remove... Propertis.

Vi Machins P G P p—"
3 Management Q. B vmnics 1000 Rl |
Warsi P
3 Management Network Q.-

vmko : 9.11.209.29

Remove... Propertis.

Standard Switch: vSwitch1

e i
oo e v oo e

Remove... Propertis.

v s
o —om s 1000 | &






OPS/images/8267ch_Planning.07.1.13.jpg





OPS/images/8267ch_deployCLI.08.1.03.jpg
st 1/
= = T T

© s rose (eeoree st
Q) oot ST St otwnried






OPS/images/8267ch_Planning.07.1.16.jpg





OPS/images/8267ch_deployCLI.08.1.02.jpg





OPS/images/8267ch_Planning.07.1.15.jpg





OPS/images/8267ch_deployCLI.08.1.01.jpg





OPS/images/8267ch_Planning.07.1.18.jpg





OPS/images/8267ch_Planning.07.1.17.jpg





OPS/images/8267ch_config_mgmt.10.1.24.jpg
Systems | Actions | B Tooks | Hep B O < Define tew M

T o
P
[C e
o

1SCSI Comectiity






OPS/images/ops_define_ips.png
Systems | Actions | View | Toois | Hew | f) | &

| Define 1P Interface -isCs1 ] Export

Al Systems (7) > Gaithersurg Group (4) > ~ iSCS! Comnectivity |~

Netmask

rface -iSCSI priace (3)

Gateway






OPS/images/ops_user_system_settings.png
Systems | Actions | View | Tools | Hem

System Settings Module (4), Disk (44), ISCSI Port (8), SSD (0)

Import Systems File
Export Systems File

Deploy Spectrum Accelerate System Moty IP Addresses

Preferences ‘Shutdown System

Exit






OPS/images/ops_user_actions1.png
systems | EEREEN| View | Tools | Hein

& oo |

All Systems (3]

-49F

Add Group
Add System

Create Domair

Create Domain and Associate Pools

Create Pool
Create Volur
Create Consistency Group

Create X-Consistency Group

es.

Add Cluster
Add Host

Add Performance Class.
Define IP Interface - ISCSI

Add User
Add User Group

Mirror Volume / CG
Migrate Violume
Move Volume to Another System

Create Target

Module (4), Disk (44), ISCS1 Port (8), SSD (0) ~ System Time: 1209 AM O

s Type






OPS/images/8267ch_config_mgmt.10.1.20.jpg
Add User X

Domain:
Name

New Password (5-12):

Retype New Password:
Category: [Storage Admisttor o
e a—
User Group: Secuty Admnirior
ppicaton Aamaatater
Email Addross: Read Oy
| Overstons Agmnsioor |

Phone Number:






OPS/images/8267ch_config_mgmt.10.1.21.jpg





OPS/images/HSM-ops_view5_new_module.png
) Deploy IBM Spectrum Accelerate

Geeel Module Settings

M 4128 GB): *
VCenter Settings emory @ ) (
Number of Disks (6-12): * (s
Module Settings Number of SSDs (0-1): * o
Proactive Support Module |_ESXiHostname /FQDN_| Management IP

Atleast3 modules must be defined for this storage system






OPS/images/module_failure_12.png
Systems | Actions | View | Tools | Hep | #) &) % Define lowModule & Settings [ LaunchxcLl ||

A Ansystems (15 > v Sysem v @ Module (4, Disk (24), SCS1 Port (5), 55D ()
00 Wame Statis

A Disks

e - -
" I == B
. N = e
e ] A= = e
- N = e

== = =
H g -





OPS/images/8267ch_config_mgmt.10.1.29.jpg





OPS/images/ops_define_ips2.png
Define IP Interface - iSCSI

Default Gateway:
e
e N —

Port Number: *10 20

I

Invalid IP interface name. Valid name cannot be an empty string






OPS/images/ops_user_deploy_new_module1.png
Deploy IBM Spectrum Accelerate

General

System Settings

vCenter Settings

Module Settings

Deployment Executable File

System Version: N/A

Mode: *[Deployment

Manage Deployment Configurations

Import Existing Configuration
Import Spectrum Accslerats Configuration from an Existing XML File:

Export Current Configuration
Export Spectrum Accelzrate Configuration to an XML Fil:

Deployment Executable File cannot be empty.

s

mERO





OPS/images/8267ch_Maint_upgrade.14.1.139.jpg





OPS/images/module_failure_case_3_00c.png
Date (Local Time) Event Code Description
227115, 4:34:04 AM

227115, 5:22:42 AW

22715, 5:22:56 AM XVitso_sdst  DATA_REBUILD_STARTED Rebuild process started because system dat...
22715, 5:2301 AM XVitso_sdst  MODULE_NO_IP_CONNECTIVITY There is no IP connectivity to failed 1:Module:1.
22715, 5:23:07 AM XVitso_sdst  USER_LOGIN_HAS_SUCCEEDED User 'xiv_development from IP'9.11.208.187" ..
22715, 5:2332 AM XVitso_sdst  DATA_REBUILD_COMPLETED Rebuild process completed. System data s ...
22715, 5:2332 AM XVitso_sdst  DATA_REDIST_STARTED Starting data transfer to new disks.

202745, 5:23:33 AM XWVitso_sdst  DATA_REDIST_COMPLETED Completed data transfer to new disks.





OPS/images/module_failure_case_2_20.png
‘COMPONENT_WAS_PHASED_IN
226015, 7:19:45 PM XVitso_sdst  SERVICE_MODE_OF_SYSTEM_HAS CHANGED
226015, 7:19:45 PM XVitso_sdst  COMPONENT_WAS_PHASED_IN

226015, 7:19:45 PM XVitso_sdst  DATA REDIST_STARTED

226015, 7:19:46 PM XVitso_sdst  INODE_CONNECTED_TO_ALL CACHES
226015, 7:20:23 PM XVitso_sdst  TRACES_SHAPSHOT CREATE

226015, 7:20:55 PM XVitso_sdst  DATA REDIST_COMPLETED

2126015, 7:20:55 P XVitso_sds1  DISK_FINISHED_PHASEIN

226015, 7:20:55 PM XVitso_sds1  DISK_FINISHED_PHASEIN

226015, 7:20:55 PM XVitso_sdst  DISK_FINISHED_PHASEIN

226015, 7:20:55 PM XVitso_sdst  DISK_FINISHED_PHASEIN

2126015, 7:20:55 PM XVitso_sdst  DISK_FINISHED_PHASEIN

2126115, 7:20:55 PM XIVitso_sdst  DISK_FINISHED_PHASEIN

©

Sie

\





OPS/images/module_view_good1.png
systems | Actions | View | Tools | Help @ | % scttings [ Launch xCL! [ Launch XiVTop AL\ Call Home & teamo J
A Systems (5 > ~ Sysiem Q ) Module (4), Disk (24), ISCSI Port 8), SSD (0)

Status,






OPS/images/8267chTrouble.15.1.05.jpg





OPS/images/8267ch_config_mgmt.10.1.14.jpg
XV Spectrum_Accelerate Settings X
General System Name. =i |
System Version 1s1c
Parameters.
‘System S/N (1D) 9046675 (46675)
Multtenancy Machine Model / Machine Type 99912810
Licensing T Spectrum Accelerate
s System ing Type
System Software PID 125018
Misc. IPHostname 1 (o
1PMHostname 2 S
IPHostname 3 v
Off Premises o






OPS/images/8267chTrouble.15.1.06.jpg





OPS/images/8267ch_config_mgmt.10.1.11.jpg





OPS/images/8267chTrouble.15.1.03.jpg
Deplay 004 505

Goneral

Systom Sotings

Hodule Seuings

Proactive Support

Deployment Executable File

Resioencicoseun_s3s_oepoyment_H4aestSOS_Depor Wi _53s_seplermen_wicmd

Systom Vorsion: 11505

Ocptopen e

The deployment has failed. Check the
logs for more detalls.






OPS/images/8267ch_config_mgmt.10.1.12.jpg
Systems | Actions | View | Tools | Hetp £y

L wsrn @y comcrnn

System Selector

W s
v s

L] ATSav-sstorts

o
o

Ungrouped Sys... el ATSIV-1340004
o

7 or7 Sptums v 310001 A






OPS/images/8267chTrouble.15.1.04.jpg





OPS/images/8267chTrouble.15.1.01.jpg





OPS/images/add_managed_system1.png
ERUE R X

System Group:
[L—  —
IPIHost name 2:

IP/Host name 3: (|
Connect Directly: 0

Missing system addresses






OPS/images/8267chTrouble.15.1.02.jpg
10





OPS/images/xiv_user_roles.png
Add User X

[ATsv-ianorts

Email Address:
Phone Number: C I

Invalid username. Valid name cannot be an empty string






OPS/images/8267ch_config_mgmt.10.1.17.jpg
Ibsxn3 Seftings.

General

Malitenancy

Shmp

‘SNMP_TRAP_TYPE
sos.






OPS/images/module_failure_18.png
ement

| systems | Actions | View | Tools | Help ) &) . | % DefineHew Module © Settings [B Launch xcLl

A Systems (15) > v | System |v| @ ) Module &), Disk (24 ISCSI Port (5, SSD (0)






OPS/images/8267chTrouble.15.1.09.jpg





OPS/images/8267ch_config_mgmt.10.1.18.jpg
Proacive Support TP Gotoway

Offce Phone
Catiog Hous

o i






OPS/images/sds_system_settings3.png
XIV 9023817 Settings

General

iSCSI Name
Time Zone

NTP Server

DNS Primary

DNS Secondary

Use IPv6

Volume Default SSD Caching

(jan 2005-10 com vstorage 023617
[ Americaiiew_vork

[192168.1.132

[192168.1.132

[192.168.1.132

[ves

Application Administrator Capabilities  Basic

Interconnect MTU

19000






OPS/images/8267chTrouble.15.1.07.jpg





OPS/images/new_parm_for_sds1.png
XIV itso_sds1 Settings

General

Parameters

Multitenancy

SNMP

b750cac8id6b419a92a5976789024133

Yes





OPS/images/disk-failure.png
EREEIESY <tgbladeh23.tucsstglabs.ibm.com VMware ESXi, 5.5.0, 1623:

iing Started | Summary (Virtual Machines < Allocation | P
Hardware Storage Adapters
Health Status P vee
P— Patsburg 6 Port SATA AHCI Controller
Moy [© woibal  slockscsr
R © vmhba2 BlockSCS1
© vmhbe33 Blockscst
Networking © moass Blackscar
» Storage Adspters © moass Blackscar
Network Adspters © wmhbaze Elockscar
Advanced Settngs MegaRAID SAS Fusion Controller
Power Management @ vmba sest






OPS/images/module_failure_02.png
| systems | Actions | View | Toois | Hep | ) & | % Settings [ Launchxcti B Lounch XivTop

A Ansystems (15 > v Sysem v @ Module (4, Disk (24), iSCS1 Port (6),

& st ok
& s ok
- e Wodulefled, 6 disks fied, 3 services faied
A Disks
A B 1o Faea
A B 1o Faea
A B 1o Faea
A B 1o Faea
A B toss Faea
A B 1o Faea

- o ok






OPS/images/module_failure_19.png
XV itso_sds1_sps.






OPS/images/8267ch_Maint_upgrade.14.1.128.jpg
| & mecsmee
]| =~

b roecn
B e






OPS/images/module_failure_case_2_04.png
Fle Edt View Inventory Admnitraton Plugins Help

aa

@ Home b g Inventory b [ Inventory,

& &

5.11.205.28

& ts0_sds1_mode3

Health Status
Processors
Memory
Storage

» Networking
Storage Adapters.
Network Adapters
Advanced Settings.
Power Management

Software

Licensed Features
“Time Configuration

DS and Routing

Authenfication Services.

Virtual Machine Startup/Shutdown
Virtual Machine Swapfe Location
Seariy Profie

Host Cache Configuration

System Resource Alocation
‘Agent VM Settings.

Advanced Settings

‘ConfigurationVZ

Networking Refresh _Add Netorking
Standard Svich: vSuitch) Remove... Propertes.
Vi Machins P G P p—"
2 Management Q. B vmnics 1000 Rl |
B |1 virtual machine(s)
tso_sds1_module3 @
Warsi P
3 Management Network Q.

vmko : 9.11.209.28
] 2002:90b:2006:208:4202:e5ff:fe26:55¢5

e

Standard Svich: vSuitchi Remove... Propertes.
Vi Machins P G T

2 iterconnect Q. B vmnics 10000 Full|

B |1 virtual machine(s)
tso_sds1_module3 @

Standard Svich: vSuitch2 Remove... Propertes.
Vi Machins P G Pyl s

o iscst Q. B vz 10000 Full| 2

|1 virtual machinefs)
tso_sds1_module3

o





OPS/images/8267ch_Planning.07.1.09.jpg





OPS/images/8267ch_Maint_upgrade.14.1.126.jpg
e ey e g

. e
rny-nam=»¢b
3

@ heron






OPS/images/8267ch_Planning.07.1.08.jpg
Find product _Select product.

Type the product name to access a list of product choices.

When using the keyboard to navigate the page, se the Tab or dow]
resuls lst.

Product selector”
Spectum >






OPS/images/8267ch_Maint_upgrade.14.1.125.jpg





OPS/images/8267ch_Planning.07.1.07.jpg





OPS/images/8267ch_Planning.07.1.06.jpg
AN ook e

OMBER, Sikaid- 116 WODEL STSEIGOIASS
TR (W 300cs0r50ADA)
‘Scaun umsen -swzxvew) TTIIEATIIT AT






OPS/images/8267ch_Planning.07.1.05.jpg
Module Settings

Systom Setings CPU Cores (420
- Memory (24128 GBl:
Number o Disks (5.2 Ho o
e e Number of S50s 1) 0 -
Prociive Support - ESuHosmame i T==|
7
%
X

st modies st dsed o s sagesysom






OPS/images/8267ch_Planning.07.1.04.jpg





OPS/images/8267ch_Maint_upgrade.14.1.129.jpg
]

e o v ey Aot o

BB (8 >a8rem 15 v

|5 & Blee s s T

= = ]
S oot um
& T fomee | oot
o B e e
- . .
= .. |= — ~
i @ 3 © T
o 7| $ s
e
1
& o
@ o






OPS/images/8267ch_Planning.07.1.03.jpg
0 GOl i)
s

feste

Hansgement Toot
(v pec)

Management Network

000

e






OPS/images/8267ch_Planning.07.1.02.jpg





OPS/images/8267ch_Planning.07.1.01.jpg





OPS/images/8267ch_config_mgmt.10.1.46.jpg
0_vaLanapshr.
e

0 com

o st

Created (system Tie):. 3, iz
Deletepranty:






OPS/images/8267chHost_Integr.11.1.015.jpg





OPS/images/snapshot_restore.png
Restore Volume

Select Source Snapshot

tso_volt snapshot_

s0_voll snapshot_
itso_volt snapshot_00002

o ~cove |





OPS/images/8267chHost_Integr.11.1.014.jpg





OPS/images/snapshot_tree.png
Shapshot Tree
EE itsovolt
: n tso_volL.snapshot_
itso_volL.snapshot_00002

oo i

& itso_vol2.snapshot_00001
& itso_vol3.






OPS/images/8267chHost_Integr.11.1.013.jpg





OPS/images/8267ch_config_mgmt.10.1.45.jpg
0 > GOEIEINIEE ~ ConsistncyGroups v

Detete
Format 7
Rename

Move o Pool

Copy this Volume

Restore.

Lock
Unlock 0
Change SSD Caching s






OPS/images/8267chHost_Integr.11.1.012.jpg





OPS/images/8267ch_config_mgmt.10.1.42.jpg





OPS/images/8267chHost_Integr.11.1.011.jpg





OPS/images/volumes_and_snapshots1.png
Systems | Actions | View | Tools | Helb | &) | @

@ Create Volumes [3€] Export

& teamto

A Ansystems @) >

Xt

=

Volumes and Snapshots

- @ Volume (6), Snapshot (1)

Size (GB)

WWN

Creator

~ System Time: 438PM O

Serial Number.





OPS/images/8267chHost_Integr.11.1.010.jpg





OPS/images/8267ch_config_mgmt.10.1.40.jpg
s |_Atorn | wow | Jouo | e (D |.© O, W Croso wberwn B eprt Fe
& s > TR+ vounes s

oy ne

rara v s haoncon

eoErbad






OPS/images/volumes_and_snapshots_menu.png
.p 1000¢
Woto1010 [ Volumes and Snapshots __J§
01101 Snapshot Tree
0100 T R—)
Consistency Groups
(CConsiteney Grows )
Conapshot Group Tree )






OPS/images/8267chHost_Integr.11.1.019.jpg





OPS/images/8267chHost_Integr.11.1.018.jpg





OPS/images/snapshot_modifications.png
Snapshot Tree

€ itso_voi2snapshot 0
B itso_vols

Resize
Delete
Format
Overwrite

Rename
Change Deletion Priority

Duplicate
Duplicate (Advanced)

Copy This Snapshot
Restore

Lock
Unlock 7

Map selected Volumes Z
Map selected Volumes (manually) (@
View Volume Mapping

Properties






OPS/images/8267chHost_Integr.11.1.017.jpg
adh .






OPS/images/8267ch_config_mgmt.10.1.49.jpg





OPS/images/8267chHost_Integr.11.1.016.jpg





OPS/images/module_failure_04.png
B

Systems | Actions | View | Tools | Heip

4, Settings [ Launch xcL1 B Launch XVTop

A wrsystems (1) > EUEEEISD

£

2224242
PReRRRR

z

iDiski31
Disk32
Disk33
tiDisk3a
Disk35
1Disk36

Module (4), Disk (24), SCS1 Port (),

Module failed, 6 disks failed, 3 services failed

Failed
Failed
Failed
Failed
Failed
Failed






OPS/images/8267ch_Maint_upgrade.14.1.112.jpg
Systoms | Actons | View | Toos | el | £ ) G settnos [ Lo xcis [ oumch VTop

A arsystems (19 >

fatea
fatea

mbad






OPS/images/module_failure_01.png
XIV itso_sds1_sDs






OPS/images/8267ch_Maint_upgrade.14.1.110.jpg





OPS/images/module_failure_13.png
jement

2
| Systems | Actions | View | Tools | Help | #) | &) . % Defineew Module €, Settings [B Launchxcll |

A Arsystems (15) > QUERRISI v Sysem v G Module (4, Disk (24), SCS1 Port (5), S50 ()

©0 Name

& st ok
& s ok

Status

-
i =
" R B
. - u
e ] 48 ok A
—— u
=0 45 e =
T o
& - :Module:4 oK






OPS/images/module_failure_10.png
| Systems | Actions | View | Tools | Help  #) &) . % Defineliew Module €, Settings [ LaunchxcLl |

A Ansystems (15 > v Sysem v @ Module (4, Disk (24), SCS1 Port (5), 55D ()
00 Wame Statis
ok
ok

Phasein Z

A B o raied 1 b
] AQ o
cH : g Update Management IP Interface (2 i
e e P T e
3 o s S piis
A B Pproperties 18

[+ —





OPS/images/8267ch_Maint_upgrade.14.1.115.jpg
W s
& it
& sses
[

| P_:
aotesimn oo crmmetonc
@ e | |
ot +fomemee |
ot mases @ oo wem o
o o |
= e e -
ko © WA © | ot
| et






OPS/images/8267ch_Maint_upgrade.14.1.114.jpg
O ———— ]
| oy | At | Vo | oo | e | | ©) o N Seun B s Gyttt (3] v,

A mssiens 9 > GEITET® - s v v i
i R CIE T -
b (e ey | | v cos: ~ o | oo an -

U e s Lo s soccumeo e rETTTET—
0 mseam o oaTh Aewor e irsomec 1.0n
DR e a0 ATA Reork fetacetronmect 1 om 013
0 mmsenm o [ "

0. awesan s s s s

" aarh o s7asmo ‘etatdrocens crd bocn ytem
bt e oo
& T T e

ol e
E e okt e
= e —_—






OPS/images/8267ch_config_mgmt.10.1.50.jpg





OPS/images/module_failure_15.png
Systems | Actions | View | Tools | Help | #%) | &) | % Define llewModule € Settings B LaunchXCLI ||

A Ansystems (15 > QUEEEISE - Sysem v O Module (4, Disk (24), SCS1 Port (5), S50 ()

& ewHardware avert
XIV itso_sds1 Disk 6 (Module 3) status is Phasing in

-
& osez

2

2

A Disks
i _— =
] 4@ tdeks2 Em—— e
. —— i "
e ] 48 ok Phasingin s
- —— o "
— e e
T o
& - lodule:4 oK






OPS/images/module_failure_14.png
Systems | Actions | View | Tools | Help ‘ o ‘ o O ‘ <. Define Hew Module ¥, Settings [ Launch XCLI [ 1 unch

A Arsystems (15) > GUESEISD <~ Sysem v @ Module (4), Disk (24), ISCS1 Port (8), SSD (0)

entad

Status

2

2

A Disks
A B tDisks Ready
A Q e ey Phase out -> Failed
A B k33 Ready Test
4 8 ok Ready Update Management IP Interface
a tDiskas Ready
48 e e »
Ports Properties
ok

- t:Module:4






OPS/images/create_vols2.png
| view | Toois | Hew | #) @ s Create Volumes £t

CUTETD - voumes anasrapsnors | - @ m. T





OPS/images/upgrade_4.png





OPS/images/create_vols3.png
Create Volumes

Setect Pool
Total Size: 516 GB

s

Number of Volumes (3|

Volume Size
T —

ts0_voL 001 - tso_voL 003






OPS/images/upgrade_5.png
Hot Upgrade Success.

The system was upgraded successfully

oK






OPS/images/8267ch_config_mgmt.10.1.33.jpg





OPS/images/upgrade_2.png
Choose an upgrade file

Lockin: | B Deskion ol « & ck

Libraries amoore i Computer
System Folder System Folder (N 5yceem Folder

Network
| System Folder

Network

Obictrone.  [pargen3 11512008 051501697 002 BBt =

Objects of ype:  [4l Fies (] I” |






OPS/images/create_vols1.png
Resize
Delete

Rename

Limit Traffic by Perf Class
Limit Traffic by new Perf Class.

Change Lock Behavior

Configure Pool Threshold
Restore System Pool Threshold Configuration
Copy Pool Threshold Configuration

Paste Pool Threshold Configuration

Z

Properties

Snapshots (GB)

Lock Behavi






OPS/images/upgrade_3.png
Upgrade System

You are about to upgrade system
XIV XIVPFE_SA1.

o |






OPS/images/create_storage_pool2.png
 Create Pool

‘ Select System: | XWVitso_sds1 ‘
Total Capacity: 3579 GB

‘ © & Requarpool O @8 minFoal ‘

Pool Size: 516 68

3003 68

Pool sze: [Co—
P —
Poottiame:  * (oo )






OPS/images/8267ch_Maint_upgrade.14.1.002.jpg





OPS/images/8267ch_config_mgmt.10.1.32.jpg
Lok ey o s

ChangeLockbter

rmr—

Proprtes






OPS/images/8267ch_Maint_upgrade.14.1.003.jpg
| Acvrs | v | e | Wl B O
4

Sytom setings

[rep—
Expr ystams e

e Specm Aot Systam

Stem
e

Manoge Curhictes
P hccess s

BT






OPS/images/pools_view1.png
Systems | Actions | View | Tools | Hel &) | &

(@ Create Pool T3 Volumes by Pools [] Export

& admin

A systems () > ~ | SworagePools |v @

Pool (2)

~ System Time:8:43PM O

516 GB
s itso_pool1 XV itso_sds1 =)

Snapshots (GB)

——

& wopon  awisosat

1.8 Vohames slcatad 515 o Sofe) Snaphots reseved 8 Gl

[ —")

516 GB

s

516 a8 Sofel ‘Snapshotsreserved 68 G+l

Hard (Total)

Hard (Free)

Lock Behavior.

516GB  Read only

516GB  Read only

system.





OPS/images/8267ch_Maint_upgrade.14.1.001.jpg





OPS/images/8267ch_config_mgmt.10.1.39.jpg





OPS/images/volumes_by_pools1.png
Size (GB) Used (GB) | Size (Disk) |Used C:

- [Create...

5160 GB Hard

7 [ 1768
i o 1768
7 o 1768






OPS/images/upgrade_6.png
X1V Storage Management

BT actions | view | Toois | Hew | ¢ | & 4, Settings [ Launch xCL1 B Launch X0V Top /A, Proactive Support

4 Module (3), Disk (33) ISCS1 Port (6), SSD (0

System Settings "
Import Systems File Loap I T

o - 1 disk failed

Moty IP Addresses

Shutdown System





OPS/images/8267ch_config_mgmt.10.1.38.jpg
®  CG_Deployyia 001 |
© coomopmon| "
€ covepopmons| 7
& Co_Deplop oot - =
& GO Depioyvia oos | Rename
. CODoplorVM008 | " Ccu1q a Comsistency Group with selected Volumes
& coveLon Addto Consistency Grou
© covoo Remove from Consistency Group
© Moveto a diferent Consistency Group
Move 1o Poot
Create Snapshot
Create Snapshot (Advanced)
Overwrite Snapshot
Copy this Volume
Restore.
Lock
Uniock

Change sso ¢

g State

Mitor Volume
Create Mirrored Snapsiho

Move Volume to another system

Map selected Volumes
Map selected Volumes (manualy)
View Volume Mapping

‘Show Statistics

Properties.






OPS/images/8267ch_Maint_upgrade.14.1.009.jpg
XV XVPHE_SA1 Sottngs A

General )
[—
Sysem s 00) svaraz )
Machine Model / Mackins Type 999 2810
. Syt Licnsing Type prm—
Systom Software 0 smsun
e P Hosmame 1 e
[r— s
ostname s sz
onPremises O 5

i OO s





OPS/images/8267ch_Maint_upgrade.14.1.102.jpg





OPS/images/8267ch_Maint_upgrade.14.1.223.jpg





OPS/images/8267ch_Maint_upgrade.14.1.101.jpg





OPS/images/8267ch_Maint_upgrade.14.1.222.jpg





OPS/images/8267ch_Maint_upgrade.14.1.100.jpg





OPS/images/8267ch_Maint_upgrade.14.1.221.jpg
LI s
o | s | | 1o | O %GB & v
& M > GTRETED s+ ey e

—— =
A o
e
SRt ey 2
" M= = -
o - =
H - =
& =
- =






OPS/images/8267ch_Maint_upgrade.14.1.220.jpg
Sptems | Actons | Vow | Toon | b ) ot i € Senge [ Lumch3ct [

PR e ——— Mok bk 20,53 Port 0,850,

Al s e w 3
= =
48 e
A
48 e

" e

o - e o






OPS/images/8267ch_Maint_upgrade.14.1.106.jpg





OPS/images/8267ch_Maint_upgrade.14.1.105.jpg





OPS/images/8267ch_Maint_upgrade.14.1.104.jpg





OPS/images/8267ch_Maint_upgrade.14.1.103.jpg





OPS/images/8267ch_Maint_upgrade.14.1.224.jpg





OPS/images/8267ch_Intro.06.1.7.jpg
Private






OPS/images/8267ch_Maint_upgrade.14.1.109.jpg





OPS/images/8267ch_Intro.06.1.6.jpg
IBM Spectrum Accelerate System






OPS/images/8267ch_Maint_upgrade.14.1.108.jpg





OPS/images/8267ch_Intro.06.1.5.jpg
S,

S

3 s,
I e,

Accalorate
' Software

:

-s
| B
2l -;_—_- Spectrum
Acclerate

Software






OPS/images/8267ch_Maint_upgrade.14.1.107.jpg





OPS/images/8267ch_Intro.06.1.4.jpg





OPS/images/8267ch_Intro.06.1.3.jpg
IBM Spectrum Storage family

o

hnysonge o syams Fign Pl






OPS/images/8267ch_Intro.06.1.2.jpg





OPS/images/8267ch_Intro.06.1.1.jpg





OPS/images/8267ch_config_mgmt.10.1.68.jpg
Manage ssociaons v
View RsocitedPots
View RssocitodUsrs and UserGroups

Lo Tt by e Pert Cass.






OPS/images/8267chHost_Integr.11.1.037.jpg





OPS/images/8267ch_config_mgmt.10.1.69.jpg





OPS/images/8267chHost_Integr.11.1.036.jpg





OPS/images/domain7.png
Users to Associate






OPS/images/8267chHost_Integr.11.1.035.jpg





OPS/images/domain8.png
 Edit Domain x

Capacity
Max. Pools: A ]
Suggested: 18
Properties e
Max. J
labi: 11982 Suggested 866
Max. * J
labie: 510 Suggesied: 36
Max. * J
Suggested 110
N

Max. Data Migrations:

Suggested: 1036

SSD Caching Disabled for system.

[itso_dom
User acoess rihtdeinin in LOAR.






OPS/images/validate.PNG
34 X1V Host Attachment Wizard

lelcome to the IBM XIU Host Attachment wizard, version 2.5.8. B
15 oiaara W11 Mo 1p vou aceach Chis hose so one of mors K10 storage systems [

[The wizard will now validate the host configuration for the XIU storage system.
[Press [ENTER] to proceed. .





OPS/images/8267ch_config_mgmt.10.1.64.jpg
Syt vy 5

Now Password 121
Rotpe ow Password

Caegory: = -
Uner Group: oo o
Phons Humer:

IRURANURRRRNY Acc AN (.o RRRPSSRRRHARRONS





OPS/images/xiv_attach.PNG
\dministrator: Command Prompt - xiv_attach

\Users\Adninistratordxiv_attach

e lcone to the IBM ¥IU Host Attachment wizard, version 2.5.8.
[This wizard will help you attach this host to one or mowe XIU storage systems

[The wizard will now validate the host configuration for the XIU storage system.
[Press [ENTER] to proceed. .





OPS/images/8267ch_config_mgmt.10.1.65.jpg
o | Ak | e | 1o | e ) | © 5| Cyanaeeman € e et e o (8
e —

Erbad






OPS/images/Wizard.PNG
gﬁ Remote Desktop Session Host. Help and Support.

Convaraten
[ e —— Wik securty

> AlPrograms

e B3 ot [
e B @ € = B






OPS/images/8267ch_config_mgmt.10.1.62.jpg





OPS/images/install.PNG
)= [ o - adnrstrstor - oot - (23 [ b

Organice + [@open Shamuth v B Newfoder

¢ Favortes D | pate modtiec2
B voseen T 116.0b 20150618 EATIH
Tt UL o20-6.2.4.151, 651120897 .
% Recent Places 14 11.6.05.20150618.2ip j21/2015 10
5 activeperl-5.20.2.2002- MSWin32-x64-299195.msi 9/21/2015 11
R Liraries e e ibm1212:2.01a11-4_vmare _xBt-64.bin 2h162013 1
Documents I ELYOCH-AMnare-vCenter-1.5.1 -Setup.exe f—
de [ —— ooiasd
B v B 161 torage_Management_Console_for_Wiware_vCerter 3.2,0-464 2xe Iitijz013 1

1 pfc0-6.2.4.151,65-1120897.2p
Local Disk (C:) B sEP12cient_wing4_tucson_setup.exe

14 TechnicianAssitant 4. 11.2.bulds.exe

i Network
= L veenters-s.so

© ot
B wnscpssssstip.ere
] 40601_9_7_Release_Notes ek
vt 7 winst.cre
Al |
1BM_XIV_Host_Attachment_Kit_2.5.0-b22... Date modified: 9/30/2015 7:05 AM Date created: 10/1/2015 4:48 AM
ropicton S 27718

620132
713j2013 10
912112015 1
1/27j20153;
912112015 1
1/30j20153;
912972015 5

sf2sj201s
o






OPS/images/8267ch_config_mgmt.10.1.63.jpg





OPS/images/8267chHost_Integr.11.1.030.jpg
Select fxes category view,
Thelloin el matc you equest.Seecthe s you w0 dowrioad
Tty a clren ey go o ety s o

Continse [Ep—

EuSocnmCo (B o Arahoess ) BV Proitn
Hhcoact Windoas 55






OPS/images/iSCSI-target-ports-available.png
Address™ | Netmask Gateway | WTU






OPS/images/8267chHost_Integr.11.1.038.jpg





OPS/images/8267ch_Maint_upgrade.14.1.212.jpg
Duploy Now Modude on XN xo_sds

Goneral

VCenter Server Setings
Spoem Setogs RAs—
Contor Sorver Posname:
s
Mot Soinge s
Contm Posmrt

Ontacento ame:






OPS/images/8267ch_Maint_upgrade.14.1.211.jpg
‘Osploy New Mockde on XIV XIVPYE_SA1

System Settings

e

Contar Setngs

Module Setings

18M Cntomer arnber 1CH:






OPS/images/8267ch_Maint_upgrade.14.1.210.jpg
Deployment Executable File

Sysem Setiogs | C1605_Onor Wi s Supermentwrcma

VConter Settings | T Version: 11305

prenp—

Wodula Setings

P —






OPS/images/8267ch_Maint_upgrade.14.1.216.jpg
_Deploy Wew Modude on XN 830_sds1

Goneca

Systom Sevings

“Contor Soings

Module Setings

Module Settings
Memory (2448 GBY:
Nomber o ks (6123
Nomberof 5508 01
s Virwol Disks:
DiskCapociy (6B
550 Capacty (6B

+
@
%
x






OPS/images/module_replace_gui_04.png
 Edit Module

General Settings

Module Number:

Datastore Name: [Enterprise_1]
Module Management IP: * 91120877
ESXi Hostname / FQDN: * (91120056
ESXi Username: * [root

ESXi Password:
Confirm ESXi Password:

Network Port Group Names

Interconnect: Interconnect
Iscsl: *[iscsi
Management: * [Management
Interconnect Settings

IP Address: *[146004
Netmask: * (2552552550





OPS/images/8267ch_Maint_upgrade.14.1.214.jpg
Doploy ow Modse on X0V 850, 5081 P

Sy Soings omor 2448 B
g Nmber of Ok 61 . -

@ Nomber of 5508 011 G =






OPS/images/8267ch_Maint_upgrade.14.1.213.jpg
_Deploy New Modue on XN i

Ganoral Module Settings

Sysem Satings Momory 244 G

Namber of Disks (512

Namber of 505 01 r
Module Setings e VirustDiks: * [omaes

Disk Capaciy (6B
550 Capaciy (6B

et v o it b derd o 00 st Sy






OPS/images/8267ch_config_mgmt.10.1.71.jpg





OPS/images/8267chHost_Integr.11.1.040.jpg





OPS/images/8267ch_Maint_upgrade.14.1.219.jpg
:‘ Sandard St i1 Remove... Propes

- © v Y - i

P | R .

[——

eecatorion e rre o

feefmaiey o tm...

et
e g
— T Towar Trmmrr T
o orvimow machne Complant 1602 WH 160320
2| Complent prieairbeen e
2 Complans s wsst 160220
2 Consiant amssse e
b ot pancre Sren
[ e S oo asome  Hirn
)| Reconfigure il machine © Complexs 1602015003538 16,3
B recrtueitusimacee © Comiamt s
5 Ny 3 = preeere

i






OPS/images/8267ch_Maint_upgrade.14.1.218.jpg
‘Deploy Mew Moduie on XIV k80_sds1

ot Module Settings
Sysom Sotogs omery (2448 G e 2
Nmber of Diks (612 ‘G o
“Contr Sotings .
Nmber of 508 (01 0 .
Module Sotings s VitualDisks: * [omses -

D Caperene

ssocap.






OPS/images/8267ch_config_mgmt.10.1.70.jpg





OPS/images/8267ch_Maint_upgrade.14.1.217.jpg
e Module Settings
Sysem Setinge Memory 2448 Gy ta
Nambar ofDisk 6125 -0
Mamber of 508 (01 . 0
se Vit iss: * omtes
Disk Capaci (GO
550 Capachy o)






OPS/images/8267ch_config_mgmt.10.1.57.jpg





OPS/images/8267chHost_Integr.11.1.026.jpg





OPS/images/capacity_reports.png
2.2 - Domain Usage - Detailed Graphs
- 80% Thveshold  — 90% Threshold  — 100% Threshold

Sorted by the date when the used capacily is expected to ht the threshold

/Global Space/ DOM_x
X505, 4TS X0 xv_505. ATS!
o (No forecast identified) £ (No forecast identified)
o 50
e 0.
R S
SCB_DOM XIV_SDS_ATS1-DOM_1
XV Xiv_505_ATS! X xiv. 50 ATS1
« Mo st i) « N st i)
o -

P23 Fane24





OPS/images/8267chHost_Integr.11.1.025.jpg





OPS/images/sds_stats.png
Systems | Actions

A Ansystems (7) > Gal

All Systems

Tools | Heip

Search All Systems

EX® - Sasics v

,—l_ System ‘

Latency

1

Pools
Volumes.

Hosts and Clusters
Remote

Access

« Statistics
Rerts
Events
QoS Performance Class





OPS/images/define-new-IP-interface.png
Define IP Interface - iSCSI

x

|

Address:

Netmask:

Default Gateway:

MTU:
Node:
Port Number:

* [xV tso_sdst

*

*[192.168.100.2

* (2552552550

192.168.100.254.

*

i
H
1“!‘%‘

*10 20

Create





OPS/images/8267ch_config_mgmt.10.1.56.jpg





OPS/images/8267chHost_Integr.11.1.023.jpg
4 XV Storage Management.

Systems | Actions | view | Tools | e £

(- vetime P terace-iscs)






OPS/images/8267ch_config_mgmt.10.1.53.jpg





OPS/images/8267chHost_Integr.11.1.022.jpg
Hosts and Clusters X

Gos Performance Cloas






OPS/images/8267ch_config_mgmt.10.1.54.jpg





OPS/images/8267chHost_Integr.11.1.021.jpg
XIVfiso_sds1 Sefiings

Time Zone (=
Parameters
NTP Server 12951528
Mulitenancy | DNS Primary T
DNS Secondary o1 om
suup
Uso 1Pv6. Voo
Misc Volume Default SSD Caching

‘Application Administrator Capabiliies  Basic

Interconnect MTU. 000






OPS/images/system_status.png
X 9023817





OPS/images/get-iSCSI-system-icn.png
BTN Actions | view | Tools | Helb | #) | &) €, Settin

A

System Settings

Import Systems File
Export Systems File

i ssen

Loap
Psec






OPS/images/8267ch_config_mgmt.10.1.52.jpg
napshots (GB)

——

5 0 sk %) S red 1575+

2598 Ut Vi 2578

223 T8 ard free of 2.3 T8 Hard m.)a

20 T8 Velumes alocated of 22.5 T8 Saft (89%)






OPS/images/select-HAK.png
Product selector”
18U Spectrum Accelerate

Installed Version™
Al =






OPS/images/8267ch_config_mgmt.10.1.59.jpg
Volumes Usage

Snapshots Usage

(Ciheshold configur ation for 50 test )

@ Informational

 Warming

9 Major

Critical

2 UsePoolSpeciic Thesholds

I

7






OPS/images/8267chHost_Integr.11.1.028.jpg





OPS/images/8267chHost_Integr.11.1.027.jpg





OPS/images/8267ch_Maint_upgrade.14.1.201.jpg
LI s
o | s | | 1o | O %GB & v
& M > GTRETED s+ ey e

—— =
A o
e
SRt ey 2
" M= = -
o - =
H - =
& =
- =






OPS/images/8267ch_Maint_upgrade.14.1.200.jpg
I sl
|t | e | O % B Y=y
Py =

T






OPS/images/8267ch_Maint_upgrade.14.1.205.jpg
B oveotvmamne B s

g e
P

|

;,,J

Al
e v
- = e —






OPS/images/module_failure_case_3_18.png
Date (Local Time).

22715, 8:17:28 AM
22715, 8:18:50 AM
22715, 8:18:50 AM
22715, 8:18:51 AM
22715,
22715,
22715,
22715, 8:19:59 AM
22715, 8:19:59 AM

19:59 AM

19:59 AM

19:59 AM

227115, 8:19:59 AM
227115, 8:19:59 AM

XWitso_sdst
XWitso_sdst
X itso_sdst
XWitso_sdst
X itso_sdst
X itso_sdst
X itso_sdst
X itso_sdst
X itso_sdst
X itso_sdst
XV itso_sds1

‘COMPONENT_TEST_SUCCEEDED
‘COMPONENT_WAS_PHASED_IN opsadmin
‘COMPONENT_WAS_PHASED_IN opsadmin
DATA_REDIST_STARTED

DATA_REDIST_COMPLETED

DISK_FINISHED_PHASEIN

DISK_FINISHED_PHASEIN

DISK_FINISHED_PHASEIN

DISK_FINISHED_PHASEIN

DISK_FINISHED_PHASEIN

DISK_FINISHED_PHASEIN

Description
Test o :Module:t succeeded.
+:Data:t was phased-n.
#:Module:t was phased-in.

Starting data ransfer to new disks.
Completed data transfer to new disks.
System finished phasing in t:iskc
System finished phasing n 14
System finished phasing in t:Diski
System finished phasing in 1:Disk:t4.
System finished phasing in 1:Disk:t5.
‘System finished phasing in 1:Diski1:6.

ik






OPS/images/8267ch_Maint_upgrade.14.1.203.jpg





OPS/images/8267ch_Maint_upgrade.14.1.202.jpg





OPS/images/8267ch_config_mgmt.10.1.60.jpg
Create Domain

T Seloct Systom: (10 soz3817
Properties Total Capact






OPS/images/8267ch_Maint_upgrade.14.1.209.jpg
Dapley Mow Modvie on KV s

Goneral
Deployment Executs

Sysom Sotings s cnsomant

“Comtor Satngs =l =

|
e — |






OPS/images/domain2.png
Create Domain

Capacity
Max. Pools: *
Availabie: 257 Suggesied 28
Properties s
Max. * |20 ]
Availabie: 11984 Suggested 1356
Max. * [s __
Availabie: 509 Suggested 57
Max. *
Suggested 172
Max. Data Migrations: *
Availabe: 1433 Suggested: 1622

Allow SSD Cachin

SSD Caching Disabled for system.

LDAP Domain ID: [itso_dom
User access rght defnition in LOAP.






OPS/images/8267ch_Maint_upgrade.14.1.208.jpg
Sysom Sotin

“Comtr Sotn

Module Setin

e T —

PT-T-

# prvenre Sovois 200
o oo s
oo Sois i
r—— o
oy Borism
ooz a Bovis






OPS/images/8267ch_Maint_upgrade.14.1.207.jpg
Doploy Mew Modude sn XN xo_sds1

Gensral
Deployment Executable Fil

Sysom Sonings

WConter Senings | e Vorsor: A

Modle Stings

Manage Deployment Configurations.

Import Existing Configuraton
g Spechum ezl Conwaton fom a g . i

Export Current Coniguration
ot Spchum Acceuate Contueaions 3n . Fil

[ ——r——






OPS/images/8267ch_Maint_upgrade.14.1.206.jpg
A Arsysems 1) > GUITETD - Svem -

P

A
A
ry
A
Y
e

PRRDDRD

[ —






OPS/images/8267chHost_Integr.11.1.059.jpg
Server Manager (VCK02)
Fily

g o
e

® § v o

e ot [ e[ e i | 5o o
=5 S B TS sty P e, G o, vy ) 59
Casrtemfesned S B NS sty ysen, v, ey o) o
B e 2|
oo ————————
= emeseved || ©

oa (R Shars

o Pt Gy v Fa P e i, rvy )
oukt






OPS/images/8267ch_Repl.12.1.27.jpg





OPS/images/8267chHost_Integr.11.1.058.jpg





OPS/images/8267ch_Repl.12.1.26.jpg





OPS/images/8267chHost_Integr.11.1.057.jpg
TaroR portas-

The ysen ook o Trgets on folowng pntls:
[ port

o kd atarget portal, ciek Discver Portal.






OPS/images/8267ch_Repl.12.1.25.jpg





OPS/images/fill-discover-portal.png
Discover Target Portal

Enter the I addess or DNS name and port number of the portal you
want o add,

To change the default settings of the discovery of the target portal, click
the Advanced button

1P adress or DN name: Port: (Default s 3260.)
[o15 s [32e0

Eme &=






OPS/images/8267ch_Repl.12.1.24.jpg
FLIYEED






OPS/images/8267chHost_Integr.11.1.055.jpg
B [ S Te——p—

Torget portas

o syt ko gt on g o8|
Address. [Pot T adapter
o ot
- v
T E

To 0 tart portacck Dscover P






OPS/images/8267ch_Repl.12.1.23.jpg





OPS/images/connect-to-target.png
Connect To Target ;

Target name:
[1an.2005-10.com xivstorage:021373

[ Add this connection ta the lst of Favorite Targets.

This il make the system automaticaly attempt ta restore the
connection every tie this computer restarts,

v Enable miipath

R Concel





OPS/images/8267ch_Repl.12.1.22.jpg
mnErbad

v | e | v | 1o | 0 B O
PR ——

S sy v sah

Dnsiston Sy Togets B
Crom DotosionVoome: <

Onsiation VoG * 1500 Yo

e






OPS/images/8267chHost_Integr.11.1.053.jpg
To connect usingaance cpian, st targe and then
Ak Connec

Gore)






OPS/images/8267ch_Repl.12.1.21.jpg
[EEreme

@ vt e oty i





OPS/images/8267chHost_Integr.11.1.052.jpg
Tt oo | P Tt ks s | 24005 | cortprnn |
P

e
e T

. —

it

A et






OPS/images/8267ch_Repl.12.1.20.jpg
Domain:
TorgotType:

Targo ome:

Targe Domai:

Torgo Protcot:

SCS1 nsto Name:
Max Syncjob Rat:
M Resync Rt

Mo iztion Rote:

*
an200510 o sge 10115

e
e
e






OPS/images/8267ch_Repl.12.1.29.jpg
[p——






OPS/images/8267ch_Repl.12.1.28.jpg
o0 s

mTErbad






OPS/images/myPublicApp.png
\dd Host

|

e
boman:
Cluster: Standalone Hosts -
Name: * [itso_hostl]

[






OPS/images/8267ch_Repl.12.1.30.jpg
e | | e | (O v e
& e - TR e e

=

|t i e 0 g B fFyyeen






OPS/images/8267chHost_Integr.11.1.061.jpg
systems | Actons | view | Toois | Hel ) & . (G Adatos)






OPS/images/8267chHost_Integr.11.1.060.jpg





OPS/images/8267chHost_Integr.11.1.048.jpg





OPS/images/8267ch_Repl.12.1.16.jpg





OPS/images/8267chHost_Integr.11.1.047.jpg





OPS/images/8267ch_Repl.12.1.15.jpg





OPS/images/8267chHost_Integr.11.1.046.jpg





OPS/images/8267ch_Repl.12.1.14.jpg
Remote Mirroring

Point in Time e

Copy

Lompestr O\ Aegona b

- TerorstAtake - Elcriogd faires
Hman Eror  Naura deastre

- e
e |peopmn o\ © BT $l
+ Component failures. + Building Fire 1 - Eanhquakes
SRR | e, =
o~ i
N ey [ —






OPS/images/8267chHost_Integr.11.1.045.jpg





OPS/images/8267ch_Repl.12.1.13.jpg
) e |






OPS/images/8267ax01.16.1.2.jpg





OPS/images/8267chHost_Integr.11.1.044.jpg





OPS/images/8267ch_Repl.12.1.12.jpg





OPS/images/8267ax01.16.1.1.jpg





OPS/images/8267chHost_Integr.11.1.043.jpg





OPS/images/8267ch_Repl.12.1.11.jpg





OPS/images/8267chHost_Integr.11.1.042.jpg





OPS/images/8267ch_Repl.12.1.10.jpg
‘Singl System Faiure
+ Componentales
+ Sigla sy ares

Hah Avatabitty

Remote Miroring

Local Diaster
e Atack

Fumen Ercr

ENAC filres
Ponsfares
Buiding Fre
Avchiactra fares
Plannaa amenance.

Metr Ditance Recovery

Regional Disaters:
+ Bl g alures
* Ntural deastes
riots
 umanee
~ Eariauates

Gotal Oistance Fecovery






OPS/images/8267chHost_Integr.11.1.041.jpg





OPS/images/8267ch_Repl.12.1.19.jpg





OPS/images/8267ch_Repl.12.1.18.jpg
Target

Target






OPS/images/8267chHost_Integr.11.1.049.jpg





OPS/images/8267ch_Repl.12.1.17.jpg





OPS/images/8267chHost_Integr.11.1.051.jpg
nitiator ~Control Panel

et
G St 551 eht)






OPS/images/show-added-host.png
3 xivexso2 default
() an.1991.05.com.microsoftxivex302 iscsi





OPS/images/8267spec.03.1.1.jpg





OPS/images/8267ch_Maint_upgrade.14.1.066.jpg





OPS/images/collect_xray7.png
Collect Support Logs x

System Log File Name
‘System_xray_28109998021379_2015.03.05-1119.tar 22
‘System,_xray_28109999021379_2015.03.04-0018.tar 22
‘system_xray_28109999021379_2015.02 23-1848.tar 22

—————————————

CatserscbmooreiAppcation bataXVIGUH120ray_logs! ==

Callect





OPS/images/8267ch_Maint_upgrade.14.1.067.jpg





OPS/images/8267chTrouble.15.1.35.jpg





OPS/images/8267ch_Maint_upgrade.14.1.068.jpg





OPS/images/8267chTrouble.15.1.36.jpg





OPS/images/8267ch_Maint_upgrade.14.1.069.jpg





OPS/images/vmware_log_collection-1.png
192.168.121.130 - vSphere Client

File | Edi_View Inventory Admiistration Plugrins Help

New

Deploy OVF Template,

3

ertory b ) vertory

Export
Report

Erowse VA Marketplace,

Print Maps

Exit

Export OVF Template
Export List,
Export Maps.

Export System Logs.

Jware 51, 5.5.0, 2068190 | Eval

[l iachin

Heslth Status

Alocation

Licensed Features

ESX Server License T





OPS/images/vmware_log_collection-2.png
Export System Logs:

Select System Logs

Specify which syster logs are to be exported and whether performance data shoud be incuded.

[-[CIx]

Select System Logs
Dorload Location
Ready to Complete

[~SystemLogs

FaukTolerance
System
Storage
Virtualiachines
Uservorid
Configuration
Logs
hostProfies
FilSystem
ActiveDirectory

Select al

Deselect al

Performance

T™ Gather performance data

Duration S0 [remonde) =
Interval 5 [Feeond) =

b

<Back.

Next >

Cancel






OPS/images/vmware_log_collection-3.png
Export System Logs:

Download Location

Specify the location where system logs should be downioaded.

[-[CIx]

Select Systen Logs
Download Location

Ready to Complete

Dowrload Location

Donlosd system logs to the following location

[c:DsersiadmintiDesktapimodt _Logsi]

FoE

b

<Back

Next >

Cancel






OPS/images/8267ch_Maint_upgrade.14.1.070.jpg





OPS/images/8267ch_Maint_upgrade.14.1.071.jpg





OPS/images/8267ch_Maint_upgrade.14.1.072.jpg





OPS/images/vmware_log_collection-4.png
Export System Logs:

Ready to Complete

System logs wil be exported with thess parameters.

[-[CIx]

Select Systen Logs.
Dowrloed Location

Ready to Complete

Review this summary and clck Fish.

Hosts: 152.168.121.130
Gather performance data: No

Logs FaukTolerance
SystemBase
SystemEsdmage
SystemModules
SystemResoureGroups
SystemVFlash
System:¥iikernel
System:VHiKernel_Cores
Systemintp
Storage
VirtuaMachines:Virtualitachinestats
VirtuaMachines:base
VirtuaMachines:corefles
VirtuaMachines:dskinfo
VirtuaMachines iogs
Uservorid
Configuration
Logs

b

<Back Finsh

Cancel






OPS/images/8267ch_Maint_upgrade.14.1.073.jpg





OPS/images/vmware_log_collection-5.png
Downloading System Logs Bundles [_[CIx]

Sowee D Toetats
152.168.121.10 Complete
Viware vSphere Chert Compete

‘ |

~Download Detak:

Fie; 192,168,121 130-vmsupport-2015-03-10@08-08-51
Folder: (CilUsersicmoorelDesktop|Mocl_Logs!iware-vCenter-support-2015-03-10@08-06-51
Error






OPS/images/8267ch_Maint_upgrade.14.1.074.jpg





OPS/images/8267chTrouble.15.1.42.jpg
4

Syt setes

o ysom e
Expo ysems e

[rr—————






OPS/images/8267ch_Maint_upgrade.14.1.075.jpg





OPS/images/proactive_support_primary_contact_details.png
Support

Remote Support

Customer Information

Proactive Support

Secondary Contact

Remote Support Contact

IBM Contact

Name
Site Name
Telephone Number
Street Address

Bu
city
State

ing Location

Postal Code

Country

Joe Customer
Primary Datacenter
555.656-1212
1234 Maple Lane
B11

city

.






OPS/images/8267ch_Maint_upgrade.14.1.076.jpg





OPS/images/ProactiveSupport02.png
Support

Remote Support

Customer Information

Proactive Support

Secondary Contact

Remote Support Contact

IBM Contact

Proactive Support Enabled
Proactive Support SMTP Gateway

Name
Email

Office Phone
Mobile Phone
Calling Hours

Time Zone

o

‘smtp1.tuc.bm.com

| Example

example@us ibm com

|556-565-1212






OPS/images/8267ch_Maint_upgrade.14.1.055.jpg





OPS/images/8267chTrouble.15.1.23.jpg





OPS/images/8267ch_Maint_upgrade.14.1.056.jpg





OPS/images/8267chTrouble.15.1.24.jpg





OPS/images/8267ch_Maint_upgrade.14.1.057.jpg





OPS/images/8267chTrouble.15.1.25.jpg





OPS/images/8267ch_Maint_upgrade.14.1.058.jpg





OPS/images/8267chTrouble.15.1.26.jpg





OPS/images/Add_Replacement_Disk_RDM_2.png
Add Hardware (]
‘Which existing disk do you wank to use as this virtual disk?

‘Device Tupe
Select 2Disk
Select Exis

Browse Datastores [-[OIx]
Lookin:  [data_rdn_dst_paths @

3 TFiesae Last Modied |
£ DISCIROMy.. 2T 2f19/2015 12:

&5 DISK4ROMv... 2T8 2f19/2015 12

£ DISKSROMy.. 2T 2f19/2015 12:

£ DISK6ROMv... 2T 2f19/2015 12

& DISK7ROMv... 218 2f19/2015 12:

£ DISKBROMv.. 218 2f19/2015 12

&3 DISK9RDMy... 218 21192015 12:

& DISCIROMy... 218 2jisf0is 13s22PM |

b [Compatibl Virtual Disks (*.vmek, *.dsk, *. =] concel
)

IS

<Back et >






OPS/images/8267chTrouble.15.1.27.jpg





OPS/images/8267chTrouble.15.1.28.jpg





OPS/images/collect_xray1.png
systems | Actions | view | (ZEES

Al Systems (2) >

Hep | ) | &) . % DefineNewModule €, Setings [ LaunchxcLi [ 1

Module (4), Disk (24), ISCS1 Port (8), SSD (0)

Commands Log

Support Center

C port Logs

Generate Capacity Report (2
Partitions Count

xvTop Z
xcu

Management

ok

ok

ok

ok





OPS/images/scvmm_11.png
== Select Storage Devices

Select Provider Type
Specify Discovery Scope

Gather Information

Select storage pools to place under management and assign a classification

Logical unit information will be imported from the selected storage pools. The assigned classification
describes the capabilties of the selected storage pools.

Select Storage Devices

Summary

[Smsetae

Pool ID

Classification

Total Capacity | Available Ca...

El

Storage Facilty Image 18
SCUMM_Pool

1BM

SpectrumAccelerate

846192GB  846192GB

Create classification..|

Previous






OPS/images/8267ch_Maint_upgrade.14.1.060.jpg





OPS/8267cover.jpg
bmcormroc

IBM Spectrum Accelerate
Deployment, Usage, and
Maintenance

Markus Oscheka
Bertrand Dufrasne
Grant Kabobel
Abilio Oliveira






OPS/images/scvmm_10.png
Create a storage dlassification

Name: SpectrumAccelerate

Description: Pools Associated with 1BM Spectrum Accelerate
system

View Script






OPS/images/8267ch_Maint_upgrade.14.1.061.jpg





OPS/images/Disk_Phasing_In.png
P 1 disk phasi

A4 Disks
o tbisk2z ok
8 sk ox
8 sk ok
8 tbisk2s ok
o sk ok
8 ox
8 oK
8 tbiskzs ok
o sk ok
8 tiskam oK
8 tbisk2m ok






OPS/images/collect_xray2.png
Collect And Send Support Logs (XIV itso_sds 1)

Send Support logs, System XIV itso_sds1

Click the Start button to Auto Collect and Send.

e =





OPS/images/scvmm_13.png
Home |
*_

~ @
2 @ [ |5 & Powershell o=
> 1w 4 3 @@l B

Classification Logical Unit  Share ~ | Resources~ | Capacity Hosts/Clusters | ISPRO
e
» 37 Servers P
b L Networking Name - | Total Capacity Used Capacity | Poots Provider Name | status

#/ Storage Facility Image IBM.2810- 1260288 GB 0GB 2 (2 managed) 10020.115 @ Responding

2 r|gezs

1% Providers

(B

B File Servers






OPS/images/8267ch_Maint_upgrade.14.1.063.jpg





OPS/images/collect_xray3.png
| Set PMR Prefix

Enter PMR Prefix

’1345,678,000





OPS/images/8267ch_Maint_upgrade.14.1.064.jpg





OPS/images/collect_xray4.png
Collect And Send Support Logs (XIV itso_sds1)

Send Support logs, System XIV itso_sds1

Step 1 0f2
Getting Log file from the machine

Please wait while retrieving system log file (8%)

Total Progress 32%

Advanced





OPS/images/8267ch_Maint_upgrade.14.1.065.jpg





OPS/images/collect_xray6.png
Collect And Send Support Logs (XIV itso_sds 1)

Send Support logs, System XIV itso_sds1

Step2 of 2
Uploading support Logs to Server

The X-ray log fle was successfully sent to IBM support site.

Total Progress 100%

(s e | =





OPS/images/8267ch_Maint_upgrade.14.1.088.jpg





OPS/images/8267chTrouble.15.1.56.jpg





OPS/images/8267ch_Maint_upgrade.14.1.089.jpg





OPS/images/8267chTrouble.15.1.57.jpg





OPS/images/8267chTrouble.15.1.58.jpg





OPS/images/8267chTrouble.15.1.59.jpg





OPS/images/8267ch_Maint_upgrade.14.1.091.jpg





OPS/images/Add_Replacement_Disk_RDM_1.png
Device Type

What ot of device do you wish to add to your vitusl machine?

Device Type
Select a Disk
Create aDisk
‘Advanced Options
Ready to Complete:

Choose the type of device you wish to add.

Pl Device (unavaiable:
Ethernet Adapter

Information
This device can be added ta this Vitual Machine,

Help

= =






OPS/images/8267chTrouble.15.1.60.jpg
Severity:

0% -crtca
@y =Meior

o
&

o

= Minor
= Warning

= Informational

‘The Events are categorized in these five categories.

“Critical* an event have occured where one ore more parls have failed
‘and the redundancy and machine operation can be affected.

“Major* an event have occured where a part have failed and the
redundancy is temporary affected. (ex: failing disk)

“Minor an event occured where a part have failed but system is il fully
redundant and have no operational impact

“Warning* information for the user that something in the system have
changed but no impact for the system

“Informational* event s for information only without any impact or
danger for system operation






OPS/images/8267ch_Maint_upgrade.14.1.093.jpg





OPS/images/8267chTrouble.15.1.61.jpg
R —"———

T p——






OPS/images/SSD_Replace_SSD_Testing_In.png
| systems | Actions | View | Tools | Hep ) | &) . % Addhode € Settings [B LaunchxcLi [ LaunchXivT
A Arsystems @) > v Sysem v @ Module (4, Disk (45),iSCS1 Port (), 55D (4)






OPS/images/8267chTrouble.15.1.62.jpg
systoms 7 > QD

Systems | Actuns | vew | Toow | W £ O e

osasn

osca

oo et

oot semvce et
asrace_senvce At

o ——
e ——






OPS/images/8267ch_Maint_upgrade.14.1.095.jpg





OPS/images/8267chTrouble.15.1.63.jpg
Cotectin one o
ner st o 253
P —

s saner Sy TR CotEenon [ ——
w5 sz ouTa sepas,sTaRTD [r———
snans sanis o0 ruro [ ——
sras oamis sy

w28 oamis oo stast_usseout PR ———
o, sanesan SEIACE_SM008_OF_SYETEM AT, CAANGES e






OPS/images/8267ch_Maint_upgrade.14.1.096.jpg





OPS/images/8267chTrouble.15.1.64.jpg
pems 17 > QI o)~

EE

s

oscausn

oscaus

oscas
sewore_servee et
aarace semvce et
woonE ALERT

o e st iy
[T s———"
[T ———
ST —————
[T ——"
e —
et srvce s 4 s sy
Modue  sus s sskaing






OPS/images/8267ch_Maint_upgrade.14.1.097.jpg





OPS/images/8267chTrouble.15.1.65.jpg
oo Lootwe Lo ] Joh LN L0

syt 11 > T

S isu [ tvioe S tomet sctings [ et

D s e
4 wwwes
4 s
T e
4 s

HOSAL_ 10, CADREG VERSON
S A, PAED T COMMN






OPS/images/8267ch_Maint_upgrade.14.1.098.jpg





OPS/images/8267chTrouble.15.1.66.jpg
PR S ey S -






OPS/images/8267ch_Maint_upgrade.14.1.090.jpg





OPS/images/8267ch_Maint_upgrade.14.1.077.jpg
Reported Serial Idemeifier

resss 5000c500250A0AL3






OPS/images/RemoteSupport01.png
BTN Actions | view | Toois | Heb | 8 | @ 4 Settings [ Launch xCL1 [ Launch XV Top

4 Module (3), Disk (30), ISCS1 Port (6), SSD (0
System Settings. > system
Import Systems File Loap

Export Systems File 1Psec
| Manage Cerificates

[T
Deploy Spectrum Accelerate System 1P Access Groups.
e
Modify IP Addresses
M Shutdown System





OPS/images/8267ch_Maint_upgrade.14.1.078.jpg





OPS/images/remote_support_configuration.png
Support

Remote Support

Customer Information

Proactive Support

Secondary Contact

Remote Support Contact

IBM Contact

Primary IBM IP
Secondary IBM IP
Modem Phone Number

Special Instructions

Support Access Level

195.110.41.141

195.110.41.141

Please call Joe Customer atthe primary
contact number before connecting o the
system

(undefined

Actions Remote Support can take






OPS/images/8267ch_Maint_upgrade.14.1.079.jpg





OPS/images/RemoteSupport03.png
Support

Remote Support

Customer Information

Proactive Support

Secondary Contact

Remote Support Contact

IBM Contact

Name
Email

Office Phone
Mobile Phone
Calling Hours

Time Zone

[Customer ContactNams

[exampla@us.ibm.com )

[s85:555-1212

(08001700 )

Usiarizona <






OPS/images/8267chTrouble.15.1.48.jpg





OPS/images/8267chTrouble.15.1.49.jpg





OPS/images/8267ch_Maint_upgrade.14.1.080.jpg





OPS/images/8267ch_Maint_upgrade.14.1.081.jpg





OPS/images/8267ch_Maint_upgrade.14.1.082.jpg





OPS/images/8267chTrouble.15.1.50.jpg





OPS/images/8267ch_Maint_upgrade.14.1.083.jpg





OPS/images/8267chTrouble.15.1.51.jpg





OPS/images/8267ch_Maint_upgrade.14.1.084.jpg





OPS/images/8267chTrouble.15.1.52.jpg





OPS/images/8267ch_Maint_upgrade.14.1.085.jpg





OPS/images/8267chTrouble.15.1.53.jpg





OPS/images/8267ch_Maint_upgrade.14.1.086.jpg
Es e

s gk






OPS/images/8267chTrouble.15.1.54.jpg





OPS/images/8267chTrouble.15.1.55.jpg





OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/8267ch_deployGUI.09.1.30.jpg
Sy Mo Coraon

Nttt ©

et [oT

2 w0200 1002013






OPS/images/8267ch_deployGUI.09.1.33.jpg





OPS/images/WebUI-Deploy-System-options.png
Deploy System

o
o
o
o
o
o
o

Skip VM Startup
Only run the Diagnostics phase
Run only the ESXi verifisation step
Configure ESXi params if needed
Logto syslog

Run the deployment serially

Overwiite previous deployment

o

™ Preserve passwords in histery





OPS/images/WebUI-Deploy-System-start.png
Deploy System

2017-05-02 16:36:28: Found XIV software image: xiv_sw_image.vmdk
2017-05-02 16:36:28: DS XML file used: ¥:\SPEC_ACC_11.5.4WIN_MI\SDS_Deploy Win\deploy\sds.xml
2017-05-02 16:36:28: OVF template file used: ¥:\SPEC_ACC_11.5.4WIN_ML\SDS_Deploy_Win\deploy
[\semple_rom.ove

2017-05-02 16:36:28: Tocal storage VMDK disk file used: ¥:\SPEC_ACC_11.5.4WIN_ML\SDS_Deploy Win

XIV Software VMDK disk file used: ¥:\SPEC_ACC_11.5.4WIN_ML\SDS_Deploy Win
vk
Running deploy_sds with the following arguments : ['=f', '--hatch', '--report-
'¥:\\SPEC_ACC_11.5.4WIN_ML\\SDS_Deploy_Win\\deploy\isds.xnl', '-o',
'¥:\\SPEC_ACC_11.5.4WIN_MI\\5DS_Deploy_Win\\deploy\\Semple RDM.ovE', '-b',
'¥:\\SPEC_ACC_11.5.4WIN_MI\\5DS_Deploy Win\\deploy\\xiv_local_storage.vmdk',
\\SPEC_ACC_11.5.4WIN_MI\\5D5_Deploy Win\\deploy\\xiv_su_image.vmdk ']
2017-05-02 16:36:28: Starting deploy






OPS/images/8267chHost_Integr.11.1.114.jpg





OPS/images/8267chTrouble.15.1.78.jpg





OPS/images/8267chHost_Integr.11.1.113.jpg





OPS/images/8267chTrouble.15.1.79.jpg





OPS/images/8267chHost_Integr.11.1.116.jpg





OPS/images/8267chHost_Integr.11.1.115.jpg





OPS/images/8267chHost_Integr.11.1.118.jpg





OPS/images/8267chHost_Integr.11.1.117.jpg





OPS/images/8267chHost_Integr.11.1.119.jpg





OPS/images/8267chHost_Integr.11.1.110.jpg





OPS/images/8267chHost_Integr.11.1.112.jpg





OPS/images/8267chHost_Integr.11.1.111.jpg





OPS/images/WebUI-System-Configuration.png
System Configuration

System Name
1BM Gustomer Number (GR)
Management Gateway
Management Netmask
Interconnect MTU

Off Prermise

Run Diagnostios

Wanted Data Device Size (GE)
Wanted Cache Device Size (GB)

Encryption Capable

vGenter Configuration

XIV_SDS_ATS2

7E13812

10.0.204

255.255.255.0

1500

No

s

s

Disabled

configuration v






OPS/images/8267ch_deployGUI.09.1.27.jpg
VGenter Configuration

VGenterServer PHostrame
User Nama

Passward

Gonfim Paseword

Catacenter Name






OPS/images/WebUI-open.png
~

IBM
Spectrum
Accelerate
Deployment it ersin: 154-07955255 057108607 352187ebd34678L741a5b/15.1

Deploy newsystem g
Add new module





OPS/images/WebUI-options.png
m\m IBM Spectrum Accelerate Deployment Kit. Version: 11.5.4-079652bb0b7f08c07d362f87ebd34807 807412601511

System Configuration %
vCenter Configuration [
System Modules Configuration [





OPS/images/WebUI-Modules-Configuration.png
System Modules Gonfiguration

CPU Cores [4-20]
Memory [24-128 GB]
Number of Disks [-12]

Number of S8Ds 0, 1

24

0





OPS/images/WebUI-Modules-Configuration-Module1.png
General Seftings

Datastore Name s
Module Management [P ¢ 1002011
ESXiHostname /FODN 1| 10020134
ESXiLizer Name | oot

ESXiPassword

Confirm ESXiPassword

Network PortGroup Names.

Interconnect | siv_sds2_interconnect
1ecel | siv_sds2_mornt_scsi
1scei2

Management | siv_sdls2_mgrnt_scsi

Interconnect Seftings
1P Address. 700N

Netmask ;2552552550

o I





OPS/images/8267ch_deployGUI.09.1.22.jpg





OPS/images/8267ch_deployGUI.09.1.23.jpg





OPS/images/certificate-error1.png
9.11.208.77 wa





OPS/images/8267ch_deployGUI.09.1.21.jpg





OPS/images/8267chHost_Integr.11.1.103.jpg





OPS/images/8267ch_Maint_upgrade.14.1.099.jpg





OPS/images/8267chTrouble.15.1.67.jpg
1 A | Vi | Too | b B © e e

E? Show module:4 events only | o s

0. owwsam LoKD MOUTOR ATIE st USAGE

PR oMo MOUTOR AT st USAGE 1 [ONP———
0. s o scrvee o macer.. Commard servce e o

T e oo s sowmchome vEssOn [rev e —

B s [Perp—— [ —

D e OO COUPONERTTEST ST cpasamin Tt f ot i

01 e

0w

D e

D voresmean  ovesess ot tormston pro v






OPS/images/8267chHost_Integr.11.1.102.jpg





OPS/images/8267chTrouble.15.1.68.jpg





OPS/images/8267chHost_Integr.11.1.105.jpg





OPS/images/8267chTrouble.15.1.69.jpg





OPS/images/8267chHost_Integr.11.1.104.jpg





OPS/images/8267chHost_Integr.11.1.107.jpg





OPS/images/8267chHost_Integr.11.1.106.jpg





OPS/images/8267chHost_Integr.11.1.109.jpg





OPS/images/8267chHost_Integr.11.1.108.jpg





OPS/images/8267chTrouble.15.1.70.jpg





OPS/images/8267chTrouble.15.1.71.jpg





OPS/images/8267chTrouble.15.1.72.jpg





OPS/images/8267chTrouble.15.1.73.jpg





OPS/images/8267chTrouble.15.1.74.jpg





OPS/images/8267chTrouble.15.1.75.jpg





OPS/images/8267chHost_Integr.11.1.101.jpg





OPS/images/8267chTrouble.15.1.76.jpg





OPS/images/8267chHost_Integr.11.1.100.jpg





OPS/images/8267chTrouble.15.1.77.jpg





OPS/images/8267ch_deployGUI.09.1.15.jpg
_Deploy 814 Spectium Accelersts

General

Proactive Support Settings
Enave andconture FroscveSuen o 3o s srge e
Sysem Sotings
Proacive Support Enabied: @
“Conte Setings Proscive Support TP Gotowsy: * s sripcom

oo Seti99% | primary Contact

Proacive Support Hame: * Lomnoos
Emai: * (imnDosgestomercam
Offico Phone: * [mssserzrz

& confimation emall will be set 0 JohnDos@usiomer.com






OPS/images/8267ch_deployGUI.09.1.16.jpg
0%





OPS/images/deploy-wizard-module-settings-2nd-module1.png
Add Module

General Settings

Module Number:

Datastore Name:

as2|
192.168.122.101

Module Management IP:
ESXi Hostname / FQDN: tso.esx2ibm com

ESXi Username:

root

ESXi Password:
Confirm ESXi Password:

Network Port Group Names

Interconnect: Interconnect
Iscsl: *[iscst
Management: * VM Management

Interconnect Settings
IP Address: 10807 W

Netmask: 255.255.255.0





OPS/images/8267ch_deployGUI.09.1.14.jpg





OPS/images/authentication-failure1.png
v XIV Storage Managemer
Systems | Actions | view |
A Systems @) |~ Connectivity

XIV 9045647 a3





OPS/images/8267ch_deployGUI.09.1.17.jpg





OPS/images/deployment-success1.png
Deploy IBM SDS

General
System Settings
VCenter Settings
Module Settings

Call Home Settings

Deployment Executable File
C:wiv_sds_deployment_kit-latest\SDS_Deploy_Winwiv_sds_deployment_win.cmd

System Version: 11.5.0.b

Deployment Success

The virtualized storage system has been
deployed successfully.

Note: The system has been added to inventory.

“ Show Log Export Configurations’

B






OPS/images/scvmm_05.png
Provide the details for this Run As account

Name:  SpectrumAccelerate StorageAdmin

Description: This account s created to use an [BM Spectrum Accelerate system Strorage Administrator account. In this example the
default Storage Administrator account is being used,

User name: admin
Example: contoso\domainuser or localuser

Password:

Confirm password:

[ Validate domain credentials.

View Script






OPS/images/scvmm_04.png
Select a Run As account

Name | Description UserRole

NT AUTHORITV\System
NT AUTHORITLocals.
NT AUTHORITV\Netwo.






OPS/images/scvmm_07.png
= Specify Discovery Scope

SelectProvider Type Specify protocol and address of the storage SMI-S provider

‘Specify Discovery Scope Protocol: SMI-S CIMXML.

Gather Information Provider IP address or FQDN:
10020115

Select Storage Devices

e s
Summary

Use Secure Sockets Layer (SSL) connection

RunAs account; | SpectrumAccelerate StorageAdmin






OPS/images/scvmm_06.png
Select a Run As account

== T UserRole

NT AUTHORITV\System
NT AUTHORITLocals.
NT AUTHORITV\Netwo.

SpectrumAccelerats This account s created... Administrator

Create Run As Account]






OPS/images/scvmm_09.png
= Gather Information

Select Provider Type Discover and import storage device information

Specify Discovery Scope

Sosgeee

Select Storage Devices e Faclity Image IBM... SCVMM

Summary






OPS/images/8267chHost_Integr.11.1.130.jpg





OPS/images/8267chHost_Integr.11.1.132.jpg





OPS/images/8267chHost_Integr.11.1.131.jpg





OPS/images/scvmm_03.png
= Specify Discovery Scope

Select Provider Type

Specify Discovery Scope

Specify protocol and address of the storage SMI-S provider

Protocol: SMI-S CIMXML

Gather Information
Select Storage Devices

Summary

Provider IP address or FQDN:

10020115

e s

Use Secure Sockets Layer (SSL) connection

Run As account:






OPS/images/scvmm_02.png
= Select Provider Type

Select Provider Type Select a storage provider type

Specify Discovery Scope
Gather Information
Select Storage Devices

Summary

Before you begin this wizard you might have to manualy instala storage provider. Seect the type of
Storage provider that i managing the storage device that you would ke o add.
©) Add a Windows-based file server as managed storage device

This options brings a clustered or non-custered Windows-based fe server under management

® Add a storage device that is managed by an SMI-S provider
This option brings a block storage aray,or network stached storsge NAS) device under
management

©) Add a storage device that is managed by an SMP provider
This option brings a block storage array detice under mansgement.

Previous






OPS/images/8267chHost_Integr.11.1.125.jpg





OPS/images/8267chHost_Integr.11.1.124.jpg





OPS/images/8267chHost_Integr.11.1.127.jpg





OPS/images/8267chHost_Integr.11.1.126.jpg





OPS/images/8267chHost_Integr.11.1.129.jpg





OPS/images/8267chHost_Integr.11.1.128.jpg





OPS/images/8267chHost_Integr.11.1.121.jpg





OPS/images/8267chHost_Integr.11.1.120.jpg





OPS/images/8267chHost_Integr.11.1.123.jpg





OPS/images/8267chHost_Integr.11.1.122.jpg





