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    Preface

    For the first time it is possible to deploy an integrated hardware platform that brings mainframe and distributed technologies together: a system that can start to replace individual islands of computing and that can work to reduce complexity, improve security, and bring applications closer to the data that they need.

    With the zEnterprise® System, a new concept in IT infrastructures is being introduced: zEnterprise ensembles. A zEnterprise ensemble is a collection of highly virtualized diverse systems that can be managed as a single logical entity where diverse workloads can be deployed. Ensembles, together with the virtualization, flexibility, security, and management capabilities provided by the zEnterprise System are key to solving the problems posed by today’s IT infrastructure.

    The zEnterprise System consists of three components:

    •IBM® zEnterprise Central Processor Complex (CPC)

    The zEnterprise CPC can either be a zEnterprise 196 (z196) or a zEnterprise 114 (z114). Both zEnterprise CPCs offer z/OS®, z/VSE®, and z/TPF operating systems, as well as the ability to run many virtualized Linux servers under the z/VM® operating system. 

    •IBM zEnterprise BladeCenter® Extension (zBX)

    The zBX provides the capability to run the wide variety of applications typically found in UNIX and x86 architectures. The zBX supports select POWER7® blades running AIX® and System x® blades running Linux on System x and Microsoft Windows.

    •IBM zEnterprise Unified Resource Manager

    Unified Resource Manager runs in the Hardware Management Console (HMC). It provides integrated management across all elements of the zEnterprise System.

    This IBM Redbooks® publication discusses how to plan and implement an ensemble, using the zEnterprise Unified Resource Manager. This book assumes a knowledge of IT systems, networks, and storage devices. 
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    This book was produced by a team of specialists from around the world working at the International Technical Support Organization, Poughkeepsie Center.
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    Wolfgang Fries is a Senior Consultant in the System z Support Center in Germany. He spent several years in the European Support Center in Montpellier, France, providing international support for System z servers. Wolfgang has 33 years of experience in supporting large System z customers. His area of expertise include System z servers and connectivity. He has also co-authored several redbooks.

    Marian Gasparovic is an IT Specialist working for the IBM Server and Technology Group in IBM Slovakia. He worked as an Administrator for z/OS at Business Partner for 6 years. He joined IBM in 2004 as a Storage Specialist. He is a Field Technical Sales Support for System z in the CEMAAS region as a member of a team that handles new workloads.

    Brian Hatfield is an instructor/developer for IBM Lab Services and Training. He has over 30 years of experience working with IBM mainframes which includes 20 years in education. He is responsible for developing and delivering System z technical training and is certified in the Learning Profession.
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Understanding the Unified Resource Manager: An overview

    In this part we introduce the IBM zEnterprise System, the Unified Resource Manager, the ensemble, and virtualization concepts.

     

  
[image: ]
[image: ]

The need for a unified management approach

    In this chapter, we identify the business requirements and the current trends for the IT infrastructure. The requirement to accelerate workloads and the trend that applications need resources across heterogeneous server platforms. We discuss the need for a unified management approach and how virtualization provides major benefits.

    We also introduce the IBM zEnterprise System, its components, and the IBM zEnterprise Unified Resource Manager, and we discuss how this system provides solutions to the IT problems of today. 

    1.1  Information technology business requirements and trends

    Currently, companies strive to create an infrastructure that is dynamic, scalable, and flexible, to satisfy the needs of mission-critical work as well as the development and deployment of new workloads. The infrastructure must manage data, a company's most valuable asset, with insight rather than hindsight, and it must use IT to gain a competitive edge. Multiplatform solutions have become the norm for handling computational acceleration and specialized processing. As these heterogeneous systems grow, the end-to-end management can become a burden on resources and the IT budget.

    Business trends and requirements are driving a new generation of applications that are diverse in functions, processing, and power requirements. Advanced analytics is quickly becoming a staple of business processing. The need for real-time intensive processing of vast amounts of data is driving the focus on risk management. A single solution might require multiple architectures, for example, transactional and analytical processing. This shift to parallelism has opened the door to a wide class of specialty processors and appliances.

    Appliances and optimizers are rapidly being integrated into the datacenter infrastructure. They are designed to handle specific tasks better than general-purpose processors. The demand for more real-time analytics and queries is driving the need for specialty engines that can accelerate algorithmic processing. Appliances have emerged to handle various networking algorithms and data transformations. But, they also represent a new hierarchy of devices that must be configured, managed, and maintained.

    As IT business solutions become more complex, the datacenter infrastructure complexity also increases. It is a challenge to manage the IT complexity of a heterogeneous system infrastructure required by business solutions of today. The large number of components of an IT infrastructure is a motivation to implement virtualization and management capabilities across heterogeneous architectures.

    Figure 1-1 depicts the various platforms needed to process a single transaction; all the components represent islands of computing. These islands of computing use different languages and there is little coordination between them. The trend is to use platform-neutral software. However, this approach does not always take advantage of the inherent architecture of the platform, such as symmetric multiprocessing systems, workload optimization, or processor utilization.
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    Figure 1-1   Heterogeneous system infrastructure

    Many IT environments consist of multiple islands of computing resources. The trend for applications to need a diverse set of resources residing on different architectures is common, and this adds complexity to the IT environment.

    The goal of virtualization is to control this optimization. But, the installation of more islands of virtual resources also complicates the management of an end-to-end business solution.

    Complexity and limitations of a diverse environment result in the following conditions:

    •Many tiers or nodes of independent resources that are connected over multiple corporate networks, but are less dynamic, with minimal sharing of resources.

    •Management of the infrastructure islands affects human productivity.

    •Platform management information does not provide an end-to-end view.

    •Automation policies are limited to tier or node boundaries.

    •Redundancy is pervasive for operational staff, hardware, and software.

    •Software and policies often cannot communicate across architectures.

    •Management of this complexity uses up many of the IT resources.

    •Users purchase tools for specific purposes, which results in a piecemeal solution for infrastructure management versus using system-wide tools to manage functions across heterogeneous architectures.

    •Supply inefficiencies and demand spikes put pressure on environmental and energy concerns to deal with increasing power, cooling, and physical space, as well as the proliferation of hardware.

    •A significant percentage of infrastructure capacity is under-utilized.

    •Systems connected over multiple corporate networks confront a proliferation of new risks and threats.

    These conditions result in:

    •Reduced flexibility and responsiveness to deliver end-to-end business solutions.

    •Complexity and fragility of the IT infrastructure.

    1.2  Server deployment and virtualization

    For a business to gain a competitive edge it must be able to rapidly deploy servers and resources to support new multiplatform applications. The methodology to size a solution, order the servers, then wait for installation, cabling, and testing is changing. Virtualization with its supporting infrastructure can be used to provision virtual servers on existing hardware. The use of virtualization can dramatically reduce the time to deploy new resources, but it also increases the complexity.

    The creation of highly virtualized resources requires a more integrated service management approach. The use of consolidation to optimize systems can drive up system density and put more strain on environmental factors. Converging business and IT infrastructures can be a daunting task, if not handled in an integrated way. As businesses adopt higher levels of automation and new innovative methods of delivery, they must be confident virtualization can be achieved securely, and that their applications are available, can recover quickly, and can adjust to any failures or outages. They also must meet the demands for a better enterprise-wide information infrastructure that provides integrated information to users.

    Enterprise-wide virtualization can deliver significant value but it can also reflect a new form of complexity. It is difficult, even with carefully constructed estimators, scripts, automation, and configuration tools; do-it-yourself planning, assembling, testing, configuration, and maintenance tasks are required.

    Flexibility is obtained at the expense of complexity and the loss of potentially differentiating value. Without heterogeneity, IT continues to struggle with islands and the fragmentation of the computing infrastructure.

    1.2.1  Specialization management

    The drive to specialization is another cause for the increase in the inventory of processors and threads. Specialization is exacerbating the complexity of systems and applications management. This makes it more difficult to maintain service level agreements (SLAs), and to completely secure user information. Monitoring, reporting, and balancing goal-oriented workloads in a workload performance policy, in a hybrid environment, is difficult.

    1.2.2  Firmware and software management

    Management of firmware and software islands of computing is time-consuming and increasingly complex. In a typical multi-tiered system, there might be a dozen or more firmware and software applications that must be managed.

    New technology is needed to go to the next level, where smarter systems and software work together to address the needs of the business. The zEnterprise provides a better approach by enabling management of IT infrastructure and business applications as an integrated whole from a single point of control.

    1.3  The IBM zEnterprise System

    The IBM zEnterprise System is a solution that combines the gold standard of enterprise computing with built-in functionality to extend IBM's mainframe-like governance and qualities of service to special-purpose workload optimizers and to serving general-purpose applications. End-to-end management is enabled for this heterogeneous environment by the IBM zEnterprise Unified Resource Manager (Unified Resource Manager).

    1.3.1  zEnterprise System components

    The zEnterprise System is the first system of its kind. It was designed to address the fundamental problems of today's IT infrastructures as well as provide a foundation for the future. The zEnterprise System represents both a revolution and an evolution of mainframe technology. IBM is integrating heterogeneous platforms under the well-proven System z hardware management capabilities, while extending System z qualities of service (QoS) to other platforms.

    The IBM zEnterprise System (zEnterprise), shown in Figure 1-2 on page 7, is a heterogeneous hardware infrastructure that can consist of a zEnterprise CPC, either the IBM zEnterprise 196 (z196) or the IBM zEnterprise 114 (z114), and an attached zEnterprise BladeCenter Extension (zBX), which is managed as a single logical virtualized system by the Unified Resource Manager.

    The integration of the heterogeneous platforms is based on IBM's BladeCenter technology. The zEnterprise BladeCenter Extension Model 002 (zBX) houses both general-purpose server blades and specialized solutions and attaches to the zEnterprise CPC.
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    Figure 1-2   IBM zEnterprise System components 

    Unified Resource Manager

    The zEnterprise Unified Resource Manager is firmware that executes on the Hardware Management Console (HMC) and Support Element (SE).

    The Unified Resource Manager consists of six management areas which are identified in the pie chart in Figure 1-2:

    1.	Operational controls (Operations): Includes extensive operational controls for various management functions. 

    2.	Virtual server lifecycle management (Virtual servers): Enables directed and dynamic virtual server provisioning across hypervisors from a single uniform point of control.

    3.	Hypervisor management (Hypervisors): Enables the management of hypervisors and support for application deployment.

    4.	Energy management (Energy): Provides energy monitoring and management capabilities that can be used to better understand the power and cooling demands of the zEnterprise System.

    5.	Network management (Networks): Creates and manages virtual networks, including access control, which allows virtual servers to be connected together.

    6.	Workload Awareness and platform performance management (Performance): Provides management of CPU resource across virtual servers hosted in the same hypervisor instance to achieve workload performance policy objectives. 

    The Unified Resource Manager provides energy monitoring and management, goal-oriented policy management, increased security, virtual networking, and data management for the physical and logical resources of a given ensemble.

    1.3.2  zEnterprise ensemble

    A zEnterprise ensemble is a collection of highly virtualized heterogeneous systems that can be managed as a single logical entity and where heterogeneous workloads can be deployed. Some characteristics of an ensemble are:

    •A zEnterprise CPC, with or without an attached zBX, is called a node.

    •One ensemble can contain from one to eight nodes.

    •A single node can be a member of only one ensemble.

    •It includes dedicated integrated networks for management and data.

    An ensemble is managed as a single logical virtualized system by the Unified Resource Manager, through the use of a Hardware Management Console (HMC). The HMC is used to create and manage the resources of the ensemble.

    Some of the benefits of the zEnterprise and ensemble:

    •Integration, monitoring, and management of multiple platform resources as a single, logical, virtualized system.

    •End-to-end management capabilities for the diverse systems in the ensemble and enhanced IT platform management.

    •Enterprise-wide virtualization across systems, storage, networks, and applications.

    •Controlled access to data and information to protect network and physical infrastructure.

    •Energy savings with extensive monitoring of energy consumption, key environmental parameters, and Integrated Energy Management Controls.
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Introducing the zEnterprise ensemble and the Unified Resource Manager

    In this chapter, we introduce the zEnterprise ensemble and virtualization concepts. We also describe the role of the Unified Resource Manager in the ensemble.

    2.1  The zEnterprise ensemble

    A zEnterprise ensemble is a collection of highly virtualized diverse systems that can be managed as a single logical entity. Diverse workloads can be deployed on an ensemble. The zEnterprise ensemble consists of one or more zEnterprise CPCs and, optionally, the attached zEnterprise BladeCenter Extension (zBX). The Unified Resource Manager provides advanced end-to-end management capabilities for the diverse systems in the ensemble.

    Each zEnterprise CPC, and the optional zBX, constitutes a node of a zEnterprise ensemble. A zEnterprise ensemble can have a collection of one or more zEnterprise nodes, including any attached zBX. A zEnterprise ensemble can contain up to eight nodes, with up to eight zEnterprise CPCs and up to 896 blades housed in up to eight zBXs. Figure 2-1 illustrates a node configuration, with and without a zBX. An ensemble does not encompass the sysplex environment.
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    Figure 2-1   An ensemble node

    The zBX is optionally attached to a zEnterprise CPC in an ensemble. The zBX components are configured, managed, and serviced in the same way as the other components of the zEnterprise CPC. 

    The ensemble is provisioned and managed through the Unified Resource Manager, which resides in the Hardware Management Console (HMC). The Unified Resource Manager provides many system management functions, which can be grouped as follows:

    •Defining and managing virtual environments, including:

     –	Automatic discovery and definition of I/O and other hardware components across the zEnterprise CPC and zBX. 

     –	Definition and management of LPARs, virtual machines, and virtualized LANs.

    •Defining and managing workloads and workload policies, where applicable.

    •Receiving and applying corrections and upgrades to the Licensed Internal Code (LIC).

    •Performing temporary and definitive zEnterprise CPC capacity upgrades.

    •Energy monitoring and management.

    •Goal-oriented policy management, where applicable.

    •Data management for physical and logical resources of the ensemble.

    These functions to support an ensemble are provided by the Hardware Management Console (HMC) and Support Elements (SE) and exploits the data and management networks.

    Figure 2-2 shows a logical view of a single node ensemble and the Unified Resource Manager. Resource management for the ensemble is provided by zEnterprise firmware (also known as LIC), executing in the HMC and SE. The purple boxes and lines represent the Unified Resource Manager communicating with agents through the intra-node management network (INMN). The dotted purple line indicates that z/OS and Linux on System z offer monitor capabilities to Unified Resource Manager.

    The orange arrow at the bottom of the figure is the intra-ensemble data network (IEDN), which is used to transport data within the ensemble. 
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    Figure 2-2   Single node ensemble and the Unified Resource Manager

    2.2  Ensemble networking

    This section reviews the types of LANs that connect to the zEnterprise system, security in the ensemble, and network connections to the zBX.

    2.2.1  Types of LANs

    There are three types of LANs that attach to the zEnterprise system, each with redundant connections:

    1.	The intraensemble data network (IEDN)

    2.	The intranode management network (INMN) 

    3.	The client managed data network 

    These three networks are depicted in Figure 2-3 on page 12.
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    Figure 2-3   Network overview, INMN, IEDN, and client

    The ensemble system management functions to exploit the virtual server resources and the IEDN are provided by the HMC/SE interface through the INMN.

    Intraensemble data network 

    An intraensemble data network (IEDN) allows communication to flow along the ensemble network components and between the nodes that comprise an ensemble. An IEDN:

    •Allows zEnterprise applications to communicate between operating system images to share data.

    •Allows zBX-to-zBX communication within an ensemble.

    Each IEDN is supported by a 10 GbE OSA data link, a single dedicated physical Layer 2 network. An IEDN is composed of zEnterprise equipment and is managed by the Unified Resource Manager (HMC) as part of the ensemble.The HMC manages the ensemble through its user interface and includes networking tasks that are collectively known as network virtualization tasks.

    An IEDN requires two OSA-Express3 10 GbE adapters to ensure redundancy. The IEDN supports running IPv4 or IPv6 protocols, and IP addresses are client controlled.The IEDN default is one virtual LAN and multiple VLAN subnets can be defined.

    Access to the IEDN is controlled by the Unified Resource Manager (HMC) via the SE, the hypervisors, and the physical switches. Unified Resource Manager controls the configuration for all switches and provides secure access to the IEDN. Communication through the IEDN has the benefit of being performed through a physical network within the machine, so it is more secure than external network communications. 

    zEnterprise CPC connectivity to the IEDN is provided by OSX CHPID types. Any operating system with the required device driver support can connect to a real OSX device with either a dedicated connection or through a z/VM VSWITCH. Currently only z/OS, z/VM TCP/IP, and z/VSE (z/VSE 5.1 and later) can connect directly to OSX with a dedicated connection; other virtual servers must use the z/VM VSWITCH. Guests under z/VM on a VSWITCH can also participate in the ensemble. The z/VM hypervisor can manage OSX connections even if the virtual servers under z/VM cannot. The z/VM hypervisor supports OSD to OSX simulation, called OSDSIM. 

    The following operating systems can access the IEDN using OSDSIM support:

    •Linux on System z

    •z/OS (pre-V1R10) 

    •z/VSE 

    •TPF

    •z/VM - nested (second-level or higher)

    Virtual servers and optimizers connect to the IEDN for communication in support of client workloads. Virtual servers can be isolated into groups on the physical network by defining virtual networks (VLANs). 

    Intranode management network

    An intranode management network (INMN) is required for platform management within a node. The network allows the HMC to communicate to the hypervisors within the managed ensemble. An ensemble must have an INMN and it is used by Unified Resource Manager components.

    An INMN is contained within a single node; it cannot span multiple nodes. An INMN is a 1000BASET network provided and managed by IBM. However, unlike the IEDN, INMN configuration (VLAN, IP addressing) is automatically deployed by the HMC and its network virtualization function tasks.

    zEnterprise connectivity to the INMN is provided by an OSA-Express3 (CHPID type OSM). An INMN requires two ports from two different OSA-Express3 1000BaseT Ethernet adapters (ensuring redundancy), connected to the Bulk Power Hub (BPH) ports. BPH ports also provide the connectivity from the BPH to the TOR switches for the INMN. The INMN only supports running IPv6 protocols. IPv6 link local addresses are assigned by the system.

    Client managed data network

    A client managed data network is used for external communication via the IEDN. Depending on factors such as network traffic patterns and load balancing requirements, you can connect the client managed data network to the IEDN in two ways:

    1.	Direct connection via the access ports in IEDN TOR switches

    2.	Connection to a TCP/IP defined router in a z/OS partition (using an OSA feature)

    For further details refer to Chapter 5, “Planning the virtual network environment” on page 105.

    The client managed data network is provided, secured, and managed by the client, and it might need a firewall. It is not managed by the Unified Resource Manager and its network virtualization function tasks.

    2.2.2  Network security in the ensemble

    The isolation of networks from each other is a basic method of network security. In the ensemble the two internal networks, the INMN and the IEDN, are physically isolated from one another. 

    The IEDN can be further logically subdivided at the Layer 2 level into multiple virtual networks, with each virtual network isolated from the others. This subdivision can be done by the use of unique VLAN IDs for each virtual network and the assignment of IEDN network endpoints to the virtual networks.

    An external client data network cannot connect directly to the INMN. The INMN is accessible only through the HMC, and the HMC is locally secured on a private LAN with authentication and authorization. If accessed remotely, the HMC is secure, with firewall filtering through a secure SSL (Secure Sockets Layer) connection and further discrete authorizations. The Unified Resource Manager is further secured with discrete authorizations to its special functions.

    The INMN uses different hardware from the external network hardware. Although the IEDN 10 Gb TOR switches are connected to an INMN management port in the 1Gb TOR switches, the INMN cannot forward or receive traffic from the IEDN data ports.

    Connecting zEnterprise CPC to the zBX

    The private networks connecting the zEnterprise CPC to the zBX are constructed with extreme security in mind. For example:

    • The INMN is entirely private and can be accessed only through the HMC, by its connection to the SE. Standard HMC security also still applies. There are additions to Unified Resource Manager “role-based” security, so that not just any user can reach the Unified Resource Manager panels even if that user can perform other functions of the HMC. Very strict authorizations for users and programs control who is allowed to take advantage of the INMN.

    •The INMN network uses “link-local” IP addresses. “Link-local” addresses are not advertised and are accessible only within a single LAN segment. There is no routing in this network, and all virtual servers reside on the same IPv6 network. The SE communicates through the Unified Resource Manager with virtual servers over the INMN. Even virtual servers that reside on the INMN cannot communicate with each other over this internal network, they can only communicate with the SE. Only authorized programs or agents can take advantage of the INMN, for example the Performance Agent. However, there can be other platform management applications in the future, and these must be authorized to access the INMN.

    •The IEDN is built on a Layer 2 network design and each server that accesses the IEDN must be an authorized virtual server and must belong to an authorized virtual LAN (VLAN) within the physical IEDN. VLAN enforcement is done within the hypervisor functions of the ensemble. Controls reside in the OSA (CHPID type OSX), in the z/VM VSWITCH, and in the VSWITCH hypervisor function of the blades in the zBX. The VLAN IDs and the virtual MACs that are assigned to the connections from the virtual servers are tightly controlled through the Unified Resource Manager and thus there is no chance of either MAC or VLAN spoofing for any of the servers on the IEDN. If you decide to attach to the TOR switches of the zBX to send data to virtual servers in the zBX, the permitted VLAN IDs and MACs must be authorized in the TOR switches. Although the TOR switches enforce the MACs and VLAN IDs, you must take the usual network security measures to ensure that the attaching devices in the client managed network are not subject to MAC or VLAN spoofing. The Unified Resource Manager functions cannot control the assignment of VLAN IDs and MACs in those devices. In other words, whenever you decide to interconnect the external network to the secured IEDN, the security of that external network must involve all the usual layers of the IBM Security Framework: physical security, platform security, application and process security, data and information security, and so on.

    • The INMN and the IEDN are both subject to Network Access Controls as implemented in z/OS and z/VM so that not just any virtual server on the zEnterprise CPC can utilize these networks. Although we deem it unnecessary to implement firewalls, IP filtering, or encryption for data flowing over the IEDN, if company policy or security mandates require such measures to be taken, then these are supported. You can implement any of the security technologies available, for example, SSL/TLS, or IP Filtering.

    • The centralized and internal network design of both the INMN and the IEDN limit the scope of vulnerability to security breaches. Both networks reduce the amount of network equipment and processes and routing hops that are under the control of multiple individuals and subject to security threats. Both require the use of IBM-only equipment (switches, blades) which have been tested previously and in certain cases pre-installed.

    In summary, many technologies are architected in a more robust, secure fashion in the client network than they have been implemented in the past. This is because of either their implementation through the ensemble and Unified Resource Manager, or because of additional SAF controls specific to zEnterprise System and the ensemble, such as:

    • MAC filtering

    • VLAN enforcement

    • Access control

    • Role-based security

    The following standard security implementations are still available for use in the IEDN:

    •Authentication

    •Confidentiality

    •Data integrity

    •Non-repudiation

    Authorization and access control (including Multilevel Security (MLS), and firewall IP filtering are also available for use. Only stateless firewalls or IP filtering implementations can be installed in a virtual server in the ensemble).

    Ensemble security

    Virtual machines running on different operating system platforms are usually housed in separate physical boxes. The networks that connect them are essentially wires and cables that flow between the different machines. These physical connections often span both virtual and physical networks with the potential of multiple hops and multiple points of failure. The security of distributed networks is often only as secure as the physical media. 

    Virtual servers in an ensemble communicate with each other over the intraensemble data network, an internal secure and physically isolated data “highway.” Data path length within the IEDN can be logically reduced to one hop. External client networks enter through the zBX Top of Rack (TOR) switch or through a traditional OSA OSD adapter. VLAN and MAC enforcement guarantees that only packets that originate from particular VLANs or MAC addresses can enter the IEDN network. The OSA OSX, the z/VM VSWITCH, the zBX TOR switch, and the zBX Ethernet Switch Module (ESM), can all act as security enforcement points, depending on where an external network packet originates. Also, the traditional mainframe, Linux, and AIX security methods are still available. 

    The ensemble is more secure from within because the IEDN can be segmented with different VLANs. Nodes in the ensemble that need to communicate with other nodes or servers within the nodes are defined on the same VLAN network. The servers that do not need a direct connection to a particular VLAN network are not defined on that VLAN. Network addressability between virtual servers and ensemble nodes is limited by Layer 2 VLAN membership. Network traffic cannot route between different Layer 2 VLANs unless a Layer 3 router is used as a gateway. 

    The zEnterprise consists of heterogeneous platforms where Unified Resource Manager acts as a single point of control for the virtual network, security, storage, energy and performance policy management. A single interface controls the allocation and management of the System z resources across the diverse operating systems that coexist on a zEnterprise. This provides additional security through the single point of control and the use of Unified Resource Manager user IDs and roles that have different management scopes and responsibilities.

    Security in the INMN network

    Virtual servers cannot communicate with each other over the INMN. z/OS access to the INMN is further protected by the EZB. OSM.sysname.tcpname SERVAUTH security class. External access to the INMN is impossible because the end of the network is at the HMC and the Support Element (SE). The INMN is exploited and usable only by authorized management applications using communication between the virtual server and the SE. 

    The z/VM Management guest on the INMN network is accessible to the Unified Resource Manager controlled guest under z/VM. This is where the guests can retrieve the GPMP code.

    Secure client external network

    If best practices are followed, the IEDN and INMN networks are secure from connections by an external client network. Firewall requirements still exist for traffic entering and leaving the zEnterprise System or where different workloads on different virtual networks need to communicate with each other.

    A client external network is a network that exists outside of the ensemble network, for example, a network that connects a client workstation to the mainframe to use for administrative purposes. There are also external client data networks where web servers or other external workload generators rely on dedicated network connections to the zEnterprise. However, these networks are managed by the client and not by Unified Resource Manager.

    In addition to the requirement for the client data network to access the IEDN, there can also be a requirement for the external client management or administration network to connect to the IEDN. The client external network can connect to the IBM zEnterprise with the zBX TOR switch or by connecting to an OSA OSD CHPID. 

    Access controls are provided for the enablement of each external port on the zBX TOR switch. Using the Unified Resource Manager tasks, an administrator enables the physical TOR switch ports by defining the specific VLANs that are to be granted access to the TOR switch (ports) and the MAC addresses for access to zBX system resources by servers that are not part of the ensemble.

    2.2.3  Connecting through the IEDN TOR switches

    The external client network can connect to the zEnterprise ensemble through the IEDN TOR switches or by connecting to an OSA OSD CHPID, as illustrated in Figure 2-4 on page 17.
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    Figure 2-4   External connections to IEDN TOR switches

    When connecting to the ensemble via the TOR switches, an IP router (Layer 3) must be deployed between the external client network and the connections to the TOR switches. 

    It is the job of this IP router or platform’s1 TCP/IP stack to tag the packets with the appropriate VLAN header; otherwise, the packets will be rejected by the IEDN TOR switches or the OSA OSX.

    2.2.4  Connecting through OSD OSA CHPID

    An external network can also connect to the IEDN VLANs through an OSD OSA CHPID. If z/OS or z/VM has a connection to the OSD device, and an IEDN connection, it can route external traffic entering the zEnterprise to an IEDN VLAN network if TCP/IP forwarding is enabled and is configured with the IPCONFIG DatagramFwd setting. This setting allows TCP/IP to forward packets from one network or subnetwork to another network using IP-forwarding. Without this setting, TCP/IP on z/OS cannot perform IP forwarding and therefore cannot forward packets from the OSA OSD data port to the OSA OSX IEDN network.

    Router tasks

    The end user on the external network usually knows the IP address of the endpoint inside the ensemble’s IEDN virtualized network. If the OSA OSD card is the entry point for the external network, the server on the external network has a routing table or connects to a firewall/router that routes traffic to an IEDN IP address endpoint through the OSA OSD network. In this case, the Virtual Server (for example, z/OS) within the ensemble that is connected to the OSA OSD card also has a routing table created by the system programmer to forward the traffic to the IEDN endpoint. The network traffic then flows to the OSX OSA card to the IEDN network and the final IEDN destination IP address.

    External networks that connect via an OSA OSD connection therefore can communicate with a z/OS, z/VM, or Linux on System z IEDN network endpoint as long as the initial zEnterprise virtual server endpoint serves as a router and routes traffic intended for IEDN endpoints to the OSA OSX connection. Once inside the ensemble, the external client and administration network traffic flows over the IEDN network to the virtual server destination with a unique VLAN ID, VMAC, IEDN subnet, and IP address, to provide network isolation and VLAN/VMAC enforcement. 

    Figure 2-5 shows the external client data network connecting to zEnterprise as follows:

    1.	Enter through an OSD connection to an ensemble member.

    2.	Enter through a router connection to the IEDN TOR switch.
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    Figure 2-5   Connecting the client network to the IEDN

    2.2.5  HiperSockets connectivity to the IEDN

    The zEnterprise CPCs provide the capability to integrate HiperSockets™ connectivity to the intraensemble data network (IEDN). HiperSockets connectivity to the IEDN is referred to as the z/OS Communications Server IEDN-enabled HiperSockets function. Within each zEnterprise CPC that is a member of an ensemble, you can elect a HiperSockets (IQD) CHPID to connect to the IEDN. This capability is enable through the Internal Queued Direct I/O extensions (IQDX) function of HiperSockets. 

    When the IQDX function is configured, the IQD CHPID is integrated with the OSX to the IEDN, inheriting the OSX configuration and eliminating the HiperSockets configuration tasks within z/OS Communications Server. 

    Figure 2-6 shows how the IQDX function extends the reach of the HiperSockets network to the entire ensemble, appearing as a single Layer 2 network (bridging the IEDN and HiperSockets).
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    Figure 2-6   Converged interface - IQDX function

    For more information about the IQDX function and its benefits, refer to z/OS Communications Server IP Configuration Guide, SC31-8775.

    2.3  Ensemble storage 

    Every virtual server needs storage available to store and reference its data. There are many storage management interfaces for different hardware platforms, operating systems, and storage hardware. The goal of the Unified Resource Manager is to provide a unified interface for storage management across platforms. It provides a common interface for the allocation of physical and virtual storage resources to the virtual servers in an ensemble. 

    The Unified Resource Manager simplifies storage management by presenting a single point of control and a consistent storage management framework for all the storage resources associated with the different types of hypervisors in the ensemble. It provides interfaces to manage IBM blade storage. It also provides support for client-initiated static server migration, which allows for virtual server relocation from one hypervisor to another within the same hypervisor type.

    There is no stand-alone or add-on product for storage management. Storage management is integrated into the system hardware and firmware. Access to the storage management interfaces is via the HMC.

    The Unified Resource Manager supports several types of storage devices:

    •Virtual DVD drive

    •HMC DVD drive

    •HMC USB drive

    •FCP attached SCSI devices

    •FICON attached ECKD™ devices

    The virtual DVD drive and HMC DVD/USB drives are used for operating system installation. The storage devices for z/VM, PowerVM®, and Integrated x hypervisor provide storage resources for the operating systems running in their virtual servers. The remainder of this section concentrates on storage devices for z/VM, PowerVM, and Integrated x hypervisor.

    Figure 2-7 depicts an overview of zEnterprise storage resources and the subset of storage resources that are managed by the Unified Resource Manager.
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    Figure 2-7   zEnterprise storage resources

    2.3.1  SAN 

    A Storage Area Network (SAN) is a network that connects storage resources to servers. It consists of storage devices, SAN switches, and servers’ host bus adaptors (HBAs). The most common protocol used in a SAN is Fibre Channel Protocol (FCP). This protocol is described in Appendix B, “The basics of a storage area network (SAN)” on page 583.

    Figure 2-8 on page 21 shows the internal Fibre Channel topology within a zBX.

    [image: ]

    Figure 2-8   zBX Fibre Channel Topology

    A minimum of four and a maximum of 12 FC switch module ports (per BladeCenter chassis) can be connected to the SAN environment. Each blade has two ports that connect to the FC switch modules. The bandwidth of the external connections in the FC switch modules are shared across all the blades in the BladeCenter. There is no need to configure the number of enabled FC switch module ports. 

    When a blade attempts to log into the SAN fabric, the FC switch module uses a load balancing algorithm to determine which port to use for each external connection. If four ports are plugged, the load balancing occurs over the four external connections. If six ports are connected, load balancing will occur over the six external connections, and so on. However, this is only done at fabric login time. So, if an FC switch module has four ports connected to the SAN fabric when all 14 blades in the BladeCenter are activated, only those four ports will be used. If additional ports are connected while the blades are active, then those additional ports will remain idle until the next fabric login occurs. The fabric login occurs when a blade is restarted or a connection fails. 

    The FC switch module ports are configured in active mode and because of this, they should not be cross-wired into the SAN fabric, but rather each FC switch module should be connected to a separate FC switch in the SAN fabric for full redundancy.

    The following details apply:

    •A zBX has up to two BladeCenters in each rack and can have up to four racks.

    •Each BladeCenter has pre-configured two 20-port 8 Gbps Fibre Channel (FC) switch modules which are established at the installation time. Fourteen of these ports on each switch are internal and they are reserved for connectivity to the blades in the chassis. Six remaining ports are used to connect to the external customer Fibre Channel storage. There is no customer setup required for these switches. FC switch modules run in Intelligent Pass-thru mode, which utilizes Node Port ID Virtualization (NPIV). This provides seamless interoperability to the external SAN fabric with no additional hop. 

     

    
      
        	
          Important: The BladeCenter FC switch module ports must connect to NPIV-enabled FC switch ports. Depending on the FC switch vendor, “interop” mode might be required as well. Check the interoperability matrix for details, at: http://www-03.ibm.com/systems/support/storage/ssic/interoperability.wss

        
      

    

    •Each blade in a zBX BladeCenter has a two-port Fibre Channel expansion adapter that connects to the integrated zBX switches.

    •Each zBX blade has two PCI Express connectors. The I/O expansion cards are attached to these connectors.

    •The customer is responsible for the cabling requirements between the external ports on the zBX BladeCenter switches and the customer SAN.

    2.3.2  System z LPAR storage management

    Storage assigned to operating system instances in native System z LPARs does not come under the control of the Unified Resource Manager. This is still configured in the traditional way using the Hardware Configuration Dialogue or Hardware Configuration Manager to generate Input/Output Configuration Dataset (IOCDS). The operating system in native LPAR accesses all storage devices directly, without going through a virtualization level.

    2.4  Virtualization in the ensemble

    This section reviews how virtualization works in the ensemble, including hypervisors, virtual networks, storage, and virtual servers.

    2.4.1  Hypervisors

    A hypervisor is a thin layer of code in the firmware on the physical server that creates, controls, and monitors the virtual operating environments. Hypervisors provide the virtualization layer to simulate the underlying physical hardware as isolated logical entities. They provide the illusion of full access to the hardware resources for each logical entity that represents an instance of a guest operating system and deliver a high level of flexibility in how virtual resources are defined and managed. 

    Hardware virtualization of the zEnterprise resources is achieved through PR/SM™, z/VM, PowerVM Enterprise Edition, and Integrated x hypervisor. These hypervisors allow multiple instances of operating systems or virtual servers to run simultaneously on the same hardware. Virtual servers are logical constructs that consist of processor, memory, and I/O resources conforming to a particular architecture. A virtual server can support an operating system, associated middleware, and applications. 

    PR/SM

    The Processor Resource/System Manager (PR/SM) hypervisor supports the definition of logical partitions, or LPARS, in the zEnterprise CPCs. These LPARs can be used by multiple operating systems, including z/OS, z/VM, z/TPF (z/Transaction Processing Facility Enterprise Edition), z/VSE (Virtual Storage Extended), and Linux on System z. PR/SM enables the logical partitioning function of the zEnterprise CPC through the definition of resources that are to be allocated to each LPAR. 

    PR/SM is integrated into all zEnterprise models. It runs directly on the hardware to control and monitor hardware resources assigned to the LPARs. It transforms physical resources into virtual resources so that many LPARs can share the same physical resources. PR/SM is managed by the zEnterprise firmware, which provides the ability to divide physical system resources, dedicated or shared, into isolated LPARs. Each LPAR operates like an independent system running its own operating environment. On the latest zEnterprise models, you can create up to 60 LPARs running z/VM, z/OS, Linux, TPF, or z/VSE on a single system.

    PR/SM enables each LPAR to have dedicated or shared processors, I/O, and dedicated memory. LPARs with dedicated resources own the resources they are assigned. LPARs with shared resources appear to own the resources they are assigned, but the resources might be shared by many logical partitions. In summary, PR/SM transforms physical resources into virtual resources so that they can be shared by many LPARs.

    z/VM

    The z/VM hypervisor provides the capability to run full-function operating systems such as Linux on System z, z/OS, and others as “guests” of z/VM. The z/VM hypervisor can host hundreds of Linux servers, as well as non-Linux workloads such as z/OS, z/VSE, and z/TPF, on a single zEnterprise. Each z/VM user is provided with an individual working environment known as a “virtual machine.” The virtual machine simulates the existence of a dedicated real machine, including processor functions, memory, networking, and I/O resources. Operating systems can run in virtual machines as guests. A virtual machine uses real hardware resources, but even with dedicated devices the virtual address of the device might not be the same as the real address of the device. Therefore, a virtual machine only knows “virtual hardware” that might or might not exist in the real world.

    Figure 2-9 illustrates the general layout of virtualized resources in a z/VM environment.
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    Figure 2-9   z/VM hypervisor virtualization

    A series of guests generically referred to as SMAPI (System Management Application Programming Interface) and a new Management Server are required for z/VM to participate in the Ensemble. For further details refer to Table C-2 on page 606. 

    PowerVM

    PowerVM Enterprise edition on select POWER® blades offers industry leading virtualization capabilities for AIX. PowerVM supports the increase in utilization of the physical servers, with server definitions down to one tenth of a processor, and allows server sizes to flex with demand. PowerVM Enterprise Edition is integrated with all POWER blades in the zBX as part of the system firmware. The hypervisor allows the creation of logical partitions on the blade and enables the sharing of resources among multiple operating environments. Network virtualization allows the network interfaces to be shared. The zEnterprise POWER blade LPARs can consume full physical processor units (PUs) where each virtual processor must be backed by at least a tenth of a physical PU. Each blade has a Virtual I/O Server (VIOS) partition defined that consumes a tenth of every physical processor in the blade. This means you can have up to 72 virtual processors per blade because the PS701 blade has 8 processor units. 

    A logical view of the shared resources in PowerVM is shown in Figure 2-10.

    [image: ]

    Figure 2-10   PowerVM Hypervisor layer

    Integrated x hypervisor

    The integrated x hypervisor is based on the open source software called Kernel-based Virtual Machine (KVM). KVM is a hardware-assisted, fully virtualization solution for Linux and Windows running on x86 hardware. It consists of a loadable kernel module that provides the core virtualization infrastructure and a processor-specific module. After KVM is installed, multiple guests (virtual machines) can run with a different operating system image. Each virtual machine has its own logical resources consisting of CPU, memory, network adaptors, and storage adaptors.

    A logical view of the integrated x hypervisor is shown in Figure 2-11 on page 25.
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    Figure 2-11   Integrated x hypervisor layer

    2.4.2  Virtual servers

    Virtual servers are independent operating environments that get their virtual resources, such as CPUs, disk or direct access storage devices (DASD), and memory, from a shared hardware resource pool. All of the surrounding infrastructure is provided as a basis for creating virtual servers. It is the server that will actually process some portion of your workload. Getting that workload processed efficiently is the goal because that is what provides value to your business.

    Within the zEnterprise System, a virtual server can be described as a container for an operating system. A virtual server is created in cooperation with a hypervisor on the zEnterprise System platform. It could be a logical partition on an IBM POWER Blade, a virtual server in Integrated x hypervisor, a guest defined under z/VM, or a z/OS LPAR. It is created in the Unified Resource Manager panels in cooperation with the hypervisor on the hardware involved. The virtual server container includes the definition of processor resources, network interfaces and storage devices it will access. When you provision the container through the Unified Resource Manager panels, you provide a set of parameters, conditions, and rules under which the operating system is to operate after it is installed in the ensemble. The Unified Resource Manager is designed to provide a consistent view of virtual servers and their resources. It is this consistent view, along with reporting of resource consumption, that improves the deployment, management, and monitoring of workloads in the heterogeneous environment of multi-platform workloads.

    The virtualization model provides a convenient environment for server consolidation. In the past, many workloads were deployed across numerous smaller server machines. Advances in technology make it more attractive to combine these smaller workloads onto current systems that are more powerful than their predecessors. Virtualization allows the individual server to retain its identity as a server while not requiring dedicated physical resources. Consolidation of the physical servers onto logical servers allows for the sharing of input and output devices, such as disk or networking adapters, as well as leveraging the processor resources that might otherwise be left unused on smaller systems. Using the Unified Resource Manager allows these servers to be classified by the workload that they support, which then provides for management and monitoring based on the workload and its business requirements. With the servers virtualized and consolidated, the processor resources can be allocated dynamically between the workloads based on demand and business importance. 

    Virtual servers are defined through the Unified Resource Manager and can be considered as a container for an operating system. The operating system is loaded after the virtual server is defined. Even though zEnterprise CPC LPARs are considered virtual servers, they are not defined using the Unified Resource Manager. When the zEnterprise CPC is defined as a member to the ensemble, the Unified Resource Manager recognizes all the LPARs on the zEnterprise CPC.

    A virtual server is a virtual entity that is defined to the ensemble. As a result, z/OS is not a virtual server but rather an operating system inside the virtual server. For z/VM, the guest machine is the virtual server and Linux or z/OS are the operating systems within that virtual server.

    OS agents

    •Agents in the operating system of a virtual server communicate with a manager running in the hypervisor or the hypervisor management stack.

    •Guest platform management provider agents are required in each z/OS LPAR when z/OS is part of a workload.

    2.4.3  Virtual networks

    In this section we review some network technology basics that are used when planning and implementing VLANs.

    Virtual Local Area Networks (VLANs)

    Ensemble networking has many of the same features and constructs as general networks and the VLAN is a central feature. All VLANs by definition are a grouping of hosts with the same subnet address and broadcast address. VLANs have the same operating characteristics as physical networks but do not need to share the same physical switch or wires. Software does the configuration of the VLAN instead of requiring a change to wiring or switch locations. Central to the VLAN is the unique VLAN ID tag that is affixed to every network packet. VLAN tags are attached to the data packets on entry to the VLAN. When an Ethernet frame (packet) traverses a switch or virtual switch the tag is added. As the frame exits the tag might be stripped off, or it might be forwarded out of the VLAN if its tag does not match the VLAN ID of the current VLAN. An operating system that is VLAN-aware is capable of handling VLAN tags. 

    Virtual Media Access Control (VMAC)

    The Media Access Control (MAC) address is a unique address stored in the hardware or firmware of a network adapter. In IEEE 802 networks, the OSI Reference model has a Data Link Control (DLC) layer which has two sublayers, the Logical Link Control (LLC) layer and the Media Access Control layer. The MAC layer uses the MAC address on an Ethernet network to uniquely identify each node and mark frames for a specific host. The MAC layer is an important part of the OSI Layer 2 networking. A VMAC is a virtual MAC address that can be assigned to a virtual machine that does not have its own physical network adapter. The VMAC can change when virtual machines are stopped and started. Duplication can occur when multiple hypervisors are present and assigning VMACs. 

    Some levels of Linux distributions will store the MAC address of a network adapter when it is defined to the system. During subsequent reboots, these systems will set the MAC address of these adapters to the original value. If the Unified Resource Manager has changed the virtual MAC assignment for this server, communication will fail. To prevent this situation, any retained MAC address should be removed from the configuration.

    Virtual switch (VSWITCH)

    A VSWITCH operates in the same manner as a real Ethernet switch, but it is software or firmware based. A VSWITCH allows a virtual machine to connect to the real network media and external networks that perform the role of forwarding packets between virtual machines and other nodes, Ethernet switches, or other VSWITCHs. A VSWITCH performs several roles, virtualizing network connections and security functions such as VLAN ID and MAC address enforcement. A VSWITCH can operate at one or more OSI layers. However, the IEDN is a Layer 2 network. A Layer 2 VSWITCH performs the OSI Layer 2 tasks of message frame sequencing, MAC address processing, flow control, and error checking and correction.

    VLANs, VMACs, and VSWITCHs are configured in the Unified Resource Manager. The virtual network access control information (VLAN IDs) is sent by the Unified Resource Manager to the SE. The SE propagates that information to the control points (OSX OSAs and VSWITCHs) in the IEDN. Figure 2-12 illustrates how the Unified Resource Manager sends the virtual network access control information to the various VSWITCHs in the ensemble. All virtual servers must pass through an underlying VSWITCH to access the IEDN. In this environment the OSX OSA (logically) serves as the VSWITCH for zEnterprise CPC logical partitions (PR/SM).
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    Figure 2-12   Virtual network access control 

    2.4.4  Storage virtualization concepts 

    The objective of storage virtualization is to provide a simplified and consistent storage management interface spanning different hypervisor types. 

    In this section we review some storage technology basics that are used when planning and implementing storage for an ensemble. The list that follows identifies some key concepts.

    •A Storage Resource in Unified Resource Manager can be either an ECKD volume or a SCSI disk.

    •A virtual server accesses a virtual disk.

     –		For Power blades, a virtual disk is mapped one-to-one to a SCSI disk.

     –	For x blades, a virtual disk is mapped one to one to a SCSI disk.

     –	For z/VM, a virtual disk is mapped to a storage resource in a z/VM Storage Group or one-to-one to an ECKD volume or SCSI disk as a fullpack minidisk.

    •A Storage Access List (SAL) is a file imported into the Unified Resource Manager to define storage resources to the hypervisors. 

    •Discovery and import of accessible devices is possible, either directly or via Storage Access List.

    •Not all storage resources must be controlled by the Unified Resource Manager. 

    •When defining storage to the Unified Resource Manager, interaction among server administrator, storage resource administrator, and storage administrator is important to understand who takes responsibility for each task.

    •Storage resources are assigned to hypervisors. Hypervisor provides them to virtual servers, each storage resource as an individual disk. z/VM can provide storage resources also from a storage group. 

    •Multiple hypervisors can have access to the same storage resource.

    •The hypervisor maps a virtual disk onto a physical storage resource and makes it available to a virtual server. 

    The objectives for storage virtualization are to:

    •Provide a simplified and consistent storage management interface for the different hypervisor types

    •Provide interfaces to manage IBM blade disk storage

    •Support existing z/VM disk storage management functions

    2.4.5  Storage for virtual servers

    In the Unified Resource Manager, there are two kinds of storage used by virtual servers:

    •Storage that is explicitly dedicated to the ensemble, managed by the Unified Resource Manager and provided to servers through hypervisors

    •Storage attached to LPARs or servers in the ensemble but not managed by the Unified Resource Manager

    There are two kinds of storage devices that the Unified Resource Manager provides to hypervisors - Extended Count Key Data (ECKD) volumes and Small Computer System Interface (SCSI) disks. ECKD volumes are provided via FICON connections, whereas SCSI disks operate on FCP connections.

    The PowerVM and Integrated x hypervisor can only use SCSI disks. The z/VM hypervisor can work with both ECKD volumes and SCSI disks. Device support for a particular type of device must be available in the operating system in order for it to be exploited. For example, z/OS can use only ECKD devices, whereas Linux on System z can use ECKD volumes, emulated FBA volumes, or SCSI disks.

    There is no difference in sharing ECKD or SCSI devices when managed by the Unified Resource Manager. The Unified Resource Manager can assign the same LUN to more than one hypervisor. To share the same device among operating systems, a clustering solution is required to provide the access serialization.

    Each hypervisor has its own repository of defined storage resources. There are three ways to add a storage resource to a hypervisor via the Manage Storage Resources task from the HMC:

    •Using the Add Storage Resource option to define a device manually.

    •Using a Storage Access List (SAL) file, which defines accessible storage resources to a hypervisor. When populated with the required fields, a SAL is imported into the Unified Resource Manager to define those storage resources to the associated hypervisors.

    •Using the Discover Storage Resources option to make a hypervisor check what is available and choose which discovered resources to add to a hypervisor.

    When a storage resource is defined to the Unified Resource Manager, it becomes a Managed Storage Resource by the Unified Resource Manager. Hypervisors use these Managed Storage Resources to create virtual disks for virtual servers. Virtual disks can be:

    •One-to-one mapped storage resources (either SCSI LUNs or z/VM fullpack minidisks). This option is available to PowerVM, Integrated x hypervisor and z/VM hypervisors.

    •Created from a z/VM storage group (regular z/VM minidisks). This option is available only to the z/VM hypervisor.

    Figure 2-13 shows how the physical storage resources are mapped to virtual disks. At the bottom, there are storage resources defined to the z/VM hypervisor. These storage resources are then assigned as virtual disks to virtual servers. In this case, there are two fullpack minidisks, VD1 and VD2, which use physical devices SR4 and SR5. There are also two regular minidisks within a z/VM storage group. The storage group in this case consists of three ECKD volumes or SCSI disks, SR7, SR8, and SR9.
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    Figure 2-13   Storage resources mapping

    2.4.6  z/VM storage management in the Unified Resource Manager

    The Unified Resource Manager communicates with z/VM using the Systems Management API (SMAPI). The Unified Resource Manager makes command requests to z/VM that can update z/VM configuration files (for example, SYSTEM CONFIG), modify user definitions with a directory manager (Dirmaint or equivalent), or execute CP commands.

    The Unified Resource Manager only manages storage for virtual servers. The z/VM system volumes are still defined in the traditional way, outside the Unified Resource Manager. Although recommended, the use of the Unified Resource Manager is not mandatory for eligible z/VM storage resources. The Unified Resource Manager only manages devices defined to z/VM through the HMC interface. Any devices defined to z/VM using CP commands are ignored. Any managed devices deleted using CP commands (not recommended) would be removed from the Unified Resource Manager to reflect this change.

     

    
      
        	
          Note: Changing a virtual server directory entry through the z/VM native interface might cause unpredictable results and is not recommended.

        
      

    

    There are several ways to define storage in z/VM and any combination of these is commonly used. Connectivity to z/VM storage is established using FICON Express adapters in FICON mode (FC) for ECKD volumes or in FCP mode for SCSI disks.

    ECKD

    For ECKD volumes, the common approach is to make volumes available to z/VM CP and then create minidisks on these volumes. There can be several minidisks defined on a volume. It is also possible to define the whole volume as one minidisk, known as a “fullpack minidisk.” Minidisks are then assigned to virtual servers, which see these as ECKD volumes. Such a minidisk is seen as a virtualized guest volume. However, the guest operating system is not aware of any virtualization and treats the device as a regular volume.

    Another approach is to assign ECKD volumes to guests directly as dedicated devices. In this case, no virtualization takes place and the guest operating system works with the device directly. Figure 2-14 shows an example of both approaches.
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    Figure 2-14   ECKD volumes in z/VM

    The Unified Resource Manager passes ECKD volumes to z/VM control. Furthermore, the Unified Resource Manager tasks can then be used to create minidisks, either regular or fullpack, and assign these to virtual servers. Dedicated ECKD volumes are not supported by the Unified Resource Manager. However, they can use the traditional approach from inside z/VM. Any z/VM device that is not defined to the Unified Resource Manager is not managed by it.

    SCSI

    SCSI over FCP is an open, standards-based alternative to ECKD over FICON connections. It is not meant to replace ECKD, but rather to be a supplemental way of providing storage to z/VM. There are two common approaches to how SCSI disks become available to virtual servers.

    •Figure 2-15 depicts the first approach. In this case, FCP subchannels are dedicated to virtual servers, providing them with virtual FCP adapters. An FCP port is connected to a fibre channel switch, which supports N_port ID virtualization (NPIV). Each FCP subchannel has its own virtual WWPN. Every virtual server, when it is started, is logged on to the SAN with its own unique WWPN. This unique WWPN allows a SAN administrator to achieve specific zoning and LUN masking for each virtual server.

    The next step for the virtual sever configuration is to define paths to LUNs using FC subchannel addresses, target WWPNs, and target LUN details. 

    The virtual server operating system provides the SCSI driver code to handle SCSI commands. Multi-pathing software is necessary to mask multiple occurrences of the same LUN through different paths. This provides the operating system with multiple addresses for the same LUN.
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    Figure 2-15   FCP volumes - dedicated FCP subchannel

    •A second approach is shown in Figure 2-16. In this case, only z/VM has FCP ports defined. All LUNs are defined to z/VM using EDEV (Emulated Device) statements and it is the z/VM system administrator’s responsibility to create minidisks on the LUNs and assign them to virtual servers. 

    Minidisks on LUNs are presented to the virtual server as emulated FBA devices.This means the operating system in the virtual server must have support for emulated FBA but does not need to have any SCSI capability. All SCSI commands are executed from z/VM on behalf of each virtual server. In this scenario, zoning and LUN masking are done only for z/VM because no virtual server is seen on the SAN. It is the z/VM administrator’s responsibility to provide the virtual servers with the correct disks.
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    Figure 2-16   FCP volumes - FBA emulation

    The Unified Resource Manager uses the second approach. When a device is defined to the Unified Resource Manager, it creates the necessary EDEV statements in z/VM. Then minidisks are created and associated with virtual servers using the Unified Resource Manager interface.

    When a SAN is used, it is always a good idea to use industry best practices for zoning and LUN masking. There are no special rules or exceptions in this area for the Unified Resource Manager managed storage. 

    2.4.7  PowerVM and Integrated x hypervisor storage management in the Unified Resource Manager

    Each blade in a zBX BladeCenter has one 2-port fibre channel expansion card. There are two internal SAN switches in a BladeCenter. Each port of the blade’s card is connected to a different internal switch to provide the necessary redundancy. Internal switches are connected to external switches with redundant connections (see Figure 2-17 on page 33). 

    Because these internal switches accumulate several connections to the external ports, it is required that the client-provided external SAN switch has NPIV capability. These internal switches also run in pass-through mode, presenting themselves to SAN as N_ports. At the first login to the external switch they use their own WWPN, then on subsequent login, each blade’s HBA WWPN as though they were virtual adapters. Using this technique, the external SAN switch is aware of each blade’s real HBA and it can provide WWPNs to the rest of the SAN. 
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    Figure 2-17   zBX storage topology

    The storage administrator then uses WWPNs to configure LUN masking and zoning. It is important to recognize that only real WWPNs are seen by the SAN. This means the storage administrator provides a pool of LUNs to a hypervisor, not to virtual servers. It is the server administrator’s responsibility to assign devices from a given pool to each virtual server.

    There are several implications for the SAN:

    •The BladeCenter FC switch modules do not add any additional hop into the SAN fabric because they run in pass-through mode.

    •The FC switches might have to operate in interop mode (check with the FC switch vendor).

    •The FC switch ports that connect to the BladeCenter FC switch module ports must provide NPIV capability.

    Always refer to industry best practices for zoning and LUN masking. There are no special rules or exceptions for the Unified Resource Manager managed storage.

    2.4.8  Multipathing

    In general, there are two reasons for establishing multiple paths to a device:

    1.	High availability: Providing several physical paths to a device offers high availability. If one path fails, other paths to the device are still available and processing can continue uninterrupted.

    2.	High performance: Using multiple paths simultaneously to read from or to write to a device can significantly increase I/O performance. 

    Multipathing for ECKD volumes is handled in the hardware and the operating system does not need to be aware of the multipathing. However, redundant paths to SCSI LUNs appear to the operating system as two or more disks, each pointing to the same LUN. From the operating system point of view they appear as different disks. For this reason it is necessary to use a software layer which hides multiple instances of the same LUN under one virtual device name. The general multipathing driver for AIX is the default MPIO Path Control Module. Linux and Windows also have their own multipath drivers available.

    If all storage for z/VM, PowerVM and Integrated x hypervisor virtual servers is defined through the Unified Resource Manager, there is no requirement for multipathing drivers in Linux, AIX or Windows running under these hypervisors.

    z/VM

    Any ECKD device defined to z/VM appears as one device: multipathing is hidden by the hardware. Any SCSI LUN defined to z/VM is defined via EDEV statements and multipathing is handled by z/VM. z/VM then provides minidisks created from either SCSI disks or ECKD volumes to virtual servers. A virtual server is not aware of the infrastructure behind the minidisk, thus it does not need to care about multipathing. All multipathing is handled by z/VM or hardware.

    Any storage attached to a virtual server that has not been defined by the Unified Resource Manager has to be evaluated and if necessary defined with multipathing. An example would be a LUN defined to Linux using Linux’s virtual WWPN.

    PowerVM

    The use of the Unified Resource Manager is mandatory for storage resources assigned to virtual servers under PowerVM.

    Any SCSI LUN defined to PowerVM is handled by the Vitual I/O Server (VIOS), a component of the PowerVM hypervisor which is aware of multiple paths to the LUN. A device provided to a virtual server appears as non-multipathed, which means, AIX installed in a virtual server does not need to use MPIO. Because all multipathing is handled by VIOS, there is no requirement for additional multipathing software in PowerVM virtual servers.

    ­Integrated x hypervisor

    The use of the Unified Resource Manager is mandatory for storage resources assigned to virtual servers under Integrated x hypervisor.

    Any SCSI LUN defined to Integrated x hypervisor is handled by the multipathing component of the hypervisor, which is aware of multiple paths to the LUN. A device provided to a virtual server appears as non-multipathed. Because all multipathing is handled by the hypervisor, there is no requirement for additional multipathing software in Linux or Windows virtual servers.

    2.5  How Unified Resource Manager manages the environment

    The zEnterprise Unified Resource Manager is firmware that executes on the Hardware Management Console (HMC) and Support Element (SE). 

    There are six management areas that make up the Unified Resource Manager:

    •Operational controls (Operations): These include extensive operational controls for various management functions. These functions provide the following capabilities:

     –	Auto-discovery and configuration support for new resources

     –	Cross platform hardware problem detection, reporting, and call home

     –	Physical hardware configuration, backup, and restore

     –	Delivery of system activity using new user interface

    •Virtual server lifecycle management (Virtual servers): Enables directed and dynamic virtual server provisioning across hypervisors from a single uniform point of control.

     –	Single view of virtualization across platforms

     –	Ability to deploy multiple, cross-platform virtual servers within minutes

     –	Management of virtual networks including access control

    •Hypervisor management (Hypervisors): Enables the management of hypervisors and support for application deployment.

     –	Integrated deployment and configuration of hypervisors

     –	Hypervisors (except z/VM) shipped and serviced as firmware

     –	Management of ISO images

     –	Creation of virtual networks

     –	Manage and control communication between virtual server operating systems and the hypervisor

    •Energy management (Energy): Provides energy monitoring and management capabilities that can be used to better understand the power and cooling demands of the zEnterprise System.

     –	Monitoring and trend reporting of CPU energy efficiency

     –	Static power savings

     –	Ability to query maximum potential power

    •Network management (Networks): To create and manage virtual networks, including access control, which allows virtual servers to be connected together.

    •Workload Awareness and platform performance management (Performance): Management of CPU resource across virtual servers hosted in the same hypervisor instance to achieve workload performance policy objectives.

     –	HMC provides a single consolidated and consistent view of resources.

     –	Wizard-driven management of resources or workload in accordance with specified business SLAs (Automate suite).

     –	Monitor resource use within the context of a business workload.

     –	Define workloads and associated performance policies.

    The Unified Resource Manager provides energy monitoring and management, goal-oriented policy management, increased security, virtual networking, and data management for the physical and logical resources. The management functions provided by the Unified Resource Manager depend on the Unified Resource Manager suite that is being used.

    2.5.1  The Unified Resource Manager firmware options

    There are different Unified Resource Manager options or suites that provide different levels of functionality. This licensed firmware is configured to the zEnterprise CPC serial number of your zEnterprise system. All zEnterprise CPC servers come with a default management suite that provides basic functions. This suite is always available and provides:

    •Monitoring and trend reporting of CPU energy efficiency, simplifying energy management.

    •A new monitor dashboard (augments System Activity Display) providing a broader view of system resource use.

    Ensemble management with the Unified Resource Manager requires additional functionality. The Unified Resource Manager can use two suites of tiered functionality, manage and automate/advanced management. 

    •Manage suite provides enhanced functions as compared to the default suite. 

    •Automate suite enables another level of capabilities. 

    •Advanced management suite is similar to the Automate suite but enables additional capabilities. 

    Manage suite 

    The Manage suite provides functions that can be used to control and monitor the zBX. It supports the following functions:

    •Integrated hardware management across all elements of the system, which simplifies resource management

    •Automatic resource discovery and inventory for all elements of the system, easing configuration management

    •Private and physically isolated internal service management network connecting all zEnterprise resources, enabling secure systems management

    •Private and secure data network with strict access control across heterogeneous environments, simplifying interconnection and communications security

    •Integrated hypervisors, enabling management from a single point of control

    •Virtual server lifecycle management, enabling direct and dynamic virtual server resource provisioning on all hypervisors and integrated storage, network, and ensemble configuration

    •Monitoring and trend reporting of CPU energy efficiency

    •Energy management tasks

    •New monitor dashboard providing a broad view of system resource usage and power consumption

    •Maximum potential power, enabling power redistribution

    Automate suite

    The Automate suite supports the same functions as the manage suite. It also expands on the capabilities of workloads and performance management. With the automate suite you can define custom workloads by name. You can differentiate between multiple workloads in an ensemble by creating named workload definitions. The performance management capabilities are also improved.

    The Automate suite delivers the following functionality:

    •Energy management

     –	Power savings mode

     –	Power capping and group capping

     –	Hybrid-node-wide power capping

    •Workload performance context, monitoring, and reporting

     –	Define workloads as representation of physical and virtual resources in context of named business processes

     –	Associate virtual servers with workloads, display workloads

     –	Author a performance policy for a workload

     –	Display reporting/monitoring performance data for a workload

     –	Monitor platform resources used to support a workload

     –	View overall workload performance health from a platform perspective

     –	Display whether objectives defined in workload performance policy are being achieved

     –	Drill-down capability to help identify which virtual servers are contributing to performance problems

    •Performance management

     –	Management of CPU resource across virtual servers hosted in the same hypervisor instance to achieve workload performance policy objectives

     –	Performance service-level policy definition and performance monitoring and resource optimization

     –	Allow virtual CPU capacity to be adjusted across a hypervisor

    Advanced management suite

    The advanced manage suite provides functions for virtual servers on System x blades. It provides the same workload and performance management functions with the exception of dynamic processor resource adjustments. It supports the following functions:

    •Wizard function to set up resources associated with a workload and the capability to associate those resources with a named business process

    •Power capping

    •Performance monitoring and reporting

    It is the highest suite available for select IBM System x blades.

    Management areas

    The management areas of the Unified Resource Manager provide capabilities that span the platform management and hardware management layers as identified in Figure 2-18 on page 38. The Unified Resource Manager includes capabilities that reach into the various hypervisors and these capabilities can vary depending on the hypervisor being managed.
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    Figure 2-18   The Unified Resource Manager capabilities span multiple management layers

    Rapid deployment and provisioning

    The Unified Resource Manager can be used for rapid deployment and provisioning of virtual servers, storage, and networking that are used by workloads across the heterogeneous platform. The Unified Resource Manager via the HMC interface provides a simplified uniform approach to provision new resources. 

    Using the HMC ensemble tasks, virtual resources can be defined by completing entries and selections identified for that virtual resource. Only the entries that require a response are presented to the user. After the appropriate HMC windows are completed the Unified Resource Manager takes care of all the underlying tasks to provision the required resource. The Unified Resource Manager requires the management suite with enhanced functions to provide these services.

    2.5.2  Performance management

    One of the major functions of Unified Resource Manager is platform performance management within a zEnterprise ensemble. It is a policy-based management function. When an application runs across multiple platforms, the measurement and management of the transactions is important. To maintain good performance we need to determine where latency or bottlenecks occur. In cases of resource contention, workloads with higher importance should get more resources automatically. The zEnterprise Platform Performance Manager uses four parts components to manage the resources in a zEnterprise ensemble. The components are:

    •Workload

    •Guest Platform Management Provider (GPMP)

    •Performance Policy

    •Application Response Measurement (ARM)

    zEnterprise Platform Performance Manager is a powerful set of tools and functions to manage zEnterprise workloads. Resources are directed to virtual servers based on the goals and importance levels of the defined workload. It has built-in reports that provide a unified, cross-server view of performance.

    2.5.3  Energy management

    Energy management has not always been a major consideration in the design and operation of data centers. In the past, many data centers consumed power and space with little concern to the costs involved. However, organizations are now taking a closer look at the environmental impact of their current energy usage. At the same time, the demand for and cost of energy is escalating rapidly. Furthermore, when a workload spans multiple infrastructures it is a challenge to understand the total energy utilization of all the components involved.

    Energy Monitoring and Management is part of the Unified Resource Manager and provides extensive monitoring of energy consumption, key environmental parameters, and integrated energy management controls. The Unified Resource Manager energy management options monitor and control the energy usage of the computing resources used in an ensemble. The Unified Resource Manager provides workload awareness and understands which servers are involved in a workload regardless of what architecture it spans within the ensemble.

    The Unified Resource Manager offers a single interface to the energy options of the used infrastructure. This combines the energy management and saving options of the IBM Systems hardware building blocks with intelligent control and automation options implemented in the Unified Resource Manager.

    The Unified Resource Manager code resides on the Hardware Management Console (HMC), whereas the actual tasks are coordinated by the zEnterprise Support Element (SE) as follows:

    •For zEnterprise CPC internal information the SE uses LIC to communicate with the Power Sub-system Controller and sensors placed throughout the system.

    •For zBX related energy monitoring and management the SE utilizes the INMN to connect to the Advanced Management Module (AMM) inside the BladeCenter. The AMM then performs the tasks on behalf of the SE and passes the results back.

    This is illustrated in Figure 2-19 on page 40.
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    Figure 2-19   zEnterprise energy management structure

    The Unified Resource Manager code allows the integration of an ensemble with available enterprise energy management through the use of the IBM Systems Director Active Energy Manager™.

    
      
        	
          Note: Energy management functions can only be used for physical elements of an ensemble. Therefore, all goals or monitoring settings are set whether it is the zEnterprise CPC, BladeCenter, or Blades. There is no way to configure energy settings for virtual servers, networks, or storage.

        
      

    

    2.6  Application programming interface

    The application programming interface is a web-oriented programming interface that makes the underlying Unified Resource Manager capabilities available for use by higher level management applications, system automation functions, or custom scripting. The functions that are available through the API support several important usage scenarios in virtualization management, resource inventory, provisioning, monitoring, automation, and workload-based optimization, among others. 

    2.6.1  Components of the API 

    The web services API consists of two major components, both of which are accessed by client applications by establishing TCP/IP network connections with the HMC. 

    Web services interface 

    The web services interface is a request-and-response oriented programming interface by which client applications obtain information about the system resources managed by Unified Resource Manager, and by which those applications can perform provisioning, configuration, and control actions on those resources. 

    Client applications interact with this interface by means of Hypertext Transfer Protocol (HTTP), an application protocol that flows over TCP/IP socket connections. Client applications request operations by forming and sending text-oriented request messages as defined by HTTP, and the web services API responds with text-oriented HTTP response messages. The use of HTTP makes the API client-programming-language neutral, and thus accessible to a wide variety of client applications. Client applications can be developed in programming languages such as Java, or in scripting languages such as Perl or Python that include extensive support for performing HTTP operations. 

    Request and response data is provided using Javascript Object Notation (JSON), a simple, open and portable transfer representation. Mapping the functions of the API to HTTP in this way simplifies client application development and allows access to the API without the need for extensive client-side tooling or libraries as is often the case in other approaches to web services interface design. 

    Asynchronous notification facility 

    More sophisticated management applications, including those for discovery, monitoring, and advanced provisioning, are not single-request-and-forget with respect to the Unified Resource Manager. Rather, such applications need to obtain and retain (that is, cache) information about the inventory, configuration, and status of many Unified Resource Manager resources, and to keep that cached information up to date. 

    To support these applications, the web services API provides an asynchronous notification facility by which Unified Resource Manager can inform interested client applications about changes to the resources managed by Unified Resource Manager (see Figure 2-20 on page 42). 

    The API’s asynchronous notification facility is designed around the Java Message Service (JMS), an open, standard framework and API for sending messages between two or more applications.
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    Figure 2-20   Unified Resource Manager application programming interface

    2.6.2  Authentication and access control 

    Use of the web services API is subject to the same access control policy as is used for the HMC user interface operations. Establishing an API session with the HMC requires the initiating application to provide a valid HMC logon ID and a corresponding password to authenticate and establish the identity under which its requests will be performed. The API requires the use of SSL connections so that these login credentials can flow securely. The user credentials are validated by the HMC in the same way they are validated for a logon to the HMC user interface, either via the HMC's built-in user registry or by use of an LDAP directory server. 

     

    

    1 The platform TCP/IP stack on System z can be any supported operating system, such as z/OS, z/VM, or Linux on System z. 
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Using the HMC to manage an ensemble

    This chapter describes the new role of the Hardware Management Console and provides information about new user tasks and object roles. This chapter also helps you understand the ensemble management roles to be entered into the HMC.

    3.1  HMC extended role

    Managing an ensemble requires an extended role for the HMC. The traditional role of the HMC is to manage one or more System z servers. In addition to the traditional functions, the HMC now includes management functions to control an ensemble. Up to eight zEnterprise CPCs, with or without blades, can be managed as an ensemble by an HMC. The Unified Resource Manager suite installed on the HMC is required to manage an ensemble.

    This section provides information about the extended user and object roles provided by the Unified Resource Manager running on an HMC.

    3.1.1  Unified Resource Manager prerequisites 

    Managing an ensemble requires the Hardware Management Console (HMC) and additional feature codes that make up the Unified Resource Manager.

    Different feature codes are available depending on blade types installed in the zBX, IFLs used in the zEnterprise CPC, and the management level needed.

    Management levels include the Manage, Advanced Management, and Automate suites. They are ordered as features of the zEnterprise CPC (see “Management enablement levels” on page 45 for details). The default suite is Manage and is part of the zEnterprise CPC order. The Advanced Management and Automate suites can be ordered as separate features. 

    Table 3-1 lists all feature codes required for ensemble management functions and tasks.

    Table 3-1   Ensemble management feature codes

    
      
        	
          Feature code

        
        	
          Description

        
      

      
        	
          0091

        
        	
          Unified Resource Manager functions and tasks on the HMC

        
      

      
        	
          0019

        
        	
          Unified Resource Manager (Manage suite)1

        
      

      
        	
          0039

        
        	
          Manage ISAO blades

        
      

      
        	
          0040

        
        	
          Manage DataPower®

        
      

      
        	
          0041

        
        	
          Manage POWER blades

        
      

      
        	
          0042

        
        	
          Manage System x blades

        
      

      
        	
          0020

        
        	
          Unified Resource Manager (Automate and Advanced Management suites)2

        
      

      
        	
          0043

        
        	
          Automate for ISAO blades

        
      

      
        	
          0044

        
        	
          Automate for DataPower blades

        
      

      
        	
          0045

        
        	
          Automate for POWER blades

        
      

      
        	
          0046

        
        	
          Advanced Management for System x blades

        
      

      
        	
          0052

        
        	
          Automate for IFLs

        
      

      
        	
          0025

        
        	
          zBX extension to a zEnterprise CPC

        
      

    

    

    1 Feature code 0019 is a no-charge feature and a prerequisite for feature codes 0039, 0040, 0041, 0042

    2 Feature code 0020 is a no-charge feature and a prerequisite for feature codes 0043, 0044, 0045, 0046

    3.1.2  Management enablement levels 

    Three Unified Resource Manager enablement levels are available: the manage suite, the advance management, and the automate suite. The manage suite supports ensemble management tasks. The advance management suite supports additional functions for workload classification and reporting as well as energy management. The automate suite supports additional tasks to perform extended functions for monitoring, resource optimization, and energy management in an ensemble.

    Refer to “The Unified Resource Manager firmware options” on page 36 for more details about the Unified Resource Manager suites.

    The manage, advance management, and automate suites are used across the six management areas that make up the Unified Resource Manager. Specific functions provided by each suite are available to z/VM and the IBM blades, and short descriptions are included in the following tables. 

    Table 3-2 identifies the functions provided by operational controls and whether each function is available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X) or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-2   Operational controls

    
      
        	
           

        
        	
           

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blade

        
      

      
        	
          Change management

        
        	
          View, retrieve firmware information and changes, change firmware levels, back up and restore critical data.

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Problem management

        
        	
          Automatic Error Logging and first-failure data capture (FFDC) data collection.

          Problem analysis (hardware and LIC problem detection) and call home reporting.

          View hardware messages and open problems.

          Manual problem reporting and data collection.

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Configuration management

        
        	
          Vital Product Data - Fully automatic and coherent integrated resource discovery and inventory for all elements of the system without requiring user configuration, deployment of libraries or sensors, or user scheduling. Verifies resources are entitled to be powered on and managed.

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Edit Frame Layout - Frames, Switches, BladeCenters.

          Edit Frame Layout - MES support (add/remove).

          Edit Frame Layout - Management Enablement.

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Operations management

        
        	
          Allow power on and power off via HMC. 

          Time synchronization with the zEnterprise CPC.

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Event Notification for support personnel (based on logged events or state changes).

          Scheduled Operations for functions such as firmware update, activate, deactivate).

          Launch the Open Text Console.

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Performance management

        
        	
          System Activity Display

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Reporting of energy consumption and temperature monitoring

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Business management

        
        	
          Device Status and Details and Automatic Service Network Configuration

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          User Management, Auditing, and Documentation.

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Guided repair and verification for a service action - repair activities are guided by the HMC and verified automatically

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Ensemble Management - Create/Modify Ensemble

        
        	
          M

        
        	
          M

        
        	
          M

        
      

    

    Table 3-3 identifies the functions provided by hypervisor management and whether they are available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X), or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-3   Hypervisor management

    
      
        	
           

        
        	
           

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blades

        
      

      
        	
          Virtualization - manage hypervisors and support virtual servers for application deployment.

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Hypervisors managed as firmware

        
        	
          Booted automatically at power on reset and isolated on the internal Unified Resource Manager network

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Managed through HMC

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Basic hypervisor management tasks

        
        	
          Deploy and initialize hypervisor, update and repair hypervisors, and manage ISO images

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          Start, stop and query/list hypervisors.

          Monitor hypervisors and their resource use - CPU, memory, consumption. Create virtual networks.

          Allow agents in virtual server operating systems to communicate with a manager running in the hypervisor or the hypervisor management stack

        
        	
          M

        
        	
          M

        
        	
          M

        
      

    

    Table 3-4 identifies the functions provided by the virtual lifecycle management and whether they are available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X), or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-4   Virtual server lifecycle management

    
      
        	
          Enabling directed and dynamic virtual server provisioning across all hypervisors from a single, uniform point of control

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blade

        
      

      
        	
          Create (provision)

        
        	
          CPU, memory, network, console and storage 

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Virtual DVD

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

      
        	
          List, start, stop, view, modify configuration, migrate definition and delete

        
        	
          M

        
        	
          M

        
        	
          M

        
      

    

    Table 3-5 identifies functions provided by network management and whether they are available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X), or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-5   Network management

    
      
        	
           

        
        	
           

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blade

        
      

      
        	
          Create virtual network - Virtual networks allow virtual servers to be connected together. The virtual network has a name, an associated VLAN identifier, and a list of servers that are authorized to connect to it. Virtual servers are connected to a virtual network for which they are authorized via a virtual Network Interface Card (vNIC) and are assigned a virtual Media Access Control (vMAC) address in the network. 

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          HiperSockets Integration with the IEDN - extends the reach of HiperSockets network outside the zEnterprise CPC to the entire ensemble. 

        
        	
          n/a

        
        	
          n/a

        
        	
          n/a

        
      

    

    Table 3-6 identifies the functions provided by energy management and whether they are available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X), or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-6   Energy management

    
      
        	
           

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blade

        
      

      
        	
          Monitoring of energy consumption and key environmental parameters 

        
        	
          M

        
        	
          M

        
        	
          M

        
      

      
        	
          Power saving mode - Power savings mode is the ability to reduce the power consumption of the zEnterprise 196 (z196)1 when full performance is not required. It can be switched on and off during run time with no disruption to currently running workloads, aside from the change in performance. You can use power save mode for periods of lower utilization (for example weekends or third shift) or for capacity backup systems where you keep them “running” but with reduced energy consumption. 

        
        	
          n/a

        
        	
          A

        
        	
          n/a

        
      

      
        	
          Power Capping - Power capping is implemented in the Support Element (SE) and can be used to calculate the maximum potential power draw of the zEnterprise 196 (z196) based on the configuration, the altitude of the computer room, the room temperature, and the highest single fault service scenario power condition for the configuration applying reasonable tolerances. As well, power capping can be used to manage the power consumption of BladeCenters, blades, and accelerators

        
        	
          n/a

        
        	
          A

        
        	
          X

        
      

      
        	
          Query maximum potential power - Query maximum potential power is implemented in the Support Element (SE) and can be used to calculate the maximum potential power draw of the zEnterprise CPC, BladeCenter, blade - based on the configuration, the altitude of the computer room, the room temperature and the highest single fault service scenario power condition for the configuration applying reasonable tolerances including humidity sensors

        
        	
          n/a

        
        	
          M

        
        	
          M

        
      

    

    

    1 Static Power Save is only available on the z196, the z114 has a slower clock speed already so it cannot take advantage of Power Save.

    Table 3-7 identifies the functions provided by performance management and whether they are available in the Manage suite (identified by an M), Advanced Management Suite (identified by an X), or the Automate suite (identified by an A) of the Unified Resource Manager for z/VM and the IBM blades.

    Table 3-7   Workload awareness and platform performance management

    
      
        	
           

        
        	
           

        
        	
          z/VM

        
        	
          POWER

          Blade

        
        	
          System x

          Blade

        
      

      
        	
          Workload definition and workload-based performance definition - Defining your own customer workloads (by name) and the performance management capabilities allows differentiation between multiple workloads in an ensemble.

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Platform resource monitoring based on performance policy - performance monitoring and reporting functions primary objective is to provide data to check whether performance objectives are being met. 

Note: Reporting will not replace tools that report on operating system resources and performance

        
        	
          Workload - provides a high level performance status and objective achievement information for all the workloads in the ensemble. 

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Virtual Server - Provides data for virtual servers associated with the workload. The data includes allocated resources, resource utilization data and delay statistics. 

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Service Class - provides a list of all the service classes defined in the workload performance policy and includes active performance policy objectives and importance definitions, indication when service class performance violated defined threshold.

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Resource adjustment report - provides adjustment actions taken over report interval 

        
        	
          A

        
        	
          A

        
        	
          n/a

        
      

      
        	
          Hypervisor Report - provides details about the virtual servers that are running in the same hypervisor instance, and how these virtual servers are competing for shared resources

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Load Balancing Report - provides details about the load balancing groups to which external routers are distributing incoming work requests

        
        	
          A

        
        	
          A

        
        	
          X

        
      

      
        	
          Dynamic, goal-oriented resource management - Manage CPU across virtual servers within a hypervisor instance

        
        	
          A

        
        	
          A

        
        	
          n/a

        
      

      
        	
          Load balancing recommendation to external routers - Through SASP communication with Unified Resource Manager, external routers receive weight recommendations that enable the routers to distribute incoming work more effectively among virtual servers in the load balancing group.

        
        	
          A

        
        	
          A

        
        	
          X

        
      

    

     

    
      
        	
          Important: To utilize the Automate function all nodes in the ensemble must be at the Automate level.

          If any node in the ensemble is at the Manage level, the entire ensemble operates at the Manage level until all nodes have been upgraded to the Automate level. Upgrading from Manage to Automate is fully concurrent. 

        
      

    

    3.1.3  Unified Resource Manager GUI layout

    This section provides a short overview of the Unified Resource Manager GUI for those administrators not familiar with the HMC tree style. The information is taken from Introduction to the System z Hardware Management Console, SG24-7748; refer to that document for more information about the HMC.

    General layout

    As shown in Figure 3-1, the areas of the tree-style GUI are:

    •Task bar

    •Navigation panel

    •Work panel (includes the tasks pad)

    •Status bar

    [image: ]

    Figure 3-1   Layout of the Unified Resource Manager graphical user interface

    Task bar

    The task bar is located at the top of the tree user interface (UI) window. It provides a single point to monitor the user’s active tasks. When a task is selected it is added to the task bar (for example, Ensemble Management Guide in Figure 3-2), and the task window is launched into view. When a task ends, it is removed from the task bar. The task bar provides quick links to launch user settings, logoff, disconnect tasks, and the tree UI help function.

    [image: ]

    Figure 3-2   Task bar of the Unified Resource Manager GUI

    Navigation panel

    The navigation panel is located on the left side of the HMC window (Figure 3-3). It includes the resource tree that manages the HMC and its managed systems. Each node in the navigation tree is a selectable object that can be expanded to present its child nodes. The navigation tree displays the HMC’s managed and unmanaged resources, and tasks in a hierarchical layout.

    [image: ]

    Figure 3-3   Navigation panel of the Unified Resource Manager GUI

    Work panel

    The work panel contents are based on the current Navigation Panel or Status bar selection. The information is displayed in the tree style hierarchy; selection of an object displays any or all available children. A sample of the work panel is shown in Figure 3-4. In the upper part of the work panel, various tabs can be selected to change the scope of the displayed information.

    [image: ]

    Figure 3-4   Work panel of the Unified Resource Manager GUI

    Tasks pad

    The tasks pad is included in the work panel as shown in Figure 3-5 on page 51. The tasks pad is located at the bottom of the work panel when a managed object is selected in the navigation tree. The tasks pad shows tasks that can be performed on the resources that are selected in the work panel table, tree table, or topology view. If no resources are selected in the work panel, tasks are listed for the current navigation panel selection. The tasks pad provides a quick and easy way to manipulate multiple objects simultaneously.
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    Figure 3-5   Tasks Pad of the Unified Resource Manager GUI

    Status bar

    The status bar is located in the lower-left portion of the HMC window (see Figure 3-6). It provides a visual indication of the status of the HMC and its managed resources. The color and title of the Status bar changes depending on the system status. For instance, when the HMC or one or more managed resources are in an unacceptable state, the Status bar is red, and the title indicates an Error state. Double-click the icons to display further details.
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    Figure 3-6   Status bar of the Unified Resource Manager GUI

    3.1.4  New requirements

    New functions are introduced by the Unified Resource Manager suite. The HMC has an active role in ensemble monitoring and adjustments. Definitions of an ensemble, virtual servers, workloads, and policies are stored on the HMC. Performance data is also recorded and stored on the HMC. 

    Customize scheduled operation

    To set up a scheduled operation to back up console data, login to the HMC and do the following:

    1.	Select the Tasks Index on the navigation panel, navigate to and click Customize Scheduled Operations. 

    2.	The Customize Scheduled Operations entry panel is displayed (Figure 3-7). If any scheduled operations already exist, they are displayed in a list. 

    Click Options and select New from the pull-down menu.
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    Figure 3-7   Customize Scheduled Operation

    3.	The Add a Scheduled Operation panel opens (Figure 3-8). Select Backup critical hard disk information from the list of operations and click OK.
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    Figure 3-8   Add Scheduled Operation

    4.	On the next panel enter the date, time, and a time window for the scheduled operation (Figure 3-9).

    [image: ]

    Figure 3-9   Scheduled Operation Date and Time setting

    5.	Click the Repeat tab to define the repetition period for the scheduled operation. Select Set up a repeated scheduled operation. Choose a day of the week for the operation and select Repeat indefinitely. This ensures that the operation runs at the specified time and day indefinitely. Click Save to finish. (see Figure 3-10 on page 53).
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    Figure 3-10   Scheduled operation repetition

    6.	The scheduled operation is now added for this HMC (Figure 3-11).
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    Figure 3-11   Scheduled operation successfully added

     

    
      
        	
          Note: Ensure that the backup USB stick is installed at the USB port in the HMC because the backup data is stored on the USB stick.

        
      

    

    3.1.5  Primary and alternate HMC

    The concept of a primary and alternate HMC was introduced with the Unified Resource Manager. After the primary/alternate HMC relationship is established the contents of the primary HMC is continuously replicated to the alternate HMC. The ensemble-related tasks are performed only from the primary HMC. To ensure the correct HMC is used, there are visible differences between the primary and alternate HMCs. The primary HMC has a clear background (see Figure 3-12 on page 54), whereas the background of the alternate is clearly labeled as such (Figure 3-13 on page 55). 

    [image: ]

    Figure 3-12   Primary HMC

    [image: ]

    Figure 3-13   Alternate HMC

    The Manage Alternate HMC dialog allows you to perform the following four actions related to the alternate HMC (see Figure 3-14 on page 56):

    •Switch HMCs

    •Query switchover capabilities

    •Mirror primary HMC data

    •Disable automatic switchover
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    Figure 3-14   Manage Alternate HMC

    3.1.6  Client application integration using the API

    The primary HMC can be integrated into client applications for any of the ensemble management and operational functions it provides through the use of the application programming interface. There are many possible uses for this API, among which are:

    •Creation, operation, reporting, and destruction of virtual servers

    •Creation, reporting, and destruction of virtual networks

    •Definition, reporting, and removal of disk storage 

    •Extracting and reporting of ensemble performance data

    •Notification of status changes to management applications

    •Notification of configuration changes to management applications

    •Implementing or extracting performance policies

    Use of this API is subject to the same access controls and auditing as the traditional HMC user interface. 

    Before a client application can utilize the new API, it must be enabled. Just like the graphical user interface, an authorized user ID and password must be used when accessing the API. By default, the web services API is disabled on the HMC. When disabled, the HMC internal firewall is configured to prohibit connections to any of the TCP/IP ports used by the API. When in this state, requests to connect to the API network ports are completely ignored by the HMC, without a connection-refused response. 

    The web services API can be enabled and the scope of access to it configured using the Customize API Settings task in the HMC UI. The Customize API Settings task allows an installation to enable the API via an overall enabled/disabled setting. When enabled, the HMC internal firewall is reconfigured to allow access to the relevant network ports. When the API is enabled with default settings, the HMC allows connections to the API functions from client applications accessing the HMC from any TCP/IP address. For additional security, an installation can configure the HMC to permit connections to the API ports only from selected network addresses or subnets. These addresses or subnets are specified by the Customize API Settings task as well. If specified, these connection restrictions are enforced by the HMC internal firewall. 

    In addition to the overall enablement on/off control and the optional client network address filtering, access to the API is further secured by the requirement for per-user authorization. By default, user access is disabled and attempts to establish an API session are rejected. After a user is permitted to establish API sessions, its actions within those sessions are subject to the HMC's access control model. 

    The steps to enable the API and authorize a user ID to use the API are as follows:

    1.	Select HMC Management and click Customize API Settings (Figure 3-15).
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    Figure 3-15   Customize API Settings selection

    2.	On the Customize API Settings Panel you are initially on the SNMP tab. Click the Web Services tab at the top of the panel (Figure 3-16).
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    Figure 3-16   Customize API Settings

    3.	On the Web Services tab, click the Enable check box to enable the API. You can choose to configure all or only specific IP addresses to connect to the HMC API. We are showing all addresses enabled (Figure 3-17 on page 59). 

    You must also select which user ID will be allowed to connect to the HMC via the API. When finished, click OK to save your changes.
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    Figure 3-17   Enable API and Users

    For auditability reasons it is recommended to use separate user IDs for different API applications. Some API client applications might need fewer or different functions then other API client applications. 

    3.2  Ensemble management, users, and roles 

    This section reviews the traditional data center roles and the users, tasks, and roles when using ensemble management.

    3.2.1  Data center roles

    This section identifies the traditional IT management roles and associated responsibilities in the data center.

    IT Architect: Responsible for development of enterprise architecture, encompassing business requirements, data, security, applications, and technology architecture (infrastructure).

    Systems administrator (SA): Responsible for provisioning (installing and configuring), current operation and maintenance of systems hardware and software infrastructure (operating systems, management programs, platforms availability, backup and restore, and so forth). 

    Application administrator: Responsible for installing, configuring, and managing application software, (database, middleware, and so on), monitoring all functional aspects of one or more applications, including backup and recovery procedures and application access control and audit (security).

    Network administrator: Responsible for network administration (LAN/WAN access for servers, desktop systems, communication devices—switches, routers, firewalls, VPNs). An increasing level of security skills (knowledge of methods and tools) is required to perform this role.

    Storage administrator: Responsible for managing computer storage environments, implementing new storage systems, storage space statistics and trends, maintaining data accessibility. In addition to storage space and resources, one of the most important aspects of storage management is managing the ever more complex Storage Area Network (SAN) environment.

    Security administrator: Responsible for implementing security imposed by business requirements, and covering users, data, application, and infrastructure (HW and SW) security.

    Generally, enterprise IT environments consist of a variety of platforms and applications. Thus all roles have to work closely together to implement and maintain the IT environment, following the specifications, guidelines, and rules established at the enterprise level.

    One of the most important aspects of IT management is role delegation and the task-based IT management needed for resource leverage in today’s complex environments.

     

    
      
        	
          Note: With the advances in technology, and with the introduction of virtualization, the IT management roles have increased in complexity and the requirement for cross-teaming has become more prevalent.

        
      

    

    3.2.2  zEnterprise management roles

    The zEnterprise system introduces a set of new interfaces and disciplines to control and manage the heterogeneous, workload-oriented environment. There clearly needs to be organizational alignment to specific operational disciplines across the ensemble. Although responsibilities differ across organizations, the tasks and ownership necessary for each zEnterprise discipline is common. This allows us to categorize these requirements into roles (Table 3.2.3 on page 61).

    Table 3-8   Ensemble management roles and responsibilities

    
      
        	
          Role

        
        	
          Responsibilities and example commands used

        
      

      
        	
          Ensemble administrator

        
        	
          Create and manage the zEnterprise ensemble

          Create ensemble, Add member, and so on

        
      

      
        	
          Virtual network administrator

        
        	
          Manage virtual networks, hosts, and MAC prefixes

          Manage virtual networks, Add hosts to virtual networks, Create VLAN IDs

        
      

      
        	
          Virtual server administrator

        
        	
          Manage virtual servers

          New/Modify virtual server, Add virtual disk, Migrate

        
      

      
        	
          Virtual server operator

        
        	
          Perform and schedule virtual server activation/deactivation, mount virtual media

          Activate, Deactivate, Mount virtual media, Console session

        
      

      
        	
          Storage resource administrator

        
        	
          Manage storage resources—Storage access lists, WWPNs, z/VM storage groups

          Export WWPN, Import SAL, Add storage resources

        
      

      
        	
          Workload administrator

        
        	
          Manage workloads

          New/Modify workload, Add/Remove virtual servers

        
      

      
        	
          Performance management administrator

        
        	
          Manage performance policies

          New/Modify performance policy, Import policy

        
      

      
        	
          Performance management operator

        
        	
          Perform and schedule policy activations and create threshold notifications

          Activate, Export policy, Monitor system events

        
      

      
        	
          Energy management administrator

        
        	
          Manage power settings including power capping and power savings

          Set power cap, Set power savings mode, Set zBX power policy

        
      

    

    3.2.3  Ensemble management tasks and roles

    New, predefined roles enable control of the different management disciplines in an ensemble and association of these roles with new or existing HMC users. 

    Default user IDs and passwords are predefined as part of the base Hardware Management Console (HMC) application. The Access Administrator (AA) should create new user IDs and passwords for each user as soon as the console is installed. In addition to the traditional predefined user IDs (ACSADMIN, OPERATOR, SYSPROG, SERVICE, ADVANCED), two new user IDs and passwords are provided for ensemble management:

    •ENSADMIN

    •ENSOPERATOR

    The default password for both user IDs is PASSWORD. 

    Each user ID has predefined roles to perform specific tasks designed for the role. 

    The predefined user ID ENSADMIN is authorized for the task and object roles listed in Table 3-9.

    Table 3-9   ENSADMIN task and object roles

    
      
        	
          Object role

        
        	
          Task role

        
      

      
        	
          All zCPC Managed objects

          BladeCenter objects

          Defined zCPC Managed objects

          Ensemble object

          IBM Blade object

          IBM Blade Virtual Server object

          ISAOPT Blade object

          Storage Resource objects

          Virtual Network objects

          Workload objects

          z/VM Virtual Machine objects

        
        	
          Energy Mgt Administrator

          Ensemble Administrator

          Performance Mgt Administrator

          Storage Resource Administrator

          System Programmer

          Virtual Network Administrator

          Virtual Server Administrator

          Workload Administrator

          z/VM Virtual Machine tasks

        
      

    

    The predefined user ID ENSOPERATOR is authorized for the task and object roles listed in Table 3-10.

    Table 3-10   ENSOPERATOR task and object roles

    
      
        	
          Object role

        
        	
          Task role

        
      

      
        	
          All zCPC Managed objects

          BladeCenter objects

          Defined zCPC Managed objects

          Ensemble object

          IBM Blade object

          IBM Blade Virtual Server object

          ISAOPT Blade object

          Storage Resource objects

          Virtual Network objects

          Workload objects

          z/VM Virtual Machine objects

        
        	
          Advanced Operator

          Performance Mgt Operator

          Virtual Server Operator

        
      

    

    Both predefined users can be used for the creation and definition of an ensemble and its members.

    Use the Manage Users wizard on the HMC to define new user IDs based on selected roles for the user. Access Administrator authority is required to add, remove, or modify users. 

    The Task role defines the tasks allowed for the user, whereas the Resource role defines the resources a task can perform. 

    The task roles on the HMC for ensemble administration and management are:

    •Ensemble administrator

    •Virtual network administrator

    •Virtual server administrator

    •Virtual server operator

    •Storage resource administrator

    •Workload administrator

    •Performance management administrator

    •Performance management operator

    •Energy management administrator

    The resource roles on the HMC for ensemble management and their predefined tasks are as follows:

    Ensemble object	Creation of a new ensemble, add and removal of ensemble member, and delete ensemble

    Virtual network objects	Creation of new virtual networks, add and remove hosts, manage ensemble MAC addresses. and configure the Top-of-Rack switch

    IBM Blade virtual server object	Mount virtual media, manage consoles, and create a dump

    Storage resource object	Import SAL, export WWPNs, and add and remove storage resources and storage groups

    BladeCenter object	Configure Top-of-Rack (TOR) switch, set power cap and power savings mode, and define BladeCenter details

    IBM Blade object	Migrate, set power cap and power savings mode

    IBM ISAO blade object	Customize network settings, set power cap and power savings mode, and manage the ISAO cluster size

    Workload object	Create new workload, create and activate performance policy, create reports for workload, service class and virtual servers.

    Figure 3-18 is an example of the Add User panel, where you can select to authorize a user to perform specific task roles and manage selected resource objects.

    [image: ]

    Figure 3-18   HMC - Resource and Task roles

    Multiple resource and task roles can be selected for a user. If a user has to perform more than one role in ensemble management, proper task and object roles have to be selected for this user.

    3.2.4  Ensemble administrator role

    The ensemble administrator is responsible for creating and managing an ensemble. The main tasks for an ensemble administrator are:

    •Create ensemble

    •Add member to ensemble

    •Remove member from ensemble

    •Delete ensemble

    The resource role needed for these tasks is the ensemble object role.

    The ensemble administrator role is the minimum required to create an ensemble and add members to that ensemble. The ensemble object role must be selected for the user as a managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for that user. The task index for an ensemble administrator is displayed in Figure 3-19.
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    Figure 3-19   Task index for an ensemble administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.5  Virtual network administrator role

    The virtual network administrator is responsible for managing virtual networks, hosts, and MAC prefixes. This includes adding hosts to virtual networks and creating VLAN IDs. The main tasks for the virtual network administrator are:

    •Add hosts

    •Remove hosts

    •Create new virtual network

    •Delete virtual network

    •Manage ensemble MAC addresses

    •Configure top-of-rack switch

    The resource role involved for the tasks is the virtual network, and ensemble object role.

    The virtual network administrator role is the minimum required to perform tasks on virtual network resources. The ensemble, virtual network, and all zCPC managed objects role must be selected for the user as managed objects when creating the user ID.

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for the virtual network administrator is shown in Figure 3-20.
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    Figure 3-20   Task index for a virtual network administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.6  Virtual server administrator role

    The virtual server administrator is responsible for managing virtual servers. This includes adding and modifying virtual servers, adding virtual disks, and managing z/VM virtual machines and z/VM virtual switches. The main tasks for the virtual server administrator are:

    •Create new virtual server

    •Delete virtual sever

    •Define virtual server details

    •Manage z/VM virtual machines

    •Manage z/VM virtual switch

    The resource role involved for the tasks is the z/VM object and the blade virtual server object role.

    The virtual server administrator role is the minimum required to perform tasks on virtual servers. The IBM virtual server objects role must be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for virtual server administrator is displayed in Figure 3-21 on page 66.
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    Figure 3-21   Task index for virtual server administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.7  Virtual server operator role

    The virtual server operator is responsible for performing and scheduling virtual sever activation/deactivation and mounting virtual media. The tasks for the virtual server operator are:

    •Activate

    •Deactivate

    •Mount virtual media

    •Schedule activate

    •Schedule deactivate

    The resource role involved for the tasks is the IBM Blade virtual server object.

    The virtual server operator role is the minimum required to perform tasks on virtual server resources. The IBM Blade virtual server and z/VM virtual machine objects role must be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for a virtual server operator is displayed in Figure 3-22 on page 67.
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    Figure 3-22   Task index for Virtual Server Operator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.8  Storage resource administrator role

    The storage resource administrator is responsible for managing storage resources. The storage management tasks include:

    •Add storage resource

    •Remove storage resource

    •Add storage resource to group

    •Remove storage resource from group

    •Import storage access list (SAL)

    •Export World Wide Port Name (WWPN) list

    The resource roles involved for the tasks are zCPC managed object, ensemble object, and storage resource object. 

    The storage resource administrator role can also use the Discover Storage Resources option in the Unified Resource Manager to find available storage resources and to select the discovered storage resources that should be added to a hypervisor.

    The storage resource administrator role is the minimum required to perform tasks on virtual storage resources. The zCPC managed object, ensemble object, and storage resource objects role must be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for a storage resource administrator is displayed in Figure 3-23 on page 68.
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    Figure 3-23   Task index for storage resource administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.9  Workload administrator role

    The workload administrator is responsible for managing workloads in an ensemble.

    •Define new workload

    •Delete workload

    •Monitor workload details

    The resource role involved for the tasks is the workload and ensemble objects.

    The workload administrator role is the minimum required to perform tasks on workload resources. The workload and ensemble object role has to be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for a workload administrator is displayed in Figure 3-24.
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    Figure 3-24   Task index for workload administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.10  Performance management administrator role

    The performance management administrator is responsible for managing performance policies, specifically:

    •Create new performance policy

    •Create new service class

    The performance management administrator role is the minimum required to perform tasks on performance policies and service classes. The workload object role has to be selected for the user as managed object when creating the user ID.

    Click the Task Index icon on the HMC to display the tasks available for that user. The task index for a performance management administrator is displayed in Figure 3-25.
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    Figure 3-25   Task index for performance management administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.11  Performance management operator role

    The performance management operator is responsible for scheduling policy activation and and creating threshold notification, specifically:

    •Activate policy

    •Export policy

    •Monitor system events

    The resource roles involved for the task are workload object, ensemble object, IBM Blade virtual server object, and zCPC managed object.

    The performance management operator role is the minimum required to perform tasks on policies. The workload object role has to be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for a performance management administrator is displayed in Figure 3-26 on page 70.
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    Figure 3-26   Task index for performance management operator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.12  Energy management administrator role

    The energy management administrator is responsible to manage power setting and power policies, specifically:

    •Set power capping

    •Set power save mode

    •Set zBX power policy

    The resource role involved for the tasks is the BladeCenter, blade, ISAO blade, and the zCPC managed object.

    The energy management administrator role is the minimum required to perform tasks on power settings. The BladeCenter, blade, ISAO blade, and the zCPC managed object role has to be selected for the user as managed object when creating the user ID. 

    Click the Task Index icon on the HMC to display the tasks available for the user. The task index for a energy management administrator is displayed in Figure 3-27.
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    Figure 3-27   Task index for energy management administrator

    Click the task to be performed; the program guides you to select proper objects for this task.

    3.2.13  Users task and resource role worksheet

    When creating new user IDs to manage an ensemble it is useful to document the user ID, tasks, and object roles. A sample worksheet can be used to document user IDs and their associated task and resource roles (see Table 3-11). Fill in the user IDs in the first row and then mark with an X which objects and tasks each user ID will be permitted to access.

    Table 3-11   User IDs and associated task and object roles

    
      
        	
          HMC User parameter

        
        	
          User 1

        
        	
          User 2

        
        	
          User 3

        
      

      
        	
          User name

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Description

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Resource Roles

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          All Directors/Timers Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          All Fiber Saver Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          All zCPC Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          BladeCenter Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Defined Directors/Timers Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Defined Fiber Saver Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Defined zCPC Managed Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Ensemble Object

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          IBM Blade Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          IBM Blade Virtual Server Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          ISAOPT Blade Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Storage Resource Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Virtual Network Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Workload Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          z/VM Virtual Machine Objects

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Task roles

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Access Administrator Director/Timer Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Access Administrator Fiber Saver Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Access Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Advanced Operator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          CIM Actions

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Energy Mgt Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Ensemble Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Operator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Performance Mgt Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Performance Mgt Operator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Service Fiber Saver Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Service Representative Director/Timer Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Service Representative Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Storage Resource Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          System Programmer Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Universal Director/Timer Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Universal Fiber Saver Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Virtual Network Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Virtual Server Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Virtual Server Operator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Workload Administrator Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          z/VM Virtual Machine Tasks

        
        	
           

        
        	
           

        
        	
           

        
      

    

    3.3  Ensemble functions (wizards) in the HMC

    This section covers new functions available on HMC and SE with the Unified Resource Manager suite. There are new functions available on the HMC to help the user perform tasks on the HMC. Several wizards are available to provide guidance through the different tasks. 

    3.3.1  Manage users wizard

    The manage users wizard guides the user through all the steps required to create, modify, or remove users. To start the manage users wizard select HMC Management on the navigation panel, then click Manage Users Wizard (Figure 3-28 on page 73). ACSADMIN authority is required to run the manage users wizard.
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    Figure 3-28   HMC Manage Users Wizard

    On the left side of the Manage Users Wizard welcome panel is a list of the options available from this panel (Figure 3-29).
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    Figure 3-29   Manage Users wizard

    Click Next to start a guided tour to create, modify, or remove a user. 

    3.3.2  Ensemble management guide 

    The Ensemble Management Guide is available on the HMC if either the manage or automate suite is installed. Selection of the Ensemble Management object displays the Ensemble Management Guide task in the task list (Figure 3-30 on page 74). 
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    Figure 3-30   Ensemble Management Guide task 

    Click Ensemble Management Guide to access the Ensemble Management Guide panel (Figure 3-31).
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    Figure 3-31   Ensemble Management Guide start panel

    This panel provides a guide to set up an ensemble. Some tasks are optional (specifically, Customize User Controls, User Profiles and View Documentation) and can be skipped if already done. Click any Task to start the associated task wizard. 

    3.3.3  New virtual server wizard

    Use the new virtual server wizard to create a new server on a hypervisor. The wizard guides you through all the required steps and tasks to define processors, memory allocation, network and storage settings, and to select workloads and performance settings. A boot option for either network or virtual media also has to be specified for the virtual server.

    The new virtual server wizard can be started from the Ensemble Management Guide by clicking the New Virtual Server task to access the Welcome panel (Figure 3-32).
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    Figure 3-32   New virtual server Welcome panel

    Click Next to navigate through the required tasks displayed on the left side of the panel. On subsequent panels select the target ensemble member and the hypervisor. 

    When all the required tasks have been completed, the summary lists all settings specified for the new virtual server. If any setting is not correct, go back to the appropriate task and change the settings. Figure 3-33 shows a sample summary panel. If all settings are correct, click Finish to create the new virtual server.
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    Figure 3-33   New Virtual Server summary

    3.3.4  Mount virtual media wizard

    The mount virtual media wizard will guide you through the steps required to mount virtual media onto a virtual server’s DVD. The wizard can be started from the Ensemble Management Guide wizard. After selecting the desired virtual server, select the media source (Figure 3-34).
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    Figure 3-34   Select virtual media source

    The source options available are an ISO image on HMC, a remote workstation, or a Guest Platform Manager Provider (GPMP). Select the appropriate media source and click Next. On the next panel you can browse for the media and make it the primary boot device.

    3.3.5  New workload wizard

    Use the new workload wizard to create a a new workload. The wizard guides you through all the required steps. Go through the tasks to select the virtual server performing the work, create performance policy, define service classes, and activate the workload.

    On the Ensemble Management Guide, select the New Workload task to access the new workload panel (Figure 3-35). Click Next to navigate through the required tasks displayed on the left side of the panel.
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    Figure 3-35   New workload name

    3.3.6  Performance policy wizard

    Use the performance policy wizard to create a performance policy. A performance policy specifies performance goals for work running in a workload. The wizard guides you through the required steps to define business importance, create service classes, and define work classification for the policy. 

    1.	The New Performance Policy option can be started from the Ensemble Management Guide (Figure 3-31) by clicking the New Performance Policy task. The new performance policy welcome panel is displayed (see Figure 3-36). Click Next.

    2.	From the list of workloads defined in the ensemble, select the desired workload for the new performance policy.
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    Figure 3-36   New performance policy

    3.	Click Next to navigate through the required tasks displayed on the left side of the panel to create a new performance policy. 

    Once completed there is a summary of the defined performance policy (Figure 3-37 on page 78).
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    Figure 3-37   New performance policy summary

    3.4  Installation of HMC and Unified Resource Manager suite

    The installation of the HMC and the Unified Resource Manager firmware is done by the IBM service representative. Two HMCs, a primary and an alternate, are mandatory with an ensemble. These HMCs must be running with Version 2.11 or later and feature code 0091(Manage suite). Feature code 0020 (Automate suite) is optional.

     

    
      
        	
          Note: The primary and alternate HMCs must be connected to the same subnetwork to allow the alternate HMC to take over the IP address of the primary HMC during failover processing.

        
      

    

    3.5  HMC access and availability

    Prior to the zEnterprise system and the new ensemble management functions, the availability of the HMC was not as critical because its role was more passive. But with the addition of ensemble-related functions in the zEnterprise this situation has changed. 

    3.5.1  Implementing HMC access control 

    Prior to the zEnterprise system, the HMC did not contain any configuration or status information other than configuration information for the HMC itself. It was not involved in ongoing support other than call-home, for which redundancy was provided. It was possible to turn the HMC off and there would be no effect on operations of the managed systems.

    With the addition of ensemble-related functions, the HMC it is now the authoritative holder of some ensemble-scoped configuration not held by any of the nodes in the ensemble. Some configuration actions are available only from the HMC managing the ensemble, not the Support Element (SE). The HMC also has a role in monitoring workload performance. This change in role requires some additional planning and redundancy in the HMC configuration to improve availability.

    3.5.2  HMC backup

    Because the HMC is a requirement for the ensemble, it is important to ensure that all critical data on the SE and the HMC is secure. A backup should be performed after every important configuration change to keep the data secure. Also take regular backups of the HMC to protect the data even if no changes were performed in the HMC or SE.

    To perform an HMC backup and schedule a regular backup use the following steps:

    4.	Log on to the HMC using a Sysprog type user. 

    5.	Select HMC Management → Backup Critical Console Data (Figure 3-38). 
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    Figure 3-38   HMC - Backup Critical Console Data

    6.	Select Customize Schedule Operations in the Configuration section under HMC Management (Figure 3-39 on page 80).
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    Figure 3-39   Scheduled operation for HMC backup 

    For more detailed information refer to System z Hardware Management Console Operations Guide, SC28-6895.

    3.5.3  Planning access control

    The ensemble environment requires some new tasks to be performed in the System z environment. A new class of users perform actions on the HMC to manage the ensemble. New users can be defined and assigned specific object and tasks based on their roles in the ensemble. Some examples of these users are:

    •Ensemble management users

    •Storage management users

    •Network management users

    •Virtual server management users

    •Monitoring users

    •Performance management users

    The users defined can be tied to the management infrastructure defined in the ensemble environment. It is possible to configure a user with any authority needed. Besides the tasks and roles already defined for ensemble management it is possible to create any combination of tasks and objects. New tasks and objects can also be defined to match the already existing management infrastructure.

    Another important issue for the new user classes is password management. As more users use the HMC a more restricted password management policy should be implemented, either locally or LDAP-managed. When defining a user password, the type of management (either local authentication or LDAP server) can be selected. 

    For more details about how to manage the HMC authentication refer to System z Hardware Management Console Operations Guide, SC28-6895.

    3.6  Implementing ensemble HMC user roles and tasks

    To accomplish this task you should have the appropriate worksheet and the following manuals available to you:

    •zEnterprise System Introduction to Ensembles, GC27-2609

    •zEnterprise System Hardware Management Console and Support Element Operations Guide for Ensembles, SC27-2606

    The ensemble introduces a number of new HMC user resource roles and task roles detailed in 3.2, “Ensemble management, users, and roles” on page 59. Our scenario requires different user IDs because it is expected in a hybrid environment that combines many disciplines using a single user interface, the Unified Resource Manager. In your scenario, you might decide to assign multiple roles and tasks to a single user ID.

    Two ensemble user IDs, ENSADMIN and ENSOPERATOR, are provided initially. We select a single user ID, VNADMIN, to demonstrate how to create a new user ID. This user ID manages the Virtual Network Administrator Tasks and the Virtual Network Objects for the ensemble. We do not show how to create all the other user IDs that are required.

    On our planning sheet we list our new user ID VNADMIN. The resource and task roles for this user ID are listed in Table 3-12, which is an excerpt from our planning worksheet. 

    Table 3-12   user ID worksheet for the ensemble (Sample for VNADMIN only)

    
      
        	
          User ID

        
        	
          Resource Roles

        
        	
          Task Roles

        
      

      
        	
          VNADMIN

        
        	
          Ensemble Objects

        
        	
          Virtual Network Administrator

        
      

      
        	
          Virtual Network Objects

        
      

      
        	
          All CPC Managed Objects

        
      

    

    Remember to consult your user ID planning worksheet before completing this task. The worksheet should document the user IDs, roles, and tasks for each user. 

    Use the following steps to create the new user ID VNADMIN: 

    1.	Log in with the ACSADMIN user ID or an equivalent user ID with the necessary access. On the HMC, highlight the HMC Management item in the left navigation panel and select Manage Users Wizard. Refer to “Manage users wizard” on page 72 for further details about how to use this wizard.

    2.	As you proceed through the manage users wizard panels, you are guided through a task list on the left of each panel. On the Welcome panel select Pick a Task, then click Next. On the next panel select Create a New User as shown in Figure 3-40 on page 82. Select Next.
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    Figure 3-40   Selection of the user management task

    3.	Select Create a User From Scratch as shown in Figure 3-41 and select Next.
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    Figure 3-41   Manage User Wizard: Creating a new user

    4.	In the Create/Modify a User panel you can enter the user name and description. The user ID in the HMC is case-sensitive. Fill in the fields as shown in Figure 3-42.
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    Figure 3-42   Manage User Wizard: Create or Modify a User

    5.	Click Next and the panel to select the authentication type is displayed as shown on Figure 3-43. We decided to use local authentication and selected the appropriate radio button. 
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    Figure 3-43   Manage User Wizard: Selecting the user ID authentication method

    6.	Click Next to enter the password as shown in Figure 3-44. The default rule is for a password length between 4 and 8 characters. On this panel you can select Define Rules if you need to change the password rules. We entered a password that fits the default rules and press Next.
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    Figure 3-44   Entering the password for the new user

    7.	The minimum requirement for a Virtual Network Administrator is to be able to manage Ensemble Objects, Virtual Network Objects, and All CPC Managed Objects. We place check marks in the select fields next to the Role names, as shown in Figure 3-45, and press Next.
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    Figure 3-45   Selecting Object Roles for a new user

    8.	We select the Virtual Network Administrator task (Figure 3-46.) and click Next. 
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    Figure 3-46   Selecting the tasks for the new user, the Virtual Network Administrator 

    9.	In the Confirmation Settings we retain the defaults as shown in Figure 3-47 and click Next. 
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    Figure 3-47   Confirming the new user ID creation

    10.	The option to Show tips each time you logon is not selected (see Figure 3-48). We decide to forgo this selection, you can always modify this selection later. We then press Next.
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    Figure 3-48   Object Control Settings

    11.	We select Tree Style, which we found to be an easier navigation tool for the new ensemble functions (see Figure 3-49 on page 85). You might prefer the Classic Style if you are already familiar with the look of the classic HMC. 
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    Figure 3-49   Manage User Wizard: User Interface style (classic versus tree)

    12.	Click Next to the get to the Tree Style Settings panel shown in Figure 3-50. We decided to retain the defaults.
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    Figure 3-50   Manage User Wizard: Tree Style Settings

    13.	We now review our settings for the new user ID (Figure 3-51 on page 86).
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    Figure 3-51   Manage User Wizard: Settings

    14.	The next panel is a summary of all the selections (Figure 3-52). After you verify the selections you have completed this task. Click Finish.
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    Figure 3-52   Manage user wizard: Summary

    15.	You are now back to the initial tree structure of the Unified Resource Manager. Select the User Profiles task to change a user ID and its roles, tasks, and settings (Figure 3-53 on page 87).
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    Figure 3-53   Main Unified Resource Manager panel: User Profiles

    16.	Select the user you want to edit, to add or remove new ensemble HMC roles or objects. As shown in Figure 3-54, we selected the radio button for the VNADMIN user we just created. The other user IDs that we created are also displayed in this panel.
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    Figure 3-54   Managing user profiles that have been created

    17.	Select Edit from the action bar to open the Modify User panel as shown in Figure 3-55 on page 88.
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    Figure 3-55   Modifying a user ID

    18.	As the ACSADMIN user, you can alter this user’s authorities, views, assigned roles, and assigned task roles. Click OK when you finish viewing or changing the entries in this panel.
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[image: ]

Planning the ensemble

    In this part we introduce a planning approach for moving from your current environment to a zEnterprise ensemble. We discuss the three main virtual components: networking, storage, and servers.
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Planning and design approach

    This chapter provides a structured planning and design approach that can aid in the implementation of a zEnterprise ensemble. It describes our environment, identifies the components, and summarizes a method for collecting information necessary for creating a high-level design that supports the deployment of workloads in a zEnterprise ensemble.

    “Fit for purpose” exercises are outside the scope of this publication. Our starting point focuses on the implementation phase of the ensemble to support our workloads.

    The planning chapters that follow use the high-level design from this chapter to create more detailed plans for implementing the ensemble.

    4.1  Our planning and design process

    This chapter describes the planning and design process we used to create a high-level design for redeploying our existing three-tier workloads to a zEnterprise ensemble. 

    For the purpose of this publication, the examples used are based on a scenario that consists of an existing environment on distributed architectures, and the target environment on a zEnterprise ensemble. The objective is to address the infrastructure requirements for our workloads.

    The steps involved are:

    1.	Gathering requirements: Map the requirements to features, functions, topology, and technologies, which help determine the high-level design of the ensemble. A key requirement while consolidating and simplifying the infrastructure is to take advantage of the zEnterprise System hardware and management capabilities for better operational support. 

    2.	Physical and logical inventory: Collect and review documentation pertaining to the existing environment for a clear understanding of the physical resources that make up the infrastructure. Identify the components and functions of the existing workloads, including the protocols and data traffic flow between the components.

    3.	Reconciling and optimizing: When designing the solution, evaluate the output from the physical and logical inventory to determine the components that can be grouped for placement or consolidation. Reports from the existing infrastructure are used to determine the utilization and performance of the resources. 

    4.	Designing the solution: Create a high-level design that incorporates the necessary components, functions, and requirements for redeploying the existing workloads. The high-level design is used in the planning chapters to assist with the details and the decisions for provisioning and implementing the ensemble.

    During this process, we found that having current and accurate documentation (planning, design, implementation, and final) was essential to the successful implementation and operations of our environment.

     

    
      
        	
          Important: For planning and design purposes, it is necessary to have detailed information about the operating system versions and support levels, application software versions, application security methods, compatibility data, support information, and so on. You should also make sure that your applications are compatible with the target environment.

        
      

    

    The following sections include descriptions and diagrams of both the existing and target environments and provide additional details about each step of our process. 

    4.2  Gathering requirements

    The requirements for our target environment are the same as those applied to the existing environment. We must ensure high availability, scalability, security, and performance based on service level characteristics.

    The workloads to be redeployed are based on a three-tier client-server solution, each consisting of the following:

    1.	Front-end web server - presentation layer

    2.	Middleware (application) server - business logic layer

    3.	Back-end database server - data serving layer

    Other requirements that should be considered are:

    •Business requirements: Simplify and standardize the environment to allow more flexibility, efficiency, and responsiveness; improve business performance.

    •Operational requirements: Make use of a single management and policy framework to lower the cost of enterprise computing, enhance quality of service characteristics, and manage risks. The dynamic resource management of the zEnterprise can be extended to all layers within a multitier architecture to improve quality of services.

    •Organizational requirements: Reduce the level of manual coordination to free up staff to train and focus on business application function development.

    4.3  Physical and logical inventory

    The overall goal of the physical inventory is to identify and verify what we have installed in our environment. Through on-site visual inspections, and the review and evaluation of available documentation, we determine what physical resources are installed. 

    Whereas the goal of the physical inventory is to identify and verify what is installed, the objective of the logical inventory is to understand the components and functions that are actually being used to support the workloads.

    The logical inventory also provides important information about data traffic flow between the components and the protocols that are used for the existing workloads.

    The following sections describe our existing environment, workloads, and the infrastructure, which includes the network and storage resources.

    4.3.1  Existing environment

    The existing environment runs in a distributed platform environment and represents a typical deployment for a multitier application. The distributed platform with all the components is presented in Figure 4-1 on page 94.

     

    
      
        	
          Note: For simplicity we do not include redundant connections, but any high availability design should always avoid single points of failure.
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    Figure 4-1   Existing environment 

    4.3.2  Existing workloads 

    It is important to understand the data traffic flow and the functions of the applications to plan and design the target network and virtual server infrastructure.

    The data traffic flow between the components and the protocols of our existing workloads are shown in Figure 4-2 on page 95. 
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    Figure 4-2   Existing application environment 

    The existing application environment is deployed using a three-tier architecture. The tiers are as follows:

    •Tier 1- Presentation layer: HTTP servers 

    •Tier 2 - Business logic layer: WAS servers

    •Tier 3 - Data serving layer: DB2 server 

    For security reasons, data traffic flowing between tiers is isolated within the network, using firewalls.

    4.3.3  Existing servers 

    The existing environment is a typical configuration that consists of servers in both the distributed environment and on System z.

    We identified the following characteristics:

    •Type of servers and operating system (AIX, Linux on System x, z/OS, z/VM, Linux on System z, Microsoft Windows, and so on)

    •Server configuration and utilization (memory, processors, I/O, and so on)

    Reports from the existing servers can be used to determine the utilization and performance of those resources. Consequently, adjustments can be made when creating the target environment.

    4.3.4  Existing network

    The existing network environment (see Figure 4-3 on page 96) is a typical LAN configuration that contains switches, routers, and firewalls. Additionally, we need to identify and evaluate the following characteristics:

    •Network security implementation

    •Traffic segmentation and application layer access (physical and logical)

    •Management network (backup, maintenance control, software repository, and so on)

    The existing data access network infrastructure had four segments isolated by firewalls:

    •Client management tools segment

    •Client network <--> HTTP servers segment

    •HTTP server <--> WAS servers segment

    •WAS server <--> DB2 server segment

    Just as the applications are separated by tiers, network traffic is also segregated by tiers. The firewalls control the communication between the servers and clients:

    •The clients can communicate with the HTTP servers using only HTTPS protocols

    •The HTTP servers can communicate with the WAS servers using only HTTPS protocols

    •The WAS servers can communicate with the DB2 server using only JDBC Type 4 protocols

    Knowing how the data traffic flows between the components and the protocols of the existing workloads helps us understand the placement of the firewalls and whether they can be replaced with VLAN isolation.
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    Figure 4-3   Existing network environment 

    Per application requirements, the HTTP and WAS servers are each connected to two segments. For availability purposes, all servers are connected to their respective network segments using two different network adapters.

    4.3.5  Existing storage

    In our case the existing storage environment consists of two separate Storage Area Networks: one for System z and one for AIX, Linux, and Windows as shown in Figure 4-4. 

    We identified the following aspects:

    •Type of storage and protocol (fixed block, ECKD, Fibre Channel, FICON)

    •Storage size for each individual server, operating system, and application

    •Storage Area Network (zoning capabilities)

    The information we need to collect includes the subchannel addresses and volume names for the ECKD devices and WWPNs and the LUN IDs for the FCP and SCSI devices.

    The storage controller is configured with ECKD and SCSI devices. z/OS and z/VM use ECKD devices. Linux on System z, Linux on System x, Windows, and AIX servers use Fibre Channel access to fixed block disk devices (LUNs).

    For availability purposes, all servers are connected to the SAN environments using two different SAN adapters and Fibre Channel switches. 
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    Figure 4-4   Existing storage configuration

    4.4  Reconciling and optimizing

    The physical and logical inventory is used to identify components and functions that can be grouped, placed, or incorporated differently in the high-level design. This analysis is performed as follows:

    •Break down the environment and identify the following components:

     –	Servers, operating systems, and applications (parts of the workloads)

     –	Storage / SAN

     –	Networking / access (security) zones / segments

    •Review the operational aspects:

     –	Network topology (hardware nodes, locations, and so on)

     –	What runs where (placement)

     –	Service level characteristics (performance, availability)

     –	Management and operations

    •Identify deployment units: 

     –	One or more components, grouped for convenience of placement

     –	Placed together or separately on a node

     –	Execution, data, and installation aspects 

    Review which deployment units or groupings of components can be deployed as a group to the same node or operating platform. Deployment units are influenced by service level characteristics and multitier architectures. If an application is divided into a presentation layer, a business logic layer, and a data serving layer, then it is convenient to group the different components into corresponding presentation deployment units, business logic deployment units, and data access deployment units that are to be deployed onto different systems.

    •Review performance reports from the existing infrastructure and plan to optimize resources accordingly. 

    •Review servers to determine if we can clean up or simplify our environment by server consolidation onto fewer hardware instances, using virtualization.

    4.5  Designing the solution

    The output from the reconcile and optimize tasks provides a solid foundation for the ensemble design. Essentially, it defines the target environment with the required functions. During the high-level design process we looked at the output of the reconciling and optimizing step and the requirements.

    To deploy the workloads to the zEnterprise ensemble, we transposed the components and functions to the zEnterprise system environment as shown in Table 4-1 on page 99.

    Table 4-1   Transposing the existing environment to the target environment

    
      
        	
          Existing environment

        
        	
          Target environment

        
      

      
        	
          Distributed platform architectures, consisting of:

          •One System z10® server running z/OS LPARs and z/VM LPARs

          •Two POWER6® servers running AIX

          •Two x86 servers running Linux on System x

          •Two x86 servers running Microsoft Windows

          •Storage resources

          •Network switches and firewalls

        
        	
          A zEnterprise ensemble consisting of:

          •One z196 server running z/OS LPARs and z/VM LPARs

          •One zBX rack with:

           –	Two POWER blades running AIX

           –	Two System x blades running Linux on System x and Microsoft Windows servers

          •Storage resources

          •Network segments and VLANs

          •The Unified Resource Manager running in the HMC

        
      

      
        	
          The components that make up the existing infrastructure are the following:

          •Servers, operating systems, and middleware:

           –	HTTP servers running on AIX each with the following configuration:

           •	Dedicated POWER6 with 3 CPUs and 2 GB RAM

           –	HTTP servers running on Linux on System x each with the following configuration:

           •	Dedicated x86 with 3 CPUs and 2 GB RAM

           –	HTTP servers running on Windows each with the following configuration:

           •	Dedicated x86 with 3 CPUs and 2 GB RAM

           –	WebSphere Application Server (WAS) instances running on Linux on System z in one z/VM LPAR each with the following configuration:

           •	3 virtual CPs and 3 GB RAM

           –	One DB2 database server running in a z/OS LPAR

          •The storage resources:

           –	Fixed block storage for the HTTP servers

           –	Fixed block storage for WAS instances running in a z/VM LPAR

           –	ECKD storage for DB2 in a z/OS LPAR

          •The network segments (security zones), protected by firewalls: (see Figure 4-3 on page 96):

           –	External client network to boundary firewalls

           –	Browser client access network to HTTP servers

           –	HTTP server access to middleware (WAS)

           –	Middleware access to database server (DB2)

        
        	
          The components that make up the target infrastructure are the following:

          •Virtual servers, operating systems and middleware:

           –	HTTP servers running on AIX, each with the following configuration:

           •	2 virtual CPUs (shared, uncapped)1 and 2 GB RAM on POWER7 blade 

           –	HTTP servers running on Linux on System x each with the following configuration:

           •	2 virtual CPUs and 2 GB RAM on System x blade 

           –	HTTP servers running on Windows each with the following configuration:

           •	2 virtual CPUs and 2 GB RAM on System x blade 

           –	WebSphere Application Server (WAS) instances running on Linux on System z in one z/VM LPAR, each with the following configuration:

           •	2 virtual CPs and 2 GB RAM

           –	One DB2 database server running in a z/OS LPAR

          •The storage resources:

           –	Fixed block storage for the HTTP servers

           –	Fixed block storage for WAS instances running in a z/VM LPAR

           –	ECKD storage for DB2 in a z/OS LPAR

          •The network segments (security zones), separated by VLANs (see Figure 4-7 on page 103):

           –	External client network to boundary firewall

           –	Browser client access network to HTTP servers

           –	HTTP server access to middleware (WAS)

           –	Middleware access to database server (DB2)

        
      

    

    

    1 Although dedicated CPU can be used, shared and uncapped enables workload balancing, thus minimizing the need for resources

    In our target environment, we keep the integration of the business logic layer and data serving layer on System z, with the presentation layer on select IBM blades. We consolidate the components and simplify the infrastructure.

    4.5.1  Target environment

    The target environment is redeployed to the zEnterprise System. For the target environment we need to identify the same components and correlate the target servers, network, and storage with the existing environment. An important characteristic about the target environment is that all the servers migrated to the select IBM blades in the zBX are virtual servers. All the target networks are based on VLANs. All the storage needed for the virtual servers in the target environment also must be mapped out in advance.

    The target environment has the same number of servers as the existing environment. For the WAS application we use a different z/VM partition with three new Linux on System z servers. The HTTP servers are running as virtual servers on select IBM blades in the zBX with new operating systems. The z/OS LPAR was migrated into the ensemble and the DB2 database server remains unchanged. The resulting environment is shown in Figure 4-5.
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    Figure 4-5   Target environment 

    With the implementation of Layer 2 VLAN technologies the firewalls and the other network components are replaced by the Top of Rack (TOR) switches in the zBX. The existing client network is now connected into the intraensemble data network (IEDN) TOR switches.

    The storage components are shared between the existing and the target environment. The AIX, Linux on System x, Windows, and Linux on System z servers will use new LUNs for the operating system and application. The storage for z/OS and DB2 remains the same.

    The Unified Resource Manager greatly simplifies management by providing a centralized point of control and configuration for all the ensemble components: storage, virtual servers, and network resources.

    4.5.2  Target workloads

    The logical flow for our target application environment is the same as the existing one. We have the same number of servers and they are logically connected in the same way (see Figure 4-2 on page 95). The only difference is that the HTTP servers are running in the zBX, as shown in Figure 4-6.
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    Figure 4-6   Target application environment 

    The application environment is not changed after we move it to the zEnterprise System. All operating systems and application code remain on the same version and fix levels.

    4.5.3  Target servers

    In our environment, the servers are deployed on select IBM blades (with AIX, Linux on System x, and Windows) in the zBX, and z/VM (with Linux in System z) and z/OS LPARs in the z196.

    The main difference from the existing environment is that all the servers running the application environment (presentation layer and business logic layer) are now virtual servers managed by the Unified Resource Manager.

    The virtual server characteristics and resources must match the server configuration in the existing environment. 

    To implement the target servers the following information must be collected:

    •Processor resources (speed, capacity, virtual processors)

    •Amount of memory

    •Network topology (number and type of adapters, connecting segments) 

    •Storage resources (amount, type, connectivity information)

    •Workload management and workload characteristics

    For further details, see Chapter 7, “Planning the virtual server environment” on page 143.

    4.5.4  Target network

    The zEnterprise System has a built-in network infrastructure. The most significant change you need to plan in your target environment is the network design. 

    The IBM zEnterprise System network infrastructure is based on interconnected, redundant Layer 2 capable network switching. For each zEnterprise node consisting of one z196 or z114 and up to 112 select IBM blades, the switching infrastructure is centralized in two redundant IEDN TOR switches that support 1 GbE and 10 GbE connections. In addition to the IEDN TOR switches, the zEnterprise ensemble network infrastructure also consists of 10 GbE switch modules in the BladeCenter chassis, OSA-Express3 10 GbE features, and virtual network switches. 

    The IEDN infrastructure is based on Layer 2 switching; therefore, the security implementation must be adapted to this type of infrastructure. The data traffic flow of each workload is used for identifying the security zones. This is accomplished by associating the workload tiers (or layers) that communicate with one another into a security zone.

    The IEDN infrastructure is designed so that any unauthorized connection is blocked from accessing the network. This is further described in Chapter 5, “Planning the virtual network environment” on page 105.

    For our environment, we have identified four network security zones and designed zone isolation based on VLAN technologies (see Figure 4-7 on page 103). The VLANs to server (or workload tier) assignments are:

    •VLAN A - Client network and HTTP servers (presentation layer)

    •VLAN B - HTTP and WAS servers (business logic layer)

    •VLAN C - WAS and DB2 servers (data serving layer)

    •VLAN D - Client management for all the servers in the ensemble
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    Figure 4-7   Target network VLAN environment 

    All VLANs are managed by the Unified Resource Manager, which controls the TOR switches. For additional security, MAC filtering will be used for the components (firewall and client management server) that are connected to the external ports in the TOR switches.

    Although the IEDN provides security within the ensemble, access from an external client network should always be through a firewall.

    4.5.5  Target storage

    Before starting the storage configuration in the ensemble we need to perform an inventory of all storage resources to be assigned to the virtual servers. The list contains information such as:

    •WWPN port numbers

    •LUN numbers

    •VOLSER names

    •FICON or FCP numbers - ports, CHPIDs, adapters

    This information is formatted in a specific way and the list is imported into the zEnterprise ensemble configuration. It is possible to assign the storage resources to the hypervisors and then to virtual servers. For details, see Chapter 6, “Planning the storage environment” on page 125.

    The Discover Storage Resources option in the Unified Resource Manager can be used to find available storage resources and to select the discovered storage resources that should be added to a hypervisor.

    The storage for the target environment is similar to the existing one. The only difference is that the HTTP servers running on the IBM blades are now connected to the storage using the internal switches in the zBX BladeCenter chassis, thus consolidating the existing two SANs into one SAN environment, as shown in Figure 4-8.
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    Figure 4-8   Storage configuration in target environment
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Planning the virtual network environment

    This chapter discusses the planning activities for implementing a zEnterprise ensemble network, using our target environment from Chapter 4, “Planning and design approach” on page 91, as an example.

    The zEnterprise System introduces internal virtual networks (VLANs) and additional network attributes that must be addressed. Planning considerations for the internal virtual networks and external networks are also described. We provide worksheets that helped us with the collection of information needed to implement the zEnterprise ensemble network.

    5.1  Our ensemble network scenario

    The high level network diagram that was introduced in the previous chapter is the starting point for our ensemble networking scenario. In this chapter we use the high level diagram to create a detailed design of our network environment. It helps us determine the type of information needed to implement the network for our ensemble. We use worksheets to document the collected information.

    Our target network environment has four network security zones which are isolated by VLANs, as shown in Figure 5-1. The security zones are based on our workload data traffic flow and the server-to-server communication required in the network. The VLANs are assigned as follows:

    •VLAN A - Client network and HTTP servers (presentation layer)

    •VLAN B - HTTP and WAS servers (business logic layer)

    •VLAN C - WAS servers and DB2 server (data serving layer)

    •VLAN D - Client management server for software management purposes in the ensemble
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    Figure 5-1   Target network VLAN environment 

    5.1.1  Planning the network implementation

    Before we start to implement our network scenario we need to complete the following:

    •Review 2.2 “Ensemble networking” on page 11. 

    •Define VLAN IDs for each VLAN (A through D).

    •Create an IP addressing scheme for each VLAN (A through D).

    •Determine the hosts, network components, and IEDN TOR switch ports that will connect to each VLAN (A through D).

    •Create diagrams and collect information with the virtual network names, VLAN IDs, IP subnets and masks, TOR ports (number and types, internal or external), VLAN mode (access or trunk), and hosts names for the servers.

    •Fill out worksheets with all the information necessary to implement the networking environment.

    Based in the network diagram in Figure 5-1 on page 106, there are five different sets of information needed to implement our network in the ensemble. That information pertains to the following areas:

    1.	Virtual network definitions: Creating the VLANs (assigning VLAN IDs and IP subnetwork addressing schemes).

    2.	TOR switch configuration: Establishing internal and external connectivity. This includes IEDN TOR switch ports, ascribing VLAN IDs and port modes (trunk or access) and port types (internal or external to the ensemble).

    3.	Virtual server network configuration: Adding the virtual servers to one or more of the VLANs. 

    4.	z/VM virtual switch (VSWITCH) configuration: The need for a VSWITCH to provide connectivity to virtual servers running under z/VM to the ensemble will depend on the guest operating system’s support of OSX CHPIDs. 

    5.	Operating system configuration: Defining the IP configuration (IP addresses, subnet mask, default gateway) to the operating systems. 

    5.2  General network planning considerations

    The Unified Resource Manager provides network administration and configuration across the ensemble. To enable these platforms to participate in the ensemble, there are some required steps as well as some optional ones that need to be considered.

    Network resources can be categorized in two ways:

    1.	Networks that have been explicitly dedicated to the ensemble and are managed by the Unified Resource Manager.

    2.	Networks that are not a part of the ensemble, but can interact with the ensemble. These networks are outside of the zBX and can be represented by external networks. In our environment we have two external network components (a firewall/router and a management server) that connect to the IEDN TOR switches.

     

     

    Other areas that influence the IEDN design and configuration include security, VLAN enforcement, and IEDN connectivity rules.

    5.2.1  Security in the IEDN

    The IEDN provides a flat network—a physically isolated Layer 2 network that allows members of an ensemble to communicate securely on an internal network. The IEDN TOR switches also allow for security and physical isolation from external networks. Additional security mechanisms of the VLANs enhance the security within the ensemble and allow virtual servers to be isolated from other ensemble members within the IEDN. Standard security practices such as authorization, authentication, routing restrictions, IP filtering, and application security should still be used in external networks that connect to the IEDN. 

    Traditional multitier multiplatform workloads are typically deployed across physical servers connected to one or more external networks. Unrelated workloads often share the same external physical networks and firewalls, and might be needed to ensure workload isolation across and within network boundaries. With the IEDN, multitier, multiplatform workloads hosted within an ensemble can flow across a single virtual network. In this way, different workloads hosted within the ensemble can be in strict isolation from each other. The usual requirement for maintaining a firewall between different server tiers can be eliminated. The need for encryption in the network between servers can also be eliminated because the network between these two servers is now isolated from unrelated network traffic and therefore is more secure.

    Security within the VLAN

    Data traffic cannot be routed between different VLANs without a Layer 3 router. Only nodes that reside in the same VLAN can communicate with each other in the IEDN. The operating systems can still maintain the existing IP filters. With virtual network isolation, a strong access control mechanism is created for virtual servers that are part of the same VLAN within the IEDN. If servers in the ensemble connect to multiple VLANs, IP forwarding should be disabled in the TCP/IP stack. This will ensure complete isolation across VLANs.

    For more information about IEDN security, refer to IBM zEnterprise System - Network Security, ZSW03167-USEN.

    5.2.2  VLAN enforcement

    The hypervisor performs the enforcement of the VLAN ID and MAC address. There are multiple components that serve as hypervisors in the zEnterprise ensemble. A hypervisor might be the OSX port for native z/OS or z/VM, the VSWITCH for virtual servers residing in z/VM, or the VSWITCH in a POWER blade. For others not in these categories the IEDN TOR switches perform the enforcement. 

    For example, if a zEnterprise LPAR is communicating with a virtual server in a zBX blade, the OSX port will perform VLAN enforcement. At the other end, the data that passes through the IEDN TOR switches and the Ethernet Switch Modules (ESMs) without checking, is checked at the VSWITCH in the blade’s hypervisor.

    With z/VM guests that do not support OSX CHPIDs, the z/VM VSWITCH is the enforcement point for VLANs that have been assigned.

    5.2.3  IEDN connectivity rules

    The network connectivity rules for the IEDN are as follows:

    •Up to eight BladeCenter chassis can be connected to the IEDN TOR switches in Rack B of the zBX.

    •Up to eight zEnterprise CPCs can participate in an ensemble via the IEDN TOR switches.

    •When more than one zBX is in an ensemble, they must be cabled together via the IEDN TOR switches in each zBX

    •Although pre-zEnterprise servers do not support CHPID type OSX and cannot participate in an ensemble, they can communicate with resources within an ensemble through OSA connections (for example, via a CHPID type OSD connected to the IEDN TOR switches).

    •Client-managed networks are external to an ensemble and can be connected through:

     –	zEnterprise LPARs that participate in an ensemble and have routing capabilities (for instance, z/OS or Linux on System z)

     –	IEDN TOR switch ports J31 to J37 in Rack B of the zBX 

    The port assignments for the IEDN TOR switches are listed in Table 5-1.

    Table 5-1   Port assignments for the IEDN TOR switches

    
      
        	
          Ports

        
        	
          Assignment description

        
      

      
        	
          J00 - J07

        
        	
          SFP and reserved for zEnterprise CPC (OSX) IEDN connections

        
      

      
        	
          J08 - J211

        
        	
          DAC reserved for BladeCenter SM07/SM09 IEDN connections

        
      

      
        	
          J22 / J23

        
        	
          DAC for TOR switch-to-TOR switch IEDN communication

        
      

      
        	
          J24 - J30

        
        	
          SFP reserved for zBX-to-zBX IEDN connections

        
      

      
        	
          J31 - J37

        
        	
          SFP reserved for client IEDN external connections

        
      

      
        	
          J38 - J39

        
        	
          Reserved for future use

        
      

      
        	
          J40

        
        	
          RJ-45 (not used)

        
      

      
        	
          J41

        
        	
          RJ-45 IEDN Switch Management Port to INMN TOR switch port 46

        
      

    

    

    1 Only eight of the 14 ports are currently used for BladeCenter connections

    For more details regarding the cabling of the IEDN TOR switches, refer to “Cabling on the IEDN TORs to the external client network” on page 180.

    5.3  Planning considerations for virtual networks

    For virtual servers to communicate across the IEDN, they must belong to a virtual network (VLAN). VLAN IDs are a required input for the IEDN; each VLAN ID represents a VLAN in the ensemble. Only virtual servers that reside in the same VLAN can communicate with each other. The VLAN ID range is 10 though 1030. VLAN ID 10 is used by the default VLAN, but it can be changed to a different value if necessary. The default VLAN can be used if isolating virtual servers from one another is not required within the ensemble.

    The decision on the scope and number of VLANs will depend on several factors. For example, security policies could dictate that particular virtual servers in the ensemble can only be allowed to communicate with virtual servers within the same workload, requiring them to be isolated into their own VLAN. Or workload data traffic patterns could determine the need for virtual servers to be in multiple VLANs.

    For our workload, the virtual servers are spread across multiple VLANs, with some virtual servers being members of two or more VLANs. In this environment, assigning separate IP subnetworks to each VLAN is required. A 24-bit subnet mask will be applied to allows us to define up to 253 servers per VLAN in the ensemble. For easier VLAN/subnetwork association, we used the third octet of the IP subnetwork address as the VLAN ID.

    5.3.1  Planning our virtual networks

    Figure 5-2 shows the configuration for our virtual networks, including connections to virtual servers and our client network on VLAN 200. The data protocol that flows on that connection is https type traffic for tier 1 of our 3-tier workload (as shown in Figure 4-6 on page 101). The firewall ensures that only https type traffic will be passed to HTTPG1, HTTPS1, and HTTPB1. The other protocols in the workload are contained within their respective VLANs in the ensemble.

    [image: ]

    Figure 5-2   Our virtual networks

     

    
      
        	
          Attention: In our scenario, we allow all virtual servers to connect to VLAN 100. In a production environment this could be a security exposure, especially if isolating the virtual servers is required. 

          We created VLAN 100 for demonstration purposes only. However, a similar VLAN configuration could be used for installing software to a virtual server and once installed, the virtual server could be removed from the VLAN.

        
      

    

    5.3.2  Worksheet for virtual networks

    The worksheet in Table 5-2 lists the network information needed to configure our virtual networks. In this worksheet we have the names of our virtual networks with their respective VLAN IDs, IP subnets, and masks, and the virtual servers that connect to them.

    Table 5-2   Worksheet for the virtual networks

    
      
        	
          Virtual network name 

        
        	
          VLAN ID

        
        	
          Description

          (IP subnet/mask) 

        
        	
          Platform (virtual server) 

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          199

        
        	
          172.30.199.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPG2)

        
      

      
        	
          System management and admin VLAN

        
        	
          100

        
        	
          172.30.100.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPB2)

          z/VM LPAR A17 (WASG1/WASS1/WASB1) 

          z/OS LPAR A11 (DB2 server)

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          172.30.110.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPB2)

          z/VM LPAR A17 (WASG1/WASS1/WASB1)

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          172.30.99.0/24

        
        	
          z/VM LPAR A17 (WASG1/WASS1/WASB1) 

          z/OS LPAR A11(DB2 server)

        
      

    

    5.4  Planning considerations for the IEDN TOR switches

    The IEDN TOR switches are the core of data communication within the ensemble. All virtual servers, virtual switches, and external network data traffic must traverse the IEDN TOR switches.

     

    
      
        	
          Important: Only IP routers (Layer 3) can connect a client data network to the ensemble via the IEDN TOR switches. See Table 5-1 on page 109 for the designation of the external ports in the IEDN TOR switches.

          Connecting a Layer 2 switch to any external port in the IEDN TOR switches is not supported. One reason for this is to prevent potential risk of introducing broadcast floods and STP loops in the client data network, because the IEDN TOR switches do not support IEEE 802.1D Spanning Tree Protocol (STP).

          For more information regarding Layer 3 connectivity options, refer to 2.2.3, “Connecting through the IEDN TOR switches”and 2.2.4, “Connecting through OSD OSA CHPID”.

        
      

    

    The IEDN TOR switches enforce VLAN ID checking and MAC filtering. If inbound frames do not match one of the expected VLAN IDs or MAC addresses, then those frames are dropped.

    Client data networks and client management or administrative networks usually have external connectivity. Virtual servers in the ensemble connect to these external networks either via the IEDN TOR switches or via OSA (OSD CHPIDs) that are connected to the zEnterprise CPC. For external networks that attach to the IEDN TOR switches, once beyond the security checks in an external firewall, data traffic can flow from the external network to the IEDN. The external ports on the IEDN TOR switches can be configured to have their own VLAN IDs, IP subnetwork, and allowed MAC addresses (filtering).

    When trusted and untrusted traffic coexists on the same switch, a security problem is simply a mispatched cable away. To avoid errors that can compromise network security, the use of MAC filtering can be implemented for the external ports on the IEDN TOR switches. By applying the MAC address of the device being connected to an external port, you can ensure that device is the only one that will communicate to other members of the ensemble. 

    The IEDN TOR switches support two different VLAN modes: trunk and access. When a port is configured with trunk mode, the IEDN TOR switch expects all inbound frames to have VLAN tags. This means the equipment at the other end of the connection must be VLAN-aware and support VLAN-tagging. When a port is configured with access mode, the IEDN TOR switch will apply VLAN tags to each inbound frame and remove VLAN tags from outbound frames. This means the equipment at the other end of the connection is not VLAN-aware and does not support VLAN tagging.

    The number of VLAN IDs an IEDN TOR switch port must support will also determine the mode in which it will operate. For example, if there will be frames coming from multiple VLANs, then the port must be in trunk mode. The internal IEDN TOR switch ports that connection to the LPARs in the zEnterprise CPC operate in trunk mode, as do the ports that connect to the zBX BladeCenters. 

    5.4.1  Planning our IEDN TOR switches

    Figure 5-3 on page 113 shows the physical and logical layout of our IEDN TOR switches. Refer to Table 5-1 on page 109 for the IEDN TOR switch port assignments.
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    Figure 5-3   The physical and logical layout of our IEDN TOR switches

    5.4.2  Worksheet for IEDN TOR switches 

    The worksheet (Table 5-3 on page 114) shows the network information needed to configure our IEDN TOR switches. The TOR ports identify the connections to which the virtual servers and external network are connected. For each port, the mode will be either trunk or access, and the port type is either internal or external.

    In this worksheet we have listed the names of our virtual networks with their respective VLAN IDs, the TOR switch port number, and MAC addresses (for MAC filtering).

    Table 5-3   Worksheet for the IEDN TOR switches

    
      
        	
          Virtual network name Description

        
        	
          VLAN ID

        
        	
          Port #

          type

        
        	
          Port mode

        
        	
          Platform

          Host name

        
        	
          MAC address

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          199

        
        	
          J36

          External

        
        	
          Trunk1

        
        	
          •Firewall/router

          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

        
        	
          30:46:9a:fe:24:90 

        
      

      
        	
          System management and administration VLAN

        
        	
          100

        
        	
          J37

          External

        
        	
          Access2

        
        	
          •Management server

          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

          •z/VM LPAR A17 WASG1/WASS1/WASB1

          •z/OS LPAR A11 

          DB2 server

        
        	
          a2:4e:5e:78:66:03

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          J08

          Internal

        
        	
          Trunk3

        
        	
          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

          •z/VM LPAR A17 WASG1/WASS1/WASB1

        
        	
          N/A

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          J08

          Internal

        
        	
          Trunkc

        
        	
          •z/VM LPAR A17 WASG1/WASS1/WASB1

          •z/OS LPAR A11

          DB2 server

        
        	
          N/A

        
      

    

    

    1 The firewall/router is VLAN-aware (it supports VLAN tagging). 

    2 The management server does not support VLAN tagging.

    3 This connection must support multiple VLAN IDs.

    5.5  AIX network access

    The virtual servers in the POWER blades do not have physical connectivity to the network adapters, but rather virtual connectivity through the virtual I/O server (VIOS) to the physical 10 GbE adapters. The virtual network adapters for VIOS in the POWER blades are defined in Unified Resource Manager.

    AIX running on POWER blades accesses the IEDN through the following layers: 

    1.	The virtual network adapters defined for each virtual server connect to the hypervisor virtual switch in each blade.

    2.	The virtual I/O server (VIOS) provides the Ethernet bridge between the virtual switch defined in the hypervisor and the physical dual port 10 GbE adapter installed in each blade.

    3.	The 10 GbE adapters are connected via the BladeCenter backplane of the 10 GbE switches.

    4.	The 10 GbE switch modules in the BladeCenter are connected to the IEDN TOR switches via ports J08 through J21 (see Table 5-1 on page 109).

    5.	The virtual network configuration information (defined in the Unified Resource Manager), is propagated to the TOR IEDN switches, to the BladeCenter 10 GbE switch modules, and the virtual switches of the PowerVM.

    For the current implementation, the virtual adapters defined in the Unified Resource Manager are standard Ethernet interfaces (not VLAN-aware (IEEE802.3q)). 

    When installing AIX from a NIM server, the default adapter for each virtual server is ent0, which corresponds to Network Adapter (ID 0), as defined in virtual server configuration. 

    5.5.1  Our AIX network configuration

    Figure 5-4 depicts the configuration for our AIX HTTP servers (HTTPG1 and HTTPG2) and shows the interfaces to VLAN 199, VLAN 110, and VLAN 99.
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    Figure 5-4   Network configuration of AIX HTTP servers

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the AIX TCP/IP stack.

        
      

    

    5.5.2  Worksheet for the AIX HTTP servers

    Table 5-4 shows the network information needed to configure our AIX HTTP servers HTTPG1 and HTTPG2. In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask.

    Table 5-4   Worksheet for the AIX HTTP servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
      

      
        	
          AIX HTTPG1

        
        	
          System management and administration VLAN

        
        	
          en01

        
        	
          100

        
        	
          172.30.100.11/24

        
      

      
        	
          Client access - HTTP server VLAN2

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.11/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.11/24

        
      

      
        	
          AIX HTTPG2

        
        	
          System management and administration VLAN

        
        	
          en0a

        
        	
          100

        
        	
          172.30.100.21/24

        
      

      
        	
          Client access - HTTP server VLANb

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.21/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.21/24

        
      

    

    

    1 If an AIX NIM server is used as a boot source (virtual sever boot mode is System Management Services (SMS) and boot source is Network Adapter (ID 0)), then the virtual interface must be en0.

    2 Requires a default gateway (172.30.199.1).

    5.6  Linux on System x network access

    The virtual servers in the System x blades do not have physical connectivity to the network adapters, but rather virtual connectivity through the integrated x hypervisor to the physical 10 GbE adapters. The virtual network adapters for integrated x hypervisor in the System x blades are defined in Unified Resource Manager.

    Linux on System x running on x86 blades access the IEDN through the following layers: 

    1.	The virtual network adapters defined for each virtual server connect to the hypervisor virtual switch in each blade.

    2.	The hypervisor provides the connectivity between the virtual switch and the physical dual port 10 GbE adapter installed in each blade.

    3.	The 10 GbE adapters are connected via the BladeCenter backplane of the 10 GbE switches.

    4.	The 10 GbE switch modules in the BladeCenter are connected to the IEDN TOR switches via ports J08 through J21 (see Table 5-1 on page 109).

    5.	The virtual network configuration information (defined in the Unified Resource Manager) is propagated to the TOR IEDN switches, to the BladeCenter 10 GbE switch modules, and to the virtual switches of the hypervisor.

    For the current implementation, the virtual adapters defined in the Unified Resource Manager are standard Ethernet interfaces (not VLAN-aware (IEEE802.3q)). 

    5.6.1  Our Linux on System x network configuration

    Figure 5-5 depicts the configuration for our Linux on System x - HTTP servers (HTTPS1 and HTTPS2) and shows the interfaces to VLAN 199, VLAN 110 and VLAN 99.
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    Figure 5-5   Network configuration of Linux on System x HTTP servers

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the Linux on System x TCP/IP stack.

        
      

    

    5.6.2  Worksheet for the Linux on System x HTTP servers

    Table 5-5 on page 118 shows the network information needed to configure our Linux on System x HTTP servers (HTTPS1 and HTTPS2). In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask.

    Table 5-5   Worksheet for the Linux on System x HTTP servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
      

      
        	
          Linux on System x HTTPS1

        
        	
          System management and administration VLAN

        
        	
          en0

        
        	
          100

        
        	
          172.30.100.131/24

        
      

      
        	
          Client access - HTTP server VLAN1

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.131/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.131/24

        
      

      
        	
          Linux on System x HTTPS2

        
        	
          System management and administration VLAN

        
        	
          en0

        
        	
          100

        
        	
          172.30.100.141/24

        
      

      
        	
          Client access - HTTP server VLANa

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.141/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.141/24

        
      

    

    

    1 Requires a default gateway (172.30.199.1)

    5.7  Windows network access

    The virtual servers in the System x blades do not have physical connectivity to the network adapters, but rather virtual connectivity through the integrated x hypervisor to the physical 10 GbE adapters. The virtual network adapters for integrated x hypervisor in the System x blades are defined in Unified Resource Manager.

    Windows running on x86 blades access the IEDN through the following layers: 

    1.	The virtual network adapters defined for each virtual server connect to the hypervisor virtual switch in each blade.

    2.	The hypervisor provides the connectivity between the virtual switch and the physical dual port 10 GbE adapter installed in each blade.

    3.	The 10 GbE adapters are connected via the BladeCenter backplane of the 10 GbE switches.

    4.	The 10 GbE switch modules in the BladeCenter are connected to the IEDN TOR switches via ports J08 through J21 (see Table 5-1 on page 109).

    5.	The virtual network configuration information (defined in the Unified Resource Manager), is propagated to the TOR IEDN switches, to the BladeCenter 10 GbE switch modules, and to the virtual switches of the hypervisor.

    For the current implementation, the virtual adapters defined in the Unified Resource Manager are standard Ethernet interfaces (not VLAN-aware (IEEE802.3q)). 

    5.7.1  Our Windows network configuration

    Figure 5-6 depicts the configuration for our Windows HTTP servers (HTTPB1 and HTTPB2) and shows the interfaces to VLAN 199, VLAN 110 and VLAN 99.
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    Figure 5-6   Network configuration of Windows HTTP servers

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the Windows TCP/IP stack.

        
      

    

    5.7.2  Worksheet for the Windows HTTP servers

    Table 5-6 on page 120 shows the network information needed to configure our Windows HTTP servers (HTTPB1 and HTTPB2). In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask.

    Table 5-6   Worksheet for the Windows HTTP servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
      

      
        	
          Windows

          HTTPB1

        
        	
          System management and administration VLAN

        
        	
          en0

        
        	
          100

        
        	
          172.30.100.132/24

        
      

      
        	
          Client access - HTTP server VLAN1

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.132/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.132/24

        
      

      
        	
          Windows

          HTTPB2

        
        	
          System management and administration VLAN

        
        	
          en0

        
        	
          100

        
        	
          172.30.100.142/24

        
      

      
        	
          Client access - HTTP server VLANa

        
        	
          en1

        
        	
          199

        
        	
          172.30.199.142/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          172.30.110.142/24

        
      

    

    

    1 Requires a default gateway (172.30.199.1)

    5.8  z/VM network access for guest systems

    z/VM guest systems can attach to an OSX device directly if the operating system has OSX support. The z/VM guest operating systems that use OSX CHPIDs should have a VLAN ID assigned to each network interface (NIC). 

    z/VM guest operating systems that do not support OSX devices but require IEDN access use an IEDN VSWITCH with OSD “simulation” to connect the guest operating system. The IEDN VSWITCH enforces the activation of that connection using the appropriate VLAN ID. The IEDN VSWITCH and related VSWITCH Controllers make use of the QDIO address triplet to the OSX CHPID.

    When an OSD type virtual NIC connects the guest operating system to the IEDN VSWITCH, OSDSIM support is used. 

    The commands required to grant access via the specific z/VM security manager are not run automatically. The security manager commands to grant a z/VM guest access to a VSWITCH are administered separately and separation of duties is maintained.

    5.8.1  Our z/VM virtual switches

    Figure 5-7 on page 121 depicts the configuration for our z/VM guest servers (WASG1, WASS1, and WASB1), with the needed z/VM virtual switches (VSWITCHes) and network interface cards (NICs). 
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    Figure 5-7   Network configuration for z/VM Linux guests

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the guest systems TCP/IP stack.

          If your guest system is acting as a router to access the IEDN, then IP forwarding must be enabled. In such cases, you should consider using a firewall in front of the access point of the IEDN to enforce your network security policies.

        
      

    

    5.8.2  Worksheet for the z/VM virtual switches

    The worksheet in Table 5-7 shows the network information needed to configure our z/VM virtual switches. In this worksheet we have listed the names of our virtual network with their respective virtual switch name and type, VLAN ID, and uplinks. 

    Table 5-7   Worksheet for the z/VM virtual switches

    
      
        	
          Virtual switch name

        
        	
          Virtual switch type

        
        	
          Virtual network name 

        
        	
          VLAN ID

        
        	
          Uplink (CHPID - device)

        
      

      
        	
          QDIO100

        
        	
          Virtual IEDN

        
        	
          System management and administration VLAN

        
        	
          100

        
        	
          CHPID 18 - 2303

          CHPID 19 - 2323

        
      

      
        	
          QDIO110

        
        	
          Virtual IEDN

        
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          CHPID 18 - 2306

          CHPID 19 - 2326

        
      

      
        	
          QDIO099

        
        	
          Virtual IEDN

        
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          CHPID 18 - 2300

          CHPID 19 - 2320

        
      

    

    5.8.3  Worksheet for the z/VM guest systems

    Table 5-8 shows the network information needed to configure our z/VM Linux guest systems - WASG1, WASS1, and WASB1. In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective virtual NIC device number/type, VLAN ID, the IP subnet addresses/mask, and the port type. Because our Linux on System z guests will not have VLAN IDs defined to their interfaces, the port type for our configuration is access (the VSWITCHes will apply VLAN tagging).

    Table 5-8   Worksheet for the z/VM guest systems - Linux on System z TCP/IP stacks

    
      
        	
          Virtual server name

        
        	
          Virtual network name 

        
        	
          Virtual NIC

          device/type

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
        	
          Port mode

        
      

      
        	
          z/VM guest WASG1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSD

        
        	
          100

        
        	
          172.30.100.92/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSD

        
        	
          99

        
        	
          172.30.99.92/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSD

        
        	
          110

        
        	
          172.30.110.92/24

        
        	
          Access

        
      

      
        	
          z/VM guest WASS1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSD

        
        	
          100

        
        	
          172.30.100.91/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSD

        
        	
          99

        
        	
          172.30.99.91/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSD

        
        	
          110

        
        	
          172.30.110.91/24

        
        	
          Access

        
      

      
        	
          z/VM guest WASB1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSX

        
        	
          100

        
        	
          172.30.100.93/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSX

        
        	
          99

        
        	
          172.30.99.93/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSX

        
        	
          110

        
        	
          172.30.110.93/24

        
        	
          Access

        
      

    

    5.9  z/OS network access

    z/OS accesses the IEDN through 10 GbE OSA-Express3 features that are configured with OSX CHPID type. Those CHPIDs must be configured as Layer 3 IP interfaces to z/OS with an IP address and subnet mask. These values must be consistent with the other virtual servers in the VLANs to which the z/OS TCP/IP stack will communicate.

    Some TCP/IP INTERFACE statement defaults are different for OSX interfaces than for OSD interfaces, and some INTERFACE statement parameters that apply to OSD interfaces do not apply to OSX interfaces. One of the INTERFACE statement default changes is to the performance-sensitive INBPERF parameter. For OSX interfaces, INBPERF will default to DYNAMIC, whereas for OSD interfaces, INBPERF defaults to BALANCED. You should examine your current OSD INBPERF INTERFACE parameter settings, and determine whether this change will have network performance implications on your current workloads. The DYNAMIC setting for INBPERF parameter will react to changes in traffic patterns, and sets the interrupt-timing values at the point where throughput is maximized. For many interactive workloads this can reduce latency and allow for an increase in throughput. 

    In addition, because of VLAN enforcement in the OSX OSAs, the interface definition in the TCP/IP stack will also require configuration of the VLAN IDs. 

    5.9.1  Our z/OS network configuration

    Figure 5-8 depicts the configuration for our z/OS DB2 server with the OSX interfaces assigned to VLAN 99 and VLAN 100.

     

    
      
        	
          Note: Some network processes for z/OS network configuration are outside the control of the Unified Resource Manager and are discussed further in “Defining and activating z/OS ensemble interfaces” on page 236.
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    Figure 5-8   Network configuration for the z/OS DB2 server

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the z/OS TCP/IP stack.

          If your z/OS TCP/IP stack is acting as a router to access the IEDN, then IP forwarding must be enabled. In such cases, you should consider using a firewall in front of the access point of the IEDN to enforce your network security policies.

        
      

    

    5.9.2  Worksheet for z/OS DB2 server

    The worksheet in Table 5-9 on page 124 shows the network information needed to configure our z/OS DB2 server. In this worksheet we have listed our virtual server and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask.

    Table 5-9   Worksheet for the z/OS DB2 server TCP/IP stack

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Interface

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
      

      
        	
          z/OS LPAR A11 (DB2 server)

        
        	
          System management and administration VLAN

        
        	
          OSX2300B

          OSX2320B

        
        	
          100

        
        	
          172.30.100.1/24

          172.30.100.2/24

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          OSX2300A

          OSX2320A

        
        	
          99

        
        	
          172.30.99.1/24

          172.30.99.2/24
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Planning the storage environment 

    This chapter helps you plan the storage components that support the virtual servers in a zEnterprise System. It describes general storage planning considerations for z/OS, z/VM, PowerVM, and Integrated x Hypervisor. We have included worksheets to assist with the storage planning.

    6.1  Our ensemble storage scenario

    The starting point for this chapter and for our ensemble storage scenario, is the high level storage diagram that was introduced in Chapter 4, “Planning and design approach” on page 91. This high level diagram is used to create a detailed design for our storage environment and to help us determine the information we need to implement the storage for our ensemble. We use worksheets to document the information collected.

    In our scenario the existing storage environment consists of two separate Storage Area Networks (SANs): one for System z (z/VM and z/OS LPARs), and the other for servers on dedicated hardware (AIX, Linux, and Windows). The storage configuration for z/OS in the target environment does not change, as discussed in 6.2.7, “Storage planning for System z LPARs” on page 130.

    There are changes in the storage in the target environment for: 

    •AIX HTTP servers, HTTPG1 and HTTPG2, running on the POWER blades

    •Linux servers, HTTPS1 and HTTPS2, running on the System x blades 

    •Windows servers, HTTPB1 and HTTPB2, running on the System x blades

    They are connected using the internal switches on the BladeCenter chassis in the zBX. The result is that the two SANs in the existing environment are consolidated into one in the target environment, as shown in Figure 6-1.
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    Figure 6-1   Storage configuration in target environment

    6.1.1  Planning the storage implementation

    Before we can start to implement our storage scenario, we must complete the following:

    •Review “General storage planning considerations” on page 127.

    •Do an inventory of the storage resources (for example, WWPN port number, LUN numbers, VOLSER names, and so on).

    •Record the required target storage details in a worksheet (refer to Table 6-2 on page 135 for a sample).

    •Determine if the physical storage migration to zBX uses copy or reassign (refer to 6.5.2, “Storage migration” on page 137).

    •Map storage resources as described in 6.2.5, “Mapping storage resources using the Unified Resource Manager” on page 129.

    6.2  General storage planning considerations

    The Unified Resource Manager provides policy-based storage management across the ensemble. Storage is assigned to the ensemble to meet the requirements of your workload. There are some required steps to enable the different platforms to participate in the ensemble.

    Storage resources within the ensemble can be categorized in two ways:

    1.	Storage explicitly dedicated to the ensemble and managed by the Unified Resource Manager.

    2.	Storage attached to LPARs or virtual servers in the ensemble, but not managed by the Unified Resource Manager. 

    There are several issues to consider when planning your storage environment on a zEnterprise ensemble. The following sections review these topics.

     

    
      
        	
          Important: When planning and designing the ensemble storage infrastructure, keep in mind that the FC switch modules in the zBX BladeCenter chassis must connect to FC switches that are NPIV-capable and support interoperability mode (depending on FC switch vendor).

        
      

    

    6.2.1  Role guidelines for storage management within the ensemble

    To manage the ensemble effectively requires a diverse set of disciplines and roles. The HMC provides new tasks and user controls that can be customized to provide access to the appropriate resources for these new roles. For more detailed information about the storage management tasks and roles available with the Unified Resource Manager, refer to 3.2.8, “Storage resource administrator role” on page 67. 

    6.2.2  Unified Resource Manager storage device types

    The following storage device types are supported by the Unified Resource Manager in a zEnterprise System:

    •Virtual DVD drive, for installation and maintenance purposes only.

    •HMC DVD/USB drive, for installation and maintenance purposes only.

    •Devices supported by the default VIOS Path Control Manager, for PowerVM support. For more details refer to “PowerVM and Integrated x Hypervisor storage planning” on page 137.

    •Devices supported by Integrated x Hypervisor. For more details refer to “PowerVM and Integrated x Hypervisor storage planning” on page 137.

    •ECKD and SCSI storage, for z/VM support. Minidisks can be regular or fullpack, using either FC SCSI disks or ECKD volumes.

    6.2.3  SAN zoning considerations

    Typically, the storage administrator is responsible for planning and managing the customer SAN connection to the zBX. Zoning configurations can be established in numerous ways to suit customer requirements. However, there are some basic guidelines to follow:

    •SANs supporting a large number of ports are generally not recommended, so ensembles are likely to be connected to multiple SANs. Experience has taught us that zones with fewer than one hundred ports are both manageable and functionally stable.

    •Zoning in an ensemble is recommended for access protection or traffic separation.

     

    
      
        	
          Note: The zoning configuration must be tailored to support your storage subsystem requirements. Refer to your storage vendor documentation for more information.

        
      

    

    6.2.4  zBX SAN connectivity

    The external connectivity from the zBX to the customer SAN is made by shortwave (SX) lasers on the integrated SAN switches. Table 6-1 identifies cabling types and link data rates to support this connectivity. This includes maximum allowable distances and link loss budget.

    Table 6-1   zBX Fibre Channel storage - Distance and link loss budgets

    
      
        	
          FC-PI-4

        
        	
          2 Gbps

        
        	
          4 Gbps

        
        	
          8 Gbps

        
      

      
        	
          Fiber core 

          (light source)

        
        	
          Distance in meters 

          (in feet)

        
        	
          Link loss budget in dB

        
        	
          Distance in meters 

          (in feet)

        
        	
          Link loss budget in dB

        
        	
          Distance in meters 

          (in feet)

        
        	
          Link loss budget in dB

        
      

      
        	
          50 µm MM1

          (SX laser)

        
        	
          500

          (1640)

        
        	
          3.31

        
        	
          380

          (1247)

        
        	
          2.88

        
        	
          150

          (492)

        
        	
          2.04

        
      

      
        	
          50 µm MM2

          (SX laser)

        
        	
          300

          (984)

        
        	
          2.62

        
        	
          150

          (492)

        
        	
          2.06

        
        	
          50

          (164)

        
        	
          1.68

        
      

      
        	
          62.5 µm MM3

          (SX laser)

        
        	
          150

          (492)

        
        	
          2.1

        
        	
          70

          (230)

        
        	
          1.78

        
        	
          21

          (69)

        
        	
          1.58

        
      

    

    

    1 OM3: 50/125 µm laser optimized multimode fiber with a minimum overfilled launch bandwidth of 1500 MHz-km at 850nm as well as an effective laser launch bandwidth of 2000 MHz-km at 850 nm in accordance with IEC 60793-2-10 Type A1a.2 fiber.

    2 OM2: 50/125 µm multimode fiber with a bandwidth of 500 MHzkm at 850 nm and 500 MHz-km at 1300 nm in accordance with IEC 60793-2-10 Type A1a.1 fiber.

    3 OM1: 62.5/125 µm multimode fiber with a minimum overfilled launch bandwidth of 200 MHz-km at 850 nm and 500 MHz-km at 1300 nm in accordance with IEC 60793-2-10 Type A1b fiber.

    6.2.5  Mapping storage resources using the Unified Resource Manager

    There are multiple steps needed to map storage resources. At a high level the steps can be summarized as follows:

    1.	Export the WWPN list 

    Export the WWPN list for an individual hypervisor or for all the hypervisors within the ensemble. This step is performed on the HMC and can be done in a single operation. It is one of the pull-down tasks available from the Manage Storage Resources Panel. This task exports the WWPNs for the host bus adapters (HBAs) attached to one or more hypervisors and creates a list that is populated with the location and WWPNs of the selected hypervisors. For more details, refer to “Collecting the WWPN list” on page 256 and Appendix C.3.1, “Exporting the WWPN list” on page 600.

    2.	Configure the physical storage resources 

    The storage resource administrator takes the WWPN details and creates the physical storage resources that are to be accessed from these hypervisors. 

    3.	Perform LUN masking and zoning

    The SAN zoning and LUN masking are done to define the necessary security controls on the physical storage resources for the associated hypervisors. You can use the WWPN list to plan your zoning and LUN masking.

    4.	Add physical storage resources to the Unified Resource Manager via the Manage Storage Resources task. This can be done in any of the following ways:

     –	Using the Add Storage Resource option.

     –	Using Import Storage Access List for multiple storage resources across multiple hypervisors (refer to Appendix C.3.2, “Creating the Storage Access List” on page 601 for details).

     –	Using the Discover Storage Resources task.

    5.	Map physical storage resources to virtual storage drives and assign them to virtual servers.

    Managing distributed storage requires that you understand Fibre Channel protocol (FCP) and the storage area network (SAN) technology. Refer to Appendix B, “The basics of a storage area network (SAN)” on page 583 for details about WWPN, zoning, LUNs and LUN masking.

    6.2.6  Provisioning storage resources to virtual servers

    Physical storage resources assigned to hypervisors can be used to provision virtual disks to virtual servers. This can be done when the virtual server is defined or added to an existing virtual server as a separate action.

    z/VM

    The virtual server administrator chooses the type of virtual disks to provision:

    •Fullpack minidisk: This is any managed storage resource that is not part of a z/VM storage group. 

    •Regular minidisk: Storage resources from a storage group can be used by specifying the appropriate size information.

    •Link to a minidisk: A virtual server can have access to a virtual disk owned by another virtual server via a z/VM LINK statement. Linking to an already linked device is not supported.

    Storage resources can be either SCSI disks or ECKD volumes; this distinction is transparent to the virtual server administrator.

    PowerVM and Integrated x Hypervisor

    The virtual server administrator chooses which of the available physical resources will be assigned to a virtual server as a virtual drive.

    6.2.7  Storage planning for System z LPARs

    There are no new considerations when planning storage for System z LPARs in a zEnterprise System for the following: 

    •z/OS running in a native System z LPAR

    •Linux on System z in a native System z LPAR

    •zTPF in a native System z LPAR

    •zVSE in a native System z LPAR

    •z/VM system disks

    For each LPAR in the zCPC, there is no change in the way you configure storage for operating systems. The way z/OS storage is configured has not changed because z/OS is not a hypervisor. z/OS continues to use the Hardware Configuration Definition (HCD) or the Input/Output Configuration Program (IOCP) to configure storage.

    z/VM system disks (paging, spooling, and so forth) are configured using the system configuration file.

     

    
      
        	
          Note: In our scenario there are no special planning considerations for the DB2 server in the z/OS LPAR because its storage does not come under the control of the Unified Resource Manager.

        
      

    

    6.3  Storage planning considerations for z/VM

    The z/VM environment exploits the integrated Unified Resource Manager storage management interface to control physical and virtual storage resources within the ensemble. This represents a significant change to the way storage management has been handled in z/VM for many years. 

    However, although recommended, it is not mandatory to control your z/VM storage using the Unified Resource Manager. The traditional methods can still be used.

    6.3.1  z/VM storage configuration with the Unified Resource Manager

    The z/VM system disks (paging, spooling, and so on) must still be defined in the traditional way. However, all storage for virtual servers on z/VM guests is eligible to be controlled by the Unified Resource Manager.

    In addition to the core ensemble planning requirements, there are several z/VM prerequisites that must be met before the Unified Resource Manager can be used to control your z/VM storage. These prerequisites are:

    •The base z/VM virtual server requirements are met.

    •The ensemble is established with z/VM configured for ensemble membership.

    For more details about these requirements, see 7.3.2, “Planning for z/VM” on page 147.

    6.3.2  Unified Resource Manager process when controlling z/VM storage

    Although the Unified Resource Manager controlled storage is not mandatory for z/VM, it is important to understand the Unified Resource Manager process when it is used to control z/VM storage. 

    The Unified Resource Manager only controls those storage resources that have been defined to it. Any storage resources in the z/VM directories that have not been added by the Unified Resource Manager are ignored and can continue to be managed in the traditional way. The Unified Resource Manager process updates the z/VM directories but the z/VM directory is always the “Master” file and the Unified Resource Manager never overwrites existing volume information with its own details. Storage resources can be added by the Unified Resource Manager via a Storage Access List (SAL); or, for individual additions, the Add Storage Resource task is used.

    Dedicated volumes are compatible with the ensemble, but if you use z/VM to dedicate a disk to a virtual server, then that disk is not visible to the Unified Resource Manager.

    The following types of minidisks and links are supported:

    •Storage Groups named $$FCP$$, $3390$, and $3380$. 
Any other storage groups are not used by the Unified Resource Manager. 

    •LINKs to minidisks but not LINKs to other LINKs.

    •The following minidisk access modes:
RR, MR, MW, ER, EW 

    Other access modes are displayed as 'unknown'.

    •Fullpack and storage-group-based minidisks. 

     

    
      
        	
          Important: When storage resources have been added using the Unified Resource Manager, they are written to the z/VM user directory as minidisks or LINKs. These should not be modified using z/VM native controls because it might cause unpredictable results.

        
      

    

    Both ECKD and SCSI storage devices are supported for z/VM with the Unified Resource Manager. Each type has different considerations and requirements, which are explained in “Using the Unified Resource Manager to define z/VM ECKD storage” and “Using the Unified Resource Manager to define z/VM SCSI storage” on page 249.

    6.4  z/VM storage planning

    To add storage for z/VM servers, begin with the following planning steps:

    1.	Identify ensemble storage requirements (size, number of LUNs/volumes).

    2.	Group hypervisors against workload.

    3.	Create the IOCDS.

    4.	In a case of FCP storage, build a list of host WWPNs and provide it to the storage administrator.

    5.	If you plan to use LUN discovery, set aside one host WWPN as a “discovery WWPN.” This WWPN should never be imported, nor added to a storage resource. It should be configured in a SAN to have an access to the same LUNs and target WWPNs as the other host WWPNs. Depending on your configuration this might require an FCP channel reserved for discovery.

    6.	Plan and collect the necessary information for the Storage Access List:

    Device name	64 character maximum.

    Size (optional)	Cylinders for ECKD devices.
Bytes for z/VM FCP-attached devices.

    Description - (optional) Descriptive information for identifying the device, 256 characters maximum.

    Location	Location of z/VM hypervisor; any characters are allowed.

    	The location is required for ECKD devices. It is obtained by exporting WWPN definitions for the hypervisor, verified by the Unified Resource Manager. 

    	The location is optional for FCP devices because the system determines the location from the host WWPN specified. The location can be obtained by exporting WWPN definitions for the hypervisor. If a location is specified, it is verified by the Unified Resource Manager. 

    Devno	Device number. 

    	For ECKD volume, defined in system’s I/O configuration (IOCDS). 

    	For FCP devices the device number is used to add storage resources to the z/VM hypervisor. It must be a free device number not used by the hypervisor; four hexadecimal characters maximum.

    Volser	Six-character number used for identifying a storage resource by z/VM, 42-character (special) maximum.

    HostWWPN	World-wide port name of one of the host bus adapters (HBA) for FCP devices on z/VM; 16 hexadecimal characters maximum.

    TargetWWPN	World-wide port name of the target port on the storage controller for FCP devices on z/VM; 16 hexadecimal characters maximum.

    LUN 	Logical unit number of the logical SCSI volume on the storage controller for FCP devices on z/VM; 16 hexadecimal characters maximum.

     

    
      
        	
          Note: The format of the LUN address that the Unified Resource Manager needs is 16 hexadecimal characters. The format depends on the storage subsystem in use. 

          In the DS5000 family, the first four digits reflect the LUN ID of the storage subsystem and the remaining 12 digits are just zeros. In the case of LUN ID 0002, the Unified Resource Manager LUN address would be 0002000000000000. The leading zeros can be removed, however the filling zeros must be included.

          In the DS8000® family, when defining a volume group, the type of mask should be scsimask (not scsimap256). The LUN ID has a format of abcd. The Unified Resource Manager LUN address in this case is 40ab40cd00000000.

        
      

    

    7.	Collate the target WWPN/LUN lists or ECKD volume lists, or both, by hypervisor.

    8.	Provide the device number from the IOCDS for both ECKD volumes and LUNs; specify a six character volume serial number.

    9.	Import the storage access list for each hypervisor. This establishes the ownership of these storage resources within the ensemble.

    10.	Determine the storage needs for each virtual server:

     –	Select the appropriate storage resources.

     –	Assign storage resources to the hypervisor based on virtual server placement.

     –	Create and add virtual drives for the virtual servers.

     –	Remove storage resources as appropriate.

    6.4.1  Planning our z/VM storage configuration

    Figure 6-2 shows the storage configuration for our z/VM virtual servers (WASG1, WASS1, and WASB1) running on Linux on System z. All three servers use Fibre Channel accessed SCSI LUNs on the DS8000. They also use an ECKD storage group where Linux installation files are located. ECKD volumes are accessed through FICON from the same DS8000.

    [image: ]

    Figure 6-2   z/VM storage

    6.4.2  Worksheet for z/VM storage

    We completed the Storage Access List input file for z/VM with the values for the SCSI disks definitions as shown in Table 6-2 on page 135. 

    Refer to “Fields in the Storage Access List” on page 604 for a description of the different fields.

    Table 6-2   [image: ]SAL for z/VM

    We completed the SAL input file for z/VM with the values for the ECKD volume definitions shown in Table 6-3. 

    Table 6-3   SAL for ECKD volumes for z/VM

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Devno

        
        	
          Volser

        
      

      
        	
          LXCB47

        
        	
          3339

        
        	
          SCZP301:A17

        
        	
          CB47

        
        	
          LXCB47

        
      

      
        	
          LXCB48

        
        	
          3339

        
        	
          SCZP301:A17

        
        	
          CB48

        
        	
          LXCB48

        
      

    

    6.5  Storage planning considerations for PowerVM and Integrated x Hypervisor

    Both PowerVM and the Integrated x Hypervisor fully exploit the integrated Unified Resource Manager storage management interface to control physical and virtual storage resources within the ensemble. 

     

    
      
        	
          Important: The use of Unified Resource Manager to control the PowerVM and Integrated x Hypervisor storage resources is mandatory; traditional interfaces cannot be used.

        
      

    

    6.5.1  Storage configuration with the Unified Resource Manager

    This section describes the storage configuration requirements for the PowerVM hypervisor as well as for Integrated x Hypervisor. Both hypervisors have similar requirements and common interfaces.

    Before the Unified Resource Manager can be used to control storage for your POWER and System x blades, the ensemble must be established and the blades must be entitled.

    In a distributed environment, multipathing is not implemented in the hardware, as it is in a System z CPC; instead, it is implemented in the operating system. Each operating system has its own multipathing infrastructure. There is no need to install any multipathing software for the operating systems of virtual servers that are under the control of the Unified Resource Manager because all multipathing is handled on the hypervisor level. For the PowerVM hypervisor the default AIX Path Control Module (PCM) provides specific multipathing functions. In the Integrated x Hypervisor the standard Linux multipathing daemon is used. Neither PowerVM nor Integrated x Hypervisor allows the installation of any other hypervisor multipathing software.

    Check the IBM link for the latest default AIX multipath driver (PCM) storage compatibility matrix for IBM storage:

    http://www-03.ibm.com/systems/support/storage/ssic/interoperability.wss

    Check the respective manufacturer's compatibility list for IBM Power Blades support for the latest multipath driver compatibility for non-IBM storage.

    For System x blades and IBM open storage information, you can use the System Storage® Interoperation Center (SSIC) web site:

    http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    For information about support from other industry leaders refer to the IBM Server Proven web site:

    http://www.ibm.com/systems/info/x86servers/serverproven/compat/us/

    Your IBM storage specialist or BP storage specialist can also assist you in finding an open storage product to support the IBM BladeCenter HX5 7873.

    Another link that might be helpful is:

    http://public.dhe.ibm.com/common/ssi/ecm/en/zsp03437usen/ZSP03437USEN.PDF

    6.5.2  Storage migration 

    There are storage migration issues to consider when an established Power or System x environment is migrated into a new zBX blade configuration. The physical storage must be copied to the zBX storage environment. One of the following procedures can be used.

    •Copying an existing internal disk to a zBX attached external SAN disk

    In this method, content of the storage is copied from one place to another; for example, the AIX alt_disk_copy command can be used. Refer to the following publication for further details:

     –	PowerVM Migration from Physical to Virtual Storage, SG24-7825

    •Reassigning existing SAN storage to the zBX environment

    In this method the Power or System x blades establish a bootable SAN disk and the following procedure can be used to reassign the storage resources:

     –	Shut down the non-zBX (external) servers.

     –	Follow the procedure to define PowerVM or Integrated x Hypervisor storage to the zBX environment. Refer to “Using the Unified Resource Manager to define PowerVM and Integrated x Hypervisor storage” on page 251 for details. 

     

    
      
        	
          Important: Ensure that when the zoning configuration is re-established, only the correct POWER or System x blades in the zBX have access to these storage resources.

        
      

    

    6.6  PowerVM and Integrated x Hypervisor storage planning

    To add storage for PowerVM or Integrated x Hypervisor, begin with the following planning steps:

    1.	Identify ensemble storage requirements. 

    2.	Group hypervisors against workload

    3.	Build a list of host WWPNs and export it categorized by hypervisor

    4.	Choose one of the following methods to assign storage to hypervisors:

    a.	Populate the Storage Access List (SAL) with the necessary details:

    Device name	64 character maximum.

    Size (optional)	In bytes for FCP attached devices.

    Description (optional)	Descriptive informatio.n for identifying the device, 256 characters maximum

    Location	Location of the IBM blade, optional for FCP devices because the system determines the location from the host WWPN specified. The location can be obtained by exporting WWPN definitions for the hypervisor. If a location is specified, it is verified by the Unified Resource Manager. Any characters are allowed.

    HostWWPN	World-wide port name of one of the host bus adapters (HBA) on the IBM blade, 16 hexadecimal characters maximum.

    TargetWWPN	World-wide port name of the target port on the storage controller, 16 hexadecimal characters maximum.

    LUN	Logical unit number of the logical SCSI volume on the storage controller, 16 hexadecimal characters maximum.

    Collate the target WWPN/LUN lists by hypervisor.

    Import the storage access list for each hypervisor. This establishes the ownership of these storage resources within the ensemble.

     

     

    
      
        	
          Note: The format of the LUN address that the Unified Resource Manager needs is 16 hexadecimal characters. The format depends on the storage subsystem in use.

          In the DS5000 family the first four digits reflect the LUN ID of the storage subsystem and the rest of the 12 digits are zeros. In the case of LUN ID 0002, the Unified Resource Manager LUN address is 0002000000000000. The leading zeros can be removed, however the filling zeros need to be included.

          In DS8000 family when defining a volume group, type of mask should be scsimap256.

        
      

    

    b.	Use the Unified Resource Manager discovery function:

    i.	Select which storage resources to import.

    ii.	Name each resource appropriately (optional but recommended).

    iii.	Provide optional description.

    5.	Determine the storage needs for each virtual server: 

     –	Select the appropriate storage resources.

     –	Assign storage resources to the hypervisor based on virtual server placement.

     –	Create virtual storage drives for the virtual servers.

     –	Remove storage resources as appropriate.

     

    
      
        	
          Note: The number of virtual storage drives that can be added to a virtual server depends on the hypervisor type:

          •PowerVM supports up to 255 virtual storage drives per virtual server

          •The Integrated x Hypervisor supports up to three Emulated IDE virtual storage drives and up to 26 Virtio virtual storage drives per virtual server

        
      

    

    6.6.1  Planning our PowerVM and Integrated x Hypervisor storage configuration

    Figure 6-3 on page 139 shows the storage configuration for our virtual servers running on Power and Integrated x Hypervisor blades that are connected to the DS5100 using the internal switches in the zBX BladeCenter chassis.

    [image: ]

    Figure 6-3   Storage configuration for PowerVM and Integrated x Hypervisor

    6.6.2  Worksheets for PowerVM storage

    We completed the Storage Access List input file for PowerVM in Blade 1 with the values for the SCSI disks definitions from the worksheet in Table 6-4.

     

    
      
        	
          Note: Although it is not required to fill in the SAL, but rather to use the Import action on the Discover Storage Resources panel, it is a good idea to do so to collect all information in one place. It can then be used for zoning and LUN masking, documentation, and troubleshooting.

        
      

    

    Refer to “Fields in the Storage Access List” on page 604 for a description of the fields.

    Table 6-4   SAL values for Blade 1

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202600a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202700a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202700a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202600a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202600a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202700a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202700a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202600a0b847d6d0

        
        	
          0004000000000000

        
      

    

    We completed the Storage Access List input file for PowerVM in Blade 2 with the values from the worksheet in Table 6-5, which contains the values for the SCSI disks definitions. 

    Table 6-5   SAL values for Blade 2

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202600a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202700a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202700a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202600a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202600a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202700a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202700a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202600a0b847d6d0

           

        
        	
          0003000000000000

        
      

    

    6.6.3  Worksheets for Integrated x Hypervisor storage

    We complete the Storage Access List input file for Integrated x Hypervisor in Blade 13 with the values from the worksheet in Table 6-6 on page 141, which contains the values for the SCSI disks definitions.

    Refer to “Fields in the Storage Access List” on page 604 for a description of the fields.

    Table 6-6   SAL values for Blade 13

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          0010000000000000

        
      

    

    We completed the Storage Access List input file for Integrated x Hypervisor in blade 14 with the values from the worksheet in Table 6-7, which contains the values for the SCSI disks definitions. 

    Table 6-7   SAL values for Blade 14

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          0014000000000000
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Planning the virtual server environment

    In this chapter, we introduce the planning considerations to implement virtual servers in the zEnterprise environment. We provide details to prepare the various operating system environments to run your virtual servers and provide some worksheets as a guide for planning your implementation.

    7.1  Our virtual server planning scenario

    In the planning approach chapter, we identified the existing environment and the target environment we plan to build. In this chapter, we describe the virtual servers that must be planned and created in the Unified Resource Manager.

    In our scenario, the target server environment consists of:

    •HTTP servers running on AIX 

    •HTTP servers running on Linux on System x

    •HTTP servers running on Windows

    •WebSphere Application Server (WAS) instances running on Linux on System z 

    •DB2 database server running in a z/OS 

    In the target environment, there are the same number of servers as in the existing one and they are logically connected in the same way. The only difference from the existing environment is that the HTTP servers in the target environment are running on POWER and System x blades in the zBX and are now managed by the Unified Resource Manager. The operating systems and application code remain at the same version and fix level for the servers running in z/VM and z/OS on the z196. Figure 7-1 displays the target environment; however, for simplicity purposes, only one instance of each HTTP server is shown. 
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    Figure 7-1   Target virtual server configuration

    7.1.1  Planning the virtual server implementation

    To plan the virtual server requirements for this migration we need to:

    •Review prerequisite hardware and software requirements. 

    •Review “Hypervisor planning”.

    •Determine virtual server resource requirements and configuration (that is, the number of processors, memory assignment, and so on).

    •Complete the sample worksheets for:

     –	Linux on System z virtual servers

     –	AIX virtual servers

     –	Linux on System x virtual servers

     –	Windows virtual servers

    •Review “Worksheets for AIX installation” on page 156 for AIX virtual server boot and installation considerations.

    •Collect storage and network resource requirements described in Chapter 6, “Planning the storage environment” on page 125 and Chapter 5, “Planning the virtual network environment” on page 105.

    7.2  General planning considerations for virtual servers 

    As discussed in Chapter 2., “Introducing the zEnterprise ensemble and the Unified Resource Manager”, a virtual server is the container for an operating system image. The virtual server definition outlines the resources that the container makes available to the operating system. The virtual server brings together all the components that make up the virtualized environment: processors, memory, network interfaces, storage (disk) resources, workload definitions, and processor management settings. 

    Resources such as storage, networking, and workloads are planned and defined separately, but are connected to the virtual server by the virtual server definition. Refer to the networking and storage planning chapters for details about planning those resources. This chapter focuses on the unique parts of the virtual server definition and references how the other resources get included in the virtual server definition.

    7.2.1  Role guidelines for virtual server management within the ensemble

    To manage the ensemble effectively requires a diverse set of disciplines and roles. The HMC provides new tasks and user controls which can be customized to provide access to the appropriate resources for the new roles. Sections 3.2.6, “Virtual server administrator role” on page 65 and 3.2.7, “Virtual server operator role” on page 66 contain more detailed information about the tasks and roles pertaining to virtual server management within the ensemble.

    7.2.2  Plan for operating system software

    The planning process for your virtual servers starts by ensuring that all the prerequisite hardware and software components are addressed. You can complete the planning processes before the prerequisites have been installed. But the hardware prerequisites must be completed before the Unified Resource Manager panels are available for use and the software prerequisites must be completed before the involved operating system can participate in an ensemble.

    Operating system prerequisites

    Each operating system deployed in the zEnterprise System must be at an appropriate release and maintenance level. 

    Operating systems supported in the zEnterprise CPCs include:

    •Novell SUSE Linux Enterprise Server (SLES) 10 (SP4), 11 (SP 1), and later

    •Red Hat Enterprise Linux (RHEL) 5.5 and later

    •IBM z/OS Version 1 Release 10 (V1R10) + PTFs and later + PTFs

    •IBM z/VM Release 6.1 + PTFs and later + PTFs

    •IBM z/VSE Release 5.1 (z/VSE does not support GPMP)

    Operating systems supported in the zEnterprise BladeCenter Extension include:

    •IBM AIX 5.3 (Technology Level 12), 6.1 (Technology Level 5), 7.1, and later

    •Microsoft Windows Server 2008 (SP2) and Microsoft Windows Server 2008 R2 (64-bit Datacenter Edition is recommended for either)

    •Red Hat Enterprise Linux (RHEL) 5.6, 6.0, and later

    •Novell SUSE Linux Enterprise Server (SLES) 10 (SP4) and later

     

    
      
        	
          Note: Other levels of z/OS and z/VM are supported on the zEnterprise, as well as zVSE and zTPF. The Unified Resource Manager supports only the operating systems listed in the software prerequisites section.

        
      

    

    For z/OS and z/VM there are PTFs required to support the zEnterprise CPC, even if the zEnterprise will not be a member of an ensemble. These PTFs are referred to as toleration maintenance. The additional maintenance necessary for the operating systems to participate in an ensemble and enable the functions of the Unified Resource Manager is called exploitation maintenance. The updated list of required PTFs is maintained in the Preventive Service Planning (PSP) buckets available via Resource Link®. The PSP can be located by the z196 machine type, 2817, or by z114 machine type, 2818. There is a subset of entries for z/OS, a separate list for each supported release of z/OS, and the maintenance is identified as being required for toleration or exploitation. There is also a separate subset of the PSP bucket which lists the toleration and exploitation maintenance for z/VM. 

    7.3  Hypervisor planning

    As discussed in 2.4.1, “Hypervisors” on page 22, the zEnterprise System uses four different hypervisors: 

    1.	Processor Resource/Systems Manager™ (PR/SM)

    2.	z/VM

    3.	PowerVM Enterprise Edition

    4.	Integrated x hypervisor

    A hypervisor is a thin layer of code in the firmware on the physical server which creates, controls, and monitors the virtual operating environments. It provides a high level of flexibility in how virtual resources are defined and managed. Each virtual server in the zEnterprise System is defined under a hypervisor. For our scenario, we must plan for servers in z/OS and z/VM LPARs, on zBX POWER blades, and on System x blades. In the following sections we review the planning considerations for each of them.

    7.3.1  Planning for PR/SM

    For on overview on the PR/SM hypervisor refer to “PR/SM” on page 22. For ensemble participation, the Unified Resource Manager supports:

    •z/OS partitions as virtual servers. 

    •z/VM as a hypervisor. 

    Linux on System z native PR/SM LPARs are not managed by the Unified Resource Manager, but continue to be supported under PR/SM on the zEnterprise. Other LPARs are also not supported by the Unified Resource Manager, but they can continue to operate on the zEnterprise. For information about supported operating systems on the zEnterprise refer to the PSP bucket for device types 2817 and 2818.

    LPAR definitions for PR/SM are done via the Hardware Configuration Dialog (HCD) and loaded into the zEnterprise CPC via an Input/Output Control Data Set (IOCDS). The zEnterprise CPC is initialized using an IOCDS, and then additional parameters are added and stored in the Support Element (SE). Many of these definitions are exactly the same kind of information that the Unified Resource Manager requires for virtual servers, so the Unified Resource Manager uses those existing definitions. The LPAR configuration information already includes virtual processor, memory, and IO configuration, including storage for z/OS and, optionally, z/VM. 

    The PR/SM definitions also include the physical processor, memory, and, optionally, physical storage resources for the z/VM hypervisor. z/VM runs in an LPAR on the zEnterprise and its physical resources are virtualized for its guest virtual servers. 

    The process for defining processor assignment, memory, and I/O configuration has not changed for PR/SM. There is no change to the planning and definition process for these resources. The Unified Resource Manager views all z/OS LPARs as virtual servers even if they have not actually joined the ensemble. LPARs under PR/SM can still be managed from the Unified Resource Manager HMC panels with the same capability as they were managed on previous releases of HMC support. 

    In our scenario, because we plan to keep the existing z196 configuration for our new target environment, there are no additional planning tasks necessary for PR/SM.

    7.3.2  Planning for z/VM

    z/VM can be considered either as a hypervisor or as an operating system within a zEnterprise ensemble. When it is considered as an operating system by the PR/SM hypervisor it is defined in its own LPAR. PR/SM provides the real hardware resources to z/VM which z/VM virtualized to its guest virtual machines. The process for defining the LPAR for z/VM has not changed, and is not a Unified Resource Manager process. Therefore, no additional planning is required for the z/VM definitions to PR/SM.

    z/VM is the hypervisor from the perspective of z/VM’s guest virtual machines, which become virtual servers in the ensemble. The Unified Resource Manager works with z/VM as a hypervisor so z/VM virtual servers can participate within the ensemble. 

    For z/VM to participate as a hypervisor in the ensemble:

    •It must be installed at a minimum release and service level, as identified previously.

    •z/VM must participate in the INMN and IEDN ensemble networks. Refer to “z/VM network access for guest systems” on page 120 for details.

    •It must connect to storage resources. Refer to “Storage planning considerations for z/VM” on page 130 for details.

     

    
      
        	
          Note: Linux on System z guests running under z/VM can participate as virtual servers in an ensemble. The Unified Resource Manager manages only Linux on System z instances that run under the z/VM hypervisor.

        
      

    

    7.3.3  Planning for PowerVM

    The PowerVM Enterprise Edition hypervisor is a required option for each IBM POWER blade installed in the zBX. The only planning action required is to verify that the proper number of blade entitlements have been ordered for your zBX. The IBM service representative will install the necessary firmware during the installation of the zBX. Deploying the firmware to the blades is done as part of the blade entitlement process. Refer to 9.6.2, “Entitling the zBX blades to the ensemble” on page 214.

    7.3.4  Planning for Integrated x Hypervisor

    The only planning action required is to verify that the proper number of blade entitlements have been ordered for your zBX. The IBM service representative will install the necessary firmware during the installation of the zBX. Deploying the firmware to the blades is done as part of the blade entitlement process. Refer to 9.6.2, “Entitling the zBX blades to the ensemble” on page 214.

    7.4  Planning considerations for z/OS

    The following are some considerations when planning for z/OS:

    •Network connections 

    Additional definitions are required to connect z/OS LPARs to the INMN and IEDN networks to complete the networking virtualization that the zEnterprise System provides. The OSA Express3 adapters must be defined to your z/OS system using HCD. Two new OSA CHPID types are defined for the ensemble-specific networks. There are also some specific settings required in VTAM® and TCP/IP to enable the ensemble network (refer to 5.9, “z/OS network access” on page 122 for details).

    •TCP/IP consideration 

    The implementation of an ensemble with z/OS requires that the INMN network is built entirely using IPV6. This requires that z/OS and TCP/IP be IPV6 enabled (see “Enabling z/OS for IPv6” on page 187). However, you do not need to implement IPV6 in your environment because the INMN implementation does not require any user provisioning of IPV6. The definitions of the appropriate components (VTAM TRLEs and TCP/IP Interfaces) are created automatically by the system. 

    •IEDN definitions 

    Unlike the automatic system definition of the management network components, you must explicitly define the IEDN components. VTAM will dynamically create TRLEs for the IEDN but you must create corresponding TCP/IP interface definitions (see “IEDN definitions” on page 191). 

    •VTAM Considerations

    Enabling a z/OS image to join an ensemble is done with a change to the VTAM start options contained in the ATCSTR00 member (see “Enabling VTAM for the ensemble” on page 189). You should plan your implementation carefully to minimize disruption to your system. Many users find it more manageable to schedule an IPL of z/OS.

    You might find that the TRLEs created by VTAM are not sufficient for your needs. You can predefine your TRLEs in VTAM with different parameters for your requirements. Refer to the z/OS V1R12 Communications Server manuals for full details about defining the IEDN. You can also refer to the examples we used in our configuration in “Enabling VTAM for the ensemble” on page 189.

    •Security software considerations

    There are no additional security considerations for z/OS to participate in the IEDN. However, there are additional security authorizations required if you use the Guest Platform Management Provider (GPMP). GPMP operates as an agent inside a virtual server to collect performance information and send it to the performance management component of the Unified Resource Manager. To allow the GPMP task to access the INMN, which it uses to transfer the collected data, additional authorizations are required. For planning purposes, it is important to know that security changes are required; work with your security administrator to plan for the proper definitions. Refer to Chapter 17, “Workload monitoring and reporting” on page 463 for a sample job that contains the necessary commands.

    •Virtual server on z/OS

    For virtual servers on z/OS, the only parameters that can be added to the virtual server definition is for the IEDN networks (VLANs). z/OS virtual servers are not supported by the New Virtual Server wizard. The z/OS virtual servers are added to their required IEDN VLANs via the Add Hosts to Virtual Network task. See “Defining virtual networks” on page 224 for details. 

    7.4.1  Planning our z/OS server configuration

    Figure 7-2 on page 150 depicts the z/OS DB2 server in our scenario. A minimal worksheet as shown in Table 7-1 on page 150 can be used to record the appropriate entries.
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    Figure 7-2   z/OS DB2 server

    7.4.2  Worksheet for z/OS DB2 server

    The worksheet in Table 7-1 shows the information needed to configure our z/OS DB2 server. In this worksheet, we have listed our virtual server parameters and the appropriate values. 

    Table 7-1   Worksheet for z/OS server

    
      
        	
          Virtual server parameter

        
        	
          z/OS server 

        
      

      
        	
          Name (8 chars)

        
        	
          SC30

        
      

      
        	
          Description (256 chars)

        
        	
          Tier 3 - Data serving Layer: DB2 

        
      

      
        	
          IP address1

        
        	
          172.30.x.1

        
      

      
        	
          Networks (VLANs)

        
        	
          099, 100

        
      

      
        	
          Enable WLM

        
        	
          yes

        
      

      
        	
          Processor management

        
        	
          yes

        
      

      
        	
          Workload name/policy

        
        	
           

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    7.5  Planning for Linux on System z virtual servers

    To define a virtual server under z/VM, plan the following:

    •Virtual server name - 8 character maximum. 

    •Description - Descriptive information for identifying the server, 256 character maximum.

    •Type of virtual processors - Central processors or Integrated facility for Linux (IFL).

    •Number of virtual processors - Whole number of processors, one or greater.

    •Memory allocation - Amount of memory to allocate to the server, and units of megabytes, gigabytes, or terabytes (MB, GB, or TB).

    •Network adapters - Determine appropriate network adapter definitions for the IEDN.

    •Storage drives - Determine appropriate storage drives. 

    •Options - Determine additional z/VM virtual server options, including z/VM privilege classes, IPL boot device, and IPL parameters as appropriate. 

    •Workload - Identify what workloads the virtual server supports.

    •Processor management - Enabled or disabled.

    The z/VM selection process for virtual server name, processor assignment, and memory has not changed. Processor type, number of processors, and memory size are all dependent on the work that the virtual server will run under z/VM. Estimates for processor requirements and memory requirements are usually provided by the application group that processes work on the server. For options, we used the same ones that are currently defined for our z/VM guests.

    You should review the following sections in this publication. These sections also contain worksheets with information needed for planning the implementation of the network and storage for the virtual servers.

    •Section 5.8, “z/VM network access for guest systems” on page 120 for the information required to plan the IEDN networks (VLANs) for virtual servers on z/VM. Also refer to the “Worksheet for the z/VM virtual switches” on page 121 and the “Worksheet for the z/VM guest systems” on page 122 to obtain the required VLAN and virtual switch entries to implement these servers on the Unified Resource Manager.

    •Section 6.3, “Storage planning considerations for z/VM” on page 130 for the information required for the Unified Resource Manager defined storage drives (disk). Also refer to the storage drives that were planned in the “Worksheet for z/VM storage” on page 134.

    •Chapter 17, “Workload monitoring and reporting” on page 463. You should add any workload selection required as planned in that chapter.

    7.5.1  Planning our z/VM virtual servers

    For our target environment, we have three existing virtual WebSphere Application Server servers that are migrated into the ensemble, as shown in Figure 7-3 on page 152.
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    Figure 7-3   z/VM virtual servers

    7.5.2  Worksheet for z/VM virtual servers

    Table 7-2 is a sample worksheet that we used in planning our z/VM virtual servers.

    Table 7-2   Definition worksheet for z/VM virtual servers

    
      
        	
          Virtual server parameter

        
        	
          Virtual server 1

        
        	
          Virtual server 2

        
        	
          Virtual server 3

        
      

      
        	
          Name (8 chars)

        
        	
          WASG1

        
        	
          WASS1

        
        	
          WASB1

        
      

      
        	
          Description (256 chars)

        
        	
          Tier 2 - Business Logic Layer: WASG1 - Linux on System z

        
        	
          Tier 2 - Business Logic Layer: WASS1 - Linux on System z

        
        	
          Tier 2 - Business Logic Layer: WASB1 - Linux on System z

        
      

      
        	
          IP address1

        
        	
          172.30.x.92

        
        	
          172.30.x.91

        
        	
          172.30.x.93

        
      

      
        	
          Target Hypervisor

        
        	
          z/VM

        
        	
          z/VM

        
        	
          z/VM

        
      

      
        	
          Processor type - CP/IFL

        
        	
          CP

        
        	
          CP

        
        	
          CP

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial memory

        
        	
          2 GB

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Networks (VLANs)

        
        	
          099, 110, 100

        
        	
          099, 110, 100

        
        	
          099, 110, 100

        
      

      
        	
          Storage Drives

        
        	
          Fullpack 30 GB

        
        	
          Fullpack 30 GB

        
        	
          Fullpack 30 GB

        
      

      
        	
          Planned amount of storage (GB)

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          IPL Boot device

        
        	
          0200

        
        	
          0200

        
        	
          0200

        
      

      
        	
          IPL parameters

        
        	
          AUTOCR

        
        	
          AUTOCR

        
        	
          AUTOCR

        
      

      
        	
          IPL Load parameters

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          z/VM Options

        
        	
          IPL CMS, G class

        
        	
          IPL CMS, G class

        
        	
          IPL CMS, G class

        
      

      
        	
          Storage resource name

        
        	
          WASG1_disk1

        
        	
          WASS1_disk1

        
        	
          WASB1_disk1

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
        	
          2

        
      

      
        	
          Maximum virtual processors2

        
        	
          2

        
        	
          2

        
        	
          2

        
      

      
        	
          Share mode - relative/absoluteb

        
        	
          Relative

        
        	
          Relative

        
        	
          Relative

        
      

      
        	
          Share limitb

        
        	
          None

        
        	
          None

        
        	
          None

        
      

      
        	
          Initial relative sharesb

        
        	
          100

        
        	
          100

        
        	
          100

        
      

      
        	
          Initial memory

        
        	
          2 GB

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Maximum memoryb

        
        	
          2 GB

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Privilege Classes

        
        	
          G

        
        	
          G

        
        	
          G

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Processor management

        
        	
          Yes

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload name/policy

        
        	
           

        
        	
           

        
        	
           

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario the third octet of the IP address matches the VLAN ID.

    2 These fields are only accessible from the Virtual Server Details panel.

    7.6  Planning for AIX servers

    AIX hosts can participate in the ensemble as virtual servers defined on the POWER blades in the zBX. 

    To define an AIX virtual server under PowerVM plan the following:

    •Virtual server name - 64 character maximum.

    •Description - Descriptive information for identifying the server, 256 character maximum.

    •Type of virtual processors - Shared or dedicated.

    •Number of virtual processors - Whole number of processors, one or greater.

    •Memory allocation - Amount of memory to allocate to this server, and units of megabytes, gigabytes, or terabytes (MB, GB, or TB).

    •Network adapters - Determine appropriate network adapter definitions for the IEDN.

    •Storage drives - Determine appropriate storage drives. 

    •Boot Options - Determine appropriate options for booting AIX. This includes storage drives, network, and virtual media.

    •Workload - Identify what workloads the virtual server supports.

    •Processor management - Enabled or disabled.

    Planning for AIX includes the number of processors, memory assignment, boot, and installation planning. Planning the values for these parameters has not changed from existing processes. These are all dependent on the work that the virtual server will run. Estimates for processor and memory requirements are commonly provided by the application group that processes work on the server. 

    You should review the following sections in this publication. These sections also contain worksheets with information needed for planning the implementation of the network and storage for the virtual servers.

    •Section 5.5, “AIX network access” on page 114 for the information required to plan IEDN networks (VLANs) for virtual servers on the POWER blades. Also refer to the “Worksheet for the AIX HTTP servers” on page 116 to obtain the required VLAN entries to implement the network for these servers on the Unified Resource Manager.

    •Section 6.5, “Storage planning considerations for PowerVM and Integrated x Hypervisor” on page 136 for the information required for the Unified Resource Manager defined storage drives (disk). Refer to the “Worksheets for PowerVM storage” on page 139 to add the storage drives that were planned in that chapter.

    •Chapter 17, “Workload monitoring and reporting” on page 463. You should add any workload selection required as planned in that chapter.

    •Section 12.3, “AIX image installation” on page 302 to decide which of the two methods, virtual media or boot from network adapter using the Network Installation Manager (NIM), to use to install the AIX operating system. There are some additional provisions for the installation and initial IPL of PowerVM virtual servers because they do not have direct access to a CD/DVD device.

    7.6.1  Planning for our AIX virtual servers

    For our target environment, we have two AIX hosts that we moved from an existing stand-alone AIX server machine to zBX blades, as shown in Figure 7-4 on page 155.
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    Figure 7-4   AIX virtual servers

    7.6.2  Worksheet for AIX virtual servers

    Table 7-4 is a sample worksheet that we used in planning our AIX virtual servers.

    Table 7-3   AIX virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPG1

        
        	
          HTTPG2

        
      

      
        	
          Description

        
        	
          Tier 1 - Presentation Layer: HTTPG1 - Blade 1

        
        	
          Tier 1 - Presentation Layer: HTTPG2 - Blade 2

        
      

      
        	
          IP address1

        
        	
          172.30.199.11

        
        	
          172.30.199.21

        
      

      
        	
          Target hypervisor

        
        	
          PowerVM

        
        	
          PowerVM

        
      

      
        	
          Processor mode- (shared/dedicated)

        
        	
          Shared

        
        	
          Shared

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial dedicated memory

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Networks (VLANs)

        
        	
          110, 199, 100

        
        	
           110, 199, 100

        
      

      
        	
          Planned amount of storage

          (GB) (RAM)

        
        	
           

        
        	
           

        
      

      
        	
          Storage resource name (persistent)

        
        	
          HTTPG1_disk1

        
        	
          HTTPG2_disk1

        
      

      
        	
          Storage Drives

        
        	
          30 GB

        
        	
          30 GB

        
      

      
        	
          Boot mode

        
        	
          Normal

        
        	
          Normal

        
      

      
        	
          Boot source

        
        	
          Storage drive

        
        	
          Storage drive

        
      

      
        	
          Autostart server

        
        	
           

        
        	
           

        
      

      
        	
          Minimum processing units

        
        	
          0.8

        
        	
          0.8

        
      

      
        	
          Initial processing units

        
        	
          2.0

        
        	
          2.0

        
      

      
        	
          Maximum processing units

        
        	
          4.0

        
        	
          4.0

        
      

      
        	
          Minimum virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Maximum virtual processors

        
        	
          8

        
        	
          8

        
      

      
        	
          Minimum dedicated memory

        
        	
          1 GB

        
        	
          1 GB

        
      

      
        	
          Maximum dedicated memory

        
        	
          12 GB

        
        	
          12 GB

        
      

      
        	
          Dynamic logical partitions

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Processor management

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload name/policy

        
        	
           

        
        	
           

        
      

      
        	
          OS image installation (DVD (virtual media)/ NIM server)

        
        	
           

        
        	
           

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    7.6.3  Worksheets for AIX installation

    Table 7-4 is a sample worksheet, from our scenario, to install the AIX operating system from virtual media.

    Table 7-4   Sample virtual media installation method worksheet

    
      
        	
          Virtual Media

        
      

      
        	
          Type of ISO image

        
        	
          Media on HMC

        
      

      
        	
          Location of ISO image

        
        	
          /media/cdrom...

        
      

      
        	
          Primary boot device (Y/N)

        
        	
          No

        
      

      
        	
          Boot mode

        
        	
          normal

        
      

      
        	
          Boot source

        
        	
          Storage Drive

        
      

    

    Table 7-5 is a sample worksheet from our scenario using boot from network adapter to install the AIX operating system.

    Table 7-5   Sample network adapter installation method worksheet for HTTPG1

    
      
        	
          Network adapter

        
      

      
        	
          Boot mode

        
        	
          System Management Services (SMS) menu

        
      

      
        	
          Boot source

        
        	
          Network adapter (ID 0)

        
      

      
        	
          Subnet IP address

        
        	
          172.30.100.0

        
      

      
        	
          Gateway IP address

        
        	
          N/A

        
      

      
        	
          Virtual server IP address1

        
        	
          172.30.100.11

        
      

      
        	
          NIM server IP address

        
        	
          172.30.100.108

        
      

    

    

    1 The interface (ETH0) in the AIX TCP/IP stack must match this IP address.

    In 12.3, “AIX image installation” on page 302 we demonstrate the installation of AIX by both methods.

    7.7  Planning for Linux on System x servers

    Linux hosts can participate in the ensemble as virtual servers defined on the System x blades in the zBX. 

    To define a Linux on System x virtual server under Integrated x Hypervisor plan the following:

    •Virtual server name - 64 character maximum.

    •Description - Descriptive information for identifying the server, 256 character maximum.

    •Number of virtual processors. 

    •Memory allocation - Amount of memory to allocate to the server, in units of megabytes, gigabytes, or terabytes (MB, GB, or TB).

    •Network adapters - Determine appropriate network adapter definitions for the IEDN.

    •Storage drives - Determine appropriate storage drives. 

    •Boot Options - Determine appropriate options for booting. This includes storage drives, network, and virtual media.

    •Workload - Identify what workloads the virtual server supports.

    Planning for Linux includes the number of processors, memory assignment, boot, and installation planning. Planning the values for these parameters has not changed from existing processes. These are all dependent on the work that the virtual server will run. Estimates for processor and memory requirements are commonly provided by the application group that processes work on the server. 

    From an installation booting perspective, you must decide whether you will mount from virtual media or perform a network boot installation. Consider the following issues when making this decision:

    •For virtual media installation, the size of the ISO image dictates that it must be provided via the HMC and NOT remotely loaded. Remote loading of virtual media is currently subject to a 2 GB maximum file size.

    •For network booting, no IP address for the server or client is configured in the virtual server details. Networking booting in this situation makes use of PXE boot, which uses a DHCP server on the particular subnet, a TFTP server, and some other server that can be used for Linux network installation such as NFS, HTTP, or FTP. 

    You should review the following sections in this publication. These sections also contain worksheets with information needed for planning the implementation of the network and storage for the virtual servers.

    •Section 5.6, “Linux on System x network access” on page 116 for the information required to plan IEDN networks (VLANs) for Linux virtual servers on the System x blades. Also refer to the “Worksheet for the Linux on System x HTTP servers” on page 117 to obtain the required VLAN entries to implement the network for these servers on the Unified Resource Manager.

    •Section 6.5, “Storage planning considerations for PowerVM and Integrated x Hypervisor” on page 136 for the information required for the Unified Resource Manager defined storage drives (disk). Refer to the “Worksheets for PowerVM storage” on page 139 to add the storage drives that were planned in that chapter.

    •Chapter 17, “Workload monitoring and reporting” on page 463. You should add any workload selection required as planned in that chapter.

    7.7.1  Planning for our Linux on System x virtual servers

    For our target environment, we have two Linux on System x hosts that we moved from an existing stand-alone server to zBX blades, as shown in Figure 7-5 on page 159.
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    Figure 7-5   Linux on System x virtual servers

    7.7.2  Worksheet for Linux on System x virtual servers

    Table 7-6 is a sample worksheet that we used in planning our Linux on System x virtual servers.

    Table 7-6   Linux on System x virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPS1

        
        	
          HTTPS2

        
      

      
        	
          Description

        
        	
          Tier 1- Presentation Layer: HTTPS1 - Blade 13

        
        	
          Tier 1 - Presentation Layer: HTTPS2 - Blade 14

        
      

      
        	
          IP address1

        
        	
          172.30.x.131

        
        	
          172.30.x.141

        
      

      
        	
          Target hypervisor

        
        	
          Integrated x Hypervisor

        
        	
          Integrated x Hypervisor

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial dedicated memory

        
        	
          8 GB

        
        	
          8 GB

        
      

      
        	
          Networks (VLANs)

        
        	
          110, 199, 100

        
        	
           110, 199, 100

        
      

      
        	
          Storage resource name (persistent)

        
        	
          HTTPG1_disk1

        
        	
          HTTPG2_disk1

        
      

      
        	
          Storage Drives

        
        	
          20 GB

        
        	
          20 GB

        
      

      
        	
          Boot source

        
        	
          Storage drive

        
        	
          Storage drive

        
      

      
        	
          Autostart server

        
        	
          No

        
        	
          No

        
      

      
        	
          Virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Memory

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Dynamic logical partitions

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload name/policy

        
        	
          DayTrader

        
        	
          DayTrader

        
      

      
        	
          OS image installation (DVD (virtual media)/ Network Boot)

        
        	
          Virtual Media

        
        	
          Network Boot

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    7.8  Planning for Windows servers

    Windows hosts can participate in the ensemble as virtual servers defined on the System x blades in the zBX. 

    To define a Windows virtual server under Integrated x Hypervisor plan the following:

    •Virtual server name - 64 character maximum.

    •Description - Descriptive information for identifying the server, 256 character maximum.

    •Number of virtual processors. 

    •Memory allocation - Amount of memory to allocate to the server, in units of megabytes, gigabytes, or terabytes (MB, GB, or TB).

    •Network adapters - Determine appropriate network adapter definitions for the IEDN.

    •Storage drives - Determine appropriate storage drives. 

    •Boot Options - Determine appropriate options for booting. This includes storage drives, network, and virtual media.

    •Workload - Identify what workloads the virtual server supports.

    Planning for Windows includes the number of processors, memory assignment, boot, and installation planning. Planning the values for these parameters has not changed from existing processes. These are all dependent on the work that the virtual server will run. Estimates for processor and memory requirements are commonly provided by the application group that processes work on the server. 

    From an installation booting perspective, you must decide whether you will mount from virtual media or perform a network boot installation. Consider the following issues when making this decision:

    •For virtual media installation, the size of the ISO image dictates that it must be provided via the HMC and not remotely loaded. Remote loading of virtual media is currently subject to a 2 GB maximum file size.

    •For network booting, no IP address for the server or client is configured in the virtual server details. 

    You should review the following sections in this publication. These sections also contain worksheets with information needed for planning the implementation of the network and storage for the virtual servers. 

    •Section 5.7, “Windows network access” on page 118 for the information required to plan IEDN networks (VLANs) for Windows virtual servers on the System x blades. Also refer to the “Worksheet for the Windows HTTP servers” on page 119 to obtain the required VLAN entries to implement the network for these servers on the Unified Resource Manager.

    •Section 6.5, “Storage planning considerations for PowerVM and Integrated x Hypervisor” on page 136 for the information required for the Unified Resource Manager defined storage drives (disk). Refer to the “Worksheets for Integrated x Hypervisor storage” on page 140 to add the storage drives that were planned in that chapter.

    •Chapter 17, “Workload monitoring and reporting” on page 463. You should add any workload selection required as planned in that chapter.

    7.8.1  Planning for our Windows virtual servers

    For our target environment, we have two Windows hosts that we moved from an existing stand-alone server to zBX blades, as shown in Figure 7-6. 
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    Figure 7-6   Windows virtual servers

    7.8.2  Worksheet for Windows virtual servers

    Table 7-7 is a sample worksheet that we used in planning our Linux on System x virtual servers.

    Table 7-7   Windows virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPB1

        
        	
          HTTPB2

        
      

      
        	
          Description

        
        	
          Tier 1- Presentation Layer: HTTPB1 - Blade 13

        
        	
          Tier 1 - Presentation Layer: HTTPB2 - Blade 14

        
      

      
        	
          IP address1

        
        	
          172.30.x.132

        
        	
          172.30.x.142

        
      

      
        	
          Target hypervisor

        
        	
          Integrated x Hypervisor

        
        	
          Integrated x Hypervisor

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial dedicated memory

        
        	
          8 GB

        
        	
          8 GB

        
      

      
        	
          Networks (VLANs)

        
        	
          110, 199, 100

        
        	
           110, 199, 100

        
      

      
        	
          Storage resource name (persistent)

        
        	
          HTTPB1_disk1

          HTTPB1_disk2

        
        	
          HTTPB2_disk1

          HTTPB2_disk2

        
      

      
        	
          Storage Drives

        
        	
          20 GB

        
        	
          20 GB

        
      

      
        	
          Boot source

        
        	
          Storage drive

        
        	
          Storage drive

        
      

      
        	
          Autostart server

        
        	
          No

        
        	
          No

        
      

      
        	
          Virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Memory

        
        	
          2 GB

        
        	
          2 GB

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload name/policy

        
        	
          DayTrader

        
        	
          DayTrader

        
      

      
        	
          OS image installation (DVD (virtual media)/ Network Boot)

        
        	
          Virtual Media

        
        	
          Virtual Media

        
      

    

    

    1 The virtual severs will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.
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Planning workload management

    In this chapter, we introduce the planning considerations to define workload management in the zEnterprise environment. We provide details about how to prepare the various operating system environments for workload management and some worksheets as a guide for planning your implementation.

    8.1  Our workload management scenario

    In the planning approach chapter, we identified the existing workload and the target workload that we plan to implement in our environment. In this chapter, we identify the workload policies that must be created and plan for their definition in the Unified Resource Manager.

    In our scenario, the target workload environment consists of:

    •Gold service class:

     –	HTTP server running on AIX 

     –	WebSphere Application Server (WAS) instances running on Linux on System z

    •Silver service class:

     –	HTTP server running on Linux on System x

     –	WebSphere Application Server (WAS) instances running on Linux on System z

    •Bronze service class:

     –	HTTP server running on Windows

     –	WebSphere Application Server (WAS) instances running on Linux on System z 

    The configuration for our target workload Day Trader is shown in Figure 8-1. For simplicity purposes, only one instance of each HTTP server is depicted.
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    Figure 8-1   Workload scenario

    8.1.1  Planning the workload implementation

    To plan the workload requirements for our implementation we need to:

    •Understand the application behavior and build a performance model: 

     –	Average transaction response time for network, I/O, CPU, or total throughput

     –	System availability (percentage of time the system is available to users)

     –	System load

    •Review “Workload assessment” on page 165.

    •Complete the sample worksheet for our workload in Table 8-1 on page 171.

    8.1.2  Workload assessment

    To build a performance policy, you need to assess your workloads and classify them according to their business goals. The following sections provide details about each phase of the process. After you complete them, you will be ready to log in to the HMC and build the policy.

    An assessment should be made to understand the applications and the platforms present in your environment, the type of workload, and the business goals, dictated either by an SLA or by workload behavior. You might consider starting from one application and then moving on to another workload. The following is a list of tasks that you might want to consider during your assessment:

    •Build a list of the workloads you intend to monitor or manage and choose one to start from. You can use the sample spreadsheet provided in Table 8-1 on page 171. 

    •A naming convention is another important factor to consider when you create your Performance Policy. After your environment processes more than a handful of workloads, it can be difficult to know which workload you are monitoring or managing if you do not have a clear naming convention. For service classes, we recommend using a name that indicates the importance of your service class rather than the name of the business application. In this way, when you look at the performance of the service class, you can immediately determine whether missing its goal is of major or minor importance. For example, naming a service class something like Trade6_SC does not help describe its business importance, whereas naming it Gold might immediately identify how important this service class is for your business. 

    •Identify whether the workload has predefined business objectives. For example, transaction-type work might have a previously established SLA. An existing SLA should specify required levels of service and can be the basis for setting performance goals during the classification process. If you do not have an SLA for your workload, you might want to consider temporarily assigning a service class with a discretionary goal to the workload to monitor it and build a performance model that can be used to define the real-time performance goals. 

    •When planning, consider that a virtual server can be shared across workloads and, consequently, across multiple Workload Policies. In case the Workload Policies have different performance goal, the Unified Resource Manager tries to make sure that the workload with the highest requirement achieves its goal. In such a situation, a workload with a lower performance goal might get a “free ride” and run with higher performance than required.

     

    
      
        	
          Note: We suggest that you first build and deploy your policy and then monitor the workload to verify whether the performance goals defined are realistic. After you obtain a realistic environment, then you can enable the performance management on the ensemble.

        
      

    

    8.2  General considerations for workload management

    In this section, we review some considerations when planning to enable workload management in the Unified Resource Manager for the AIX and Linux on System z virtual server environments and for the z/OS environment.

    8.2.1  AIX virtual server environment

    The ensemble workload management must be enabled for the ensemble hypervisor and for the virtual server in the Unified Resource Manager.

    When you enable CPU management in an ensemble, the Unified Resource Manager uses goal-oriented performance policies to manage the CPU resources of the virtual servers in the ensemble. CPU resources can be redistributed only among servers within the same hypervisor, in this case PowerVM.

    Before the Unified Resource Manager can dynamically redistribute CPU resources among virtual servers in a hypervisor, these servers must have CPU management enabled.

    •When you first create an ensemble, the initial setting for CPU management for the PowerVM hypervisor type is Disabled. If you decide to enable CPU management in the ensemble, you must make some configuration changes to the PowerVM hypervisor.

    •When you first create a virtual server, the initial setting for CPU management is Enabled. However, in order for CPU management for the virtual server to take place, the hypervisor must also be enabled for CPU management.

    Processors resources cannot be dedicated to a guest and must be eligible for workload management. Shared processor resources must be used in order for the resource to be workload managed by the Unified Resource Manager (Figure 8-2).
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    Figure 8-2   Processors definition for workload management

     

    
      
        	
          Note: DLPAR is not required for ensemble workload management.

        
      

    

    The Guest Platform Management Provider (GPMP) must be installed and started on the AIX virtual server for data collection to begin. The CPU performance for each of the virtual servers defined in the workload performance policy is examined for the viability of reallocation of resources to more efficiently satisfy the performance goals. 

    8.2.2  Linux on System z virtual server environment

    Ensemble workload management must be enabled for the ensemble hypervisor and for the virtual server in the Unified Resource Manager.

    The creation of monitor records must be enabled on z/VM in order for the Unified Resource Manager to receive the information it needs to make workload management decisions. This can be done in a number of ways. If you are running z/VM Performance Toolkit, you already have the creation of monitor records enabled or you can enable the creation of these records by issuing the CP MONITOR command.

    When you enable CPU management in an ensemble, the Unified Resource Manager uses goal-oriented performance policies to manage the CPU resources of the virtual servers in the ensemble. CPU resources can be redistributed only among servers within the same hypervisor, in this case z/VM.

    Before the Unified Resource Manager can dynamically redistribute CPU resources among virtual servers in a hypervisor, these servers must have CPU management enabled.

    •When you first create an ensemble, the initial setting for CPU management for the z/VM hypervisor is Disabled. If you decide to enable CPU management in the ensemble for this hypervisor type, you must make some configuration changes to the z/VM hypervisor.

    •When you first create a virtual server, the initial setting for CPU management is Enabled. However, in order for CPU management for the virtual server to take place, the hypervisor must also be enabled for CPU management.

    Processors resources cannot be “dedicated” to a guest and be eligible for workload management. Shared processor resources must be used in order for the resource to be managed by the Unified Resource Manager.

    z/VM scheduling shares allows relative or absolute shares. Absolute shares are not eligible for workload management. If you want to use Unified Resource Manager workload management, use z/VM relative shares (Figure 8-3).
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    Figure 8-3   Linux on z/VM processor definition for workload management

    You can set a normal and a maximum share for your virtual guest. The normal share is the target share for the virtual system and the maximum is the value that the virtual guest cannot exceed. Both absolute and relative shares can be specified.

    •Absolute share: Allocates to a virtual machine a percentage of all available system resources.

    •Relative share: Allocates to a virtual machine a portion of the total system resources minus any absolute shares. A virtual machine with a relative share receives access to system resources that are in proportion to other virtual machines with relative shares. For example, if a virtual machine (VM1) has a relative share of 100 and a second virtual machine (VM2) has a relative share of 200, VM2 receives twice as much access to system resources as VM1.

    The Guest Platform Management Provider (GPMP) must be installed and started on the Linux virtual server for data collection to begin. The CPU performance for each of the virtual servers defined in workload performance policy is examined for the viability of reallocation of resources to more efficiently satisfy the performance goals. 

    A projection is made every minute, based on the workload management policy. This projection determines whether a redistribution of CPU resources (z/VM shares in this case) is required. This projection includes the virtual servers that are candidates to contribute their CPU resources.

     

    
      
        	
          Tip: If you run your workload without CPU management enabled, you can still obtain reporting on its performance and gain an understanding of its behavior. You can then enable management when you are familiar with the performance characteristics of the workload.

        
      

    

    If you are not running z/VM VMRM (VM Resource Manager), and you manage z/VM with relative and absolute shares from the user directory, then you can proceed with having the Unified Resource Manager manage the z/VM shares without additional consideration.

    If you have been managing z/VM workloads with VMRM you cannot have both VMRM and the Unified Resource Manager managing the guest priorities. If you want to have the Unified Resource Manager management the CPU shares for managed Linux virtual servers, disable VMRM from doing the same.

    8.2.3  z/OS environment

    z/OS continues to be governed by the zWLM policy even if it is part of an ensemble. Currently there is no connection between the Unified Resource Manager policy and the zWLM policy. When workload reaches the z/OS boundary, it is classified and managed under the zWLM constructs. It is up to the user to make sure that there is consistency in the performance goals for workloads that run across the distributed and the z/OS platforms in the ensemble.

    The only exception is when the workload’s middleware is ARM instrumented. In such a configuration, there is the capability to carry the correlator over to the z/OS and for zWLM to recognize the presence of the correlator and perform the classification using the correlator as a filter.

    8.3  Planning for GPMP installation

    The GPMP is delivered with the Unified Resource Manager for the AIX and Linux for System z virtual servers, x86 Linux, and Windows servers. On the z/OS system, it is delivered as part of the operating system.

    Guest platform management providers are supported in the following operating systems:

    •z/OS Version 1 Release 10 or later, running native or as a z/VM guest. The z/VM requirements are V6.1 or later with specific program temporary fixes (PTFs) applied; all supported releases of z/OS require specific PTFs as well.

    •The z/VM guests running one of the following Linux distributions:

     –	Red Hat Enterprise Linux (RHEL) 6, 5.4, or 5.3

     –	Novell SUSE Linux Enterprise Server (SLES) 11 or 10

    The z/VM requirements are V6.1 or later with specific PTFs applied.

    •Operating systems supported in the zEnterprise BladeCenter Extension include:

     –	IBM AIX 5.3 (Technology Level 12), 6.1 (Technology Level 5), 7.1, and later

     –	Microsoft Windows Server 2008 (SP2) and Microsoft Windows Server 2008 R2 (64-bit Datacenter Edition is recommended for either) 

     –	Red Hat Enterprise Linux (RHEL) 5.6, 6.0, and later

     –	Novell SUSE Linux Enterprise Server (SLES) 10 (SP4) and later

    8.3.1  INMN consideration

    An INMN network interface must be enabled on the operating system for the GPMP to forward the collected data.

    AIX, Linux on System x, and Windows virtual servers

    •The INMN network interface must be enabled within the virtual server.

    •Provide the GPMP installation media to the virtual server via “Mount Virtual Media.”

    •Make sure that you have the appropriate authority to mount the media and perform installation. You must use an authorized user ID with UID=0 or Windows administrator role.

    •Configure the execution environment for the GPMP on your system. To configure the environment, you must use a user ID that is not UID=0. The default USER ID used is ibmgpmp.

    Linux on System z virtual servers

    •The INMN network interface must be enabled within the virtual server.

    •Make sure that you have the appropriate authority to configure the execution environment for the GPMP on your system. To configure the environment, you must use an authorized user ID with UID=0.

    •To install GPMP, you need the IPV6 address of the z/VM Management Guest. This information is in the Unified Resource Manager Hypervisor details panel on the Hypervisor information tab. 

    z/OS

    •The INMN network interface must be enabled and you must have the required RACF® access to the resource if it is protected.

    •The GPMP executable is provided with the operating system. There is no virtual media to mount nor management guest that you need to retrieve it from.

    8.3.2  Planning the workload and performance policy

    To define the workload and performance policy plan the following:

    •Workload

    Name	Workload name; can be a unique name of up to 64 characters.

    Description	Description of up to 256 characters that describes the workload (optional field).

    Category	Workload category of up to 32 characters. You can type one in or choose an existing category from the list (optional field).

    Virtual servers	Add virtual servers to the workload.

    •Performance policy

    Workload	Name of the new workload with which to associate the performance policy. 

    Policy details	

     •		Policy name: New performance policy name; up to 64 characters.

     •		Business importance: New performance policy importance; possible values are highest, high, medium, low, and lowest.

    Service class name	New service class name can be up to 64 characters

    Service class goals	Performance goal type of the service class defines the business priority, classifies resources and associates a goal within the policy.

     •	Velocity: Performance goal type of the service class, values from the slowest to the fastest

     •	Importance: Business importance; available values from highest to lowest. 

    Classification rules	Classification rule of the service class using a Classification Rule Builder. Define filters to categorize work into service classes: 

     •	Filter type: Classification rule condition type; possible values are host name, virtual server name, OS name, level, and type.

     •	Filter operator: Identifies the operator of the classification rule condition: possible values are == (is equal to) or != (is not equal to)

     •	Filter value: Identifies the value of the classification rule filter; varies based on the filter type selected; maximum length is 255 characters

     •	Connector: A line connecting a single condition, an And or OR

    8.3.3  Worksheet for workload and performance policy

    Table 8-1 on page 171 is a sample worksheet that we used in planning our Day Trader workload.

    Table 8-1   Worksheet to define the workload and performance policy

    
      
        	
           Workload and Performance Policy

        
      

      
        	
          Workload

        
      

      
        	
          Name

        
        	
          Virtual Servers

        
        	
           

        
        	
           

        
      

      
        	
          DayTrader

        
        	
          HTTPG1, HTTPS1, HTTPB1

          WASG1,WASS1, WASB1

        
        	
           

        
        	
           

        
      

      
        	
          Performance Policy

        
      

      
        	
          Workload

        
        	
          Policy Details

        
        	
          Service Class name

        
        	
          Service Class Goals

        
        	
          Classification rules

        
      

      
        	
          Policy Name

        
        	
          Business Importance

        
        	
          Velocity

        
        	
          Importance

        
        	
          Filter type

        
        	
          Filter Operator

        
        	
          Filter Value

        
        	
          And /OR

        
      

      
        	
           

           

           

           

           

           

          DayTrader

        
        	
           

           

           

           

           

           

          Production Policy

        
        	
           

           

           

           

           

           

          Highest

        
        	
           

           

          Gold Level Service

        
        	
           

           

          Fastest

        
        	
           

           

          Highest

        
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          HTTPG1

        
        	
          OR

        
      

      
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          WASG1

        
        	
          OR

        
      

      
        	
          OS Type

        
        	
          EQ

        
        	
          z/OS

        
        	
          OR

        
      

      
        	
           

           

          Silver Level Service

        
        	
           

           

          Moderate

        
        	
           

           

          Medium

        
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          HTTPS1

        
        	
          OR

        
      

      
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          WASS1

        
        	
          OR

        
      

      
        	
          OS Type

        
        	
          EQ

        
        	
          z/OS

        
        	
          OR

        
      

      
        	
           

           

          Bronze Level Service

        
        	
           

           

          Slow

        
        	
           

           

          Slow

        
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          HTTPB1

        
        	
          OR

        
      

      
        	
          Virtual Server Name

        
        	
          EQ

        
        	
          WASB1

        
        	
          OR

        
      

      
        	
          OS Type

        
        	
          EQ

        
        	
          z/OS

        
        	
          OR
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Setting up the ensemble

    In this part, we describe the steps to:

    1.	Prepare and enable an ensemble environment

    2.	Implement virtual networks

    3.	Implement the storage environment

    4.	Create virtual servers

    There are two ways to complete these processes in the Unified Resource Manager. You can let the wizard walk you through the process or select individual functions and perform the required tasks.
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Enabling an ensemble

    This chapter describes how to define and enable an ensemble and its resources, as well as how to entitle a blade. It also reviews the steps necessary for enabling the different operating systems that can participate in the ensemble.

    9.1  Preparing for the ensemble implementation

    This section describes the preparation required to implement the ensemble. We review the following:

    •Cabling for the ensemble

    •Hardware and operating system definitions

    •HMC prerequisites for the Unified Resource Manager suite

    •HMC roles and tasks

    •Enabling z/OS and z/VM to participate in the ensemble

    •Creating an ensemble

    9.1.1  Verification Checklist

    Use the following checklist as a guide to preparing to implement an ensemble and its management by the Unified Resource Manager. Both hardware and firmware requirements must be checked.

    Prepare the physical environment

    o	Do you have the appropriate diagrams, worksheets, and manuals to complete and verify the cabling tasks? Refer to the z/BX manuals referenced in this chapter. 

    o	Did you plan OSM CHPID type implementation?

    o	Connect ethernet cables for OSM CHPIDs to BPH in zEnterprise CPC.

    o	Two OSA Express3 1000BASE-T adapter are required.

    o	Did you prepare network settings (IP addresses, subnetmask, and VLAN IDs) to interconnect the ensemble and external connectivity?

    o	Did you verify that the CHPIDs, CNTLUNITs, and DEVICEs are online to the appropriate LPARs, and accessible?

    o	Do you have the appropriate diagrams, worksheets, and manuals to complete the IOCDS task? Refer to the IOCP and ensemble manuals referenced in this chapter. 

    o	Build and activate IOCDS with OSM and OSX CHPID type definitions.

    Prepare the HMC and the Unified Resource Manager

    o	Have the HMC and the Unified Resource Manager suite been installed?

    o	Did you plan to set up a scheduled operation for HMC backup?

    o	Do you have a worksheet listing the user IDs needed to implement the ensemble? 

    You can use the sample worksheet in Table 3-11 on page 71 to document the task and object roles for each required user ID.

    Create the ensemble

    o	Did you complete the operating system changes for z/OS to participate in the ensemble? Refer to the z/OS Communications Server manuals referenced in this chapter.

    o	Have all the PSP buckets been researched and the appropriate fixes applied?

    o	Did you plan to enable z/OS for IPV6? 

    o	For z/VM, did you review http://www.vm.ibm.com/service/vmrequrm.html and apply the required PTFs, and also read the tips provided on properly configuring and operating z/VM in the ensemble?

    o	Did you complete the z/VM changes for participation in the Ensemble? Refer to the z/VM manuals referenced in this chapter. 

    Once you complete all steps in this checklist, you are ready to use the Unified Resource Manager to manage an ensemble.

    9.2  Validate the cabling for the ensemble

    We provide simplified cabling diagrams to show the pertinent cabling. You should verify this information with your network cabling administrator. For complete cabling diagrams, refer to the following zBX and zEnterprise publications:

    •IBM zEnterprise Configuration Setup, SG24-7834 

    •zEnterprise BladeCenter Extension Installation Manual 2458-002,  GC27-2610

    9.2.1  Cabling to the ensemble OSA ports (OSM and OSX CHPIDs) on the CPC

    Verify that the CHPIDs and their respective ports are appropriately cabled on the CPC. If a zBX is to participate in the ensemble, the cabling must extend to the ports in the TOR that are dedicated to the INMN and the IEDN.

    Cabling OSM ports

    The cabling for the INMN OSA ports is depicted in Figure 9-1 on page 178.

    INMN TOR Ports J47 to BPH Ports J06:

    •The OSM OSA ports connect through the Bulk Power Hubs (BPH) of the zEnterprise CPC to the 1Gb TOR switches in the zBX. 

    •Port 0 of each of the OSM adapter CHPIDs is cabled to Port J07 of the two BPHs on the zEnterprise. 

    •Port J06 of the BPHs is cabled to Port J47 of the INMN TOR Switches in the zBX.

    [image: ]

    Figure 9-1   INMN connections from BPH Ports J06 to INMN TOR port J47

    Cabling OSX ports

    Cable the ports on the IEDN TOR switches. Connect each OSX OSA port to port J00 on the two IEDN TOR switches. The OSX OSA ports connect directly to the IEDN TOR switches. They do not connect to the Bulk Power Hub (BPH) of the zEnterprise.

     

    
      
        	
          Note: If a zBX is not part of the ensemble configuration, then a cross-over cable must interconnect the two OSX OSA ports. 

        
      

    

    At this point, we have completed the cabling verification for the OSM and OSX CHPIDs.

    9.2.2  Cabling to the BladeCenter for the INMN and the IEDN

    To plan the cabling of the zBX refer to zEnterprise BladeCenter Extension Installation Manual 2458-002,  GC27-2610.

    The INMN TOR switches provide connectivity to the INMN to support communication between the Support Element (SE) and the ensemble resources. There are two 1000BASE-T top of rack switches (see Figure 9-2 on page 179) in the zBX (Rack B). 
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    Figure 9-2   Two INMN TOR switches

    The port assignments for the INMN TOR switches are listed in Table 9-1.

    Table 9-1   Port assignments for the INMN TOR switches

    
      
        	
          Ports

        
        	
          Description

        
      

      
        	
          J01-J03

        
        	
          Management for BladeCenters located in zBX Rack-B

        
      

      
        	
          J04-J07

        
        	
          Management for BladeCenters located in zBX Rack-C

        
      

      
        	
          J08-J11

        
        	
          Management for BladeCenters located in zBX Rack-D

        
      

      
        	
          J12-J15

        
        	
          Management for BladeCenters located in zBX Rack-E

        
      

      
        	
          J16-J43

        
        	
          Not used

        
      

      
        	
          J44-J45

        
        	
          INMN switch B36P(Top) to INMN switch B35P(Bottom)

        
      

      
        	
          J46

        
        	
          INMN-A to IEDN-A port J41 / INMN-B to IEDN-B port J41

        
      

      
        	
          J47

        
        	
          INMN-A to BPH-A port J06 / INMN-B to BPH-B port J06

        
      

    

    The two IEDN top of rack switches in the zBX (Rack B) support 1 GbE or 10 GbE connections (see Figure 9-3).
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    Figure 9-3   Two IEDN TOR switches

    The port assignments for both IEDN TOR switches are listed in Table 9-2 on page 180.

    Table 9-2   Port assignments for the IEDN TOR switches

    
      
        	
          Ports

        
        	
          Description

        
      

      
        	
          J00 - J07

        
        	
          SFP and reserved for IEDN (OSX) connections

        
      

      
        	
          J08 - J211

        
        	
          DAC reserved for BladeCenter SM07/SM09 IEDN connections

        
      

      
        	
          J22 / J23

        
        	
          DAC for TOR switch-to-TOR switch IEDN communication

        
      

      
        	
          J24 - J30

        
        	
          SFP reserved for zBX-to-zBX IEDN connections

        
      

      
        	
          J31 - J37

        
        	
          SFP reserved for client IEDN external connections

        
      

      
        	
          J38 - J39

        
        	
          Reserved for future use

        
      

      
        	
          J40

        
        	
          RJ-45 (not used)

        
      

      
        	
          J41

        
        	
          RJ-45 IEDN Switch Management Port to INMN TOR switch port 46

        
      

    

    

    1 Only eight of the 14 ports are currently used

    We need to ensure that the first BladeCenter chassis is plugged into port J08 of the IEDN TOR. J08 is an internal switch port visible when configuring the Top of Rack switches. J08 through J15 of the two TOR switches are available to connect to up to eight blade chassis.

    9.2.3  Cabling on the IEDN TORs to the external client network

    Verify that you have connections to the external networks. Our network diagram (Figure 9-4 on page 181) shows the connections into the zBX from the two external networks: 

    •VLAN ID 199 connects to the external client network outside the IEDN. 

    •VLAN ID 100 connects to a Network Installation Manager (NIM) server.
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    Figure 9-4   Connections into the zBX from two external networks: VLAN 199 and VLAN 100

    Verify the cabling for the external connections on VLANs 199 and 100 from the IEDN TOR switches. We use an external router connected to IEDN TOR switch port J36 and port J37 is connected to our Management server.

    For more details about configuring the IEDN TOR switches, refer to 10.3, “Configuring the TOR switches” on page 227.

     

    
      
        	
          Note: Connectivity to resources within the zBX from a CPC that is not part of the ensemble can be achieved via an OSA with CHPID type OSD. The external client network ports (31-37) in the IEDN TOR switch can be used.

        
      

    

    9.3  Defining the IOCDS for the ensemble 

    To plan and prepare the IOCDS for your ensemble, consult the following manuals:

    •zEnterprise Ensemble Planning and Configuring Guide, GC27-2608 

    •Input/Output Configuration Program User’s Guide for ICP IOCP, SB10-7037-08 

    Ask your system programmer to prepare the IOCDS for the OSM and OSX channel types. Use the Hardware Configuration Definition (HCD) to build an Input Output Definition File (IODF) that includes definitions for the OSM and OSX OSA ports that are used by the virtual servers in zEnterprise CPC for communication across the intranode management network (INMN) and the intra ensemble data network (IEDN). 

    9.3.1  IOCDS steps for IEDN and INMN

    The OSA-Express3 contains two CHPIDs, each with ports 0 and 1. For each zEnterprise that participates in an ensemble, choose a CHPID and define a GbE port of an OSA-Express3 1000Base-T card as CHPID Type of OSM in the IOCDS. The OSM ports connect to the INMN. You can define ports that are shared among multiple logical partitions (LPARs) or ports that are dedicated to a single LPAR. However, a dedicated port is not required. You should define ports that are shared between the LPARs that work with your IBM BladeCenter Extension. When an OSA CHPID is configured with a CHPID type of OSM, only PORT 0 is available and PORT 1 is not used. The other CHPID of the pair can be defined as type OSC, OSD, OSE, or even another OSM.

    The IOCDS steps for the IEDN are similar to the INMN IOCDS steps. The OSA-Express3 10-Gigabit card is used for the IEDN network. Configure a CHPID from the pair of available CHPIDs as CHPID Type OSX. The other CHPID can be type OSD or OSX.

    Figure 9-5 shows the OSA Express3 10-Gigabit Ethernet feature used for IEDN (and other) networks and the OSA Express3 1000Base-T feature.
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    Figure 9-5   Assigning device addresses to ports

    Define the number of devices per CHPID as appropriate for the operating system, the OSA type, and the number of LPARs expected to connect to the OSA card. For z/OS, a quadruple of real devices is commonly used. For the z/VM VSWITCH, a triplet of real devices is used. Each LPAR or VSWITCH that connects to an OSD or OSX OSA card requires its own set of devices defined for the OSA CHPID. For OSX-type OSA devices, planning is required to determine the number of LPARS and virtual servers that communicate with other LPARS and virtual servers over the IEDN network and with each unique IEDN network endpoint that does not use a VSWITCH. Each of these endpoints requires its own set of OSA devices.

    The required number of OSM OSA devices should be planned, but only if there are applications on z/OS that are enabled and authorized to use performance management functions that communicate over the INMN network. Otherwise, if there is a z/VM system in the ensemble, the number of devices defined for INMN in the IOCDS will correspond only to z/VM’s VSWITCH requirements. 

    9.3.2  Preparing IOCDS for our ensemble

    We defined the interface names and VLAN IDs as shown in Table 9-3 to prepare for the participation of the z/OS and z/VM partitions in the ensemble.

    Table 9-3   LPAR Ensemble Interface Worksheets

    
      
        	
          LPAR name

        
        	
          TCP/IP stack name

        
        	
          OSA types and CHPIDs 

        
        	
          Interface name and VLAN ID

        
      

      
        	
          A11

        
        	
          TCP/IP

        
        	
          OSM (0A, 0B): dynamic

          OSX (18, 19): dynamic

        
        	
          EZ6OSM01, EZ6OSM02

          OSX2300A, OSX2320A (VLAN 99)

          OSX2300B, OSX2320B (VLAN 100)

        
      

      
        	
          A17

        
        	
          TCP/IP

        
        	
          OSM (0A, 0B): dynamic

          OSX (18, 19): dynamic

        
        	
          EZ6OSM01, EZ6OSM02

          OSX2300A, OSX2320A (VLAN 99)

          OSX2300B, OSX2320B (VLAN 100)

        
      

    

    The configuration shown in Figure 9-6 illustrates the channel layout on the z196 for the INMN and IEDN OSA ports used in our network. We have a total of four CHPIDs that are defined as follows: 

    •Two OSM CHPIDs (0A and 0B) 

    •Two OSX CHPIDs (18 and 19)
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    Figure 9-6   z196 CHPIDs (OSM and OSX) for our ensemble

    We input to a flat file the IOCP statements for these two new CHPID types. Identify the new ensemble CHPID types, PCHID, control units, and so on to be defined in the IOCDS for the ensemble, as listed in the worksheet in Table 9-4 on page 184.

    Table 9-4   IOCDS Worksheet

    
      
        	
          CSS

        
        	
          CHPID 

        
        	
          PCHID 

        
        	
          CHPID

          type

        
        	
          LPAR 

          attachments

        
        	
          Control

          unit

        
        	
          Device 

          numbers

        
      

      
        	
          1

        
        	
          0A

        
        	
          531

        
        	
          OSM

        
        	
          A11,A13,A16,A17,A18

        
        	
          2340

        
        	
          2340-234F

        
      

      
        	
          1

        
        	
          0B

        
        	
          101

        
        	
          OSM

        
        	
          A11,A13,A16,A17,A18

        
        	
          2360

        
        	
          2360-236F

        
      

      
        	
          1

        
        	
          18

        
        	
          590

        
        	
          OSX

        
        	
          A11,A13,A16,A17,A18

        
        	
          2300

        
        	
          2300-230F

        
      

      
        	
          1

        
        	
          19

        
        	
          510

        
        	
          OSX

        
        	
          A11,A13,A16,A17,A18

        
        	
          2320

        
        	
          2320-232F

        
      

    

    The definitions for the OSM OSA port devices in our network are shown in Example 9-1.

    Example 9-1   IOCP sample for the OSM CHPIDs (0A, 0B) in our network
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    CHPID PATH=(CSS(1),0A),SHARED,                                         *        

                   PARTITION=((A11,A13,A16,A17,A18),(=)),CHPARM=02,        *        

                   PCHID=531,TYPE=OSM

     

    CNTLUNIT CUNUMBR=2340,PATH=((CSS(1),0A)),UNIT=OSM                      

     

    IODEVICE ADDRESS=(2340,016),MODEL=M,UNITADD=00,CUNUMBR=(2340),         *        

                   UNIT=OSA      

                                                   

    CHPID PATH=(CSS(1),0B),SHARED,                                         *        

                   PARTITION=((A11,A13,A16,A17,A18),(=)),CHPARM=02,        *        

                   PCHID=101,TYPE=OSM                                                                                               

                        

    CNTLUNIT CUNUMBR=2360,PATH=((CSS(1),0B)),UNIT=OSM                      

     

    IODEVICE ADDRESS=(2360,016),MODEL=M,UNITADD=00,CUNUMBR=(2360),         *        

                   UNIT=OSA 
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    The IOCP statements for the OSX CHPIDs in our network are shown in Example 9-2.

    Example 9-2   IOCP sample for the OSX CHPIDs (18, 19) in our network
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    CHPID PATH=(CSS(1),18),SHARED,                                *        

                   PARTITION=((A11,A13,A16,A17,A18),(=)),PCHID=590,TYPE=OSX 

     

    CNTLUNIT CUNUMBR=2300,PATH=((CSS(1),18)),UNIT=OSX 

                         

    IODEVICE ADDRESS=(2300,016),MODEL=X,CUNUMBR=(2300),UNIT=OSA 

     

    CHPID PATH=(CSS(1),19),SHARED,                                *        

                   PARTITION=((A11,A13,A16,A17,A18),(=)),CHPARM=02,        *        

                   PCHID=510,TYPE=OSX 

                      

    CNTLUNIT CUNUMBR=2320,PATH=((CSS(1),19)),UNIT=OSX   

                       

    IODEVICE ADDRESS=(2320,016),MODEL=X,UNITADD=00,CUNUMBR=(2320),*        

                   UNIT=OSA 
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    We verify that the CHPIDs for the OSM and OSX interfaces are online using the following commands:

    D M=CHP(0A)

    D M=CHP(0B)

    D M=CHP(18)

    D M=CHP(19)

    If they are not online, vary them online; an example command to vary CHPID 0A online is:

    CF M=CHP(0A),ONLINE

     

    
      
        	
          Note: We reserve 16 device addresses for the OSM CHPID and 16 device addresses for the OSX CHPID without an OSA/SF device. OSA/SF is invalid for OSM and OSX ports. 

          Use the D OSAINFO command or the NETSTAT DEV command to view information about the OSM and OSX ports.

        
      

    

    9.4  Enabling z/OS to be a member of an ensemble

    To enable z/OS to be a member of an ensemble, complete the appropriate worksheets and have the following manuals available:

    •z/OS Communications Server V1R12 SNA Network Implementation Guide, SC31-8777

    •z/OS Communications Server V1R12 SNA Network Definition Reference, SC31-8778

    •z/OS Communications Server V1R12 IP Configuration Guide, SC31-8775

    •z/OS Communications Server V1R12 IP Configuration Reference, SC31-8776

    •z/OS Communications Server V1R12 IPv6 Network and Application Design Guide, SC31-8885

    9.4.1  Planning to enable z/OS to the ensemble

    Plan the following steps (some required) to enable z/OS to use the ensemble. Refer to 9.4.4, “Network tasks to complete in the z/OS operating system” on page 187.

    •Enable z/OS for IPv6

    •VTAM definitions

    •IEDN definitions

    •RACF definitions

     

    
      
        	
          Note: z/OS is the only platform where the use of the INMN is optional.

        
      

    

    9.4.2  Verifying operating system prerequisites

    Chapter 7, “Planning the virtual server environment” on page 143 identifies the prerequisites for z/OS and its participation in an ensemble. Ensure that you have the appropriate levels of the operating system and any required APAR fixes for the version of the operating system for which you are implementing an ensemble. Ensembles are supported in z/OS V1R10 and z/OS V1R11, with the appropriate code levels, and in the base of z/OS V1R12. Always consult the PSP buckets for additional information on the implementation of an ensemble in your environment.

    If you are planning to obtain performance information from z/OS in the ensemble, you must implement the Guest Platform Management Provider (GPMP). See Chapter 17, “Workload monitoring and reporting” on page 463 for details.

     

    
      
        	
          Note: Ensemble implementation requires a Solutions Assurance. Verify that your IBM representative has provided you with the appropriate documentation to conduct such a Solutions Assurance with IBM subject matter experts.

        
      

    

    9.4.3  Configuring z/OS to participate in the ensemble

    The z/OS LPAR automatically becomes a member of the ensemble when the Unified Resource Manager Create Ensemble task is performed at the HMC and the CPC is added as a member of the ensemble. The z/OS virtual server LPAR is automatically provisioned at the same time. Unlike other virtual servers, z/OS in its own LPAR acquires a Network Interface Card (NIC) with a MAC prefix, coordinated by the Unified Resource Manager, for use in the ensemble.

    A change is required to VTAM to configure a z/OS LPAR to participate in the ensemble. You must specify the new VTAM start option, ENSEMBLE=YES. In the VTAM member ATSCTR00, make the change from ENSEMBLE=NO to ENSEMBLE=YES. The z196 must already be configured to be a part of an ensemble. This parameter can be changed dynamically; however, it is necessary to restart TCP/IP after ENSEMBLE=YES has been specified because TCP/IP needs to add its “automatic” definitions for the management network.

    If the z196 is not enabled by the Unified Resource Manager as a member of an ensemble, a display of the VTAM option shows that the ensemble is not available (NA), see the ENSEMBLE value in message IST1349I: ***NA*** (1) in Example 9-3. This value changes when the Unified Resource Manager makes the z/OS LPAR an ensemble member.

    Example 9-3   VTAM ensemble option when z196 is not defined as an ensemble member
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    D NET,VTAMOPTS,OPTION=ENSEMBLE                                         

    IST097I DISPLAY ACCEPTED                                               

    IST1188I VTAM CSV1R12 STARTED AT 21:51:33 ON 11/01/10 111              

    IST1349I COMPONENT ID IS 5695-11701-1C0                                

    IST1348I VTAM STARTED AS NETWORK NODE                                  

    IST1189I ENSEMBLE = ***NA***   1 

    IST314I END                                                            
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    We issue the ENSEMBLE=YES option and the results shown in IST448I (1) indicate that the CPC is not a member of an ensemble (see Example 9-4). 

    Example 9-4   VTAM option to enable the ensemble
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    F NET,VTAMOPTS,ENSEMBLE=YES                                            

    IST097I MODIFY ACCEPTED                                                

    IST448I ENSEMBLE OPTION IGNORED - CPC IS NOT A MEMBER OF AN ENSEMBLE   1   

    IST223I MODIFY COMMAND COMPLETED 
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          Note: If the CPC is not a member of the ensemble and z/OS is not configured to participate in the ensemble, then VTAM rejects the attempts to activate the OSX or OSM interface.

        
      

    

    9.4.4  Network tasks to complete in the z/OS operating system

    We complete the IOCDS for the OSA ports for the intranode management network (INMN) and the intraensemble data network (IEDN), as described in 9.3, “Defining the IOCDS for the ensemble” on page 181. 

    Perform the following tasks to enable the z/OS operating system for the ensemble:

    1.	Enable the z/OS TCP/IP stack for IPv6 for participation in the INMN.

    2.	Specify in VTAM the participation of the z/OS image in the ensemble.

    3.	Validate connectivity within the ensemble. 

    Enabling z/OS for IPv6

    The z/OS LPAR must be IPv6 enabled for OSM connectivity to participate in the INMN. This forces a change to the output of the NETSTAT command as follows:

    •LONG format for IPv6 or mixed output; the SHORT output is no longer supported when IPv6 enabled.

    •Must use NETSTAT ROUTE to see an IPv6 route and not NETSTAT GATE.

    •No message identifiers are displayed in the LONG format of TSO NETSTAT.

    Any programs that require the return of a specific format output from the netstat command might have to be changed. Plan to change to the LONG format NETSTAT output before enabling IPv6 so that any programs that parse output from the NETSTAT command can be tested with the NETSTAT LONG format output before the IPv6 protocol is added for an ensemble implementation.

    You can introduce the long format for NETSTAT in your z/OS environment before you enable the z/OS image for IPv6. While still using IPv4 communications for your data traffic you can select one of two methods to introduce this change:

    •Request the long format option for the display of all output, as shown in these examples:

     –	From the z/OS Console:

    D TCPIP,,N,DEV,FORMAT=LONG

     –	From TSO or ISPF Option 6:

    NETSTAT HOME FORMAT LONG

     –	From UNIX System Services:

    netstat -c -M long

    •Enforce a rule in the TCP/IP stack profile to make it mandatory to use the long format for the output displays. Code for the long format in the IPCONFIG statement with:

    IPCONFIG FORMAT LONG ...

    The TELNET command also displays the output in a different format when IPv6 is enabled. There is no output option on the TELNET display command to produce the long format; the long format is automatically enforced when the z/OS image is IPv6 enabled. However, if you want to force the IPv6 format prior to enabling the protocol, code FORMAT LONG on the TELNETGLOBALS statement block of the TN3270 profile.

    Once the z/OS image is enabled for IPv6, the FORMAT option is ignored and the longer format is always enforced.

    Enable IPv6 for TCP/IP in BPXPRMxx member

    Enabling z/OS applications to communicate over the INMN requires that z/OS and TCP/IP are IPv6 enabled. The IPv6 protocol is only used by the INMN network and does not need to be used for the other networks in your environment. 

    To enable IPv6, change the BPXPRMxx member of SYS1.PARMLIB to add the AF_INET6 statement, as shown in Example 9-5. 

    Example 9-5   BPXPRMxx entry for enabling IPv6

    [image: ]FILESYSTYPE TYPE(INET)ENTRYPOINT(EZBPFINI)

    NETWORK DOMAINNAME(AF_INET)

    DOMAINNNUMBER(2)

    MAXSOCKETS(2000)

    TYPE(INET)

    NETWORK DOMAINNAME(AF_INET6)

    DOMMAINNUMBER(19)

    MAXSOCKETS(3000)

    TYPE(INET)[image: ]

    An IPL of z/OS or a dynamic activation of the BPXPRMxx member is required to complete the enablement. The example also shows the additional stanza added to the AF_INET part of the BPXPRMxx SYS1.PARMLIB member. The values chosen for MAXSOCKETS are only an example; these values may not be optimal for your z/OS system.

    To enable the z/OS image for IPv6, add the IPv6 address family to the BPXPRMnn member in hlq.PARMLIB. Our parmlib member on LPAR A11 is BPXPRM2A. It contains the statements shown in Example 9-6.

    Example 9-6   BPXPRM2A changes to add IPv6 to the z/OS image
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    NETWORK DOMAINNAME(AF_INET)      A

            DOMAINNUMBER(2)          

            MAXSOCKETS(10000)        

            TYPE(CINET)              

            INADDRANYPORT(10000)     

            INADDRANYCOUNT(2000)     

    NETWORK DOMAINNAME(AF_INET6)      B

    			DOMAINNUMBER(19)                 

    			MAXSOCKETS(10000)                

    			TYPE(CINET) 
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    With this definition in BPXPRM2A we support dual-mode TCP/IP stacks, IPv4 with AF_INET (A) and IPv6 with AF_INET6 (B). We use Common INET (CINET) because there are multiple TCP/IP stacks in our z/OS system in LPAR A11. If your z/OS image contains only one TCP/IP stack, the definition is simpler: indicate TYPE(INET) and omit the INADDRANYPORT and INADDRANYCOUNT parameters.

     

    
      
        	
          Note: MAXSOCKETS is enforced independently for AF_INET and AF_INET6 sockets.

          The INADDRANYPORT, INADDRANYCOUNT values for NETWORK AF_INET6 are taken from the NETWORK AF_INET statement. These values are ignored if they are specified on the NETWORK statement for AF_INET6.

        
      

    

    You can add the AF_INET6 NETWORK statement dynamically with a SETOMVS RESET command to the BPXPRM2A member where the new statement was added, or re-ipl z/OS to pick up the new statement. After the statement is added, TCP/IP has to be recycled to pick up the AF_INET6 physical file system. To verify that you have a dual-mode z/OS, issue the D OMVS,PFS command and check the output (Example 9-7).

    Example 9-7   Verifying that IPv6 is available in the z/OS image
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    D OMVS,PFS                                                             

    BPXO068I 16.49.39 DISPLAY OMVS 052                                     

    OMVS     000F ACTIVE             OMVS=(2A)                             

    PFS CONFIGURATION INFORMATION                                          

     PFS TYPE   ENTRY      ASNAME    DESC      ST    START/EXIT TIME       

      NFS       GFSCINIT   NFSCLNT   REMOTE    A     2010/11/09 14.47.46   

      CINET     BPXTCINT             SOCKETS   A     2010/11/09 14.47.46   

      UDS       BPXTUINT             SOCKETS   A     2010/11/09 14.47.46   

      ZFS       IOEFSCM    ZFS       LOCAL     A     2010/11/09 14.47.42   

      AUTOMNT   BPXTAMD              LOCAL     A     2010/11/09 14.47.42   

      TFS       BPXTFS               LOCAL     A     2010/11/09 14.47.42   

      HFS       GFUAINIT             LOCAL     A     2010/11/09 14.47.42   

                                                                           

     PFS TYPE  DOMAIN        MAXSOCK  OPNSOCK  HIGHUSED                    

     PFS TYPE  DOMAIN        MAXSOCK  OPNSOCK  HIGHUSED         

      CINET    AF_INET6 1      10000       41        41         

               AF_INET         10000       22        24         

      UDS      AF_UNIX         10000        7         7         

                                                                

    PFS TYPE     FILESYSTYPE PARAMETER INFORMATION                         

      ZFS          PRM=(30,00)                                              

      HFS                                                                   

                   CURRENT VALUES: FIXED(0) VIRTUAL(2009)                   

                                                                            

     PFS TYPE  STATUS INFORMATION                                           

      AUTOMNT  TIME=2010/11/09 14:55:23 SYSTEM=SC33     USER=OMVSKERN       

               POLICY=/etc/auto.master 
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    1 shows that we are now running Common INET (CINET) with the IPv6 physical file system and the address family for IPv6 (AF_INET6). 

    Display the TCP/IP stack’s home list to verify that there is a LOOPBACK6 device; this indicates that the stack is enabled for IPv6. 

    Enabling VTAM for the ensemble

    The z/OS LPAR is automatically detected by the Unified Resource Manager firmware and creates a virtual server container for the z/OS operating system. However, z/OS cannot participate in the ensemble until the operating system is enabled for the ensemble. As discussed in 9.4.3, “Configuring z/OS to participate in the ensemble” on page 186, a change must be made in the VTAM Start Option to allow the z/OS image to participate in the ensemble. 

    In Example 9-8 on page 190 the ENSEMBLE option (A) shows NO, but it should indicate ENSEMBLE=YES. 

    Example 9-8   Displaying the ENSEMBLE Start Option
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    D NET,VTAMOPTS,OPTION=ENSEMBLE                              

    IST097I DISPLAY ACCEPTED                                    

    IST1188I VTAM CSV1R12 STARTED AT 14:47:41 ON 11/09/10 817   

    IST1349I COMPONENT ID IS 5695-11701-1C0                     

    IST1348I VTAM STARTED AS NETWORK NODE                       

    IST1189I ENSEMBLE = NO      A 

    IST314I END 
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    It can be enabled either by changing the VTAM Start Options to include the option setting or by issuing a MODIFY command.

    Before enabling the ENSEMBLE option, we examine the VTAM Transport Resource List Entries (TRLEs) to determine whether any are built for the INMN network. We display the VTAM member ISTTRL as shown in Example 9-9. The INMN TRLEs built for VTAM should have a prefix of IUTM, but there are none in this list. Therefore, we must issue the VTAM ENSEMBLE start options as the first step to obtain the INMN TRLEs.

    Example 9-9   The TRLEs prior to Ensemble enablement
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    D NET,E,ID=ISTTRL                                            

    IST097I DISPLAY ACCEPTED                                     

    IST075I NAME = ISTTRL, TYPE = TRL MAJOR NODE 811             

    IST1314I TRLE = IUTIQDF6  STATUS = ACTIV       CONTROL = MPC 

    IST1314I TRLE = IUTIQDF5  STATUS = ACTIV       CONTROL = MPC 

    IST1314I TRLE = IUTIQDF4  STATUS = ACTIV       CONTROL = MPC 

    IST1314I TRLE = ISTT3033  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = ISTT3032  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = ISTT3031  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = IUTIQDIO  STATUS = ACTIV       CONTROL = MPC 

    IST1314I TRLE = IUTSAMEH  STATUS = ACTIV       CONTROL = MPC 

    IST314I END 
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    In our LPAR, A11, the VTAM Start Option is SYS1.VTAMLST(ATCSTR30). We add a new parameter to this Start Option list so that the next recycle of VTAM can make z/OS ready for the ensemble (Example 9-10).

    Example 9-10   Ensemble Start Option in ATCSTR30
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    SSCPID=30,NOPROMPT,NETID=USIBMSC,SSCPNAME=SC30M,                       X  

    CONFIG=30,SUPP=NOSUP,                                                  X  

    HOSTPU=SC30PU,                                                         X  

    NETID=USIBMSC,                                                         X  

    IQDCHPID=F3,                                                           X  

    ....

     

    ENSEMBLE=YES,   A                                                      X 

    ......
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    The start option ENSEMBLE (A) is dynamically modifiable, so prior to a new IPL of VTAM, we change the default of ENSEMBLE=NO to ENSEMBLE=YES. We enter this command from the z/OS console to change the setting of this parameter:

    F NET,VTAMOPTS,ENSEMBLE=YES

    If you do a VTAM display, the dynamic TRLEs for the INMN have not been created and it looks the same as in Example 9-9. Initially the TRLEs are created with an initialization or recycle of the TCP/IP stack. 

    IEDN definitions

    Unlike the automatic system definition of the INMN components, some system components for the IEDN must be explicitly defined.

    The TRLEs for the IEDN can be created dynamically by VTAM or predefined. Different TCP/IP PROFILE settings are needed on the INTERFACE statement depending on which method is used to create the TRLEs. For a predefined TRLE, specify the PORTNAME. For dynamically generated TRLEs, the CHPID is needed. Both interface statements require an IP address, an MTU value, and a unique VLANID. A subnet mask is also needed. For examples of the z/OS TCP/IP definitions, refer to “Defining and activating z/OS ensemble interfaces” on page 236.

    Validating the ensemble interfaces in z/OS

    Our next display of the TRLEs shows that both the INMN and the IEDN TRLEs have been created. Referring to Example 9-11, at points A and B we now have two active IEDN TRLEs, IUTXT019 and IUTXT018, where the last two digits of each name represent the CHPID number of the TRLEs. At points C and D we now have two active INMN TRLEs, IUTMT00B and IUTMT00A. 00A and 00B are the suffixes of the TRLE names and our CHPIDs for the two OSM OSA ports.

    Example 9-11   Displaying the TRLEs for the INMN and the IEDN connections in VTAM
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    D NET,E,ID=ISTTRL                                            

    IST097I DISPLAY ACCEPTED                                     

    IST075I NAME = ISTTRL, TYPE = TRL MAJOR NODE 248             

    IST1314I TRLE = IUTXT019  STATUS = ACTIV       CONTROL = MPC     A

    IST1314I TRLE = IUTXT018  STATUS = ACTIV       CONTROL = MPC     B

    IST1314I TRLE = IUTIQDF6  STATUS = INACT       CONTROL = MPC 

    IST1314I TRLE = IUTIQDF5  STATUS = INACT       CONTROL = MPC 

    IST1314I TRLE = IUTIQDF4  STATUS = INACT       CONTROL = MPC 

    IST1314I TRLE = ISTT3033  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = ISTT3032  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = ISTT3031  STATUS = ACTIV       CONTROL = XCF 

    IST1314I TRLE = IUTMT00B  STATUS = ACTIV       CONTROL = MPC     C

    IST1314I TRLE = IUTMT00A  STATUS = ACTIV       CONTROL = MPC     D

    IST1314I TRLE = IUTIQDIO  STATUS = INACT       CONTROL = MPC 

    IST1314I TRLE = IUTSAMEH  STATUS = INACT       CONTROL = MPC  

    IST314I END 
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    A display of one of the ensemble TRLEs in VTAM shows which device addresses from the IOCDS was used to build the TRLE. Example 9-12 displays the TRLE for an OSM CHPID.

    Example 9-12   TRLE display of the devices used for an OSM interface
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    D NET,E,ID=IUTMT00A                                                     

    IST097I DISPLAY ACCEPTED                                                

    IST075I NAME = IUTMT00A, TYPE = TRLE 281                                

    IST486I STATUS= ACTIV, DESIRED STATE= ACTIV A 

    IST087I TYPE = LEASED             , CONTROL = MPC , HPDT = YES          

    IST1954I TRL MAJOR NODE = ISTTRL B 

    IST1715I MPCLEVEL = QDIO  C   MPCUSAGE = SHARE                         

    IST2263I PORTNAME = IUTMP00A D PORTNUM =   0   E    OSA CODE LEVEL = 0906    

    IST2337I CHPID TYPE = OSM F   CHPID = 0A    G

    IST1577I HEADER SIZE = 4096 DATA SIZE = 0 STORAGE = ***NA***            

    IST1221I WRITE DEV = 2341 H   STATUS = ACTIVE     STATE = ONLINE            

    IST1577I HEADER SIZE = 4092 DATA SIZE = 0 STORAGE = ***NA***            

    IST1221I READ  DEV = 2340 I   STATUS = ACTIVE     STATE = ONLINE            

    IST924I -------------------------------------------------------------   

    IST1221I DATA  DEV = 2342  J    STATUS = ACTIVE     STATE = N/A               

    IST1724I I/O TRACE = OFF  TRACE LENGTH = *NA*                           

    IST1717I ULPID = TCPIP   K   

    IST2310I ACCELERATED ROUTING DISABLED                                   

    IST2331I QUEUE   QUEUE     READ                                         

    IST2332I ID      TYPE      STORAGE                                      

    IST2205I ------  --------  ---------------                              

    IST2333I RD/1    PRIMARY   4.0M(64 SBALS)                               

    IST2305I NUMBER OF DISCARDED INBOUND READ BUFFERS = 0                   

    IST1757I PRIORITY1: UNCONGESTED PRIORITY2: ****NA****                   

    IST1757I PRIORITY3: ****NA****  PRIORITY4: ****NA****                   

    IST2190I DEVICEID PARAMETER FOR OSAENTA TRACE COMMAND = 01-01-00-02  L  

    IST1801I UNITS OF WORK FOR NCB AT ADDRESS X'2807E010'                   

    IST1802I P1 CURRENT = 1 AVERAGE = 2 MAXIMUM = 4                         

    IST924I -------------------------------------------------------------   

    IST1221I DATA  DEV = 2343 STATUS = RESET      STATE = N/A               

    IST1724I I/O TRACE = OFF  TRACE LENGTH = *NA*

    IST924I -------------------------------------------------------------   

    ................ 

    IST1500I STATE TRACE = OFF                                             

    IST314I END 
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    Of particular note in Example 9-12 are the following values:

    A	TRLE is active.

    B	Major Node named ISTTRL is dynamically created in the TRL .

    C	OSM is a type of QDIO interface.

    D	IUTMP00A is the dynamically assigned portname. 

    E	Port number for an OSM CHPID must be 0.

    F, G	CHPID Type is OSM and the CHPID number is 0A.

    H ,I ,J 	Assigned device numbers for the Write, Read, and Data devices.

    K	Upper layer protocol ID is TCP/IP. Ensemble network flows use only native IP interfaces.

    L	Management OSA does not perform priority queuing in either direction.

    The next display, Example 9-13, shows the TCP/IP home list in the netstat LONG FORMAT.

    Example 9-13   Displaying the INMN addresses and interface names in TCP/IP
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    D TCPIP,,N,HOME                         

    EZD0101I NETSTAT CS V1R12 TCPIP 277     

    INTFNAME:   EZ6OSM01               

      ADDRESS:  FE80::76FF:FE9E:C008            A

        TYPE:   LINK_LOCAL             

        FLAGS:  AUTOCONFIGURED         

    INTFNAME:   EZ6OSM02               

      ADDRESS:  FE80::76FF:FE87:8009            B

        TYPE:   LINK_LOCAL             

        FLAGS:  AUTOCONFIGURED         

    11 OF 11 RECORDS DISPLAYED         

    END OF THE REPORT
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    The addresses for the INMN interfaces (A and B) are IPv6 LINK_LOCAL addresses beginning with the prefix of FE80. The dynamically assigned names for the auto configured addresses are EZ6OSM01 and EZ6OSM02. 

    OSM connectivity

    The z/OS LPAR must be enabled for OSM connectivity as described in “Enable IPv6 for TCP/IP in BPXPRMxx member” on page 188.

    Example 9-14 shows the display information for EZ6OSM01, one of our two OSM interfaces.

    Example 9-14   Displaying the OSA Information for an OSM OSA interface

    [image: ]

    D TCPIP,,OSAINFO,INTFNAME=EZ6OSM01      1

    EZZ0053I COMMAND DISPLAY TCPIP,,OSAINFO COMPLETED SUCCESSFULLY          

    EZD0031I TCP/IP CS V1R12  TCPIP Name: TCPIP     15:12:35 212            

    Display OSAINFO results for IntfName: EZ6OSM01                          

    PortName: IUTMP00A 2   PortNum: 00   3 Datapath: 2342 4 RealAddr: 0002        

    PCHID: 0531   5     CHPID: 0A  6  CHPID Type: OSM   7   OSA code level: 0906  8 

    Gen: OSA-E3         Active speed/mode: 1000 mb/sec full duplex          

    Media: Copper   9   Jumbo frames: Yes   10   Isolate: Yes   11    

    PhysicalMACAddr: 00145E7769EC   12    LocallyCfgMACAddr: 000000000000          

    Queues defined 13   Out: 1  In: 1   Ancillary queues in use: 0               

    Connection Mode: Layer 2    14 

    SAPSup: 0009F603               SAPEna: 00082603                         

    Layer 2 attributes:                                                     

      VLAN ID: N/A   15      VMAC Active: Yes    16 

      VMAC Addr: 0200769EC008    17 VMAC Origin: OSA    18 

    15 of 15 lines displayed                                                

    End of report 
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    The OSAINFO display in Example 9-14 provides valuable information:

    1	Syntax of command to display a single OSM, dynamically generated interface

    2	Dynamically assigned portname for an OSM TRLE and interface

    3	OSM must be on Port number 0 of the OSM adapter

    4	Datapath assignment correlates with the IOCDS for the generated TRLE

    5 ,6 ,7	PCHID, CHPID number, and CHPID Type correlate with the IOCDS

    8	MCL level of the OSA port

    9 ,10 ,11	Copper OSA, capable of Jumbo frames, and operates in ISOLATE mode

    12	Physical MAC address of the OSA port

    13	Management OSA does not perform priority queuing in either direction

    14	Management OSA operates only in Layer 2 mode with no Layer 3 routing

    15	Management OSA port is operating in ACCESS mode; the TOR switch assigns the VLAN ID; the stack is unaware of any VLAN ID

    16,17	Virtual MAC is active and its address is displayed with the ensemble prefix

    18	Virtual MAC s fully generated by the OSA using the ensemble prefix.

    Next (Example 9-15 on page 194) is a typical NETSTAT output display. It provides more information about the OSM OSA port.

    Example 9-15   Device display for an OSM interface
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    D TCPIP,,N,DEV,INTFNAME=EZ6OSM01                                    

    EZD0101I NETSTAT CS V1R12 TCPIP 214                                 

    INTFNAME: EZ6OSM01          INTFTYPE: IPAQENET6 1  INTFSTATUS: READY  

        PORTNAME: IUTMP00A   2 DATAPATH: 2342     DATAPATHSTATUS: READY    

        CHPIDTYPE: OSM   3 

        QUESIZE: 0    SPEED: 0000001000   4 

        VMACADDR: 0200769EC008   5 VMACORIGIN: OSA    6 VMACROUTER: ALL     

        DUPADDRDET: 1                                                   

        CFGMTU: NONE                     ACTMTU: 1500    7 

        VLANID: NONE   8                 VLANPRIORITY: DISABLED   9 

        READSTORAGE: GLOBAL (4096K)                                     

        INBPERF: BALANCED    10 

        SECCLASS: 255                    MONSYSPLEX: NO                 

        ISOLATE: YES    11               OPTLATENCYMODE: NO             

        TEMPPREFIX: NONE                                                

      MULTICAST SPECIFIC:                                               

        MULTICAST CAPABILITY: YES                                       

        GROUP:     FF02::1:FF9E:C008                                    

       GROUP:     FF02::1:FF9E:C008                        

         REFCNT:  0000000001  SRCFLTMD: EXCLUDE            

         SRCADDR: NONE                                     

       GROUP:     FF01::1                                  

         REFCNT:  0000000001  SRCFLTMD: EXCLUDE            

         SRCADDR: NONE                                     

       GROUP:     FF02::1                                  

         REFCNT:  0000000001  SRCFLTMD: EXCLUDE            

         SRCADDR: NONE                                     

     INTERFACE STATISTICS:                                 

       BYTESIN                           = 1497186636      

       INBOUND PACKETS                   = 59183           

       INBOUND PACKETS IN ERROR          = 39              

       INBOUND PACKETS DISCARDED         = 0               

       INBOUND PACKETS WITH NO PROTOCOL  = 0               

       BYTESOUT                          = 42964196        

       OUTBOUND PACKETS                  = 59294           

       OUTBOUND PACKETS IN ERROR         = 0               

         OUTBOUND PACKETS DISCARDED        = 0                     

     IPV6 LAN GROUP SUMMARY                                        

     LANGROUP: 00005                                               

       NAME              STATUS      NDOWNER           VIPAOWNER   

       ----              ------      -------           ---------   

       EZ6OSM01 12       ACTIVE      EZ6OSM01          YES         

       EZ6OSM02 12       ACTIVE      EZ6OSM02          NO          

     1 OF 1 RECORDS DISPLAYED                                      

     END OF THE REPORT 
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    Of particular note in the display of the OSM OSA port in Example 9-15 are the following valus:

    1	IPv6 interface type: IPAQENET6.

    2	Portname that is dynamically assigned.

    3	CHPIDType is OSM.

    4	Speed is 1 Gigabit.

    5,6	MAC address that is dynamically assigned by the OSA is 0200769EC008

    7	Dynamically assigned MTU is 1500 bytes.

    8	Stack is unaware of a VLAN ID.

    9	VLAN user prioritization is not enabled.

    10	Inbound performance parameter is set to the default of BALANCED.

    11	Management port is operating in port isolation mode; no traffic is allowed between sharing Virtual Servers or Hypervisors across the shared port.

    12	This interface belongs to a LAN group with two members (EZ6OSM01 and EZ6OSM02) on the same IP subnet.

    9.4.5  Validating the functionality of the INMN connections

    To validate our INMN connections we verify the INMN address and confirm that the network is functional.

    RACF definitions to secure access to the INMN

    Management applications and any diagnostic users (for example, users that run a PING command against the INMN) must have READ access to the SERVAUTH security class EZB.OSM.sysname.tcpname through the appropriate SAF interface. Example 9-16 shows a sample RACF command that allows READ access by user ID userid to the security class EZB.OSM.sysname.tcpname.

    Example 9-16   Granting RACF permission to a SERVAUTH security class
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    PERMIT EZB.OSM.sysname.tcpname CLASS(SERVAUTH) ID(userid) ACCESS(READ)

    [image: ]We want to test the INMN connection to communicate with the Support Element (SE) over the INMN network. To protect access to the INMN we create a Security Access Facility (SAF) SERVAUTH class and then authorize one of the user IDs to this new SAF class. An example for the RACF definitions is in Example 9-17.

    Example 9-17   Defining EZB.OSM.<system name>.<tcpstackname> and authorizing access
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    RDEFINE SERVAUTH EZB.OSM.SC30.* UACC(NONE)

    PERMIT SERVAUTH EZB.OSM.SC30.* CLASS(SERVAUTH) ID(ZM03) ACCESS(READ)

    SETROPTS RACLIST(SERVAUTH) REFRESH

    SETROPTS GENERIC(SERVAUTH) REFRESH
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    Verifying the INMN address

    Next we want to verify the INMN address. You can view the network information from the HMC as shown in Figure 9-7.

    [image: ]

    Figure 9-7   Viewing network information from the HMC

    Notice the BPH jack or port positions the HMC is connected to: BPH J02 and BPH J01. An IPv6 link local address is assigned to the SE: fe80::21f:16ff:fe37:fd2f.

    We access the SE Network Diagnostic Information panel (Figure 9-8) to verify that this is the IPv6 address that is available to the INMN connections for the individual hypervisor.
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    Figure 9-8   Network Diagnostic Information

    We scroll through the addresses on the Address tab of the Network Diagnostics Information panel to find the interface named eth_zmgmt. This is the interface into the SE and should be reachable by any hypervisor in the ensemble. The address assigned to our eth_zmgmt interface is: fe80::21f:16ff:fe37:fd2f.

     

    
      
        	
          Note: On a LAN, the INMN connections operate as if they exist only on a private VLAN with only point-to-point connections.

        
      

    

    Confirming that the INMN network is functional

    We sign onto z/OS on LPAR A11 and ping the SE’s INMN address to show that the INMN network can support management traffic (Example 9-18).

    Example 9-18   Pinging across the INMN interface
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    ZM03 @ SC30:/u/zm03>su                                                     

    ZM03 @ SC30:/u/zm03>  1  ping -s FE80::76FF:FE9E:C008 fe80::21f:16ff:fe37:fd2f  

    CS V1R12: Pinging host fe80::21f:16ff:fe37:fd2f                            

    Ping #1 response took 0.000 seconds.                                       

    ZM03 @ SC30:/u/zm03>

    ZM03 @ SC30:/u/zm03> 2 ping  fe80::21f:16ff:fe37:fd2f%EZ6OSM01                

    CS V1R12: Pinging host fe80::21f:16ff:fe37:fd2f%EZ6OSM01                   

    at IPv6 address fe80::21f:16ff:fe37:fd2f                                   

    Ping #1 response took 0.000 seconds. 
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    In order for the ping packet to find its destination on the local link, we must specify the source IP address, the IPv6 interface name, or the interface index across which the ping should flow. The ping command provides the following details:

    1	Specifies a source IP address of an OSM interface: -s FE80::76FF:FE9E:C008.

    2	Specifies, after a percent sign, the interface name on the destination address: %EZ6OSM01. 

    The ping successfully reaches the SE destination and receives a response. 

    9.5  Enabling z/VM hypervisor to be a member of an ensemble

    To enable z/VM to be a member of an ensemble, complete the appropriate worksheets and have the following manuals available:

    •z/VM CP Planning and Administration Guide, SC24-6178-01

    •z/VM System Management Application Programming, SC24-6234-01 

     

    
      
        	
          Note: Although z/VM 6.2 will be able to participate in a zEnterprise Ensemble, at the time of writing, zEnterprise Ensemble does not support z/VM LPARs that use z/VM Single System Image or Live Guest Relocation.

        
      

    

    9.5.1  IOCDS configuration

    The system administrator must configure the OSX and OSM CHPIDs on the IOCDS. The number of devices for the OSX and the OSM CHPIDs will vary. Some users will connect to the OSX OSA through the VSWITCH rather than directly to the OSA card. In this case the VSWITCH needs only one triplet of real devices per OSX CHPID configured to it. However, you can have multiple virtual switches connecting to each OSA CHPID. This might be to support multiple VLANs or for VSWITCHes with different isolation attributes.

    For OSM, the number of devices required is typically one triplet per OSM CHPID. At a minimum, two OSM CHPIDs should be defined with port 0 access. Devices on these CHPIDs provide access to the INMN via the z/VM Management Guest through a pair of internally defined INMN virtual switches.

    9.5.2  Validating functional INMN and IEDN connections

    For the z/VM hypervisor to participate in the ensemble, validate that the pair of INMN and the pair of IEDN CHPIDs are available. Once z/VM is enabled to the ensemble, it handles bringing the new OSM devices online for you. Before you enable z/VM to the ensemble, your OSM/OSX devices are offline and you cannot bring them online. However, you can query them, as shown in Example 9-19.

    Example 9-19   Displaying OSX/OSM CHPIDs before z/VM is enabled to participate in the ensemble
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    q osa type ensemble

    OSA  2300 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2301 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2302 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2303 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2304 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2305 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2306 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2307 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2308 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  2309 OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230A OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230B OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230C OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230D OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230E OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX  

    OSA  230F OFFLINE                   DEVTYPE IEDN        CHPID 18 OSX 

    OSA  2340 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2341 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2342 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2343 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2344 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2345 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2346 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2347 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2348 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  2349 OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234A OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234B OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234C OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234D OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234E OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 

    OSA  234F OFFLINE                   DEVTYPE INMN        CHPID 0A OSM OSA  234F OFFLINE                   DEVTYPE INMN        CHPID 0A OSM 
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    9.5.3  DTCENS1 and DTCENS2 ensemble controllers

    The DTCENS1 and DTCENS2 ensemble controllers are z/VM virtual machines (z/VM user IDs) configured to act as a controller for either an IEDN or an INMN virtual switch. The DTCENS1 controller is configured to also provide application access (host connectivity) to the INMN through the internally defined INMN virtual switch.

    9.5.4  Setting up the IEDN and INMN virtual switch controllers

    Directory entries are added for the ensemble vswitch controllers. There are two vswitch controllers for the INMN and IEDN networks. Example 9-20 shows the controller directory entry for DTCENS1 for the INMN network. 

    Example 9-20   INMN Controller user directory entry
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    00000 * * * Top of File * * *                                                   

    00001 USER DTCENS1 NEWPASS 32M 128M BG                                          

    00002 INCLUDE TCPCMSU                                                           

    00003 OPTION QUICKDSP SVMSTAT MAXCONN 1024 DIAG98 APPLMON                       

    00004 SHARE RELATIVE 3000                                                       

    00005 IUCV *VSWITCH MSGLIMIT 65535                                              

    00006 IUCV ANY PRIORITY                                                         

    00007 IUCV ALLOW                                                                

    00008 * To restrict server IUCV communications to a minimal set of              

    00009 * appropriate user IDs, employ user ID-specific IUCV statements (such     

    00010 * as those that follow) instead of the preceding IUCV ALLOW statement.    

    00011 * IUCV MAINT                                                              

    00012 * IUCV TCPMAINT                                                           

    00013 * IUCV VSMREQIM                                                           

    00014 LINK 6VMTCP10 491 491 RR                                                  

    00015 LINK 6VMTCP10 492 492 RR                                                  

    00016 LINK TCPMAINT 591 591 RR                                                  

    00017 LINK TCPMAINT 592 592 RR                                                  

    00018 LINK TCPMAINT 198 198 RR                                                  

    00019 MDISK 191 3390 161 5 LX4U1R MR READ WRITE MULTIPLE                        

    00020 * * * End of File * * *
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    Example 9-21 shows the controller directory entry for DTCENS2 for the IEDN network.

    Example 9-21   IEDN Controller user directory entry
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    DTCENS2  DIRECT   A1 

                                                                           

    00000 * * * Top of File * * *                                          

    00001 USER DTCENS2 NEWPASS 32M 128M G                                  

    00002 INCLUDE TCPCMSU                                                  

    00003 OPTION QUICKDSP SVMSTAT MAXCONN 1024 DIAG98                      

    00004 IUCV *VSWITCH MSGLIMIT 65535                                     

    00005 LINK 6VMTCP10 491 491 RR                                         

    00006 LINK 6VMTCP10 492 492 RR                                         

    00007 LINK TCPMAINT 591 591 RR                                         

    00008 LINK TCPMAINT 592 592 RR                                         

    00009 LINK TCPMAINT 198 198 RR                                         

    00010 MDISK 191 3390 166 5    LX4U1R MR READ WRITE MULTIPLE            

    00011 * * * End of File * * * 
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    Use the following steps to set up the IEDN and INMN virtual switch controllers:

    1.	Add the directory entries by issuing DIRMAINT commands:

    dirm add dmtcens1

    dirm add dmtcens2

    2.	Log on to each of the new vswitch controllers and format the 191 A disk:

    format 191 a 5

    3.	When prompted, enter the suggested disk labels:

    DTCENS1 191: EN1191

    DTCENS2 191: EN2191

    4.	Copy the PROFILE EXEC from TCPMAINT for each of the servers:

    link tcpmaint 591 591 rr

    acc 591 e

    copyfile tcprofil exec e profile exec a (olddate

    release e

    5.	After the PROFILE EXEC is copied to each vswitch controller, log off each controller.

    6.	Log on to TCPMAINT to set up the server configuration file for each vswitch controller. Ensure minidisk 591 is accessed as the e disk and the 198 minidisk is accessed as the d disk. Both were already set as needed. If not, you need to access them.

    acc 591 e

    acc 198 d

    7.	Copy each of the sample server configuration files:

    copyfile dtcens1 stcpip e = tcpip d (olddate

    copyfile dtcens2 stcpip e = tcpip d (olddate

    8.	Check each of the new server configuration files for each vswitch controller and update the OBEYFILE authorizations to authorize the AF_MGMT servers.

    9.	The ensemble vswitch controllers should now be ready. Log off from the TCPMAINT user ID and start each of the vswitch controllers. 

    10.	Add the ensemble vswitch controllers to the process you use to start things automatically at IPL. They should be started early in the process and before the SMAPI servers are started.

    9.5.5  Enable DIRMAINT for the ensemble

    If you have never used DIRMAINT before, you should become familiar with it. Some IT shops currently use native z/VM user ID management tools and will need to migrate to DIRMAINT (user directory management). When z/VM joins an ensemble, most of the DIRMAINT commands are run automatically by the Unified Resource Manager, either through direct invocation or indirectly through calls to the z/VM SMAPI server. DIRMAINT is shipped with z/VM but must be enabled by the system programmer. After DIRMAINT is enabled, further steps are required to enable DIRMAINT to function within an ensemble. Instructions for this procedure are in the z/VM CP Planning and Administration SC24-6178-01 manual, in the chapter “Configuring z/VM for Ensemble Membership.”

    9.5.6  Configuring DIRMAINT authorization

    The VSMGUARD and VSMWORK servers must be authorized to issue z/VM directory maintenance commands. We add the entries to DIRMAINT’s AUTHFOR CONROL file as shown in Example 9-22.

    Example 9-22   DIRMAINT AUTHFOR CONTROL new entries
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    ALL VSMWORK1 * 140A ADGHMOPS    

    ALL VSMWORK1 * 150A ADGHMOPS    

    ALL VSMWORK2 * 140A ADGHMOPS 

    ALL VSMWORK2 * 150A ADGHMOPS    

    ALL VSMWORK3 * 140A ADGHMOPS 

    ALL VSMWORK3 * 150A ADGHMOPS 

    ALL VSMGUARD * 140A ADGHMOPS 

    ALL VSMGUARD * 150A ADGHMOPS 
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    The VSMGUARD and VSMWORK servers are also added to DIRMAINT’s CONFIGxx DATADV file as shown in Example 9-23.

    Example 9-23   DIRMAINT CONFIGxx DATADVH new entries
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    ALLOW_ASUSER_NOPASS_FROM= VSMWORK1 *

    ALLOW_ASUSER_NOPASS_FROM= VSMWORK2 * 

    ALLOW_ASUSER_NOPASS_FROM= VSMWORK3 * 

    ALLOW_ASUSER_NOPASS_FROM= VSMGUARD *
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    9.5.7  Enabling the z/VM SMAPI and Manage Guest Server

    This section describes the steps to set up and configure SMAPI and its associated Worker and Guard servers. Security is maintained by user ID login and communication over the SMAPI TCP/IP port. These servers ship with z/VM; the steps for configuration are in z/VM CP Planning and Administration, SC24-6178, in the chapter “Configuring z/VM for Ensemble Membership.”

    Follow these steps to enable the z/VM SMAPI and Manage Guest servers: 

    1.	Add the entry Ensemble_Port = "55555" to the DMSSICNF COPY file located on MAINTs 193 disk. Access this minidisk and add the line to the file as shown in Example 9-24 on page 201.

    Example 9-24   Adding the Ensemble Port specification
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    DMSSICNF COPY     E2  V 80  Trunc=71 Size=99 Line=34 Col=1 Alt=4              

    00034 /**********************************************************************/ 

    00035                                                                          

    00036 Ensemble_Port = "55555" /* default ensemble port */                      

    00037                                                                          

    00038 DM_exit  = "DMSSIXDM"                  /* REXX Directory Manager Exit */ 

    00039                                        /* Specify file name only      */ 

    00040                                                                          

    00041 XIA_exit = ""                          /* Authorization Exit Exec     */ 

    00042                                        /* Specify file name only      */ 

    00043                                                                          

    00044 RPIVAL_prog = ""                       /* RPIVAL Program Name         */ 

    00045                                        /* If program name is not      */ 

    00046                                        /* specified, the default will */ 

    00047                                        /* be used.                    */ 

    00048 Server_DCSS   = "VSMDCSS"              /*  Default DCSS               */ 

    00049                                                                          

    00050 /**********************************************************************/ 

    00051 /* Server Log Level                                                   */ 

    00052 /* Level 0 = No Logging                                               */ 

    00053 /* Level 1 = Request Logging Only                                     */ 

    00054 /* Level 2 = Request, Entry, and Exit                                 */ 

    ====> 
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    2.	The SMAPI VSMWORK1-4 directory entries should already exist in the user directory. Define the following four directory entries to z/VM (Example 9-25 to Example 9-28).

    a.	The VSMREQI6 directory entry is shown in Example 9-25.

    Example 9-25   VSMREQI6 user directory entry
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    00000 * * * Top of File * * *                                       

    00001 USER VSMREQI6 NEWPASS  128M 512M G                            

    00002 IPL CMS PARM AUTOCR                                           

    00003 OPTION DIAG88                                                 

    00004 MACHINE ESA                                                   

    00005 IUCV ANY MSGLIMIT 255                                         

    00006 IUCV *VMEVENT                                                 

    00007 NAMESAVE VSMDCSS                                              

    00008 CONSOLE 0009 3215 T                                           

    00009 SPOOL 000C 2540 READER *                                      

    00010 SPOOL 000D 2540 PUNCH A                                       

    00011 SPOOL 000E 1403 A                                             

    00012 LINK MAINT 190 190 RR                                         

    00013 LINK MAINT 19E 19E RR                                         

    00014 LINK MAINT 193 193 RR                                         

    00015 LINK TCPMAINT 591 591 RR                                      

    00016 LINK TCPMAINT 592 592 RR                                      

    00017 MDISK 191 3390 2360 025 LX4W02 MR READ WRITE MULTIPLE         

    00018 * * * End of File * * * 
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          Important: Update the preexisting SMAPI request servers. Ensure that they have the entries that are in the new request servers. Pay particular attention to items such as IUCV *VMEVENT and PARM AUTOCR.

        
      

    

    b.	The VSMREQIM user directory entry is shown in Example 9-26.

    Example 9-26   VSMREQIM user directory entry
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    00000 * * * Top of File * * *                                          

    00001 USER VSMREQIM NEWPASS  128M 512M G                               

    00002 IPL CMS PARM AUTOCR                                              

    00003 OPTION DIAG88                                                    

    00004 MACHINE ESA                                                      

    00005 IUCV ANY MSGLIMIT 255                                            

    00006 IUCV *VMEVENT                                                    

    00007 NAMESAVE VSMDCSS                                                 

    00008 CONSOLE 0009 3215 T                                              

    00009 SPOOL 000C 2540 READER *                                         

    00010 SPOOL 000D 2540 PUNCH A                                          

    00011 SPOOL 000E 1403 A                                                

    00012 LINK MAINT 190 190 RR                                            

    00013 LINK MAINT 19E 19E RR                                            

    00014 LINK MAINT 193 193 RR                                            

    00015 LINK TCPMAINT 591 591 RR                                         

    00016 LINK TCPMAINT 592 592 RR                                         

    00017 MDISK 191 3390 2335 025 LX4W02 MR READ WRITE MULTIPLE            

    00018 * * * End of File * * * 
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    c.	The z/VM management guest server user directory entry is shown in Example 9-27.

     

    Example 9-27   ZVMLXAPP (Management Server) user directory entry
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    00000 * * * Top of File * * *                                        

    00001 USER ZVMLXAPP NEWPASS  1024M 2048M G                           

    00002 COMMAND SET D8ONECMD * OFF                                     

    00003 COMMAND SET RUN ON                                             

    00004 COMMAND TERM LINEND #                                          

    00005 CMD SET VSWITCH DTCINMN GRANT ZVMLXAPP OSDSIM ON               

    00006 CMD DEFINE VSWITCH SW2 TYPE INMN ETHERNET                      

    00007 CMD SET VSWITCH SW2 GRANT ZVMLXAPP OSDSIM ON                   

    00008 CMD SET VSWITCH SW2 UPLINK NIC ZVMLXAPP 200                    

    00009 CMD DEFINE NIC 100 TYPE QDIO                                   

    00010 CMD DEFINE NIC 200 TYPE QDIO                                   

    00011 CMD COUPLE 100 TO SYSTEM DTCINMN                               

    00012 CMD COUPLE 200 TO SYSTEM SW2                                   

    00013 COMMAND SPOOL CONS START *                                     

    00014 IPL _0___1__                                                   

    00015 LOADDEV PORT 0 LUN 0 BOOT 0                                    

    00016 LOADDEV BR_LBA 0600                                            

    00017 LOADDEV SCP '{"profiles": ["zVM-MG"],',                        

    00018 '"networkCards": [{"OSA": "all","linkLocalIPV6": null }] }'    

    00019 MACH XA                                                        

    00020 OPTION LANG AMENG LXAPP

    00021 CONSOLE 0009 3215 T                                                

    00022 SPOOL 000C 2540 READER *                                           

    00023 SPOOL 000D 2540 PUNCH A                                            

    00024 SPOOL 000E 1403 A                                                  

    00025 LINK MAINT 0190 0190 RR                                            

    00026 LINK MAINT 019D 019D RR                                            

    00027 LINK MAINT 019E 019E RR                                            

    00028 MDISK 0191 3390 2325 010 LX4W02 MR                                 

    00029 * * * End of File * * 
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          Important: Use EBCDIC code page 924 when updating the SCP data contained within the 'LOADDEV Directory Control Statement' of the ZVMLXAPP user directory. Square brackets must be coded in hex as x'AD' and x'BD'. 

        
      

    

    d.	The VSMGUARD user directory entry is shown in Example 9-28.

    Example 9-28   VSMGUARD user directory entry
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    00000 * * * Top of File * * *                                       

    00001 USER VSMGUARD NEWPASS  128M 512M ABCDEFG                      

    00002 IPL CMS PARM AUTOCR                                           

    00003 OPTION DIAG88 MAINTCCW LNKS LNKE                              

    00004 MACHINE ESA                                                   

    00005 IUCV ANY MSGLIMIT 255                                         

    00006 NAMESAVE VSMDCSS                                              

    00007 CONSOLE 0009 3215 T                                           

    00008 SPOOL 000C 2540 READER *                                      

    00009 SPOOL 000D 2540 PUNCH A                                       

    00010 SPOOL 000E 1403 A                                             

    00011 LINK MAINT 190 190 RR                                         

    00012 LINK MAINT 19E 19E RR                                         

    00013 LINK MAINT 193 193 RR                                         

    00014 LINK MAINT CF1 CF1 MD                                         

    00015 LINK MAINT CF2 CF2 MD                                         

    00016 LINK TCPMAINT 591 591 RR                                      

    00017 LINK TCPMAINT 592 592 RR                                      

    00018 MDISK 191 3390 2300 025 LX4W02 MR READ WRITE MULTIPLE         

    00019 * * * End of File * * * 
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    3.	Define the PROFILE EXEC for each of the request servers. 

     –	Guests VSMREQIN, VSMREQI6, VSMREQIU, VSMPROXY, VSMREQIM are shown in Example 9-29. 

    Example 9-29   Request Servers PROFILE EXEC
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    /**********************************************************************/

    'CP SP CONS * START'

    'CP SET CONCEAL OFF'

    'CP SET CONCEAL ON'

    'Access 193 E' /* Access the VSM API code. */

    'Access 591 F' /* Access the TCPIP server modules. */

    'Access 592 G' /* Access the TCPIP client configuration.*/

    Call APILOAD 'DMSSICNF' /* Access the configurable binding file */

    /* Access the code and server directories */

    'SET FILEPOOL ' Server_SFSpool

    'SET AUTOREAD OFF'

    'ACCESS ' Server_DATA DataDisk' (FORCERW'

    'ACCESS ' Server_SOURCE SourceDisk' (FORCERW'

    ‘ACCESS 191 D'

    /* Start the Server */

    'NUCXLOAD DMSRSPXY (SYSTEM'

    'DMSRSPXY DMSRSRQA'

    If (rc <> 0) Then

    Say 'Server Failed with Return Code: ' rc

    'CP IPL'
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     –	The PROFILE EXEC for the guard and worker servers, VSMGUARD, VSMWORK1, VSMWORK2, VSMWORK3, is shown in Example 9-30.

    Example 9-30   Guard and Worker servers PROFILE EXEC
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    /**********************************************************************/

    'CP SP CONS * START'

    'CP SET CONCEAL OFF'

    'CP SET CONCEAL ON'

    'Access 193 E' /* Access the VSM API code. */

    'Access 591 F' /* Access the TCPIP server modules. */

    'Access 592 G' /* Access the TCPIP client configuration.*/

    Call APILOAD 'DMSSICNF'

    /* Access the Shared file Pool */

    'SET FILEPOOL' Server_SFSpool

    'ACCESS ' Server_DATA DataDisk' (FORCERW'

    'ACCESS ' Server_SOURCE SourceDisk' (FORCERW'

    'ACCESS 191 D'

    'SET AUTOREAD OFF'

    myret = DMSWSSMI(Server_DCSS)

    parse var myret myrc myrsn

    if (myrc /= 0) then say 'Server Error' myrc myrsn

    exit myrc
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    4.	Install the TCP/IP DATA file on the A minidisk of each AF_MGMT protocol server. The default name of this server is VSMREQIM. The file must be updated to point to DTCENS1 as the TCP/IP stack (see Example 9-31) and not the default of TCP/IP.

    Example 9-31   Point user to TCP/IP stack
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    TCPIP    DATA     Z1  V 80  Trunc=80 Size=486 Line=80 Col=1 Alt=0             

    00080 ;                                                                        

    00081 ;                                                                        

    00082 ; ====================================================================== 

    00083 ; General System Definitions                                             

    00084 ; ====================================================================== 

    00085 ; ====================================================================== 

    00086 ; The TCPIPUSERID statement identifies the virtual machine that provides 

    00087 ; primary TCP/IP services for a z/VM system (this server is commonly     

    00088 ; referred to as the 'stack' server).  The default user ID is 'TCPIP'.   

    00089 ; ---------------------------------------------------------------------- 

    00090                                                                          

    00091 TCPIPUSERID DTCENS1                                                      

    00092                                                                          

    00093                                                                          

    00094 ; ====================================================================== 

    00095 ; The HOSTNAME statement specifies the TCP host name of a z/VM host.     

    00096 ; If this statement is omitted, the node name returned by the CMS        

    00097 ; 'IDENTIFY' command is used as a default.                               

    00098 ;                                                                        

    00099 ; The example HOSTNAME statements that follow define host names for two  

    00100 ; different systems, 'ABCZVM' and 'ZVMXYZ'.  Each statement is qualified 
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    5.	Authorize the management guest (ZVMLXAPP) and VSMPROXY to perform all SMAPI functions. The default VSMWORK1 AUTHLIST file is updated to include ZVMLXAPP (Example 9-32). 

    Example 9-32   VSMWORK1 AUTHLIST file
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    ===== * * * Top of File * * *                                                   

          |...+....1....+....2....+....3....+....4....+....5....+....6....+....7... 

    ===== DO.NOT.REMOVE																						 DO.NOT.REMOVE                                                                            

    ===== MAINT                                                            ALL      

    ===== VSMPROXY                                                         ALL 

    ===== ZVMLXAPP                                                         ALL

    ===== * * * End of File * * *                                                   

    ====>                                                                           

                                                                X E D I T  1 File 
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    6.	Authorization is accomplished as follows:

    a.	Log on to the VSMWORK1 guest. 

    b.	Issue the following commands:

    #CP IPL CMS

    acc (noprof

    set filepool VMSYS

    access VMSYS:VSMWORK1. B

    xedit vsmwork1 authlist B

    c.	Repeat the VMSPROXY line and add ZVMLXAPP.

    d.	To save changes, issue the file subcommand.

    e.	To restart VSMWORK1, issue #CP IPL CMS

    f.	Issue #CP DISCONNECT 

     

    
      
        	
          Hint: You can copy an existing line in the file and alter the server name that is to be authorized to help ensure proper formatting and syntax.

        
      

    

    7.	Modify DMSSISVR NAMES using the automated local modification procedure. This step is performed from the MAINT user ID. 

    a.	Check that the 51D disk is accessed as the D disk.

    b.	Issue localmod CMS DMSSISVR NAMES

    c.	Check that the entries in Example 9-33 exist in the local modification file.

    Example 9-33   Local modification file
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    * Default AF_INET Server

    :server.VSMREQIN

    :type.REQUEST

    :protocol.AF_INET

    :address.INADDR_ANY

    :port.44444

     

    * AF_INET6 Server

    :server.VSMREQI6

    :type.REQUEST

    :protocol.AF_INET6

    :address.INADDR_ANY

    :port.44445

     

    * Default AF_IUCV Server

    :server.VSMREQIU

    :type.REQUEST

    :protocol.AF_IUCV

    * Default AF_SCLP Server

    :server.VSMPROXY

    :type.REQUEST

    :protocol.AF_SCLP

    * Management Network Server

     

    :server.VSMREQIM

    :type.REQUEST

    :protocol.AF_MGMT

    :address.INADDR_ANY

    :port.44446

     

    * Guard Server

    :server.VSMGUARD

    :type.WORKER

    :short.GUARD

     

    * Default Short Call Server

    :server.VSMWORK1

    :type.WORKER

    :short.YES

     

    * Default Long Call Server

    :server.VSMWORK2

    :type.WORKER

    :short.NO

     

    * Default Long Call Server

    :server.VSMWORK3

    :type.WORKER

    :short.NO

     

    * Primary Vswitch Controller

    :server.DTCENS1

    :type.VCTRL

     

    * Backup Vswitch Controller

    :server.DTCENS2

    :type.VCTRL

     

    * Management Guest

    :server.ZVMLXAPP

    :type.MG

     

    * Directory Manager

    :server.DIRMAINT

    :type.DMGR
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    8.	When you complete the update of the file, issue the file subcommand to save the changes.

    9.	Run service CMS build

    10.	To complete the local modifications, run: put2prod

    11.	The commands in Example 9-34 must be issued from MAINT or VSMWORK1 for the VSMGUARD server.

    Example 9-34   Commands to enroll and grant authority to VSMGUARD
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    ENROLL USER VSMGUARD VMSYS:

    GRANT AUTHORITY VMSYS:VSMWORK1. TO VSMGUARD (WRITE NEWWRITE

    GRANT AUTHORITY VMSYS:VSMWORK1.DATA TO VSMGUARD (WRITE NEWWRITE

    GRANT AUTHORITY * * VMSYS:VSMWORK1.DATA TO VSMGUARD (WRITE

    GRANT AUTHORITY * * VMSYS:VSMWORK1. TO VSMGUARD (READ
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    12.	Add VSMGUARD to the ADMIN entry in the DMSPARMS file of the VMSERVS 191 minidisk, as shown in Example 9-35.

    Example 9-35   Granting ADMIN authorization to VSMGUARD
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    00000 * * * Top of File * * *             

    00001 ADMIN MAINT 6VMTCP10 VSMGUARD       

    00002 NOBACKUP                            

    00003 SAVESEGID CMSFILES                  

    00004 FILEPOOLID VMSYS                    

    00005 USERS 100                           

    00006 * * * End of File * * * 
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    13.	From MAINT, enroll the VSM worker and request servers in the VMSYS: filepool, as shown in Example 9-36.

    Example 9-36   Enrolling worker and request servers
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    enroll user vsmreqin vmsys:

    enroll user vsmreqi6 vmsys:

    enroll user vsmreqiu vmsys:

    enroll user vsmproxy vmsys:

    enroll user vsmreqim vmsys:

    enroll user vsmwork1 vmsys:

    enroll user vsmwork2 vmsys:

    enroll user vsmwork3 vmsys:
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    9.5.8  Starting the SMAPI servers and Management Guest

    To start the SMAPI servers, issue XAUTOLOG VSMGUARD from the MAINT or another authorized user ID. VSMGUARD starts VSMWORK1 and the other required servers. Add this to your AUTOLOG startup process or other startup automation. 

    You do not need to add DTCENS1 or DTCENS2 to your AUTOLOG startup processes. These VSWITCH controllers are started by the SMAPI servers. The SMAPI servers also bring the required OSX and OSM devices online.

    9.5.9  Validating the configuration

    To validate the configuration, issue Q VMLAN. You should see “Status: MANAGED” listed, as shown in Example 9-37. The Unified Resource Manager MAC prefix and ID are also listed.

    Example 9-37   Query VMLAN indicating the Unified Resource Manager Status of “Managed”
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    q vmlan                                                      

    VMLAN maintenance level:                                     

      Latest Service: VM64780                                    

    VMLAN MAC address assignment:                                

      System MAC Protection: OFF                                 

      MACADDR Prefix: 020000 USER Prefix: 020000                 

      MACIDRANGE SYSTEM: 000001-FFFFFF                           

                 USER:   000000-000000                           

    VMLAN Unified Resource Manager status:                       

      Hypervisor Access: YES       Status: MANAGED               

      ID: 6B45FAA0E39411DF84D40010184CB262                       

      MAC Prefix: 02D2DB                                         

    VMLAN default accounting status:                             

      SYSTEM Accounting: OFF       USER Accounting: OFF          

    VMLAN general activity:                                      

      PERSISTENT Limit: INFINITE   Current: 3                    

      TRANSIENT  Limit: INFINITE   Current: 0                    

    Ready; T=0.01/0.01 16:46:20 
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    We issued q vswitch to see the DTCIMN virtual switch for the INMN network, as shown in Example 9-38. You should also see virtual switch SW2 listed. SW2 has no real OSA devices attached to it; instead, it is listed with an uplink port to our management guest ZVMLXAPP.

    Example 9-38   Virtual Switch display with Ensemble related Virtual Switches
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    q vswitch                                                                    

    VSWITCH SYSTEM DTCINMN  Type: INMN    Connected: 2    Maxconn: INFINITE      

      PERSISTENT  RESTRICTED    ETHERNET                  Accounting: OFF        

      VLAN Unaware                                                               

      MAC address: 02-D2-DB-00-00-01    MAC Protection: Unspecified              

      State: Ready                                                               

      IPTimeout: 5         QueueStorage: 8                                       

      Isolation Status: ON                                                       

     Uplink Port:                                                                

      RDEV: 236D.P00 VDEV: 236D Controller: DTCENS1  BACKUP                      

      RDEV: 234D.P00 VDEV: 234D Controller: DTCENS1                              

    VSWITCH SYSTEM SW2      Type: INMN    Connected: 1    Maxconn: INFINITE      

      PERSISTENT  RESTRICTED    ETHERNET                  Accounting: OFF        

      VLAN Unaware                                                               

      MAC address: 02-D2-DB-00-00-03    MAC Protection: Unspecified              

      State: Ready                                                               

      IPTimeout: 5         QueueStorage: 8                                       

      Isolation Status: ON                                                       

     Uplink Port:                                                                

      NIC: ZVMLXAPP  VDEV: 0200                                                  

    VSWITCH SYSTEM VSWITCH1 Type: QDIO    Connected: 1    Maxconn: INFINITE      

      PERSISTENT  RESTRICTED    NONROUTER                 Accounting: OFF        

      VLAN Unaware                                                    

      MAC address: 02-00-00-00-00-01    MAC Protection: Unspecified   

      State: Ready                                                    

      IPTimeout: 5         QueueStorage: 8                            

      Isolation Status: OFF                                           

     Uplink Port:                                                     

      RDEV: 2100.P00 VDEV: 2100 Controller: DTCVSW1                   

      RDEV: 2120.P00 VDEV: 2120 Controller: DTCVSW2  BACKUP           

    Ready; T=0.01/0.01 16:47:18 

    [image: ]

    Command Q CONTROLLER ALL reports the DTCENS1 controller as available, with a primary and a backup OSM device (Example 9-39). DTCENS2 is listed but has no devices because we still have not set up our OSX devices for the IEDN network.

    Example 9-39   Ensemble-related vswitch controllers
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    q controller all                                                          

    Controller DTCVSW1   Available: YES   VDEV Range: *         Level 610     

      Capability: IP ETHERNET VLAN_ARP GVRP    LINKAGG    ISOLATION           

                  NO_ENSEMBLE NO_INMN                                         

       SYSTEM VSWITCH1   Primary          Controller: *         VDEV: 2100    

    Controller DTCVSW2   Available: YES   VDEV Range: *         Level 610     

      Capability: IP ETHERNET VLAN_ARP GVRP    LINKAGG    ISOLATION           

                  NO_ENSEMBLE NO_INMN                                         

       SYSTEM VSWITCH1   Backup           Controller: *         VDEV: 2120    

    Controller DTCENS1   Available: YES   VDEV Range: *         Level 610     

      Capability: IP ETHERNET VLAN_ARP GVRP    LINKAGG    ISOLATION           

                  ENSEMBLE    INMN                                            

       SYSTEM DTCINMN    Backup           Controller: DTCENS1   VDEV: 236D    

       SYSTEM DTCINMN    Primary          Controller: DTCENS1   VDEV: 234D    

    Controller DTCENS2   Available: YES   VDEV Range: *         Level 610     

      Capability: IP ETHERNET VLAN_ARP GVRP    LINKAGG    ISOLATION           

                  ENSEMBLE    NO_INMN                                         

    Ready; T=0.01/0.01 16:47:57 
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    The z/VM netstat command reports that VSMPROXY is listening on our ensemble port 55555, as shown in Example 9-40.

    Example 9-40   SMAPI servers listen on designated sockets
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    netstat                                                                         

    VM TCP/IP Netstat Level 610       TCP/IP Server Name: TCPIP                     

                                                                                    

    Active IPv4 Transmission Blocks:                                                

                                                                                    

    user ID  Conn    Local Socket            Foreign Socket          State          

    ---- --  ----    ----- ------            ------- ------          -----          

    INTCLIEN 1004    *..TELNET               *..*                    Listen         

    INTCLIEN 1005    9.12.4.17..TELNET       9.57.138.116..30462     Established    

    INTCLIEN 1006    9.12.4.17..TELNET       9.57.138.116..30594     Established    

    VSMREQIN 1001    *..44444                *..*                    Listen         

    VSMPROXY 1003    *..55555                *..*                    Listen         

                                                                                    

    Active IPv6 Transmission Blocks:                                                

                                                                                    

    user ID  Conn     State                                                         

    ---- --  ----     -----                                                         

    VSMREQI6 1002     Listen                                                        

      Local Socket:   *..44445                                                      

      Foreign Socket: *..* 
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    In the ensemble HMC, the z/VM LPAR is in the Hypervisor list, as shown in Figure 9-9. Previously our z/VM LPAR A17 was only listed in the virtual servers tab because, from the PRSM hypervisor perspective, this LPAR was a virtual server.
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    Figure 9-9   z/VM LPAR A17 in Hypervisor List

    Once z/VM is enabled as part of the ensemble, the Management Guest IP V6 address is displayed in the HMC Details - Hypervisor Information tab, as shown in Figure 9-10.
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    Figure 9-10   Management Guest IPV6 Address in HMC Details Hypervisor Information

    9.5.10  Final z/VM enablement steps

    Ensure that your backup policy includes all files in the SFS directory VMSYS:VSMWORK1.DATA. Once you have verified that z/VM has successfully joined the ensemble, back up the contents of this directory and add it to your regular backup policies.

    Also, if you plan to manage many z/VM guest directory entries via the Unified Resource Manager, VSMPROXY and VSMREQIU might need to have the default storage size increased from 128 MB of virtual storage to 256 or 512 MB.

    9.5.11  z/VM VMRM or Unified Resource Manager guest priority management

    The Unified Resource Manager workload management functions alter the z/VM guest shares. This happens independently of z/VM VMRM resource management. If you are going to use the Unified Resource Manager to manage workload, you should disable VMRM from managing the shares for those z/VM guests. You might also want to evaluate the initial and maximum share values specified in the Unified Resource Manager relative to the rest of the share values specified for guests not managed by the Unified Resource Manager, such as those that perform operating system functions.

    9.5.12  z/VM RACF and Unified Resource Manager assigned guest resources

    The Unified Resource Manager does not issue any z/VM RACF commands when it performs its functions. The RACF administration duties are unchanged and separate from any of the Unified Resource Manager administration tasks. It might be possible to automate some of your RACF tasks using z/VM Dirmaint RACF exits. 

    9.6  Creating the ensemble, adding ensemble members, and entitling the blades

    In this section we review how to create an ensemble, add members, and entitle the blades.

    9.6.1  Create an ensemble and add members

    Use the following steps to create the ensemble on the HMC and add members: 

    1.	Log in to the HMC with a user ID that has Ensemble Administrator authority. Navigate to the Ensemble Management Guide and select Create Ensemble as shown in Figure 9-11.
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    Figure 9-11   Ensemble Management - Create Ensemble

    2.	In the Create Ensemble dialog enter the name of your ensemble and its description as shown in Figure 9-12 on page 212. Once the name is set it cannot be changed except by deleting and recreating the ensemble. Click Next to continue. 
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    Figure 9-12   Create Ensemble dialog - Ensemble name

    3.	Select Yes to add member to an ensemble, as shown in Figure 9-13. You can add your CPC to the ensemble at this time. Click Next to continue.
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    Figure 9-13   Create Ensemble dialog - Add Member

    4.	You will receive confirmation that the ensemble was successfully created, as shown in Figure 9-14. Click OK to continue to add a member to the ensemble.
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    Figure 9-14   Create Ensemble success

    5.	On the Create Ensemble Summary panel (Figure 9-15 on page 213), review your selections and click Finish to continue.
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    Figure 9-15   Create Ensemble - Summary

    6.	After the ensemble is created, you are prompted to add members to the ensemble. Select an eligible system from the list and click Add to continue. In this case, as seen in Figure 9-16, only one system is eligible to become a member of the ensemble.
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    Figure 9-16   Add Member to Ensemble 

    7.	You will receive a confirmation that the member was successfully added to the ensemble, as shown in Figure 9-17. Click OK to continue.
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    Figure 9-17   Ensemble Member add confirmation

    8.	Once a member is added to the ensemble, the option Eligible is shown as No because this system is no longer eligible to be added to the ensemble (Figure 9-18).
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    Figure 9-18   Ensemble - Add Member

    9.	Since there are no more members to add to the Ensemble, click Close.

    9.6.2  Entitling the zBX blades to the ensemble

    Use the following steps to entitle zBX blades to the ensemble:

    1.	Log onto the HMC with a user ID that has Ensemble Administrator authority. On the HMC, click Ensemble Management in the left panel (Figure 9-19).
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    Figure 9-19   Logon as SYSPROG

    2.	We can now view our ensemble, ITSO Ensemble, in the Ensemble Management panel (Figure 9-20).
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    Figure 9-20   Ensemble Management

    3.	Expand the ITSO Ensemble in the Ensemble tab in the center panel as shown in Figure 9-21 on page 215.
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    Figure 9-21   Ensemble Management - view ensemble

    4.	Select the system with the blades you want to entitle; in our case it is SCZP301 (Figure 9-22).
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    Figure 9-22   Ensemble Management - select member

    5.	Click the menu button for SCZP301 and select Recovery → Single Object Operations, as shown in Figure 9-23.
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    Figure 9-23   Recovery - Single Object Operations

    6.	Click Yes to confirm the selection of SCZP301 for Single Object Operations, as shown in Figure 9-24 on page 216.
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    Figure 9-24   Single Object Confirmation

    7.	A message appears to indicate that we are contacting the SE (Figure 9-25). 
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    Figure 9-25   Contacting the SE

    8.	After the process completes, we are in single object operations mode in the Support Element (SE) panel, as shown in Figure 9-26.
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    Figure 9-26   Logged on as SYSPROG

    9.	Select System Management, then select the check box for the CPC with the blades to be entitled (Figure 9-27 on page 217).
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    Figure 9-27   Systems Management

    10.	From the menus for CPC SCZP301, select CPC Configuration → Perform Model Conversion, as shown in Figure 9-28.
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    Figure 9-28   System Management - Perform Model Conversion

    11.	In the Perform Model Conversion dialog, expand the zBX Entitlement entry and select Manage, as shown in Figure 9-29 on page 218.
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    Figure 9-29   Perform Model Conversion - Entitlement expanded

    12.	Click Add Entitlement (Figure 9-30).
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    Figure 9-30   zBX Management - Add Entitlement

    13.	In the Manage zBX Blade Entitlement dialog shown in Figure 9-31, we see our five unentitled blades listed under Spares. The entitlement maximum for our system is 7, but at this time we entitle just one blade.
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    Figure 9-31   Manage Entitlements - No entitled blades

    14.	We select blade number 1, as shown in Figure 9-32 on page 219, and select the action Entitle as PWRBLADE.
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    Figure 9-32   Manage Entitlements - Entitle as PWRBLADE task

    15.	Click OK to begin the entitlement of the selected blade (Figure 9-33).
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    Figure 9-33   Manage Entitlement - Blade 1 selected for entitlement

    16.	Click OK to confirm the entitlement of the blade (see Figure 9-34).
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    Figure 9-34   Entitlement Confirmation

    17.	Figure 9-35 displays the initial status of a blade being entitled.
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    Figure 9-35   Entitlement Progress - Updating Entitlements

    18.	Before the entitlement is complete the status changes to Installing the OS, as shown in Figure 9-36. 
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    Figure 9-36   Entitlement progress - Installing the OS

    19.	Figure 9-37 shows that the entitlement completed successfully for our blade. Click OK to continue.
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    Figure 9-37   Entitlement progress completed successfully

    20.	In Figure 9-38 we return to the Manage zBX Blade Entitlement screen. The Current Entitlement state of blade one is now PWRBLADE and there are four spares showing. Click Ok to exit this screen, then log off to return from single object operations mode.
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    Figure 9-38   Blade Entitlement - First Blade entitled
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Creating a virtual network

    This chapter helps you identify the virtual network components needed for the ensemble and external network connectivity. It provides step-by-step instructions for provisioning virtual networks, configuring the IEDN Top-of-Rack switches for connecting to external networks, and adding virtual switches for the z/VM guest systems. This chapter also illustrates how to connect z/OS to the virtual networks.

    10.1  Networking in the ensemble

    This section describes the preparation required to implement virtual networks in the ensemble. The topics covered are:

    •Virtual network administrator roles and tasks

    •Configuration of the virtual network

    •Definition of a virtual switch

    •Configuration of the IEDN TOR switches

    •z/OS and z/VM IEDN definitions

    •Verification of the virtual network configuration

    10.1.1  Virtual network administrator

    The virtual network administrator is responsible to create new virtual networks, manage and ensemble MAC addresses, and configure the Top-of-Tack (TOR) switch. The roles required for the administrator of the virtual networks in the Unified Resource Manager are described in 3.2.5, “Virtual network administrator role” on page 64. 

    The Virtual Network Administrator role is the minimum required to perform tasks on virtual network resources. The Ensemble, Virtual Network, and All zCPC Managed objects roles have to be selected for the user as managed object when creating the user ID. Plan to add a virtual network administrator user ID that can perform all these roles. There is an example of adding a network administrator in 3.6, “Implementing ensemble HMC user roles and tasks” on page 81. 

    For more information about these tasks, refer to zEnterprise System Hardware Management Console and Support Element Operations Guide for Ensembles, SC27-2606.

    10.1.2  Checklist

    Verify that the following activities are complete prior to beginning to create the ensemble’s virtual networks:

    o	Do you know the user ID and password to accomplish the desired tasks?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Do you have the documentation or worksheets that describe:

    o	The virtual network names that follow your installation’s naming conventions?

    o	The VLAN IDs that map to the virtual network names?

    o	The list of hosts that are to attach to the virtual networks?

    o	The TOR ports that map to the virtual network names?

    o	Do you have access to the manual zEnterprise System Hardware Management Console and Support Element Operations Guide for Ensembles, SC27-2606?	

    o	Did you verify that the cabling, the IOCDS, and other prerequisites are in place for your installation? See Chapter 9, “Enabling an ensemble” on page 175 for information on prerequisites.

    o	Did you coordinate with the other administrators so as not to disrupt their activities while you are working with the ensemble?

    o	Did you create a test plan to test your definitions?

    o	Did you create a backout plan in case you need to eliminate any of the definitions?

    10.2  Configuring virtual networks

    The scenario used in this publication requires several virtual servers, specifically:

    •HTTP servers on IBM blades in the zBX

    •WAS servers in a z/VM LPAR (A17) running in the z196 CPC

    •DB2 server in a z/OS LPAR (A11) running in the z196 CPC

    All these virtual servers are to exchange information over the IEDN. External access by the browser clients is provided through the external ports on the IEDN TOR switches. We also have an external connection to a management server for administration purposes to install software on the virtual servers. 

    The definitions for our virtual networks are shown in Figure 10-1.
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    Figure 10-1   Target network in our Ensemble

    We configure four virtual networks for our target environment:

    •VLAN 199 - Client network <--> HTTP servers

    •VLAN 110 - HTTP servers <--> WebSphere Application Server instances

    •VLAN 99 - WebSphere Application Server instances <--> DB2 server

    •VLAN 100 - Management server (a software repository for virtual servers in the ensemble) 

     

    
      
        	
          Attention: In our scenario we allow all virtual servers to connect to VLAN 100. In a production environment this could be a security exposure, especially if virtual server isolation is required. 

          We created VLAN 100 for demonstration purposes only. However, a similar VLAN configuration could be used for installing software to a virtual server and once installed, the virtual server could be removed from the VLAN.

        
      

    

    10.2.1  Worksheet for virtual networks

    The worksheet in Table 10-1 lists the network information needed to configure our virtual networks. In this worksheet we have the names of our virtual networks with their respective VLAN IDs, IP subnets, and masks, and the virtual servers that connect to them.

    Table 10-1   Worksheet for the virtual networks

    
      
        	
          Virtual network name 

        
        	
          VLAN ID

        
        	
          Description

          (IP subnet/mask) 

        
        	
          Platform (virtual server) 

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          199

        
        	
          172.30.199.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPB2)

        
      

      
        	
          System management and admin VLAN

        
        	
          100

        
        	
          172.30.100.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPB2)

          z/VM LPAR A17 (WASG1/WASS1/WASB1) 

          z/OS LPAR A11 (DB2 server)

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          172.30.110.0/24

        
        	
          AIX (HTTPG1/HTTPG2)

          Linux on System x (HTTPS1/HTTPS2)

          Windows (HTTPB1/HTTPB2)

          z/VM LPAR A17 (WASG1/WASS1/WASB1)

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          172.30.99.0/24

        
        	
          z/VM LPAR A17 (WASG1/WASS1/WASB1) 

          z/OS LPAR A11(DB2 server)

        
      

    

    10.2.2  Defining virtual networks

    Perform the following steps to define a virtual network:

    1.	Log in to the Hardware Management Console (HMC) with a user ID authorized to configure virtual networks. We created user ID VNADMIN for this purpose. 

    2.	One method to begin to configure a virtual network is to select the Manage Virtual Networks text box from the Ensemble Management Guide start panel (Figure 10-2 on page 225).
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    Figure 10-2   Select Manage Virtual Networks

    3.	The virtual network displayed on the Manage Virtual Networks panel is the default virtual network with VLAN ID 10 (Figure 10-3). Because we are already using VLAN ID 10 elsewhere in our network, to avoid miscommunication we do not use this number when we plan the assignment of VLAN IDs for our network implementation. 

    [image: ]

    Figure 10-3   Manage Virtual Networks - ITSO Ensemble

    4.	On the Manage Virtual Networks screen, select New Virtual Network (Figure 10-4 on page 226).
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    Figure 10-4   Configuration of New Virtual Network

    5.	This opens a new definitions panel, Create Virtual Network (Figure 10-5). Enter the name of the new virtual network, Client Access HTTP Server VLAN, the IP address, 172.30.199.0/24 as the description, 199 for the VLAN ID, and click OK.
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    Figure 10-5   Creating a new virtual network

    6.	Our new virtual network, VLAN 199 appears as part of the ensemble (Figure 10-6 on page 227). Its status is Inactive because no hosts are defined yet. Once the hosts are defined to access a VLAN, it will become active.

     

    
      
        	
          Repeat these steps for each VLAN: We assigned all four virtual networks that we planned for our ensemble implementation. In this chapter, we show you how we defined only one of our virtual networks because, with the Unified Resource Manager, the same process is used to define the others. See Figure 10-6 on page 227 for the virtual network display after we created three of our VLANs.
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    Figure 10-6   Add of new virtual network 

    10.2.3  Verifying the virtual network configuration

    The virtual networks cannot be verified until the virtual servers are fully implemented with their operating systems. Therefore, we delay the verification until we implement the operating systems. 

    The virtual servers are added to the virtual networks in Chapter 12, “Creating a virtual server for AIX” on page 285 and Chapter 13, “Creating a virtual server for Linux on System z” on page 321.

    10.3  Configuring the TOR switches

    The IEDN TOR switches connect to our internal and two external networks (see Figure 10-7 on page 228).
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    Figure 10-7   Logical diagram of our internal and external connections via IEDN TOR switches

    On the virtual network worksheet shown in Table 10-2 on page 229 we have listed the names of our virtual networks VLAN IDs, IP subnets and masks, and the TOR port numbers. We use this information to configure the TOR switches.

    Table 10-2   Worksheet for the IEDN TOR switches

    
      
        	
          Virtual network name Description

        
        	
          VLAN ID

        
        	
          Port #

          type

        
        	
          Port mode

        
        	
          Platform

          Host name

        
        	
          MAC address

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          199

        
        	
          J36

          External

        
        	
          Trunk1

        
        	
          •Firewall/router

          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

        
        	
          30:46:9a:fe:24:90 

        
      

      
        	
          System management and administration VLAN

        
        	
          100

        
        	
          J37

          External

        
        	
          Access2

        
        	
          •Management server

          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

          •z/VM LPAR A17 WASG1/WASS1/WASB1

          •z/OS LPAR A11 

          DB2 server

        
        	
          a2:4e:5e:78:66:03

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          J08

          Internal

        
        	
          Trunk3

        
        	
          •AIX 

          HTTPG1/HTTPG2

          •Linux on System x

          HTTPS1/HTTPS2

          •Windows 

          HTTPB1/HTTPB2

          •z/VM LPAR A17 WASG1/WASS1/WASB1

        
        	
          N/A

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          J08

          Internal

        
        	
          Trunkc

        
        	
          •z/VM LPAR A17 WASG1/WASS1/WASB1

          •z/OS LPAR A11

          DB2 server

        
        	
          N/A

        
      

    

    

    1 The firewall/router is VLAN-aware (it supports VLAN tagging) 

    2 The management server does not support VLAN tagging

    3 This connection must support multiple VLAN IDs

    When we start to add the virtual networks, many of the hosts are not available. Therefore, initially we only add the z196 LPARs, A11 (z/OS) and A17 (z/VM), to the appropriate networks. We return to the Unified Resource Manager virtual network management screens later to add the other virtual networks.

     

    
      
        	
          Note 1: Port J37 is configured in VLAN ACCESS mode with MAC address filtering. We entered the MAC address of our NIM server. 

          Note 2: Port J36 is implemented in TRUNK mode because it is leading to the client external data network and we plan to add additional VLANs to this connection to accommodate different user groups.

        
      

    

    Use the following steps to configure the Top-of-Rack switches:

    1.	Log on to the HMC with the appropriate user ID. In our case, we use the VNADMIN ID for this Virtual Administrator task. Select the Configure Top-of-Rack (TOR) Switch text box from the Ensemble Management Guide start panel (Figure 10-8).
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    Figure 10-8   Configure TOR Switch

    2.	In the Target Object Selection panel, select the appropriate object and click OK. We selected SCZP301, our z196 (Figure 10-9).
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    Figure 10-9   TOR - Target Object Selection

    3.	Select Configure switches identically. We made this selection because our two IEDN TOR switches will be set up for redundancy (Figure 10-10). Click OK.
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    Figure 10-10   Panel for configuring the TOR

    4.	As shown in Figure 10-11 on page 231, our three ports, Port 8, Port 36, and Port 37, are listed. Ports appear in this list if a 1 GbE or 10 GbE SFP is plugged into the IEDN TOR switch. Ports 36 and 37 are cabled to the external network devices and Port 8 is an internal port cabled to BladeCenter chassis #1. There is an option to “Allow all VLAN IDs.” However, since we are configuring external ports and want secure access we do not select this option. 
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    Figure 10-11   Configuring the TOR for the z196 (SCZP301)

    5.	Enter the details for Port 36, VLAN Mode, and the MAC address for our external network VLAN 199 from the worksheet in Table 10-1 on page 224. 

    We insert the MAC address of the external router in the “MAC Address” field to permit only external VLAN 199 (see Figure 10-12). Because we do not entirely trust the external network that is connected to this port, we do not select “Allow all MAC addresses.” When we click Add, the MAC address moves to the column for “Allowed MAC Addresses.”

    [image: ]

    Figure 10-12   Configuring external port 36 VLAN 199 and MAC filtering

     

    
      
        	
          Security: If the external networks are not trusted, you should implement MAC address filtering in the TOR.

        
      

    

    6.	We perform a similar task for Port 37 for VLAN 100, the system management network. However, because this is a server with a single VLAN ID, we select the VLAN Mode of Access (see Figure 10-13).
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    Figure 10-13   External TOR Port configured for virtual network

    7.	Click OK and return to the main panel of the Hardware Management Console (HMC).

    Refer to Chapter 9., “Enabling an ensemble” on page 175 for further information about the cabling of the ensemble.

    10.4  Defining a virtual switch to z/VM

    Figure 10-14 depicts the configuration for our z/VM guest servers (WASG1, WASS1, and WASB1), with the required z/VM virtual switches (VSWITCHes), and network interface cards (NICs). 
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    Figure 10-14   Configuration for z/VM guests (Linux on System z)

    10.4.1  Worksheet for the z/VM virtual switches

    The worksheet in Table 10-3 shows the network information needed to configure our z/VM virtual switches. In this worksheet we have listed the names of our virtual network with their respective virtual switch name and type, VLAN ID, and uplinks. 

    Table 10-3   Worksheet for the z/VM virtual switches

    
      
        	
          Virtual switch name

        
        	
          Virtual switch type

        
        	
          Virtual network name 

        
        	
          VLAN ID

        
        	
          Uplink (CHPID - device)

        
      

      
        	
          QDIO100

        
        	
          Virtual IEDN

        
        	
          System management and administration VLAN

        
        	
          100

        
        	
          CHPID 18 - 2303

          CHPID 19 - 2323

        
      

      
        	
          QDIO110

        
        	
          Virtual IEDN

        
        	
          HTTP server - WAS VLAN

        
        	
          110

        
        	
          CHPID 18 - 2306

          CHPID 19 - 2326

        
      

      
        	
          QDIO099

        
        	
          Virtual IEDN

        
        	
          WAS - DB2 VLAN

        
        	
          99

        
        	
          CHPID 18 - 2300

          CHPID 19 - 2320

        
      

    

    We used the following steps to define the VSWITCHes:

    1.	From the Hypervisor tab in Ensemble Management, select the hypervisor in LPAR A17 which contains our z/VM virtual servers, right-click, then select Configuration → Manage Virtual Switches (Figure 10-15).
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    Figure 10-15   Ensemble Management - Configure virtual switch

    2.	The Manage Virtual Switches panel is displayed; select the action to Create IEDN vSwitch (Figure 10-16) and click OK.

    [image: ]

    Figure 10-16   Manage Virtual Switches - Select action

    3.	In the Create Virtual Switch panel, enter the details from the worksheet for virtual switch QDIO99 (Figure 10-17 on page 235) and click OK.
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    Figure 10-17   Create Virtual Switch - Add details

    4.	We receive notification that the virtual switch is being created (Figure 10-18) and then get confirmation once it is created successfully.
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    Figure 10-18   Create Virtual Switch

    5.	Repeat steps 2 and 3 for the other virtual switches, QDIO100 and QDIO110. Figure 10-19 shows the display after we completed defining our three virtual switches.
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    Figure 10-19   Manage virtual switches

     

    
      
        	
          Note: NICs are also defined to complete the connectivity (see “Defining a NIC to our Linux for System z guests” on page 335).

        
      

    

    6.	Verify the virtual switches by issuing the q vswitch command (Example 10-1).

    Example 10-1   q vswitch
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    q vswitch                                                                       

                            

    VSWITCH SYSTEM QDIO099  Type: IEDN    Connected: 2    Maxconn: INFINITE         

      PERSISTENT  RESTRICTED    ETHERNET                  Accounting: OFF           

      VLAN Aware  Default VLAN: NONE    Default Porttype: Access  GVRP: Enabled     

                  Native  VLAN: NONE    VLAN Counters: OFF                          

      MAC address: 02-D2-DB-00-00-06    MAC Protection: OFF                         

      State: Ready                                                                  

      IPTimeout: 5         QueueStorage: 8                                          

      Isolation Status: OFF                                                         

     Uplink Port:                                                                   

      RDEV: 2300.P00 VDEV: 2300 Controller: DTCENS2                                 

      RDEV: 2320.P00 VDEV: 2320 Controller: DTCENS1  BACKUP                         

     

    VSWITCH SYSTEM QDIO100  Type: IEDN    Connected: 2    Maxconn: INFINITE         

      PERSISTENT  RESTRICTED    ETHERNET                  Accounting: OFF           

      VLAN Aware  Default VLAN: NONE    Default Porttype: Access  GVRP: Enabled     

                  Native  VLAN: NONE    VLAN Counters: OFF                          

      MAC address: 02-D2-DB-00-00-07    MAC Protection: OFF                         

      State: Ready                                                                  

      IPTimeout: 5         QueueStorage: 8                                          

      Isolation Status: OFF                                                         

     Uplink Port:                                                                   

      RDEV: 2303.P00 VDEV: 2303 Controller: DTCENS2                                 

      RDEV: 2323.P00 VDEV: 2323 Controller: DTCENS1  BACKUP                         

     

    VSWITCH SYSTEM QDIO110  Type: IEDN    Connected: 2    Maxconn: INFINITE         

      PERSISTENT  RESTRICTED    ETHERNET                  Accounting: OFF           

      VLAN Aware  Default VLAN: NONE    Default Porttype: Access  GVRP: Enabled     

                  Native  VLAN: NONE    VLAN Counters: OFF                          

      MAC address: 02-D2-DB-00-00-08    MAC Protection: OFF                         

      State: Ready                                                                  

      IPTimeout: 5         QueueStorage: 8                                          

      Isolation Status: OFF 

      RDEV: 2306.P00 VDEV: 2306 Controller: DTCENS2                                 

      RDEV: 2326.P00 VDEV: 2326 Controller: DTCENS1  BACKUP 
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    10.5  Defining and activating z/OS ensemble interfaces

    Figure 10-20 on page 237 depicts the configuration for our z/OS DB2 server with the OSX interfaces assigned to VLAN 99 and VLAN 100.
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    Figure 10-20   Network configuration for the z/OS DB2 server

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the z/OS TCP/IP stack.

          If your z/OS TCP/IP stack is acting as a router to access the IEDN, then IP forwarding must be enabled. In such cases, you should consider using a firewall in front of the access point of the IEDN to enforce your network security policies.

        
      

    

    There are two ways to define OSX INTERFACEs for z/OS: 

    1.	Allow VTAM to build the TRLEs for the IP interfaces dynamically by referring to the CHPID number. 

    2.	Predefine the VTAM TRLEs with a PORTNAME, and then code the IP interface definitions using the PORTNAME.

    It is important to maintain consistent PORTNAMEs. The PORTNAMEs assigned to the IEDN CHPIDs for z/OS must be consistent across all sharing LPARs. Therefore, you should standardize the TRLE definition type for each OSA CHPID. For example, if you have four z/OS LPARs sharing an OSA port, all four must define the TRLEs in the same way. Define them either through dynamic definition of the PORTNAME (as in method 1) or through a predefinition (as in method 2). On a single OSA port, do not attempt to mix the definition type. The consequence of not heeding this warning is a failure of the IEDN interfaces definition and activation.

    We choose to define the INTERFACEs using CHPIDs (18 and 19). We insert the statements for the interfaces on IEDN VLANs 99 and 100 in the TCP/IP profile (see Example 10-2 on page 238).

    Example 10-2   IEDN interface statements added to SYS1.TCPPARMS(PROF30)
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    ; ------------- IEDN INTERFACES FOR ENSEMBLE ATTACHMENTS ---------  

    ; ---VLAN 99---for DB2---

    INTERFACE OSX2300A 

     DEFINE IPAQENET CHPIDTYPE OSX                                      

     CHPID 18    VLANID 99                                              

     MTU 8992     IPADDR 172.30.99.1/24                                 

    ;;                                                                  

    INTERFACE OSX2320A 

     DEFINE IPAQENET CHPIDTYPE OSX                                      

     CHPID 19    VLANID 99                                              

     MTU 8992     IPADDR 172.30.99.2/24   

    ;;

    ;; ---VLAN 100 ---for Administration---

    INTERFACE OSX2300B 

     DEFINE IPAQENET CHPIDTYPE OSX                                      

     CHPID 18    VLANID 100 

     MTU 8992     IPADDR 172.30.100.1/24                                 

    ;;                                                                  

    INTERFACE OSX2320B 

     DEFINE IPAQENET CHPIDTYPE OSX                                      

     CHPID 19    VLANID 100 

     MTU 8992     IPADDR 172.30.100.2/24                                 

    ;

    ; -------END:   IEDN INTERFACES FOR ENSEMBLE ATTACHMENTS --------- 

     

    ;; -- ROUTES FOR THE IEDN -------------------------------------- 

    BEGINROUTES                                                            

     ROUTE 172.30.99.0/24              =        OSX2300A      MTU 8992     

     ROUTE 172.30.100.0/24             =        OSX2300B      MTU 8992     

    ENDROUTES                                                              

     ;; --END: ROUTES FOR THE IEDN -------------------------------------- 
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    Adding the z/OS LPAR to a virtual network

    The interfaces for DB2 access will be attached to a virtual network with a VLAN ID of 99, using the Unified Resource Manager. The interfaces for administration (management) will be attached to the virtual network with a VLAN ID of 100, in the same way.

    Follow these steps to add the z/OS LPARs:

    1.	From the Ensemble Management screen: 

    a.	On the navigator panel expand Ensemble Management and select the ensemble, ITSO Ensemble.

    b.	Select the Hypervisor tab.

    c.	In the Tasks section select and expand Configuration.

    d.	Select Manage Virtual Networks (see Figure 10-21 on page 239).
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    Figure 10-21   Ensemble management panel

    2.	In the Manage Virtual Networks panel, select the appropriate virtual network. For the z/OS LPAR it is VLAN ID 99 (Figure 10-22). From the Select Action drop-down list, select Add Hosts to Virtual Network.
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    Figure 10-22   Add a host to a virtual network

    3.	From the Add Hosts to Virtual Network panel, select the host or hosts you want to add to the virtual network. We selected z/OS LPAR A11 (CHPIDs 18 and 19) (Figure 10-23 on page 240). Click OK.
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    Figure 10-23   Selecting the host to be added to the virtual network

    Activating the IEDN interfaces in z/OS

    Stop and then initialize the TCP/IP stack, using these commands:

    P TCPIP

    S TCPIP

     

    
      
        	
          Note: The IEDN interfaces can also be dynamically added with an OBEYFILE. But the INMN connections require a stack initiation for the initial dynamic creation.

        
      

    

    The console log shows how the INMN interfaces are dynamically created and activated (Example 10-3).

    Example 10-3   Initialization of dynamically created INMN interfaces
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    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE EZ6OSM01  

    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE EZ6OSM02 
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    The console log also indicates that the initialization of the interfaces has successfully completed (Example 10-4).

    Example 10-4   Initialization of IEDN interfaces
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    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE OSX2300A

    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE OSX2320A

    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE OSX2300B

    EZZ4340I INITIALIZATION COMPLETE FOR INTERFACE OSX2320B
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    The IEDN interfaces can also be started using the following commands:

    V TCPIP,,START,OSX2300A

    V TCPIP,,START,OSX2320A

    V TCPIP,,START,OSX2300B

    V TCPIP,,START,OSX2320B

    The next display shows the TCP/IP home list in the netstat LONG FORMAT. Look for the INMN interfaces at points A and B in Example 10-5.

    Example 10-5   Displaying the INMN and IEDN addresses and interface names in TCP/IP
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    D TCPIP,,N,HOME                         

    EZD0101I NETSTAT CS V1R12 TCPIP 277     

    INTFNAME:   OSX2300A            1

       ADDRESS:  172.30.99.1    

         FLAGS:                 

     INTFNAME:   OSX2320A            2 

       ADDRESS:  172.30.99.2    

         FLAGS:                 

     INTFNAME:   OSX2300B           3 

       ADDRESS:  172.30.100.1    

         FLAGS:                 

     INTFNAME:   OSX2320B           4 

       ADDRESS:  172.30.100.2    

         FLAGS:                 

    INTFNAME:   LOOPBACK6              

      ADDRESS:  ::1                    

        TYPE:   LOOPBACK               

        FLAGS:                         

    INTFNAME:   EZ6OSM01               

      ADDRESS:  FE80::76FF:FE9E:C008            A

        TYPE:   LINK_LOCAL             

        FLAGS:  AUTOCONFIGURED         

    INTFNAME:   EZ6OSM02               

      ADDRESS:  FE80::76FF:FE87:8009            B

        TYPE:   LINK_LOCAL             

        FLAGS:  AUTOCONFIGURED         

    11 OF 11 RECORDS DISPLAYED         

    END OF THE REPORT [image: ]

    Note that the addresses for the INMN interfaces (A and B) are IPv6 LINK_LOCAL addresses beginning with the prefix of FE80. The dynamically assigned names for the autoconfigured addresses are EZ6OSM01 and EZ6OSM02. Observe the names of the OSX interfaces: 1 through 4. These are the names that we preassigned in our INTERFACE definitions in the TCP/IP profile. The interfaces have been assigned the planned IPv4 addresses. 

    10.5.1  Displaying information about OSX interfaces

    A display of the IEDN OSA port provides more information about the ensemble network. Example 10-6 show the display of the OSA information for an OSX OSA interface. 

    Example 10-6   OSA information for an OSX OSA interface 
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    D TCPIP,,OSAINFO,INTFNAME=OSX2300A    1 

    EZZ0053I COMMAND DISPLAY TCPIP,,OSAINFO COMPLETED SUCCESSFULLY          

    EZD0031I TCP/IP CS V1R12  TCPIP Name: TCPIP     15:06:03 203            

    Display OSAINFO results for IntfName: OSX2300A

    PortName: IUTXP018    2 PortNum: 00 3    Datapath: 2302   RealAddr: 0002        

    PCHID: 0590 4        CHPID: 18   5   CHPID Type: OSD   6  OSA code level: 0D0A  7 

    Gen: OSA-E3         Active speed/mode: 10 gigabit full duplex   8 

    Media: Multimode Fiber         Jumbo frames: Yes  9 Isolate: No    10 

    PhysicalMACAddr: 001A643B2135  11 LocallyCfgMACAddr: 000000000000          

    Queues defined Out: 4  In: 1   12 Ancillary queues in use: 0               

    Connection Mode: Layer 3   13 IPv4: Yes  14 IPv6: No                      

    SAPSup: 000FF603               SAPEna: 0008A603                         

    IPv4 attributes:                                                        

      VLAN ID:   99 15         VMAC Active: Yes                             

      VMAC Addr: 02BECB000002  16 VMAC Origin: Cfg   17 VMAC Router: All      

      AsstParmsEna: 00200C57   OutCkSumEna: 0000001A  InCkSumEna: 0000001A  

    Registered Addresses:                                                   

      IPv4 Unicast Addresses:                                               

       IPv4 Unicast Addresses:                        

         ARP: Yes  Addr: 172.30.99.1   18 

         Total number of IPv4 addresses:      1       

       IPv4 Multicast Addresses:                      

         MAC: 01005E000001  Addr: 224.0.0.1           

         Total number of IPv4 addresses:      1       

     23 of 23 lines displayed                         

     End of report 
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    Of particular note in Example 10-6 are the following values:

    1	Syntax of command to display a single OSX interface.

    2	Dynamically assigned portname for an OSX TRLE.

    3	This OSX interface is on Port number 0 because it is configured on a 10 Gigabit OSA adapter, which contains only two ports, each on its separate CHPID. Each port can only be Port number 0.

    4	The PCHID number from the IOCDS.

    5 , 6	The OSA Port is on CHPID 18 and is on CHPID Type of OSX. An APAR has been taken to correct this display.

    7	The OSX Machine Code Level (MCL) is 0D0A.

    8	This is a 10 Gigabit, full duplex OSA port.

    9 ,10 	The port is capable of Jumbo frames and is currently defined without the ISOLATE function.

    11	The physical MAC address is provided, but there is no locally configured MAC address, since the Unified Resource Manager is responsible for the MAC assignment.

    12	The port has the usual four outbound queues and a single inbound queue. No QDIO inbound workload queueing is in effect.

    13	The port operates in Layer 3 mode.

    14	The port is configured with an IPv4 address.

    15	The VLAN ID is 99.

    16,17	A Virtual MAC is assigned and it was configured in the TCP/IP stack profile.

    18	The address registered for the OSA port itself is 172.30.99.1. 

    Example 10-7 show the device display for an OSX interface with the NETSTAT command.

    Example 10-7   Device display for an OSX interface
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    D TCPIP,,N,DEV,INTFNAME=OSX2300A 

    EZD0101I NETSTAT CS V1R12 TCPIP 216                                 

    INTFNAME: OSX2300A       INTFTYPE: IPAQENET  1   INTFSTATUS: READY  

        PORTNAME: IUTXP018    2    DATAPATH: 2302    DATAPATHSTATUS: READY    

        CHPIDTYPE: OSX   3         CHPID: 18    4 

        SPEED: 0000010000     5 

        IPBROADCASTCAPABILITY: NO                                       

        VMACADDR: 02BECB000002   6 VMACORIGIN: OSA    7 VMACROUTER: ALL     

        ARPOFFLOAD: YES                  ARPOFFLOADINFO: YES            

        CFGMTU: 8992     8               ACTMTU: 8992    9 

        IPADDR: 172.30.99.1/24                                          

        VLANID: 99     10                 VLANPRIORITY: DISABLED    11 

        DYNVLANREGCFG: NO                DYNVLANREGCAP: YES             

        READSTORAGE: GLOBAL (4096K)                                     

        INBPERF: DYNAMIC     12 

          WORKLOADQUEUEING: NO    13 

        CHECKSUMOFFLOAD: YES                                            

        SECCLASS: 255                    MONSYSPLEX: NO                 

     ISOLATE: NO                      OPTLATENCYMODE: NO   

     MULTICAST SPECIFIC:                                     

       MULTICAST CAPABILITY: YES                             

       GROUP             REFCNT        SRCFLTMD              

       -----             ------        --------              

       224.0.0.1         0000000001    EXCLUDE               

         SRCADDR: NONE                                       

    INTERFACE STATISTICS:                                   

       BYTESIN                           = 168               

       INBOUND PACKETS                   = 2                 

       INBOUND PACKETS IN ERROR          = 0                 

       INBOUND PACKETS DISCARDED         = 0                 

       INBOUND PACKETS WITH NO PROTOCOL  = 0                 

       BYTESOUT                          = 0                 

       OUTBOUND PACKETS                  = 0                 

       OUTBOUND PACKETS IN ERROR         = 0                 

       OUTBOUND PACKETS DISCARDED        = 0                 

        OUTBOUND PACKETS DISCARDED        = 0                      

    IPV4 LAN GROUP SUMMARY                                         

    LANGROUP: 00008                                                

      NAME              STATUS      ARPOWNER          VIPAOWNER    

      ----              ------      --------          ---------    

      OSX2300A   14    ACTIVE      OSX2300A          YES          

    1 OF 1 RECORDS DISPLAYED                                       

    END OF THE REPORT 
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    Review of the information in the display of the OSX interface:

    1	IPv4 interface type: IPAQENET.

    2	Dynamically assigned portname.

    3	CHPIDType is OSX.

    4 	CHPID number is 18.

    5	Speed is 10 Gigabit.

    6, 7	MAC address dynamically assigned by the OSA is 02BECB000008.

    8 	MTU of 8992 configured on the Interface statement.

    9 	Interface is capable of supporting a jumbo MTU.

    10	VLAN ID is 99.

    11 	No VLAN user priority.

    12	Inbound performance parameter set to DYNAMIC, allowing optimum performance with regard to latencies and interrupts for the traffic crossing this OSA port.

    13	No inbound workload queuing in effect.

    14	Only one interface belonging to a LAN group is active.

    IEDN network verification

    Once our Linux on System z guests (WASG1, WASS1, and WASB1) were installed and configured in the z/VM LPAR (A17), we verified that the IEDN network was functional. We successfully pinged them from z/OS (SC30) (see Example 10-8), confirming WASG1, WASS1, WASB1, and SC30 are all members of VLAN 99.

    Example 10-8   Pinging WASG1, WASS1, and WASB1 from SC30
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    CS V1R13: Pinging host 172.30.99.91   

     Ping #1 response took 0.010 seconds. 

     

    CS V1R13: Pinging host 172.30.99.92   

     Ping #1 response took 0.010 seconds. 

     

    CS V1R13: Pinging host 172.30.99.93 

     Ping #1 response took 0.010 seconds. 
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Creating a storage environment

    This chapter defines the disk storage components needed for the ensemble and provides step-by-step instructions for implementing storage in the Unified Resource Manager.

    11.1  Storage scenario 

    The scenario used for this publication requires several virtual servers:

    •HTTP servers on POWER and System x blades in the zBX

    •WAS servers in a z/VM LPAR in the z196

    •DB2 server in a z/OS LPAR in the z196

    All of these virtual servers need storage resources to store data. Virtual servers under PowerVM, z/VM, and Integrated x Hypervisor need storage managed by the Unified Resource Manager. Storage for z/OS and z/VM system storage is not managed by the Unified Resource Manager.

    11.1.1  Description 

    Figure 11-1 on page 247 shows the target storage configuration in our scenario. The managed storage resources for the PowerVM and Integrated x Hypervisor are located on DS5100 SCSI disks. The AIX servers, HTTPG1 and HTTPG2, on the POWER blades connect to the storage using the internal switches on the zBX. The same internal switches are also used by Linux servers HTTPS1 and HTTPS2, as well as by Windows servers HTTPB1 and HTTPB2 on System x blades. The managed storage resources for z/VM are located on DS8000. Both SCSI disks and ECKD volumes are used for WASG1, WASS1, and WASB1 Linux server. 

    z/OS storage is installed on ECKD volumes, but these are not be managed by the Unified Resource Manager.

    In our target environment there is one SAN with two zones. ZONE 1 is for the SAN connection to the z196 and ZONE 2 is for the SAN connection to the zBX. This zoning provides traffic separation and storage access protection.
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    Figure 11-1   Target storage configuration

    In this chapter we review several methods to define storage. It is not required to use these methods, but it is useful to understand the options and how the methods differ. 

    •z/VM storage was defined using the SAL file without using the SAN discovery feature.

    •PowerVM storage was defined using the SAL with help of the SAN discovery feature.

    •Integrated x Hypervisor storage was defined using only the SAN discovery feature. 

    We found using SAL with SAN discovery to be most efficient.

    11.1.2  Preparing to configure storage resources

    This section describes the preparation for configuring storage resources to the ensemble. It covers the storage resource administrator roles and tasks, and provides a checklist to help you verify that all prerequisites are met and planning is complete.

    Storage Resource Administrator

    The Storage Resource Administrator is responsible for adding and managing storage resources. The Storage Resource Administrator role is the minimum role required to perform tasks on virtual storage resources. The Storage Resource, the zCPC managed and ensemble object roles must be selected for the user as a managed object when creating the user ID. 

    Refer to 3.2.8, “Storage resource administrator role” on page 67 for further details about the storage administrator role on the ensemble and the available tasks.

    Checklist

    Verify that the following activities have been completed and necessary information collected prior to defining storage resources to the ensemble:

    o	Do you have an HMC user ID with proper authority? Password?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Have you verified the cabling?

    o	Have you coordinated with other administrators so as not to disrupt their activities while you are working with the ensemble?

    o	Have you created a test plan to test your definitions?

    ECKD

    o	Are ECKD devices defined in IOCDS?

    o	Are ECKD devices available to z/VM LPAR?

    o	Are ECKD devices online to z/VM?

    FCP

    o	Do you know how to translate a LUN ID from your storage controller into a 16 hexadecimal number?

    o	Do you have the WWPNs of storage controllers?

    o	Are LUNs defined on the storage controller?

    o	Do you have LUN IDs?

    o	Is zoning set correctly?

    o	Is LUN masking set correctly?

    o	Are switches where BladeCenter connects to NPIV enabled?

    o	If you need NPIV for z/VM, is it enabled on a FICON Express card and on the switch where they connect?

    o	If you want to use discovery for z/VM SCSI disks, do you have one host WWPN dedicated for this purpose?

    11.2  Defining and adding storage to the Unified Resource Manager

    There are two ways to define storage to the Unified Resource Manager:

    1.	Define devices one by one.

    Enter all required information in the HMC panel to add up to four SCSI disks or one ECKD volume at a time. This is the preferred method when few devices are to be added to one hypervisor.

    2.	Define several devices at once.

    If many devices are to be added to a singe hypervisor or devices are to be added to several hypervisors, there are two options to achieve this:

     –	Add them all at once using a Storage Access List (SAL) input file. This requires you to fill in a text file containing a set of storage resources that are to be accessible to the hypervisors.

     –	Use the Discover Storage Resource option. This option shows all storage resources available to the selected hypervisors and the storage resource administrator can then choose which resources to add.

    These two options can be combined in such a way that the Discover Storage Resource option is used to generate a SAL file, which can then be edited and imported. Adding storage resources to z/VM requires you to combine these two options.

    11.2.1  Using the Unified Resource Manager to define z/VM ECKD storage

    There are both new and existing interfaces available to configure z/VM ECKD storage. The initial steps in configuring storage for z/VM are the same, but subsequent steps have different requirements, as shown in Table 11-1. A key part of the process is the use of the Storage Access List. The Discover Storage Resources task can help to populate the SAL file.

    Table 11-1   Comparison of steps to define z/VM ECKD storage

    
      
        	
          Traditional process

        
        	
          Unified Resource Manager process for z/VM

        
      

      
        	
          1.	Define volumes on controller.

          2.	Define paths, control units, and devices in IOCDS or via dynamic I/O reconfiguration. Use CHPID Mapping Tool as appropriate.

          a.	Channel subsystem access lists

          b.	Zoning and masking (if used)

          3.	z/VM recognizes available devices at IPL. Alternatively, add resource manually to z/VM configuration.

          4.	Add minidisks to the virtual server through an MDISK statement in the z/VM user directory.

          5.	Add dedicated disks to virtual servers through a DEDICATE statement in the z/VM user directory. 1

          6.	Share disks between virtual servers using LINK statements or LINK commands.

        
        	
          1.	Define volumes on controller.

          2.	Define paths, control units, and devices in IOCDS or via dynamic I/O reconfiguration. Use CHPID Mapping Tool as appropriate.

          a.	Channel subsystem access lists

          b.	Zoning and masking (if used)

          -----------------------------------------------------------

          Tasks common to the Unified Resource Manager in all cases:

          3.	Export WWPNs, Create Storage Access List, and Import to the Unified Resource Manager.

          4.	Display list of storage resources for this hypervisor.

          5.	Create or share virtual storage drives based on the storage resource.

          a.	Fullpack minidisk

          b.	Regular minidisk

        
      

    

    

    1 The Unified Resource Manager does not support dedicated disks on z/VM.

    11.2.2  Using the Unified Resource Manager to define z/VM SCSI storage

    As with ECKD storage, many of the configuration tasks for z/VM are similar with both new and existing interfaces. The initial steps in configuring managed SCSI storage for z/VM are the same, but subsequent steps have new requirements, as shown in Table 11-2 on page 250. A key part of the process is the use of the Storage Access List (SAL). The Discover Storage Resources task can help to populate the SAL file.

    Table 11-2   Comparison of steps to define z/VM SCSI storage

    
      
        	
          Traditional process

        
        	
          Unified Resource Manager process

        
      

      
        	
          1.	Obtain host WWPNs from the Support Element. This identifies an adapter.

          2.	Create LUNs on controller.

          3.	Set up LUN masking on controller to define which hosts can see which LUNs.

          4.	Use host and target (controller) WWPNs to create Zones on switches to divide the SAN sub-domains.

          5.	Define FCP channels in the IOCDS and add with Dynamic I/O reconfiguration.

          6.	Add FCP LUNs to z/VM system configuration as e-devices (emulated devices).

          7.	Add storage resources to z/VM storage group.

          8.	Add minidisk statements to the z/VM user directory. Share disks between virtual servers using LINK statements or LINK commands.

        
        	
          1.	Use the Unified Resource Manager to Export WWPN task to obtain host WWPNs from SE. This identifies an adapter.

          2.	Create LUNs on controller.

          3.	Set up LUN masking on controller, to define which hosts can see which LUNs.

          4.	Use host and target (controller) WWPNs to create zones on switches to divide the SAN into sub-domains.

          5.	Define FCP channels in the IOCDS and add with Dynamic I/O reconfiguration. Use CHPID Mapping Tool as appropriate.

          -----------------------------------------------------------

          Tasks common to the Unified Resource Manager in all cases:

          6.	Create Storage Access List and Import to the Unified Resource Manager.

          7.	Display list of storage resources for this hypervisor.

          8.	Create or share virtual storage drives based on the storage resource:

          a.	Fullpack minidisk

          b.	Regular minidisk

        
      

    

    11.2.3  Using the Unified Resource Manager to assign storage resources to z/VM storage groups

    The use of storage groups is unique to z/VM with the Unified Resource Manager. With z/VM you can group volumes into a z/VM storage group. This allows physical storage resources to be combined into storage groups. The hypervisor takes the physical storage resources and maps virtual disks onto them. Storage resources that reflect regular minidisks are assigned to z/VM storage groups but not fullpack minidisks.

    Storage resources are added to storage groups through the Manage Storage Resources panel. The following three z/VM storage groups are available for use by the Unified Resource Manager:

    •$$FCP$$

    •$3380$

    •$3390$

    The Unified Resource Manager can then be used to assign regular minidisks to virtual servers from the defined resources within these storage groups.

    These actions can be performed from the ensemble HMC using Storage Group View in the Manage Storage Resources panels. The task panel provides operations to both add and remove storage resources from z/VM storage groups.

    For z/VM the Unified Resource Manager executes the appropriate CP commands to define ECKD volumes (via ATTACH) or SCSI disk (via EDEV statement) to CP. z/VM immediately formats the volumes using the CPFMTXA utility.

    z/VM tape support

    Tape support is unchanged and tapes can be attached using traditional interfaces.

    11.2.4  Using the Unified Resource Manager to define PowerVM and Integrated x Hypervisor storage

    Many of the steps needed to define PowerVM and Integrated x Hypervisor storage are similar to existing techniques. The steps for getting host WWPNs, configuring LUNs, and doing zoning and LUN masking has not changed. However, some new steps are possible, including the use of a Storage Access List (SAL) when defining storage resources to the Unified Resource Manager. A comparison of the traditional and the Unified Resource Manager processes is listed in Table 11-3.

    Table 11-3   Comparison of steps to define PowerVM and Integrated x Hypervisor storage

    
      
        	
          Traditional process

        
        	
          Unified Resource Manager process

        
      

      
        	
          1.	Get host WWPNs.

          2.	Configure LUNs.

          3.	Do zoning and LUN masking.

          4.	Create virtual client and server adapters.

          5.	Run a command to discover adapters/LUNs.

          6.	Use command to do a LUN to disk mapping.

          7.	Associate LUNs to virtual adapters and create virtual disks.

        
        	
          1.	Use the Unified Resource Manager to Export the WWPN list for this hypervisor.

          2.	Configure LUNs.

          3.	Do zoning and LUN masking.

          -----------------------------------------------------------

          Tasks common to the Unified Resource Manager in all cases:

          4.	Create the Storage Access List or use Discover Storage Resource task. Then import resources to the Unified Resource Manager.

          5.	Display a list of storage resources for this hypervisor.

          6.	Create virtual storage drives based on the storage resources.

        
      

    

    For PowerVM, the Unified Resource Manager provides storage resources which become available via VIOS to the virtual servers. For Integrated x Hypervisor, the Unified Resource Manager provides storage resources which become available via the multipath daemon to the virtual servers.

    Tape support

    For tape support, use Tivoli® Storage Manager or a similar product to do the backup of the blade disk storage.

    11.3  Accessing storage management in the Unified Resource Manager

    The Unified Resource Manager storage management framework presents a common interface for allocating storage resources to an ensemble, allocating storage resources to virtual servers, defining storage groups (z/VM only) and removing storage resources from an ensemble, hypervisors or virtual servers.

    All necessary actions are performed in the Manage Storage Resources panel in the HMC. There are several methods to access this panel. 

    1.	Select Ensemble Management → Tasks Index (in the left navigator panel), then select Manage Storage Resources, which will be listed in the Tasks Index section, as shown in Figure 11-2. 
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    Figure 11-2   Manage Storage Resources from Tasks Index

    2.	It can be initiated in the Tasks Pad. In the Virtual Servers or Hypervisors tabs select Configuration → Manage Storage Resources (see Figure 11-3 on page 253).
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    Figure 11-3   Task bar invocation of Manage Storage Resources

    3.	It can be invoked from a context menu for eligible objects, as shown in Figure 11-4.
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    Figure 11-4   Context menu invocation of Manage Storage Resources

    4.	Manage Storage Resources is also an option in the Ensemble Management Guide task section, as shown in Figure 11-5 on page 254.
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    Figure 11-5   Manage Storage Resources from Ensemble Management Guide

    Each of these methods brings up the Manage Storage Resources panel shown in Figure 11-6 on page 255.
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    Figure 11-6   Manage Storage Resources panel

    In the Manage Storage Resources panel you can view: 

    •Storage Resources tab - Shows all managed resources, the hypervisor they belong to, whether they are used or not, and other details.

    •Virtual Disks tab - Shows all virtual disks, on which storage resources they are allocated, which virtual server owns them, and other details.

    Refreshing details about the managed storage resources

    Storage resources defined to the Unified Resource Manager are continually maintained. The Unified Resource Manager automatically refreshes the configuration details about managed storage resources when the following tasks are triggered:

    •View Details

    •Test Accessibility

    •Import Storage Access List

    •Add Storage Resource

    •Start Virtual Server

    There are no restrictions regarding changes in storage resource assignments within the ensemble; changes can be made at any time. The ensemble maintains an active list of storage resources assigned to each hypervisor.

    11.4  Defining storage to z/VM

    It is possible to enter all values for z/VM, PowerVM, and Integrated x Hypervisor storage resources into one file. But to make the configuration process easier to follow, we use a separate input file for z/VM. This section describes the steps taken to define z/VM storage in our environment.

    In our scenario we define five SCSI disks on DS8000 for z/VM servers WASG1 and WASS1 in zone 1 (see Figure 11-7). Each disk is accessible through two paths, so we need to enter ten definitions. We also need two ECKD volumes for a storage group. For this reason, we use an input file to be able to add several devices at once.
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    Figure 11-7   Storage configuration for z/VM servers

    11.4.1  Collecting the WWPN list

    First we need to collect the WWPNs of z/VM FCP devices to create the WWPN list. Refer to Appendix C.3.1, “Exporting the WWPN list” on page 600 for further information and details on the WWPN list.

    1.	In the Manage Storage Resources panel we select action Export World Wide Port Number List (see Figure 11-8 on page 257).
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    Figure 11-8   Export WWPN List

    2.	In the next panel we select from which hypervisor we want to export WWPNs. In our case it is LPAR A17, as shown in Figure 11-9.
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    Figure 11-9   Choose hypervisor

    3.	The next dialog is a prompt for the file name where the WWPNs are to be stored (see Figure 11-10 on page 258). 

    An extension is not required but it is practical to give it a csv extension.
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    Figure 11-10   Export WWPN List save dialog

    4.	Initially the file is stored on the HMC. It is available for download in the next step. Click the link, save the file to your workstation, then click OK (Figure 11-11).
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    Figure 11-11   Export WWPN file link

    Example 11-1 shows the contents of the downloaded file. This file contains a header which describes the values and the order in which they should be entered. After the header are the exported values from the hypervisor. Values from z/VM begin with FCP_ZVM; if there were values from PowerVM or Integrated x Hypervisor, they would begin with the FCP keyword. Also a template for ECKD definition is included.

    Example 11-1   Exported WWPN list
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    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    ZVM_FCP,,,,SCZP301:A17,,,C05076ECEA801D01,,

    ZVM_FCP,,,,SCZP301:A17,,,C05076ECEA805C11,,

    ECKD,,,,SCZP301:A17,,,,,
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    Storage Access List for z/VM

    The Storage Access List (SAL) input file for z/VM can now be filled in with the values from the worksheet in Table 11-4 on page 259, which contains the values for the SCSI disks definitions for free01-free05 for z/VM.

    Refer to Appendix C.3.2, “Creating the Storage Access List” on page 601 for details about the SAL and how to create it. Discover Storage Resource can also be used to fill in some fields in the SAL.

    Table 11-4   [image: ]SAL for z/VM

    Table 11-5 contains the SAL values for the ECKD volumes.

    Table 11-5   SAL for ECKD volumes for z/VM

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Devno

        
        	
          Volser

        
      

      
        	
          LXCB47

        
        	
          3339

        
        	
          SCZP301:A17

        
        	
          CB47

        
        	
          LXCB47

        
      

      
        	
          LXCB48

        
        	
          3339

        
        	
          SCZP301:A17

        
        	
          CB48

        
        	
          LXCB48

        
      

    

    Example 11-2 shows the file with the z/VM values. Each LUN is accessible via two different paths; therefore, it must be defined twice. Some of the values are optional. The size value is informative, it is not calculated or checked. We also added definitions for two ECD devices that will form a storage group later. All parameters are described in “Fields in the Storage Access List” on page 604.

    Example 11-2   z/VM FCP definitions
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    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,Model,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    ZVM_FCP,free01,32212254720,,SCZP301:A17,F000,ZMF000,C05076ECEA801D01,500507630400812C,4010400D00000000

    ZVM_FCP,free01,32212254720,,SCZP301:A17,F000,ZMF000,C05076ECEA805C11,50050763040BC12C,4010400D00000000

    ZVM_FCP,free02,32212254720,,SCZP301:A17,F002,ZMF002,C05076ECEA801D01,500507630400812C,4010400F00000000

    ZVM_FCP,free02,32212254720,,SCZP301:A17,F002,ZMF002,C05076ECEA805C11,50050763040BC12C,4010400F00000000

    ZVM_FCP,free03,32212254720,,SCZP301:A17,F003,ZMF003,C05076ECEA801D01,500507630400812C,4011400700000000

    ZVM_FCP,free03,32212254720,,SCZP301:A17,F003,ZMF003,C05076ECEA805C11,50050763040BC12C,4011400700000000

    ZVM_FCP,free04,32212254720,,SCZP301:A17,F004,ZMF004,C05076ECEA801D01,500507630400812C,4011400800000000

    ZVM_FCP,free04,32212254720,,SCZP301:A17,F004,ZMF004,C05076ECEA805C11,50050763040BC12C,4011400800000000

    ZVM_FCP,free05,32212254720,,SCZP301:A17,F005,ZMF005,C05076ECEA801D01,500507630400812C,4011400900000000

    ZVM_FCP,free05,32212254720,,SCZP301:A17,F005,ZMF005,C05076ECEA805C11,50050763040BC12C,4011400900000000

    ECKD,free06,3339,,SCZP301:A17,CB47,LXCB47

    ECKD,free07,3339,,SCZP301:A17,CB48,LXCB48
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          Important: Double or triple check the values in this file. Ensure that the name and LUN number are the same for the LUN definition via different paths. If the name differs, Unified Resource Manager considers it to be different definitions, each via only a single path.

        
      

    

     

    11.4.2  Importing the SAL

    When the input file is ready it can be imported. The SAL file is imported into the Unified Resource Manager to assign storage resources to the appropriate hypervisors. This task is ensemble wide; it can import values to any number of hypervisors at once. 

     

    
      
        	
          Note: Importing the SAL file does not remove any resources already defined; it adds new or modifies existing resources. It will modify an existing definition if Name and Location fields match the definition.

        
      

    

    1.	Importing the SAL is an ensemble operation accessed from the Manage Storage Resources task by selecting the Import Storage Access List task. Figure 11-12 shows this task selected. A hypervisor does not need to be selected; the Unified Resource Manager recognizes which hypervisor is the target.
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    Figure 11-12   Import Storage Access List

    2.	On the next panel you can select the updated csv file and we selected the Remote Browser option (see Figure 11-13).
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    Figure 11-13   Select SAL location

    3.	On the next panel you can specify the SAL file location (see Figure 11-14 on page 262).
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    Figure 11-14   Specify SAL location

    4.	If all definitions are correct, the confirmation dialog is displayed as shown in Figure 11-15. If the input file contains errors, it will not be imported and you will get a list of errors instead of the confirmation dialog.
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    Figure 11-15   Import Storage Access List succeeded

     

    
      
        	
          Note: Accessibility is not checked at this stage. You can import the SAL file and define resources which are not yet available.

        
      

    

    5.	In the Manage Storage Resources screen we display the defined storage resources, devices free01-free07 that were added via the SAL file (see Figure 11-16).
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    Figure 11-16   Manage Storage Resources panel

    6.	From the Select Action list we select the Details for Storage Resources option to display the details about free01 (see Figure 11-17 on page 263).
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    Figure 11-17   Details for free01

    11.4.3  Adding storage resources to a storage group

    Now we put ECKD volumes into a storage group. Before that, it is a good idea to rename the resources to something meaningful. In our case, we will use the same name as is the designated volume serial for a particular volume. This means we will rename free06 to LXCB47 and free07 to LXCB48. This is not required, but is highly recommended.

    1.	We click a free06 link to display the details panel (see Figure 11-18).
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    Figure 11-18   Display Storage Resource details

    2.	In the Details panel we overwrite text free06 with the new text LXCB47, as shown in Figure 11-19 on page 264, and click OK.
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    Figure 11-19   Details panel

    3.	We do the same for free07 and rename it LXCB48.

    4.	We select both resources and Add Storage Resource to Group from the Select Action drop-down list, as shown in Figure 11-20.
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    Figure 11-20   Add Storage Resource to Group

    5.	A confirmation dialog is displayed, as shown in Figure 11-21. After clicking OK the resources are added to a $3390$ storage group.
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    Figure 11-21   Add Storage Resource to Group

    6.	Figure 11-22 shows both volumes, LXCB47 and LXCB48, added to a group.
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    Figure 11-22   Resources added to a group

    7.	Figure 11-23 shows both resources are part of the $3390$ storage group.
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    Figure 11-23   Manage storage resources

    11.4.4  Renaming storage resources (optional)

    Our unused storage resources for z/VM have the names free00-free05. It is possible to rename them at any time, when adding them to a virtual server or even after they already belong to a virtual server. However, we found it convenient to rename those we know will be used ahead of time because this helps us to choose the right storage resource when defining it to a virtual server.

    Figure 11-24 shows our storage resources named free00-free05. To rename each of them, we click on each one and change the name in the Details panel, as we did in Figure 11-19 on page 264.
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    Figure 11-24   Storage resources

    After these changes, we have three storage resources with the correct names and we know which server will use them later. We also have two resources without a designation (see Figure 11-25).
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    Figure 11-25   Storage resources with new names

    11.5  Defining storage to PowerVM and Integrated x Hypervisor

    It is possible to enter all values for z/VM, PowerVM, and Integrated x Hypervisor storage resources into one file. But to make the configuration process easier to follow, we used a separate input file for z/VM as described in “Defining storage to z/VM” on page 256. This section describes the steps taken to define the storage for PowerVM and Integrated x Hypervisor in our environment.

    In our scenario we define:

    •Ten SCSI disks on DS5100 to two POWER blades and two System x blades 

    •Two disks to each PowerVM

    •Three disks to each Integrated x Hypervisor 

    Figure 11-26 on page 267 depicts our storage configuration. 

    Each disk is accessible through four paths, which means we need to enter 40 definitions. 
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    Figure 11-26   Storage configuration for PowerVM and Integrated x Hypervisor

    We used two approaches to define these storage resources:

    •Storage resources for PowerVM are defined using a SAL file with SAN discovery.

    •Storage resources for Integrated x Hypervisor are defined using only the SAN discovery function, without a SAL file.

    11.5.1  Collecting the WWPN list

    Before we use any of the definition methods, first we need to collect the WWPNs for all hypervisors to create the WWPN list. Refer to Appendix C.3.1, “Exporting the WWPN list” on page 600 for further information and details about the WWPN list.

    This list is used by the storage administrator to define SAN zones and LUN masking, and as a base for the SAL file.

    In our scenario we need to collect the WWPNs for blades 1, 2, 13, and 14. 

    1.	In the Manage Storage Resources panel we select action Export World Wide Port Number List (see Figure 11-8 on page 257).
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    Figure 11-27   Export WWPN List

    2.	The next dialog, shown in Figure 11-28, prompts for a selection of hypervisors for which we are collecting WWPNs.
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    Figure 11-28   Choose hypervisors

    3.	The next dialog is a prompt for the file name where the WWPNs are to be stored (see Figure 11-10 on page 258). An extension is not required but it is practical to give it a csv extension.
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    Figure 11-29   Export WWPN List save dialog

    4.	Initially the file is stored on the HMC. It is available for download in the next step. Click the link, save the file to your workstation, then click OK (see Figure 11-11).
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    Figure 11-30   Export WWPN file link

    Example 11-3 shows the contents of the downloaded file. This file contains a header which describes the values and the order in which they should be entered. Below the header are the exported values from the four hypervisors we chose. Each hypervisor provides its own WWPNs, which uniquely identify it to the SAN. 

    Example 11-3   Exported WWPN list
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    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,,,,SCZP301:B.1.14,21000024ff3891b8,,,,

    FCP,,,,SCZP301:B.1.14,21000024ff3891b9,,,,

    FCP,,,,SCZP301:B.1.02,21000024ff2a43b9,,,,

    FCP,,,,SCZP301:B.1.02,21000024ff2a43b8,,,,

    FCP,,,,SCZP301:B.1.13,21000024ff388dfe,,,,

    FCP,,,,SCZP301:B.1.13,21000024ff388dff,,,,

    FCP,,,,SCZP301:B.1.01,21000024ff2a428c,,,,

    FCP,,,,SCZP301:B.1.01,21000024ff2a428d,,,,
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    This file is an input for the storage administrator, who can now set up zoning and LUN masking accordingly.

    11.5.2  SAL for PowerVM

    When the storage administrator sets up LUNs and makes them accessible to zBX, the SAL input file for PowerVM hypervisors for Blade 1can be filled in with the values from the worksheet in Table 11-6 on page 270.

    Table 11-6   SAL values for Blade 1

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202600a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202700a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202700a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          HTTPG1_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202600a0b847d6d0

        
        	
          0002000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202600a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202700a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428c

        
        	
          202700a0b847d6d0

        
        	
          0004000000000000

        
      

      
        	
          freeB01D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.01

        
        	
          21000024ff2a428d

        
        	
          202600a0b847d6d0

        
        	
          0004000000000000

        
      

    

    PowerVM hypervisors for Blade 2 can be filled in with the values from the worksheet in Table 11-7.

    Table 11-7   SAL values for Blade 2

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202600a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202700a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202700a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          freeB02D01

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202600a0b847d6d0

        
        	
          0001000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202600a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202700a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b9

        
        	
          202700a0b847d6d0

        
        	
          0003000000000000

        
      

      
        	
          HTTPG2_disk1

        
        	
          32212254720

        
        	
          SCZP301:B.1.02

        
        	
          21000024ff2a43b8

        
        	
          202600a0b847d6d0

           

        
        	
          0003000000000000

        
      

    

    Refer to Appendix C.3.2, “Creating the Storage Access List” on page 601 for details about the SAL and how to create it.

    The values can be either entered into SAL manually, or Discover Storage Resources can be used to help. We used the second approach.

    1.	We selected Discover Storage Resources as shown in Figure 11-31. This makes the Unified Resource Manager check what is accessible to it on the SAN.
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    Figure 11-31   Discover Storage Resources

    2.	On the next panel (see Figure 11-32) we select two hypervisors for which we want the storage to be discovered.
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    Figure 11-32   Select the hypervisors

    3.	Figure 11-33 on page 272 shows a panel where you can enter a prefix for the names of the discovered resources. In this case we let the system generate a prefix.
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    Figure 11-33   Select the prefix

    4.	Depending on how many paths are available and how big the SAN is, it can take a while for Unified Resource Manager to collect all the information. Afterwards the panel with discovered resources is displayed. The list is quite long in our case because our POWER blades can see also LUNs for System x blades and each LUN is accessible via four paths. Now we select Export all action (see Figure 11-34) to generate a SAL file with most of the values filled in.
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    Figure 11-34   Discovered Storage Resources - Export all action

    5.	A new dialog pops up that allows you to specify a filename, as shown in Figure 11-35.
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    Figure 11-35   Select file location

    Example 11-4 shows an excerpt from the file. It shows a LUN 7 that is accessible via four paths from each blade, whish is why there are eight definitions. The file also contains LUNs which will be used by System x blades.

    Example 11-4   Excerpt from discovered LUNs list	
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    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.01,21000024FF2A428C,202600a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.02,21000024FF2A43B9,202600a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.01,21000024FF2A428D,202600a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.02,21000024FF2A43B8,202600a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.02,21000024FF2A43B9,202700a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.01,21000024FF2A428C,202700a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.02,21000024FF2A43B8,202700a0b847d6d0,7000000000000

    FCP,ITSO Ensemble_SR_000008,32212254720,,SCZP301:B.1.01,21000024FF2A428D,202700a0b847d6d0,7000000000000
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    Example 11-5 shows an excerpt from an edited version of the SAL file. It shows a definition of one storage resource for blade 1, LUN id 2, four paths to a LUN. We also modified the storage resource names in the file so that we do not have to change them manually later. The actual SAL file contains 16 lines, defining four storage resources to two PowerVM hypervisors. Some of the values are optional. All parameters are described in “Fields in the Storage Access List” on page 604.

     

    
      
        	
          Note: Because the LUN numbers and WWPNs were written to a file by the discovery action, they do not contain errors like manually entered values could. Using discovery to fill in the error-prone part of SAL files is something we found very useful.

          Ensure that the name and LUN number are the same for the same LUN definition via different paths. If the name differs, zManger will consider it to be different definitions, each via only a single path.

        
      

    

    Example 11-5   PowerVM definitions excerpt
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    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,Model,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,HTTPG1_disk1,32212254720,,SCZP301:B.1.01,21000024FF2A428C,202600a0b847d6d0,20000000000000

    FCP,HTTPG1_disk1,32212254720,,SCZP301:B.1.01,21000024FF2A428C,202700a0b847d6d0,20000000000000

    FCP,HTTPG1_disk1,32212254720,,SCZP301:B.1.01,21000024FF2A428D,202600a0b847d6d0,20000000000000

    FCP,HTTPG1_disk1,32212254720,,SCZP301:B.1.01,21000024FF2A428D,202700a0b847d6d0,20000000000000
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    11.5.3  Importing the SAL

    When the input file is ready it can be imported. The SAL file is imported into the Unified Resource Manager to assign storage resources to the appropriate hypervisors. This task is ensemble wide and it can import values to any number of hypervisors. 

     

    
      
        	
          Note: Importing the SAL file does not remove any resources already defined; it adds new or modifies existing resources. It will modify an existing definition if Name and Location fields match the definition.

        
      

    

    1.	To import the SAL is an ensemble operation from the Manage Storage Resources task using the Import Storage Access List task. Figure 11-12 on page 261 shows how to select this task. A hypervisor does not need to be selected, the Unified Resource Manager recognizes which hypervisor is the target.
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    Figure 11-36   Import Storage Access List

    2.	On the next panel we select the Remote Browser option (see Figure 11-13 on page 261).
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    Figure 11-37   Select SAL location

    3.	On the next panel we specify the SAL file location (Figure 11-14).
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    Figure 11-38   Specify SAL location

    4.	If all definitions are correct, the confirmation dialog is displayed as shown in Figure 11-15. If the input file contains errors, it will not be imported and you will get a list of errors instead of the confirmation dialog.
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    Figure 11-39   Import Storage Access List succeeded

     

    
      
        	
          Note: Accessibility is not checked at this stage. You can import the SAL file and define resources which are not yet available.

        
      

    

    5.	In the Manage Storage Resources panel we display the newly defined storage resources in blade 1(see Figure 11-40).
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    Figure 11-40   Manage Storage Resources panel

    6.	From the Details for Storage Resources option in the Select Action list we display the details for one of the resources (Figure 11-41 on page 276).
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    Figure 11-41   Details for HTTPG1_disk1

    At this stage, storage is defined to the PowerVM hypervisors and it is ready to be used by the virtual servers. To see how a storage drive for AIX server is defined using imported storage resources, refer to 12.2, “Defining an AIX virtual server” on page 289.

    11.5.4  Storage resource discovery for Integrated x Hypervisor

    This section shows another approach to define storage resources to a hypervisor. We used only the discovery function for Integrated x Hypervisor and did not use a SAL file.

    1.	We select Discover Storage Resources from the Select Action list in the Manage Storage Resources panel, as shown in Figure 11-42.
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    Figure 11-42   Manage Storage Resources - Discover Storage Resources

    2.	We selected the two hypervisors for which we wanted to do a discovery, as shown in Figure 11-43 on page 277.
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    Figure 11-43   Select the hypervisor

    3.	In the next window we entered the prefix discovered for the storage resource name. We opted to use a custom name rather then a generated name. In this way we avoid confusion if we do a discovery again and we did not change the names of the discovered resources (see Figure 11-44).
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    Figure 11-44   Storage Resource Prefix generation

    4.	The next panel shows all the discovered LUNs (see Figure 11-45 on page 278). Each LUN is shown eight times because it can be accessed by four paths in each of two hypervisors. 

    [image: ]

    Figure 11-45   Discovered storage resources

    Table 11-8 shows the paths we plan to use for Blade 13. 

    Table 11-8   SAL values for Blade 13

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          000e000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          0013000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202600a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202600a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dfe

        
        	
          202700a0b847d6d0

        
        	
          0010000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.13

        
        	
          21000024ff388dff

        
        	
          202700a0b847d6d0

        
        	
          0010000000000000

        
      

    

    Table 11-9 shows the paths we plan to use for Blade 14.

    Table 11-9   SAL values for Blade 14

    
      
        	
          Name

        
        	
          Size

        
        	
          Location

        
        	
          Host WWPN

        
        	
          Target WWPN

        
        	
          LUN

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          0011000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPB1_disk2

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          000f000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202600a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202600a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b8

        
        	
          202700a0b847d6d0

        
        	
          0014000000000000

        
      

      
        	
          HTTPS1_disk1

        
        	
          21474836480

        
        	
          SCZP301:B.1.14

        
        	
          21000024ff3891b9

        
        	
          202700a0b847d6d0

        
        	
          0014000000000000

        
      

    

    5.	In the Discovered Resources panel we select only the 24 paths we want to import using the tables. Then we select the Import selected action from the Select Action list, as shown in Figure 11-46 on page 280.
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    Figure 11-46   Import selected

    6.	When the action is finished a new window appears (see Figure 11-47).
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    Figure 11-47   Imported Selected Storage Paths Succeeded

    7.	The Manage Storage Resources panel shows the newly imported resources (see Figure 11-48 on page 281).
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    Figure 11-48   Manage Storage Resources

    The details about one of the imported storage resources are shown in Figure 11-49.
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    Figure 11-49   Details for Storage Resource

    8.	We decided to change the names of imported storage resources to the target names. We had to click each resource and change the name the same way as we did previously in this chapter (Figure 11-19 on page 264). Our storage resources, after we changed their names, are shown in Figure 11-50.
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    Figure 11-50   Storage resources with correct names

    11.6  Assigning virtual storage drives to virtual servers

    Once the physical storage resources are defined to the hypervisor by the storage resource administrator, it is the virtual server administrator’s responsibility to allocate storage resources to the virtual servers. This is done by the Virtual Server Add Drive task as shown in Figure 11-51. This task is described further in Chapter 13.2.6, “Updating default server definitions - storage” on page 340 for z/VM. 
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    Figure 11-51   Adding virtual storage drives to virtual servers

    Adding a drive for PowerVM and Integrated x Hypervisor is the same and is shown in Chapter 14.2.2, “Updating server definitions” on page 359.

    11.7  Testing storage resources accessibility

    Next we test whether the devices are defined correctly and are accessible from a hypervisor.

    1.	In the Manage Storage Resources panel click Test Communication with Storage Resources from the Select Action list. For this task, one or more resources must be selected. We selected three resources defined to z/VM (see Figure 11-52).
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    Figure 11-52   Test Communication with Storage Resources

    2.	If the resources are accessible a confirmation dialog is displayed (see Figure 11-53).
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    Figure 11-53   Test Communication with Storage Resources - Success

    3.	If one or more devices are not accessible, a dialog displays listing all the resources that are not accessible (Figure 11-54).
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    Figure 11-54   Test Communication with Storage Resources - failure

    11.8  References

    The following documents are helpful for performing storage management administration:

    •Ensemble Planning and Configuring Guide, GC27-2608

    •zEnterprise System Hardware Management Console and Support Element Operations Guide for Ensembles, SC27-2606

    •IBM System Storage DS8800 - Architecture and Implementation, SG24-8886
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Creating a virtual server for AIX

    This chapter provides step-by-step instructions for implementing an AIX virtual server on a POWER Blade using the Unified Resource Manager. It describes how to define, install, and configure AIX virtual servers. 

    12.1  Virtual server scenario 

    Our scenario consists of two HTTP servers on POWER blades in the zBX. This section reviews the implementation of a AIX virtual server and documents the two methods to install AIX.

    12.1.1  Description

    The configuration for our POWER virtual servers, HTTPG1 and HTTPG2, including network and storage, is shown in Figure 12-1. 
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    Figure 12-1   POWER virtual server configuration

    12.1.2  Preparing

    In this section, we describe the preparation required to migrate an AIX virtual server to the ensemble. We review the HMC access that is needed to perform the virtual server configuration. We also include a checklist and worksheets to use as guides for planning the AIX virtual server implementation.

    Virtual Server Administrator

    The Virtual Server Administrator is responsible for the creation and management of the virtual servers. The Virtual Server Administrator is the minimum role required to perform tasks on the virtual servers. When creating the user ID, the virtual server object role must be selected for the user as a managed object.

    The resource roles needed for the virtual server tasks in the Blade are shown in Table 12-1.

    Table 12-1   Virtual server management tasks

    
      
        	
           

        
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Tasks

        
        	
          Virtual Server Administrator

        
        	
          IBM Blade objects

        
        	
          Ensemble object

        
        	
          IBM Blade virtual server objects

        
      

      
        	
          Create virtual server

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
      

      
        	
          Modify virtual server

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Mount virtual media

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Activate virtual server

        
        	
           

        
        	
           

        
        	
           

        
        	
          x

        
      

    

    The Task Index icon on the HMC displays the available virtual server tasks (see Figure 3-21 on page 66).

    Checklist

    This checklist can be used to verify that the necessary activities have been completed and that the required information is collected before defining a virtual server.

    o	Do you have the HMC user ID with a proper authority and password?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Is the PowerVM hypervisor ready?

    o	Have you coordinated with the other administrators so you do not disrupt their activities while working with the ensemble?

    o	Have you created a test plan to test your definitions?

    o	Are the worksheets filled in?

    o	Do you have Java available in your browser?

    12.1.3  Worksheet for the POWER virtual servers

    The worksheet in Table 12-2 on page 288 contains the definitions for the AIX virtual servers used in our scenario, HTTPG1 and HTTPG2.

    Table 12-2   AIX virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPG1

        
        	
          HTTPG2

        
      

      
        	
          Description

        
        	
          Tier 1 - Presentation Layer: HTTPG1 - Blade 1

        
        	
          Tier 1 - Presentation Layer: HTTPG2 - Blade 2

        
      

      
        	
          IP address1

        
        	
          172.30.x.11

        
        	
          172.30.x.21

        
      

      
        	
          Target hypervisor

        
        	
          PowerVM

        
        	
          PowerVM

        
      

      
        	
          Processor mode- (shared/dedicated)

        
        	
          Shared

        
        	
          Shared

        
      

      
        	
          Initial virtual processors

        
        	
          4

        
        	
          3

        
      

      
        	
          Initial dedicated memory

        
        	
          8192 MB

        
        	
          8192 MB

        
      

      
        	
          Networks (VLANs)

        
        	
          110, 199, 100

        
        	
           110, 199, 100

        
      

      
        	
          Planned amount of storage

          (GB) (RAM)

        
        	
           

        
        	
           

        
      

      
        	
          Storage resource name (persistent)

        
        	
          HTTPG1_disk1

        
        	
          HTTPG2_disk1

        
      

      
        	
          Storage Drives

        
        	
          30 GB

        
        	
          30 GB

        
      

      
        	
          Boot mode

        
        	
          Normal

        
        	
          SMS

        
      

      
        	
          Boot source

        
        	
          network adapter (ID 0)

        
        	
          storage drive

        
      

      
        	
          Boot server IP address

        
        	
          172.30.100.108

        
        	
           

        
      

      
        	
          Autostart server

        
        	
           

        
        	
           

        
      

      
        	
          Minimum processing units

        
        	
          0.8

        
        	
          0.8

        
      

      
        	
          Initial processing units

        
        	
          3.0

        
        	
          2.0

        
      

      
        	
          Maximum processing units

        
        	
          6.0

        
        	
          4.0

        
      

      
        	
          Minimum virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Maximum virtual processors

        
        	
          8

        
        	
          8

        
      

      
        	
          Minimum dedicated memory

        
        	
          4096 MB

        
        	
          4096 MB

        
      

      
        	
          Maximum dedicated memory

        
        	
          12288 MB

        
        	
          12288 MB

        
      

      
        	
          Dynamic logical partitions

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Processor management

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload

        
        	
           

        
        	
           

        
      

      
        	
          OS image installation (DVD (virtual media)/ NIM server)

        
        	
          NIM server

        
        	
           

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario the third octet of the IP address matches the VLAN ID.

    12.2  Defining an AIX virtual server

    In this section we review the steps used to create and update an AIX virtual server. We create our new virtual server, HTTPG1, on a POWER Blade using the default options. We show the process for only one virtual server; the steps are the same for additional servers. We then review how to update the default values on virtual server HTTPG1.

    12.2.1  Creating a virtual server with the default options

    Follow the steps in this section to create a virtual server with the default options:

    1.	From the Ensemble Management Guide, select New Virtual Server. In the New Virtual Server panel, select the blade that contains your virtual server and click OK (Figure 12-2). 
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    Figure 12-2   New Virtual Server task

     

    
      
        	
          Note: PowerVM virtual servers can also be initiated via the task bar from the blade or hypervisor objects.

        
      

    

    2.	The New Virtual Server wizard starts, as shown in Figure 12-3 on page 290. The message displayed indicates that you are configuring a server for a POWER blade.

    In the subsequent screens, use the new virtual server defaults to define your AIX server, HTTPG1. Once this server is defined, refer to 12.2.2, “Updating server definitions” on page 294 to change the values to what you planned in the worksheet in Table 12-2 on page 288.
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    Figure 12-3   New Virtual Server wizard

    3.	Figure 12-4 shows the first panel for the New Virtual Server definition. Enter the name and description for server HTTPG1 and click Next to continue. 
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    Figure 12-4   New Virtual Server - Enter Name panel

    4.	In the Assign Processors panel, specify the processing mode and processors, as shown in Figure 12-5 on page 291.
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    Figure 12-5   New Virtual Server - Assign Processors panel

    5.	Specify the initial dedicated memory, as shown in Figure 12-6.
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    Figure 12-6   New Virtual Server - Specify Memory panel 

     

    
      
        	
          Note: Even though there are additional specifications allowed by PowerVM, the definition panels for PowerVM virtual servers only allow one value for initial virtual processors and one value for memory assignment. The virtual server definition wizard uses the default values, but you can override them. After your virtual server is defined, you can change the default values by opening the Virtual Server Details panel, as shown in 12.2.2, “Updating server definitions” on page 294. 

        
      

    

    6.	Select the default virtual network (Figure 12-7 on page 292).
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    Figure 12-7   New Virtual Server - Add Network

    7.	Do not add any storage at this time (see Figure 12-8); click Next to continue.
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    Figure 12-8   New Virtual Server - Add Storage

    8.	Specify Network Adapter (ID 0) for Boot source (Figure 12-9).
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    Figure 12-9   New Virtual Server - Specify Boot Options panel

    9.	Select Use Default workload (Figure 12-10 on page 293).
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    Figure 12-10   New Virtual Server - Select Workloads panel

    10.	Enable processor management, as shown in Figure 12-11.

     

    
      
        	
          Note: Make sure the processor management option is disabled when only the manage suite (FC 00019) is installed in your environment. 
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    Figure 12-11   New Virtual Server - Performance management

    11.	Figure 12-12 on page 294 shows a summary of the HTTPG1 server information. This panel is displayed as the last page of the New Virtual Server wizard. Click Finish to complete the server definition for HTTPG1 with these settings.
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    Figure 12-12   New Virtual Server - Summary

    12.	The confirmation success dialog shows that the virtual server is created and displays the message Successfully created virtual server "HTTPG1".

    13.	Once you finish creating a virtual server with the default options you can define multiple virtual servers in one step using the option New Virtual Server Based On. We used this option to define our second virtual server, HTTPG2, based on HTTPG1. For more details about this option refer to “Create multiple virtual server definitions” on page 500.

    12.2.2  Updating server definitions

    This section describes the steps we took to update the definitions for our new virtual server, HTTPG1, according to what we planned in our worksheet in Table 12-3 on page 316.

    1.	In Ensemble Management, on the Hypervisors tab, select the virtual server by clicking its name, in our case HTTPG1 (see Figure 12-13 on page 295). A message appears to indicate that the information for the virtual server is being collected. 
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    Figure 12-13   Ensemble Management - Hypervisors

    2.	The Virtual Server Details panel opens. The steps performed in the New Virtual Server wizard are now available as separate tabs (see Figure 12-14).
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    Figure 12-14   Virtual Server Details - General

    3.	We check on the status of our virtual server HTTPG1 (see Figure 12-15).
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    Figure 12-15   Virtual Server Details - Status

    4.	In the Processors tab (Figure 12-16), we enter the values for the processing units and number of virtual processors for HTTPG1 from our worksheet in Table 12-2 on page 288. 
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    Figure 12-16   Virtual Server Details - Processors

    5.	In the Memory tab (Figure 12-17 on page 297) we input initial, minimum, and maximum memory sizes for our virtual server, HTTPG1, changing the default values that were set when the virtual server was defined.
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    Figure 12-17   Virtual Server Details - Memory

    6.	In the Network tab, we can set up the network. We perform several actions to define our scenario. 

    a.	First we remove the Default virtual network by clicking Remove, as shown in Figure 12-18.
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    Figure 12-18   Virtual Server Details - Remove Network

    b.	Our scenario requires three VLANs, which we defined previously (see 10.2.2, “Defining virtual networks” on page 224). 

    We click on Add in the Network tab (see Figure 12-19 on page 298). 
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    Figure 12-19   Virtual Server Details - Add Network

    c.	In the Add Adapter panel you can select the network adapters that your virtual server will use for data communications over the IEDN. These are required so that your virtual server can participate in the IEDN.

    From our defined VLANs we select to create a virtual adapter for our System Management and Admin VLAN, as shown in Figure 12-20. 

    We need to make sure that we select the correct VLAN ID to associate with each Adapter ID, as specified in the worksheet in Table 12-3 on page 316. 
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    Figure 12-20   Virtual Server Details - Add Adapter

    d.	We click to Add our System Management and Admin VLAN (see Figure 12-21 on page 299).
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    Figure 12-21   Virtual Server Details - Add VLAN

    e.	We repeat steps 6c and 6d to add our other two VLANs as defined in the worksheet in Table 10-1 on page 224.

    f.	Figure 12-22 shows the panel with all three VLANs defined. Select Apply to save the changes.

     

    
      
        	
          Note: If you use a NIM server, ensure that the network adapter ID 0 is assigned to the proper VLAN, as shown in Figure 12-22 on page 299.
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    Figure 12-22   Virtual Server Details - Network

    7.	We add storage to our virtual server.

    a.	In the Storage tab, we click Add (Figure 12-23 on page 300) to add storage for HTTPG1.
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    Figure 12-23   Virtual Server Details - Storage

    b.	The Add Drive panel displays all the storage resources available for the hypervisor. We select our HTTPG1_disk1 and enter the name hdisk0 and a description for it (Figure 12-24). Click OK to return to the Virtual Server Details panel.
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    Figure 12-24   Virtual Server Details - Add Drive

    c.	The HTTPG1_disk1 we just added, with the name of hdisk0, is mapped to our virtual server HTTPG1 (Figure 12-25 on page 301).
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    Figure 12-25   Virtual Server Details - Storage Drives

    8.	We open the Options tab in the Virtual Server Details window (see Figure 12-28 on page 303). We enter the IP address and set the boot mode to SMS and the boot source to Network Adapter (ID 0) in order to use the NIM server, which we discuss in more detail in “AIX installation using external NIM server” on page 302. 

    We also enable dynamic logical partitioning and GPMP support in the Options tab.

    9.	In the Workloads tab we select the default workload, as shown in Figure 12-26.
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    Figure 12-26   Virtual Server Details - Workloads

    10.	In the Performance tab we enable Processor management (Figure 12-27 on page 302).
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    Figure 12-27   Virtual Server Details - Performance

    We have now completed our server definitions updates so we click OK.

    12.3  AIX image installation

    In this section we discuss the two methods to install the AIX operating system: 

    •Boot from network adapter using the Network Installation Manager (NIM) 

    •Boot from virtual media

    12.3.1  AIX installation using external NIM server

    The first method to install AIX is to use the Network Installation Manager (NIM). Before you start your install, verify that your NIM server has been prepared to provide the installation resources. Refer to Appendix A, “Network-based OS installation” on page 557 for details. 

    Selection of a NIM server can be done during the initial virtual server definition or later from the Virtual Server Details panel. When you select a NIM server, you provide the IP address for the virtual server and the NIM server, Subnet mask, and so on. Installation from a NIM server can be done by selecting Boot from a network adapter. 

    After the installation of your virtual server is complete, you can change your boot source to the installed image on your storage drive. For our scenario we use the predefined virtual server HTTPG1. From the Unified Resource Manager interface we display the server configuration. 

    Perform the following steps to install AIX using the Network Interface Manager:

    1.	Navigate to the Virtual Server Details panel and select the Options tab, which contains the boot options. Select SMS as the boot mode. Because the NIM server must be the first defined Network adapter (ID 0), select it as the boot source. This panel also has the NIM server IP address (172.30.100.108) and the local client address (172.30.100.21), as shown in Figure 12-28 on page 303. Click Apply.
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    Figure 12-28   Virtual Server Details - Options

     

    2.	In the Ensemble Management panel, select the Hypervisors tab and select server HTTPG1. In the Tasks section (located at the bottom of the screen) select Virtual Server Details → Daily → Activate to activate the virtual server (see Figure 12-29 on page 304).

    [image: ]

    Figure 12-29   Activating the virtual server

    3.	Select YES in the Activate Task Confirmation panel (Figure 12-30).
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    Figure 12-30   Activate Task Confirmation

    4.	The Active Progress window displays the progress of the virtual server activation (see Figure 12-31 on page 305).
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    Figure 12-31   Virtual server activation window

    5.	In the Ensemble Management panel, select the Hypervisors tab, select server HTTPG1, and right-click it. Select Configuration → Open text console to observe the progress of the installation. The progress message in Figure 12-32 is displayed until the virtual server is started.
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    Figure 12-32   Open text console message

     

    
      
        	
          Note: Although it is not required, we recommend that you open a text console. In the text console you can correct any errors that occur when configuring the network boot parameters.

        
      

    

    6.	After the virtual server is started, the text console displays the main menu of System Management Services (SMS). We selected 5 - Select Boot Options (Figure 12-33). 
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    Figure 12-33   System Management Services screen

    In SMS we select the following sequence of menus to complete the network boot to the NIM server:

    •1 - Select Install/Boot device

    •6 - Network

    •1 - BootP

    •1 - Interpartition logical LAN

    •2 - Normal Boot mode

    •1 - Yes

    At this point, the AIX installation starts.

    7.	After the installation process is complete, the machine is rebooted and the text console displays the SMS menu. Now we want to configure the boot sequence, so that the virtual server can boot from the disk. 

    We use the following sequence: 5 → 2 → 1 → 5 → 1 → 1 → 1 → 2 → X → 1. 

    8.	The system boots from disk and then displays the login prompt. At the login prompt, select user root. We are not prompted for a password since this is a new installation. However, we change the root user password, as shown in Example 12-1.

    Example 12-1   Changing the root user password
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    # passwrd

    Changing password for "root"

    root’s New password

    Enter the new password again
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    9.	To change the boot order stored in the Unified Resource Manager configuration, you need to deactivate the server. In the text console shut down the operating system using the shutdown -F now command, and wait for the "Halt completed" message.

    10.	In the Ensemble Management screen, wait for the status of the virtual server to change to Not Activated. In the Virtual Server Details panel, on the Options tab, change the boot parameters as shown in Figure 12-34. Apply to save the configuration.
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    Figure 12-34   Normal boot sequence 

    11.	In Ensemble Management, select Virtual Server Details → Daily → Activate to activate the virtual server.

     

    
      
        	
          Note: GPMP support has been enabled, as shown in Figure 12-34. This adds another virtual NIC to the server on top of the four NICs defined in Figure 12-1 on page 286.

        
      

    

    AIX is now installed, but the network must be configured for our environment. We reboot the server before doing the network settings in the 12.4, “AIX network settings” on page 314.

    12.3.2  AIX installation using an ISO image (virtual media)

    The second method you can employ to install AIX on PowerVM is to use a virtual ISO image located in the HMC DVD drive. 

    The Unified Resource Manager provides the capability to facilitate the installation of a new operating system image to a virtual server from a copy on a CD image, sometimes called an ISO file. You can access the CD from the HMC optical drive, or from your remote workstation, and then the image is copied to hypervisor storage on the IBM blade. This process is done using the Ensemble Management Mount Virtual Media task. Once it is mounted as a virtual DVD for access from the virtual server, the virtual media is copied.

    The file created for the virtual DVD drive is created as a private file. Installation using an ISO image can be a cumbersome process if you are installing many virtual servers, so there is also the network boot option described in the previous section.

    1.	In the Virtual Server Details panel select the Options tab, which contains the boot options. 

    Set the Boot mode option to SMS and the Boot source to Virtual Media (Figure 12-35).
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    Figure 12-35   Boot mode and source

    2.	Prior to the first use, the virtual media must be mounted to a virtual server. This can be done from the Ensemble Management. 

    In the Hypervisors tab, select Mount Virtual Media in the Configuration tasks list (Figure 12-36 on page 308).

    [image: ]

    Figure 12-36   Mount Virtual Media

    3.	When the Mount Virtual Media dialog opens, specify the location of the ISO image. Our ISO file is on DVD media that is inserted in the HMC drive, so we select Media on HMC (see Figure 12-37).
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    Figure 12-37   Mount Virtual Media - Select Source

    4.	In the next dialog the file location can be specified directly, or you can browse the media for it. We select Browse Media (see Figure 12-38 on page 309).
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    Figure 12-38   Mount Virtual Media - Mount ISO Image

    5.	The list of available devices is displayed. In our case only the DVD drive is available and we select it (see Figure 12-39).
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    Figure 12-39   Mount Virtual Media - Select Media Device

    6.	The next dialog allows us to browse the directories and files on the media. We click cdrom in the Directories area and select the ISO file (see Figure 12-40).
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    Figure 12-40   Mount Virtual Media - Select file

    7.	The file we selected in the previous steps is shown in Figure 12-41 on page 310.
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    Figure 12-41   Mount Virtual Media - Mount ISO Image

    8.	Click Next and the Summary window is displayed. Click Finish to start the mount process (see Figure 12-42). A panel opens showing that the virtual media is being mounted. This process copies the contents of the ISO file to PowerVM in the blade. In our environment, this process took from five to seven minutes, but times can vary in different environments.
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    Figure 12-42   Mount Virtual Media - Summary

    9.	In the Mount Virtual Media Progress screen the Function Duration Time field changes dynamically to reflect an estimate of the time remaining (see Figure 12-43 on page 311).
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    Figure 12-43   Mount Virtual Media Progress

    10.	After the ISO file is mounted, the Status is updated to Success (see Figure 12-44). Click OK.
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    Figure 12-44   Mount Virtual Media - Success

    11.	To check whether the media is mounted to the virtual server, open the Virtual Server Details screen and select the Storage tab. The mounted media is displayed at the bottom (see Figure 12-45). Click OK.
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    Figure 12-45   Virtual Server Details - check mounted media

    12.	The text console for AIX must be ready in order to start the installation. This console is used to interact with AIX during the install process. To start it, in Ensemble Management in the Hypervisors tab, select the virtual server, then select Open Text Console in the Configuration tasks group (see Figure 12-46 on page 312).
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    Figure 12-46   Open Text Console

    
      
        	
          Note: The text console needs Java runtime environment available in a browser; without Java the text console does not work.

        
      

    

    13.	The Open Text Console displays that it is waiting for the AIX install process to begin to connect to it (see Figure 12-47). 

    [image: ] (

    Figure 12-47   Open Text Console

    14.	Without closing the text console window, select the Activate task in the Daily group (Figure 12-48).
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    Figure 12-48   Activate task

    15.	In the confirmation dialog for the Activate task, click Yes to confirm the activation (Figure 12-49).
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    Figure 12-49   Activate Task Confirmation

    The following steps are used to complete the AIX installation and include the required input for the various screens:

    1.	If you are in the SMS menu, exit out.

    2.	A few minutes after the activate is issued, the message ***Please define the System Console. *** is displayed in the text console. Type 1 and press Enter.

     

    3.	Select a language. Type 1 to select English and press Enter.

    4.	On the Installation and Maintenance screen, select option 2 Change/show installation settings and install to check the installation settings.

    5.	The Installation and settings screen shows the installation settings. Since we did not change any settings, select option 0 To install with the current settings listed above.

    6.	If the SMS menu appears, exit out.

    7.	On the Overwrite or Preservation Installation Summary screen, select option 1 to confirm that you want to continue with the installation process. 

    8.	The installation starts. In our lab it took approximately 15 minutes to copy the files and then AIX automatically rebooted. 

    9.	On the text console for the Screen Set Terminal Type select vt320.

    10.	For the next several screens:

    a.	Accept the license agreements. 

    b.	Accept the Software Maintenance Terms and Conditions.

    c.	Set Date/Time and time zone.

    d.	Select a password for root.

    e.	Press F10 to exit.

    11.	A login screen is displayed. Log in with your ID and password. Issue the shutdown -F command. The AIX installation is complete.

    12.	Deactivate the virtual server from the Unified Resource Manager console.

    13.	In the Virtual Server Details, Options tab, change the boot source to Storage Drive (see Figure 12-50). In this way the next boot is from disk and not from the virtual ISO.
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    Figure 12-50   Virtual Server Details - Boot source

    14.	If you are done with all your AIX installations, in the Virtual Server Details screen, select the Storage tab and select Unmount Media to unmount the media used for the installations.

    AIX is now installed, but the network still needs to be configured for our environment. Reboot the server before specifying the network settings described in the next section.

    12.4  AIX network settings

    Figure 12-51 on page 315 depicts the network configuration for our AIX HTTP servers, HTTPG1 and HTTPG2, and shows the interfaces to VLAN 199, VLAN 110, and VLAN 100. 
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    Figure 12-51   Configuration of AIX HTTP servers

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the AIX TCP/IP stack.

        
      

    

    12.4.1  Worksheet for the AIX HTTP servers

    The network information we need to configure our AIX HTTP servers, HTTPG1 and HTTPG2, is listed in Table 12-3 on page 316. In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask. We have already configured these networks as described in 10.2.2, “Defining virtual networks” on page 224.

    Table 12-3   Worksheet for the AIX HTTP servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          Adapter ID

        
        	
          IP subnet address/mask

        
      

      
        	
          AIX HTTPG1

        
        	
          System management and administration VLAN

        
        	
          en01

        
        	
          100

        
        	
          0

        
        	
          172.30.100.11/24

        
      

      
        	
          Client access - HTTP server VLAN2

        
        	
          en1

        
        	
          199

        
        	
          1

        
        	
          172.30.199.11/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          2

        
        	
          172.30.110.11/24

        
      

      
        	
          AIX HTTPG2

        
        	
          System management and administration VLAN

        
        	
          en0a

        
        	
          100

        
        	
          0

        
        	
          172.30.100.21/24

        
      

      
        	
          Client access - HTTP server VLANb

        
        	
          en1

        
        	
          199

        
        	
          1

        
        	
          172.30.199.21/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          en2

        
        	
          110

        
        	
          2

        
        	
          172.30.110.21/24

        
      

    

    

    1 If an AIX NIM server is used as a boot source (virtual server boot mode is System Management Services (SMS) and boot source is Network Adapter (ID 0)), then the virtual interface must be en0.

    2 Requires a default gateway (172.30.199.1)

    Perform the following steps to configure TCP/IP for the AIX virtual server HTTPG1 for VLAN 100, the System management and administration network on the IDEN. 

    1.	In the Ensemble Management Guide, in the Hypervisors tab, select the virtual server. In our case this is HTTPG1. In the Configuration tasks section, select Open Text Console. In the text console, log on with the USER ID root (see Figure 12-52 on page 317).
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    Figure 12-52   Open text console

    2.	Enter smit and the System Management screen opens. Select Communications Applications and Services (see Figure 12-53 on page 318). 
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    Figure 12-53   System Management screen

    3.	In the Communications Applications and Services screen, select TCP/IP and click Enter (Figure 12-54).
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    Figure 12-54   Communications and Applications screen

    4.	In the TCP/IP display, select Minimum Configuration & Startup → en0 Standard Ethernet Network Interface (Figure 12-55 on page 319) and press Enter.
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    Figure 12-55   TCP/IP display

    5.	Enter the IP subnet address and default gateway for virtual server HTTPG1 for VLAN 100, the System management and administration network (see Figure 12-56), and click Enter.
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    Figure 12-56   TCP/IP configuration

    6.	Repeat steps 4 and 5 for en1 for VLAN 199 and for en2 for VLAN 110.

    7.	To verify connectivity, ping the TCP/IP address, 172.30.100.1 for the gateway for VLAN 100. We did so and got a successful response (Figure 12-57 on page 320).
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    Figure 12-57   ping command
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Creating a virtual server for Linux on System z

    [image: ]This chapter provides step-by-step instructions for implementing z/VM virtual servers in the Unified Resource Manager. It describes how to define, install, and configure z/VM virtual servers.

    13.1  Virtual server scenario 

    Our scenario consists of three WebSphere Application Server instances on Linux for System z in a z/VM LPAR. This chapter reviews the implementation of the Linux for System z virtual servers. 

    13.1.1  Description

    The configuration of our Linux for System z virtual servers, WASG1, WASS1, and WASB1, including network and storage, is shown in Figure 13-1.
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    Figure 13-1   Configuration of z/VM virtual servers

    13.1.2  Preparing

    This section describes the preparation required to migrate the z/VM virtual servers to the ensemble. We review the HMC access needed to perform virtual server configuration, and include a checklist and worksheets to use as guides for planning the virtual server implementation.

    Virtual Server Administrator

    The Virtual Server Administrator is responsible for the creation and management of the virtual servers. The Virtual Server Administrator is the minimum role required to perform tasks on the virtual servers. When creating the user ID, the virtual server object role must be selected for the user as a managed object.

    The specific resource role needed for the virtual server task is the z/VM Virtual Machine object (see Table 13-1).

    Table 13-1   Virtual server management tasks

    
      
        	
           

        
        	
          Task Role

        
        	
          Resource Role

        
      

      
        	
          Tasks

        
        	
          Virtual Server Administrator

        
        	
          Ensemble Object

        
        	
          z/VM Virtual Machine Objects

        
      

      
        	
          Create virtual server

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Modify virtual server

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Mount virtual media

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Activate virtual server

        
        	
           

        
        	
           

        
        	
          x

        
      

    

    The Task Index icon on the HMC displays the available virtual server tasks (see Figure 3-21 on page 66).

    Checklist

    This checklist can be used to verify that the necessary activities are completed and the required information is collected before defining the virtual servers:

    o	Do you have the HMC user ID with a proper authority? Password?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Are the hypervisors ready?

    o	Have you coordinated with other administrators so you do not disrupt their activities when working with the ensemble?

    o	Have you created a test plan to test your definitions?

    o	Are the worksheets filled in?

    o	Do you have Java available in your browser?

    13.1.3  Worksheet for the z/VM virtual servers

    The worksheet in Table 13-2 contains the definitions for the z/VM virtual servers, WASG1 and WASS1, and WASB1, that were used in our scenario.

    Table 13-2   Definition worksheet for z/VM virtual servers

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
        	
          Virtual Server 3

        
      

      
        	
          Name (8 chars)

        
        	
          WASG1

        
        	
          WASS1

        
        	
          WASB1

        
      

      
        	
          Description (256 chars)

        
        	
          Tier 2- Business Logic Layer: WAS server G1

        
        	
          Tier 2- Business Logic Layer: WAS server S1

        
        	
          Tier 2- Business Logic Layer: WAS server B1

        
      

      
        	
          IP address1

        
        	
          172.30.x.92

        
        	
          172.30.x.91

        
        	
          172.30.x.93

        
      

      
        	
          Target Hypervisor

        
        	
          z/VM

        
        	
          z/VM

        
        	
          z/VM

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial memory

        
        	
          2048 MB

        
        	
          2048 MB

        
        	
          2048 MB

        
      

      
        	
          Networks (VLANs)

        
        	
          099, 110, 100

        
        	
          099, 110, 100

        
        	
          099, 110, 100

        
      

      
        	
          Storage Drives2

        
        	
          fullpack 30GB

          linked R/O ECKD

        
        	
          fullpack 30GB

          linked R/O ECKD

        
        	
          fullpack 30GB

          linked R/O ECKD

        
      

      
        	
          IPL Boot device

        
        	
          0200

        
        	
          0200

        
        	
          0200

        
      

      
        	
          IPL parameters

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          IPL Load parameters

        
        	
          AUTOCR

        
        	
          AUTOCR

        
        	
          AUTOCR

        
      

      
        	
          Privilege class

        
        	
          G

        
        	
          G

        
        	
          G

        
      

      
        	
          Maximum virtual processors

        
        	
          2

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial share mode 

        
        	
          relative

        
        	
          relative

        
        	
          relative

        
      

      
        	
          Share limit

        
        	
          none

        
        	
          none

        
        	
          none

        
      

      
        	
          Initial relative shares

        
        	
          100

        
        	
          100

        
        	
          100

        
      

      
        	
          Maximum share

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Maximum memory

        
        	
          2048 MB

        
        	
          2048 MB

        
        	
          2048 MB

        
      

      
        	
          Enable GPMP

        
        	
          No

        
        	
          No

        
        	
          No

        
      

      
        	
          Processor management

        
        	
          yes

        
        	
          yes

        
        	
          yes

        
      

      
        	
          Workloads

        
        	
          default

        
        	
          default

        
        	
          default

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    2 Two disks are described here for each virtual server.

    13.2  Defining virtual server in z/VM

    In this section we review the process and steps for the creation of our new z/VM virtual server, WASG1, using the default options. 

    13.2.1  Creating LINUXMNT virtual server

    LINUXMNT is a server which will never run; it only contains files that are shared in read-only mode by all our WAS servers, for example, installation files.

    1.	To start the virtual server definition, from the Ensemble Management Guide, select New Virtual Server. In the New Virtual Server panel, select the Hypervisor A17, which contains our virtual server (see Figure 13-8 on page 328). Click OK. You will get a message to wait while the information about the hypervisor is being collected.
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    Figure 13-2   New virtual server task

    2.	The New Virtual Server wizard opens (Figure 13-9). You can use defaults in all panels except the storage panel.

    [image: ]

    Figure 13-3   New virtual server wizard

    3.	Figure 13-4 on page 326 shows the panel where the virtual server name is entered. This section will not show all the screens involved in defining a virtual server; the next section, where WASB1 is defined, covers them in detail.
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    Figure 13-4   New Virtual Server - Enter Name

    4.	In the Add Storage panel (Figure 13-14), click Add.
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    Figure 13-5   New Virtual Server - Add Storage

    5.	In the Add Drive panel specify all details, as shown in Figure 13-6 on page 327. This is a definition for A disk (device address 191), it is group-based and comes from a $3390$ group. Its size will be 750 cylinders and this server will have read/write access to it. Note that the Size column does not show the size of the group but the size of the largest available extent.
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    Figure 13-6   Add Drive

    6.	Figure 13-7 shows the server now has one drive defined. 
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    Figure 13-7   Add Storage

    13.2.2  Creating a virtual server with the default options

    Perform the following steps to create a new virtual server with the default options:

    1.	From the Ensemble Management Guide select New Virtual Server. In the New Virtual Server panel select Hypervisor A17, which contains our virtual server (see Figure 13-8 on page 328). Click OK; a message is displayed directing you to wait while the information about the hypervisor is being collected.
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    Figure 13-8   New virtual server task

    2.	The New Virtual Server wizard opens (Figure 13-9). To define your new z/VM virtual server, WASG1, you need to accept some defaults and specify some values according to what you planned in the worksheet in Table 13-2 on page 323.
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    Figure 13-9   New virtual server wizard

    3.	In the first panel of the New Virtual Server definition, enter the name and description for server WASG1(see Figure 13-10 on page 329).
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    Figure 13-10   New Virtual Server - Enter Name

    4.	In the Assign Processors panel, specify the initial virtual processors (Figure 13-11).
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    Figure 13-11   New Virtual Server - Assign Processors

    5.	In the Specify Memory panel, enter the initial dedicated memory (Figure 13-12).
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    Figure 13-12   New Virtual Server - Specify Memory

     

    
      
        	
          Note: The virtual server definition panels for z/VM virtual servers only allows for one value for virtual processors and one value for memory assignment, although there are additional specifications allowed by z/VM. To override the default values, open the Virtual Server Details panel after your virtual server is defined. Click the Memory or Processors tabs and the additional values are available. These values include maximum virtual processors, share mode selection (relative or absolute), share limit, initial relative share, and maximum memory value.

        
      

    

    6.	Do not make any selections for the network at this time (Figure 13-13); click Next to continue. 
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    Figure 13-13   New Virtual Server - Add Network

    We discuss the selections that are required for our virtual server to participate in the IEDN in Chapter 5, “Planning the virtual network environment” on page 105. Also, our scenario requires three VLANs, which we already defined in 10.2.2, “Defining virtual networks” on page 224.

    7.	Do not add any storage at this time (Figure 13-14); click Next to continue. Storage drives can still be defined by traditional z/VM processes. However, we discuss the storage drives we will manage with the Unified Resource Manager in Chapter 6, “Planning the storage environment” on page 125. 
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    Figure 13-14   New Virtual Server - Add Storage

    8.	In the Specify Options panel, specify options for your virtual server that are specific to the z/VM hypervisor (see Figure 13-15 on page 331). Selection of the options has not changed under the Unified Resource Manager except that the New Virtual Server wizard provides a place for you to enter them. Use the same options that are currently defined for your z/VM guests.
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    Figure 13-15   New Virtual Server - Specify Boot Options

    9.	The workload specification is a new option provided by the Unified Resource Manager. On the Select Workloads panel you can specify what workload the virtual server supports. By classifying the workload for a virtual server, the performance management components of the Unified Resource Manager can be used to measure, report on, and adjust resources for virtual servers by the relative importance of the workload they support. Select the default workload at this time (see Figure 13-16). Details on planning for workloads and performance management can be found in Chapter 17, “Workload monitoring and reporting” on page 463. 
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    Figure 13-16   New Virtual Server - Select Workloads

    10.	The processor management selection provides control for the performance management policies defined under a workload. Disable it for the time being (Figure 13-17 on page 332). If the processor management control is disabled, the performance management components can only measure and report on the virtual server performance. If it is enabled the performance manager can exert control over the priority and processor resource provided to the virtual server based on the performance policies.
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    Figure 13-17   New Virtual Server - Performance management

    11.	The last page of the New Virtual Server wizard displays a summary of the WASG1 server information (see Figure 13-18). Click Finish to complete the server definition for WASG1.
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    Figure 13-18   New Virtual Server - Summary

    12.	The confirmation success dialog shows that the virtual server is created and displays the message Successfully created virtual server "WASG1".

    13.	After you finish creating a virtual server you can define multiple virtual servers in one step using the option New Virtual Server Based On. Use this option to create virtual servers WASS1 and WASB1. For more details about this option refer to “Create multiple virtual server definitions” on page 500.

    13.2.3  Updating server definitions

    Use the following steps to update the definitions for your new virtual server, WASG1:

    1.	In the Hypervisor tab, right-click the name of the virtual server in the Ensemble Management work area and select Virtual Server Details. A message is displayed to indicate that the information for the virtual server is being collected (Figure 13-19).
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    Figure 13-19   Ensemble task - Virtual Server Details

    2.	The Virtual Server Details panel opens (see Figure 13-20). The steps performed using the New Virtual Server wizard are now available as separate tabs. 
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    Figure 13-20   Virtual Server Details - Name

    3.	Check the status of virtual server WASG1 (Figure 13-21 on page 334).
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    Figure 13-21   Virtual Server Details - Status

    4.	In the Processors tab (Figure 13-22), enter the values from your worksheet for the number of virtual processors and share options for WASG1.
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    Figure 13-22   Virtual Server Details - Processors

    5.	In the Memory tab (Figure 13-23), input initial and maximum memory sizes for your virtual server, WASG1. In this way you can change the default values that were set when the virtual server was defined.
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    Figure 13-23   Virtual Server Details - Memory

    13.2.4  Defining a NIC to our Linux for System z guests

    Figure 13-24 depicts the configuration for our z/VM guest servers (WASG1, WASS1, and WASB1), with the z/VM virtual switches (VSWITCHes) and network interface cards (NICs). When you define the network for your Linux for System z guests using the Virtual Server Details Network tab, refer to the worksheet in Table 13-3 on page 336 for details. 
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    Figure 13-24   Network configuration for z/VM Linux guests

    The virtual switches (QDIO099, QDIO100, and QDIO110) have already been defined in “Defining a virtual switch to z/VM” on page 233.

     

    
      
        	
          Important: To ensure complete isolation across VLANs, IP forwarding should be disabled in the guest system’s TCP/IP stack.

          If your guest system is acting as a router to access the IEDN, then IP forwarding must be enabled. In such cases, you should consider using a firewall in front of the access point of the IEDN to enforce your network security policies.

        
      

    

    Worksheet for the z/VM NICs

    Table 13-3 on page 336 contains the network information needed to configure the z/VM Linux guest servers (WASG1,WASS1, and WASB1). In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective virtual NIC device number/type, VLAN IDs, the IP subnet addresses/mask, and the port type. Because our Linux on System z guests will not have VLAN ID defined to their interfaces, the port type for our configuration is access (the VSWITCHes will apply VLAN tagging).

    This table will also be used when applying the IP subnet address/mask to the Linux on System z TCP/IP stacks.

    Table 13-3   Worksheet for the z/VM guest systems - Linux on System z TCP/IP stacks

    
      
        	
          Virtual server name

        
        	
          Virtual network name 

        
        	
          Virtual NIC

          device/type

        
        	
          VLAN ID

        
        	
          IP subnet address/mask

        
        	
          Port mode

        
      

      
        	
          z/VM guest WASG1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSD

        
        	
          100

        
        	
          172.30.100.92/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSD

        
        	
          99

        
        	
          172.30.99.92/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSD

        
        	
          110

        
        	
          172.30.110.92/24

        
        	
          Access

        
      

      
        	
          z/VM guest WASS1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSD

        
        	
          100

        
        	
          172.30.100.91/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSD

        
        	
          99

        
        	
          172.30.99.91/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSD

        
        	
          110

        
        	
          172.30.110.91/24

        
        	
          Access

        
      

      
        	
          z/VM guest WASB1

        
        	
          System management and administration VLAN

        
        	
          6303

          OSX

        
        	
          100

        
        	
          172.30.100.93/24

        
        	
          Access

        
      

      
        	
          WAS - DB2 VLAN

        
        	
          6300

          OSX

        
        	
          99

        
        	
          172.30.99.93/24

        
        	
          Access

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          6306

          OSX

        
        	
          110

        
        	
          172.30.110.93/24

        
        	
          Access

        
      

    

    You can set up the network in the Virtual Server Details Network tab. Perform the following steps to conform to the scenario. 

    1.	Click Add in the Network tab to define your adapter (Figure 13-25).
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    Figure 13-25   Virtual Server Details - Add Network

    2.	The Add Adapter panel presents the selections required for your virtual server to participate in the IEDN. Enter your virtual device address (NIC) and select Virtual IEDN. Select OSD type for the Linux for System z guests (WASG1 and WASS1) that do not support OSX CHPIDs (Figure 13-26). For the Linux for System z guest (WASB1) that does support OSX CHPIDs, see “z/VM virtual server and OSX interface type” on page 338.
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    Figure 13-26   Virtual Server Details - Add Adapter

    3.	Enter port mode and the switch for VLAN 99 as documented in the worksheet and click OK (Figure 13-27). 
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    Figure 13-27   Define virtual network

    4.	Figure 13-28 on page 338 shows the one interface which was added. To add more interfaces, click Add again.
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    Figure 13-28   Virtual Server Details - Network

    5.	Repeat steps 2 through 4 for each of the other VLANs, 100 and 110. Figure 13-29 shows all three interfaces defined.
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    Figure 13-29   Virtual Server Details - Network

    6.	Click OK. You will receive a message indicating that the virtual server is being updated and then another message when it is completed.

    13.2.5  z/VM virtual server and OSX interface type

    OSX native interface support was added to Linux on System z and is in the latest levels of the Linux distributions and kernel. For example, with SLES 11 SP1, you must patch to a current Linux kernel level to obtain the needed support.

    There are two parts to the support for native OSX interfaces to Linux. One part is in the kernel itself, to recognize and operate with the device; the second part is the tooling to create the required udev entries. The Linux distribution currently available does not automatically create the required udev entries for you as they would with a OSD type interface. However, the needed support in the kernel to perform network IO to the OSX device is available.

    Given that the base level of SLES 11 SP1 does not have the native OSX support, an installation from scratch with the base SLES 11 SP1 kernel level must use an OSD type of OSA interface connection. This can be to OSD network or, with z/VM OSDSIM, a connection to an IEDN network. In this section we demonstrate how to configure two interfaces on Linux that has been patched to the required kernel levels.

    After you have the Linux kernel support, the needed udev entry, and the virtual network adapter configured as OSX in the Unified Resource Manager, the configuration of the OSX network interface in Linux is the same as it is for an OSD interface. 

    The Edit Adapter panel shown in Figure 13-30 has the adapter type changed to OSX. This virtual network adapter is connecting to a Virtual Switch called QDIO099. 
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    Figure 13-30   OSX Virtual Network Adapter Details

    The virtual server details panel in Figure 13-31 on page 340 shows that the virtual network adapters have all been changed from OSD to OSX, except for the one labeled RMC. The RMC adapter is created when you select Enable GPMP on the Options tab of the virtual server details. 
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    Figure 13-31   WASB1 OSX IEDN virtual NICs

    13.2.6  Updating default server definitions - storage

    After you have completed the network definitions, return to the Virtual Server Details panel to finish defining z/VM virtual server WASG1.

    1.	Select the Storage tab to set up the storage for WASG1and click Add (Figure 13-32).
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    Figure 13-32   Virtual Server Details - Storage

    a.	In the Add Drive panel, enter details for device 200 (see Figure 13-33 on page 341) and click OK. 200 is the virtual device number; when we define WASS1 and WASB1 later, they will also use virtual device 200.
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    Figure 13-33   Storage - Add drive

    b.	Figure 13-34 shows one drive was added. Click Add to add a read-only linked disk from LINUXMNT. 
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    Figure 13-34   Virtual Server Details - Storage

    c.	In the Add Drive panel, enter details for device 191 (Figure 13-35 on page 342) and click OK. 191 is the virtual device number; when we define WASS1 and WASB1 later, they will also use virtual device 191. It is a read-only link to a LINUXMNT 191 disk containing installation files.
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    Figure 13-35   Storage - Add Drive

    d.	Figure 13-36 shows that both drives are defined.
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    Figure 13-36   Virtual Server Details - Storage 

    2.	Open the Options tab in the Virtual Server Details window (Figure 13-37 on page 343) and enter the IPL parameters.
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    Figure 13-37   Virtual Server Details - Options

    3.	In the Workloads tab, select the default workload (Figure 13-38).
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    Figure 13-38   Virtual Server Details - Workloads

    4.	In the Performance tab, enable Processor management (see Figure 13-39). You have now completed the server definition updates.
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    Figure 13-39   Virtual Server Details - Performance

    5.	Display server WASG1 from z/VM; it now has the attributes that you just defined (Example 13-1 on page 344).

    Example 13-1   Display of server WASG1
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    USER WASG1 XXXXXX 2048M 2048M G                       

       CPU 01                                             

       CPU 00                                             

       IPL 0200 PARM AUTOCR                               

       MACHINE ESA 2 

       CONSOLE 0009 3215 T                                

       NICDEF 6306 TYPE QDIO LAN SYSTEM QDIO110 DEVICES 3 

       NICDEF 6300 TYPE QDIO LAN SYSTEM QDIO099 DEVICES 3 

       NICDEF 6303 TYPE QDIO LAN SYSTEM QDIO100 DEVICES 3 

       SPOOL 000C 2540 READER *                           

       SPOOL 000D 2540 PUNCH A                            

       SPOOL 000E 1403 A                                  

       LINK MAINT 0190 0190 RR                            

       LINK MAINT 019D 019D RR                            

       LINK MAINT 019E 019E RR                            

       LINK LINUXMNT 0191 0191 RR                         

    MDISK 0200 FB-512 DEVNO F000 MR 
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    Now we can install Linux on the virtual servers.

    13.3  Installation of Linux

    This publication does not show the step-by-step installation of the operating systems. The installation of Linux for System z is documented in detail in many other books. We used installation files from read-only 191 disk, which is a link to LINUXMNT’s 191 disk. We used the z/VM reader to start the installation and then installed Linux from an external server.

    After Linux was installed, we changed the IPL device parameter in the Options tab from CMS to 0200, as shown in Figure 13-40.
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    Figure 13-40   IPL device change

    After Linux is installed the network must be configured for your environment as described in the following section.

    13.4  Linux for System z network settings

    The network configuration for our Linux for System z virtual servers, WASG1, WASS1, and WASB1, is depicted in Figure 13-24 on page 335. The worksheet in Table 13-3 on page 336 shows the network information needed for our configuration. In this worksheet we have listed our virtual servers and the names of our virtual networks, NICs, VLAN IDs, and the IP subnet addresses/subnet mask. These networks have already been configured, as described in 10.2.2, “Defining virtual networks” on page 224.

    The following steps show how to configure TCP/IP for the virtual server WASG1: 

    1.	Use VNC to log on to the virtual server WASG1 and invoked YaST.

    2.	Open the Overview tab in Network Settings and click Edit to configure the OSA Express Network card for NIC 6300 (Figure 13-41).
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    Figure 13-41   Network settings - Overview

    3.	For an unconfigured card, make updates in the Network Card Configuration panel, as shown in Figure 13-42 on page 346. 

    We enabled Layer 2 support and removed the Layer2 MAC Address. The read, write, and control channels should start with 6300 and increment up 1.
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    Figure 13-42   S/390® Network Card Configuration

    4.	In the Network Card Setup panel, we see (or enter) the IP address, subnet mask, and Hostname assigned to our server and click Add (Figure 13-43 on page 347). 

    Some levels of Linux store the current, ensemble-assigned virtual MAC address and try to set that MAC on the interface during future booting of the virtual server. This can result in the loss of network connectivity. The reason for this is that the ensemble-assigned virtual MAC addresses are not static. They can change the next time the virtual server is activated. If Linux attempts to set a different MAC on the IEDN virtual network interfaces, communication fails. To prevent this, make sure to remove the stored MAC address. On our SLES 11 SP1 virtual server, we removed the LLADDR keyword from the file for the IEDN interface in the /etc/sysconfig/network directory.
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    Figure 13-43   Network Card Setup

    5.	Repeat steps 2 through 4 for each of the other two NIC cards. Figure 13-44 on page 348 shows the display after network card setup has been completed.
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    Figure 13-44   Network Settings

    6.	To verify connectivity, ping the TCP/IP addresses. When we did this we got a successful response, as shown in Example 13-2.

    Example 13-2   ping command
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    wasg1:~ # ping 172.30.110.91 -c1

    PING 172.30.110.91 (172.30.110.91) 56(84) bytes of data.

    64 bytes from 172.30.110.91: icmp_seq=1 ttl=64 time=0.081 ms

     

    wasg1:~ # ping 172.30.100.91 -c1

    PING 172.30.100.91 (172.30.100.91) 56(84) bytes of data.

    64 bytes from 172.30.100.91: icmp_seq=1 ttl=64 time=0.100 ms

     

    wasg1:~ # ping 172.30.99.91 -c1

    PING 172.30.99.91 (172.30.99.91) 56(84) bytes of data.

    64 bytes from 172.30.99.91: icmp_seq=1 ttl=64 time=0.101 ms
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Creating a virtual server for Linux on System x

    This chapter provides step-by-step instructions for implementing a virtual server for Linux on System x using the Unified Resource Manager. It describes how to define, install, and configure the virtual server.

    14.1  Virtual server scenario 

    Our scenario consists of two HTTP servers on System x blades in the zBX. This chapter reviews the implementation of the Linux virtual servers and the methods to initiate installation.

    14.1.1  Description

    The configuration of our Linux virtual servers, HTTPS1 and HTTPS2, including network and storage, is shown in Figure 14-1.
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    Figure 14-1   Linux virtual server configuration

    14.1.2  Preparing

    This section describes the preparation required to define the Linux virtual servers to the ensemble. We review the HMC access needed to perform virtual server configuration, and include a checklist and worksheets to use as guides for planning the virtual server implementation.

    Virtual Server Administrator

    The Virtual Server Administrator is responsible for the creation and management of the virtual servers. The Virtual Server Administrator is the minimum role required to perform tasks on the virtual servers. When creating the user ID, the virtual server object role must be selected for the user as a managed object.

    The resource roles needed for the virtual server tasks in the Blade are shown in Table 14-1.

    Table 14-1   Virtual server management tasks

    
      
        	
           

        
        	
          Task Role

        
        	
          Resource Role

        
      

      
        	
          Tasks

        
        	
          Virtual Server Administrator

        
        	
          IBM Blade Objects

        
        	
          Ensemble Object

        
        	
          IBM Blade Virtual Server Objects

        
      

      
        	
          Create virtual server

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
      

      
        	
          Modify virtual server

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Mount virtual media

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Activate virtual server

        
        	
           

        
        	
           

        
        	
           

        
        	
          x

        
      

    

    The Task Index icon on the HMC displays the available virtual server tasks (see Figure 3-21 on page 66).

    Checklists

    This checklist can be used to verify that the necessary activities are completed and the required information is collected before defining the virtual servers:

    o	Do you have an HMC user ID with adequate authority?

    o	Do you have access to the Unified Resource Manager?

    o	Have the required network and storage resources been defined and made available to your hypervisor?

    o	Are there adequate resources on this blade to support your virtual server and the other virtual servers simultaneously?

    o	Have you filled out the server definition worksheets?

    o	Do you have a plan to validate your configuration?

    14.1.3  Worksheet for the Linux virtual servers

    The worksheet in Table 14-2 contains the definitions for the Linux virtual servers, HTTPS1 and HTTPS2, that were used in our scenario.

    Table 14-2   Linux on System x virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPS1

        
        	
          HTTPS2

        
      

      
        	
          Description

        
        	
          Tier 1 - presentation layer 

          Blade 13

          Silver Workload

        
        	
          Tier 1 presentation layer

          Blade 14

          Silver Workload

        
      

      
        	
          IP address1

        
        	
          172.30.x.131

        
        	
          172.30.x.141

        
      

      
        	
          Target hypervisor

        
        	
          Integrated x Hypervisor

        
        	
          Integrated x Hypervisor

        
      

      
        	
          Number of Virtual Processors

        
        	
          2 

        
        	
          2

        
      

      
        	
          GB of Memory

        
        	
          4

        
        	
          4

        
      

      
        	
          Networks / VLANs

        
        	
          Systems Management

          HTTP to WAS

          WAS to DB2 

        
        	
          Systems Management

          HTTP to WAS

          WAS to DB2

        
      

      
        	
          Virtual Network Adapter Types

        
        	
          Interface 0: Realtek

          Interface 1: VIRTIO

          Interface 2: VIRTIOH

        
        	
          Interface 0: VIRTIO

          Interface 1: VIRTIO

          Interface 2: VIRTIO

        
      

      
        	
          Storage Resource Names

        
        	
          HTTPS1_disk1

        
        	
          HTTPS2_disk1

        
      

      
        	
          Storage Emulation Type 

        
        	
          Disk 0: VIRTIO

        
        	
          DISK 0: VIRTIO

        
      

      
        	
          GB of Disk Storage

        
        	
          20 

        
        	
          20 

        
      

      
        	
          Boot Selection

        
        	
          Media Drive

        
        	
          Network Boot

        
      

      
        	
          Boot Types Enabled

        
        	
          Media Drive

          Storage Drive

        
        	
          Network 

          Storage Drive

        
      

      
        	
          PXE Boot VLAN

        
        	
           

        
        	
          100

        
      

      
        	
          Autostart Server

        
        	
          No

        
        	
          No

        
      

      
        	
          Enable GPMP

        
        	
          Yes, after installation

        
        	
          Yes, after installation

        
      

      
        	
          Workload Assigned

        
        	
          Default

        
        	
          Default

        
      

      
        	
          Lockout Disruptive Tasks

        
        	
          Cleared

        
        	
          Cleared

        
      

    

    

    1 The virtual servers will have multiple network interfaces, each with an IP address associated with a VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    14.2  Defining a Linux on System x virtual server

    In this section, we review the process and steps used to create and update Linux virtual server definitions. We show the details for only one virtual server because the same tasks are performed for the other server. We show how we created our new Linux virtual server on System x using the default options.

    14.2.1  Creating a virtual server with the default options

    There are several ways to create a virtual server. To create an environment like the one in our lab, follow these steps:

    1.	In Ensemble Management, select the Hypervisors tab and select the System x blade where you want to create your virtual server. 

    In the Tasks section (in the bottom half of the panel), expand the Configuration link and select New Virtual Server (see Figure 14-1 on page 350).
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    Figure 14-2   Launch New Virtual Server Task

    2.	The New Virtual Server wizard opens on the Welcome panel. Click Next. 

    3.	Enter the name of virtual server HTTPS1 (Figure 14-3). Create this server using the new virtual server defaults. The description field is optional. Click Next.
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    Figure 14-3   New Virtual Server - Enter Name

    4.	In the Assign Processors panel, enter the number of virtual processors and click Next (Figure 14-4).

    There is no minimum or maximum number of virtual processor input fields. The maximum assignable number of virtual processors is shown on the top of the panel. In this case up to 16 cores can be assigned.
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    Figure 14-4   New Virtual Server - Assign Processors 

    5.	In the Specify Memory panel, provide the number of MB or GB of memory to assign to the new virtual server and click Next (see Figure 14-5). 

    Do not exceed the Maximum assignable memory. If you attempt to activate a virtual server with an allocation that takes the total of active memory beyond the assignable maximum, the activation fails. Memory cannot be overcommitted with the Integrated x hypervisor.
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    Figure 14-5   New Virtual Server - Specify Memory

    6.	The Add Network panel lists an Intel Pro/1000 PCI virtual network interface and the default virtual network defined to the virtual server. 

    We do not plan use the default virtual network, so we remove this entry and define a new virtual network interface and line. The pre-existing interface is removed by selecting the radio button and clicking Remove (Figure 14-6 on page 355).
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    Figure 14-6   New Virtual Server - Add Network

    7.	After the predefined default network is removed, click Add. Select your virtual network, System Management, from the drop-down list (Figure 14-7). Also select the virtual network adapter type.
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    Figure 14-7   New Virtual Server - Add Adapter

    8.	After selecting the desired virtual networks and adapter types, click OK to add the new virtual network adapter (Figure 14-8 on page 356).
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    Figure 14-8   Add Adapter - Completed selections

    9.	The System Management network we added is shown in Figure 14-9. 
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    Figure 14-9   Add Network complete

    You can repeat the process to add additional virtual network adapters to provide access to multiple virtual networks.

    When you are finished adding virtual network adapters, click Next to proceed to the storage panel.

    10.	You can accept the default values for many of the resources you are defining for the virtual server and then make changes later. 

    Click Next on the Add Storage panel to continue; do not add any storage resources at this time (Figure 14-10).
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    Figure 14-10   New Virtual Server - Add Storage

    11.	On the Boot Options panel, select Media Drive and ensure that it is enabled (see Figure 14-11). Your first installation will be from virtual media uploaded from the HMC to the internal drive on the HX5 blade. After the media drive is enabled, click Next.
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    Figure 14-11   New Virtual Server - Specify Boot Options

     

    
      
        	
          Note: You cannot select the Storage Resources entry because you have not defined a storage resource. It is important to have the storage resource enabled for booting later. During installation, there is one reboot that occurs from the assigned storage resource and if it is not enabled the installation cannot be completed. 

        
      

    

     

    12.	On the Select Workloads panel, select Use Default workload (Figure 14-12). Later in the process you will assign the “DayTrader” workload to the virtual server. After the desired workload is selected, click Next.

    [image: ]

    Figure 14-12   New Virtual Server - Select Workloads

    13.	If all the details look correct on the Summary page, click Finish to create the new virtual server (Figure 14-13). 
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    Figure 14-13   New Virtual Server - Summary

    14.	The confirmation success dialog shows that the virtual server is created and displays the message Successfully created virtual server "HTTPS1".

    When you finish creating a virtual server with the default options you can define additional  virtual servers in one step using the option “New Virtual Server Based On.”

    14.2.2  Updating server definitions

    Use the following steps to update the definitions for your Linux virtual server, HTTPS1, to specify the values that you planned in the worksheet in Table 14-2 on page 351.

    1.	In Ensemble Management, in the Hypervisor tab, click the virtual server name, HTTPS1 (Figure 14-14) to open the Virtual Server Details panel.

    [image: ]

    Figure 14-14   New Virtual Server HTTPS1

    2.	The Virtual Server Details panel opens in the General tab (Figure 14-15). The steps performed using the New Virtual Server wizard are now available as separate tabs.
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    Figure 14-15   Virtual Server Details - General tab

    3.	Our scenario requires three VLANs, which we already defined in 10.2.2, “Defining virtual networks” on page 224. Click the Network tab to customize the network settings for this scenario. 

    Add the HTTP Server - WAS VLAN and Client Access - HTTP Server VLAN networks. Select VirtIO as the adapter type for each of these virtual network adapters (Figure 14-16 on page 360).
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    Figure 14-16   Virtual Server Details - Network

    4.	Select the Storage tab and click Add to add the storage resource (Figure 14-17).
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    Figure 14-17   HTTPS1 Storage

    5.	In the Add Drive panel, enter a name and description for the storage resource, select adapter type VirtIO, and select the specific storage resource to add (Figure 14-18 on page 361). When finished, click OK.
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    Figure 14-18   HTTPS1 Storage Add

    6.	After the new storage drive is added, you are returned to the Virtual Server Details Storage tab. It displays a summary of storage drives for the virtual server, including the storage drive you just defined (see Figure 14-19).
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    Figure 14-19   HTTPS1 Storage Summary

    7.	In the Options tab, review the enabled boot devices and the order of boot devices. Make the following updates:

     –	Select Media Drive 

     –	Select Storage Drives to be enabled.

     –	The Media Drive is moved to the top of the list, with Storage Drives beneath it. 

     –	Network booting is not being used for this virtual server so it is not enabled. 

     –	The virtual server is set to automatically start when the hypervisor is started.

     –	Click Apply.

    Figure 14-20 on page 362 shows these updates in the Options tab.
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    Figure 14-20   HTTPS1 Boot Source order

    8.	In the Workloads tab, customize the workload assignment for the virtual server. On the Workload panel, clear “Use Default workload” and select the custom DayTrader workload (see Figure 14-21).
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    Figure 14-21   HTTPS1 Workload assignment

    9.	Click OK to close the Virtual Server Details panel.

    14.3  Linux installation

    In this section we discuss the two methods for installing the Linux operating system:

    •Boot from an ISO image via virtual media

    •Boot from network adapter using the PXE Boot

    14.3.1  Linux installation using an ISO Image (virtual media)

    You can install Linux under the Integrated x hypervisor using a virtual ISO image in the HMC DVD drive.

    The Unified Resource Manager can facilitate the installation of a new operating system image to a virtual server from a copy on a DVD image, referred to as an ISO image file. You can access the ISO image from the HMC optical drive, HMC USB attached storage, or from your remote workstation, with the image then copied to the hypervisor storage on the IBM blade. This is done by using the Ensemble Management Mount Virtual Media task. After it is mounted as a virtual DVD that the virtual server can access, the virtual media is copied.

    The file for the virtual DVD drive is created as a private file. There is also a network boot option described in “Linux installation via network boot (PXE Boot)” on page 374.

    Use the following steps to install Linux from virtual media:

    1.	The virtual media must be loaded into the hypervisor for the given virtual server. This can be done from the Virtual Server Details. On the Storage tab, select the Mount Virtual Media task (Figure 14-22).
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    Figure 14-22   Storage - Mount Virtual Media

    2.	The Options tab contains the boot options. Enable and select Virtual Media as the first boot source and enable Storage Drives as the second boot type (Figure 14-23).
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    Figure 14-23   Boot source order

    3.	In Ensemble Management, select Hypervisors → Configuration → Open a Graphical Console to activate the virtual server (Figure 14-24).

    The graphical console opens, as shown in Figure 14-25 on page 365.
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    Figure 14-24   Ensemble Management - Open Graphical Console
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    Figure 14-25   Graphical console for HTTPS!

    4.	To continue with the Operating System installation, update the Boot Options to boot from the storage resource.

    On the Virtual Server Details panel for the server, open the Storage tab. Ensure that the Mounted Media field is set to None. If another media is already mounted, it must be unmounted. Click Mount Virtual Media (Figure 14-26).
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    Figure 14-26   Storage - Mount Virtual Media

    5.	Click Next in the Mount Virtual Media Welcome panel to continue to the Select Source panel. 

    For operating system installation purposes, you can select either Image from HMC media or Image from remote workstation. (Note that there is a size limit imposed for the Image from remote workstation option.) 

    Our installation image is on a USB attached hard drive off of the HMC, so we selected Image from HMC media (Figure 14-27 on page 366). Make the appropriate selection and click Next. 

    [image: ]

    Figure 14-27   Mount Virtual Media - Source Selection

    6.	On the Mount ISO Image panel, select Make Primary Boot Device to boot from the ISO Image being mounted. Select Browse Media to select the location of the ISO image file on the USB attached hard drive on the HMC (Figure 14-28).
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    Figure 14-28   Mount ISO Image

    7.	Because the USB Drive is not the only storage device on the HMC, in the Select Media Device panel you must select which device has the ISO image (see Figure 14-29 on page 367). 

    Select the appropriate device and click OK.
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    Figure 14-29   Select Media Device

    8.	Navigate to the directory with the ISO image file. In our case the SLES 11 SP1 DVD image is in the root level directory of sdc1. Select the correct image and click OK (Figure 14-30).
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    Figure 14-30   Browse Directories and Files

    9.	You are returned to the Mount ISO Image panel with your selection filled in (see Figure 14-31 on page 368). If the selection is correct, click Next. 
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    Figure 14-31   Completed ISO Image Selection

    10.	On the Summary panel, review your selections for the Upload Source, Selected ISO Image, and whether to make this the primary boot device (Figure 14-32). If the selections are correct, click Finish to start the upload.
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    Figure 14-32   Mount Virtual Media Summary

    You can view the progress of the transfer of the ISO image to the hypervisor on the blade (Figure 14-33). 
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    Figure 14-33   Mount Virtual Media Progress

     –	When the transfer is complete, the status indicator shows that the operation was a success (Figure 14-34). Click OK to close the progress dialog.
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    Figure 14-34   Mount Virtual Media Success

    11.	After the ISO image has been successfully transferred, you return to the Storage tab and the uploaded ISO image is displayed (see Figure 14-35).
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    Figure 14-35   Storage Panel with mounted media displayed

    12.	On the Options tab, validate the boot order and which types of boot sources have been enabled. You can reorder the selections with the Select radio button and the Move up and Move Down buttons (Figure 14-36). 

    To boot from virtual media, select and enable the Media Drive as first in the boot order. To successfully complete the entire installation process, Storage Drives also must be enabled.
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    Figure 14-36   Virtual Server Options panel

    13.	To begin the installation of the virtual server you must first open the graphical console. In Ensemble Management, select and right-click the virtual server, then select Configuration → Open Graphical Console, as shown in Figure 14-37 on page 371.

    This is done first so that you have the opportunity to make boot menu selections before it times out and takes the default selection. From a technical perspective the graphical console can be opened later in the process. However, it is helpful to be able to view all the boot messages, especially if this is your first time using this process. 
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    Figure 14-37   Open Graphical Console menu selection

     –	The result of selecting Open Graphical Console is a progress window that does not proceed until the virtual server activates (Figure 14-38).
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    Figure 14-38   Open Graphical Console Progress display

    14.	Activate the virtual server. In Ensemble Management, select and right-click the virtual server, then select Daily → Activate, as shown in Figure 14-39 on page 372.
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    Figure 14-39   Virtual Server Activate menu selection

    15.	An Activate Task Confirmation panel is displayed. Click Yes to continue the activation (Figure 14-40).
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    Figure 14-40   Activate Task Confirmation

    After the activation is confirmed an Activate Progress panel is displayed (Figure 14-41).
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    Figure 14-41   Activation Progress Dialog

    16.	When the virtual server is activated, a warning might be displayed for the graphical console applet indication that the name in the certificate does not match the DNS name of the HMC. To proceed, click Run; the graphical console is displayed (Figure 14-42 on page 373).
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    Figure 14-42   Graphical Console Applet Signature Warning

    17.	The graphical console is displayed for the xBlade virtual server HTTPS1. 

    The first panel shows the default menu selection of Boot from Hard Disk. Change this before the time-out period expires because you are doing a new installation (Figure 14-43).
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    Figure 14-43   Graphical Console Boot menu with default selection

    18.	Select Installation using the arrow keys and press Enter (Figure 14-44 on page 374). The installation process is initiated and you can proceed with the installation as you normally would from a DVD.
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    Figure 14-44   Graphical Console with Installation selected

    19.	When the installation is finished, go to the Virtual Server Details panel, select the Options tab, and disable booting from virtual media. After the Linux installation, you want to boot from the Storage Device instead of the ISO image.

    14.3.2  Linux installation via network boot (PXE Boot)

    The second method to install Linux is via network boot (PXE Boot). Before you start the installation, verify that your boot server is prepared to provide the installation resources. Refer to A.4.1, “Preparing for PXE network booting from Linux” on page 565 for details.

    Unlike AIX, there is no selection of the boot server. The network boot server is a combination of DHCP, TFTP, and FTP/HTTP/NFS software-based servers residing on one or more virtual or physical machines. A DHCP server on the subnet is the server that initiates the network boot process.

    The DHCP server will use a layer 2 protocol because an IP address has not been assigned. If your DHCP server is outside of the IEDN the layer 3 router attaching to the TOR would need to run some sort of relay agent. It is simpler to have a DHCP server hosted within the ensemble for network installation purposes. The remaining services (TFTP and FTP, HTTP, or NFS) could be hosted inside or outside of the IEDN. 

    In our example, all of these services are hosted on one virtual server within the IEDN.

    Use the following steps to install Linux server HTTPS2 from the network:

    1.	The Options tab of the Virtual Server Details panel contains the boot options. Enable and select Network Devices as the first boot source and enable Storage Drives as the second boot type (see Figure 14-45 on page 375).
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    Figure 14-45   Boot Source - Network Devices

    2.	In Ensemble Management, select and right-click the virtual server, then select Configuration → Open Graphical Console to open the graphical console and activate the virtual server. 

    3.	Continue with the Operating System installation and update Boot Options to boot from the storage resource.

    a.	To begin network book installation of virtual server HTTPS2, navigate to the Options tab in the Virtual Server Details panel. 

     •	Select the Network Devices boot source and move it to the top of the list.

     •	Enable both Network Devices and Storage Drives.

     •	Storage Drives must be enabled to complete the installation; this is the same as with the installation from virtual media.

    b.	When the configuration is complete, click OK and close the Virtual Server Details panel. 

    4.	Open the Graphical Console and Activate the virtual server, as you did for the boot from virtual media in steps 13-15.

    5.	When the virtual server is activated, the graphical console shows a number of BIOS-related messages for the virtual server (Figure 14-46 on page 376).
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    Figure 14-46   Network boot - Console messages

    6.	As the boot process proceeds, you will receive messages pertaining to the network interface, MAC addresses, and the DHCP boot process. After an IP address is assigned to this boot server, the boot files are transferred via TFTP. There are messages that it is Booting from file name "pxelinux.0" (Figure 14-47).
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    Figure 14-47   Network boot - Console messages continued

    7.	A boot options menu opens. At the bottom of the panel, enter linux at the boot prompt to begin the installation process (Figure 14-48 on page 377). At this point, the network boot process is dependent upon the configuration implemented at the network boot server itself.
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    Figure 14-48   Network boot - Sample boot options menu

    8.	When the installation process has completed, go back to the Virtual Server Details panel. Select the Option tab and disable the Network Devices entry so you boot only from the defined Storage Resources.

    Linux is now installed and we can configure the network for our environment.

    14.4  Linux network settings

    Figure 14-49 on page 378 depicts the network configuration for our Linux HTTP servers, HTTPS1 and HTTPS2, and shows the interfaces to VLAN 199, VLAN 110 and VLAN 100.
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    Figure 14-49   Network configuration of Linux HTTP servers

    14.4.1  Worksheet for the servers

    The worksheet in Table 14-3 on page 379 lists the network information we need to configure our Linux servers, HTTPS1 and HTTPS2. In this worksheet we have listed our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask. These networks have already been configured, as described in 10.2.2, “Defining virtual networks” on page 224.

    Table 14-3   Worksheet for the servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          Adapter ID

        
        	
          IP subnet address/mask

        
      

      
        	
          Linux HTTPS1

        
        	
          System management and

          administration VLAN

        
        	
          eth0

        
        	
          100

        
        	
           

        
        	
          172.30.100.131

        
      

      
        	
          Client access - HTTP server

          VLANa

        
        	
          eth1

        
        	
          199

        
        	
           

        
        	
          172.30.199.131

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          eth2

        
        	
          110

        
        	
           

        
        	
          172.30.110.131

        
      

      
        	
          Linux HTTPS2

        
        	
          System management and

          administration VLAN

        
        	
          eth0

        
        	
          100

        
        	
           

        
        	
          172.30.100.142

        
      

      
        	
          Client access - HTTP server

          VLANa

        
        	
          eth1

        
        	
          199

        
        	
           

        
        	
          172.30.199.142

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          eth2

        
        	
          110

        
        	
           

        
        	
          172.30.110.142

        
      

    

    a. Requires a default gateway (172.30.199.1)

    The following steps show how to configure TCP/IP for the Linux virtual server HTTPS1 for VLAN 100, the System management and administration network on the IEDN.

    This example shows how to perform this configuration during the installation of Linux. The same customization can be performed after installation.

    1.	On the Network Configuration panel select the Network Interfaces link (Figure 14-50 on page 380). 
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    Figure 14-50   SLES - Installation Network Configuration panel

    2.	On the Network Settings page, select the desired network interface. In this case, we have only one defined, Ethernet Card 0. Click Edit at the bottom of the page (Figure 14-51 on page 381) to go to the Network Card Setup panel. 
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    Figure 14-51   SLES Network Settings panel

    3.	On the Network Card Setup panel, enter your statically assigned IP address (172.30.100.142 in our case), the subnet mask, and host name. At the bottom of the page click Next to complete this action (Figure 14-52 on page 382).
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    Figure 14-52   SLES - Network Card Setup

    4.	You are returned to the Network Settings panel. It should show your assigned TCP/IP address. Click OK to save these settings and to continue with the rest of the installation (Figure 14-53 on page 383).
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    Figure 14-53   SLES - Network settings after customization

    5.	Repeat steps 1 through 4 for each of the other two VLANs. 

    6.	Test connectivity with the ping command.
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Creating a virtual server for Windows on System x

    This chapter provides step-by-step instructions for implementing a virtual server for Windows on System x blades using the Unified Resource Manager. It describes how to define, install, and configure the virtual server.

    15.1  Virtual server scenario 

    Our scenario consists of two HTTP servers on System x blades in the zBX. This chapter reviews the implementation of our Windows 2008 virtual servers and the method to install a Windows server. 

    15.1.1  Description

    The configuration of our Windows virtual servers, HTTPB1 and HTTPB2, including network and storage, is depicted in Figure 15-1. 
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    Figure 15-1   System x blade virtual server configuration

    15.1.2  Preparing

    This section describes the preparation required to migrate the virtual servers to the ensemble. We review the HMC access needed to perform virtual server configuration, and include a checklist and worksheets to use as guides for planning the virtual server implementation.

    Virtual Server Administrator

    The Virtual Server Administrator is responsible for the creation and management of the virtual servers. The Virtual Server Administrator is the minimum role required to perform tasks on the virtual servers. When creating the user ID, the virtual server object role must be selected for the user as a managed object.

    The resource roles needed for the virtual server tasks in the Blade are shown in Table 15-1.

    Table 15-1   Virtual server management tasks

    
      
        	
           

        
        	
          Task Role

        
        	
          Resource Role

        
      

      
        	
          Tasks

        
        	
          Virtual Server Administrator

        
        	
          IBM Blade Objects

        
        	
          Ensemble Object

        
        	
          IBM Blade Virtual Server Objects

        
      

      
        	
          Create virtual server

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
      

      
        	
          Modify virtual server

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Mount virtual media

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Activate virtual server

        
        	
           

        
        	
           

        
        	
           

        
        	
          x

        
      

    

    The Task Index icon on the HMC displays the available virtual server tasks (see Figure 3-21 on page 66).

    Checklists

    This checklist can be used to verify that the necessary activities are completed and the required information is collected before defining the virtual servers:

    o	Do you have the HMC user ID with a proper authority? Password?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Are the hypervisors ready?

    o	Have you coordinated with other administrators so you do not disrupt their activities when working with the ensemble?

    o	Have you created a test plan to test your definitions?

    o	Are the worksheets filled in?

    o	Do you have Java available in your browser?

    15.1.3  Worksheet for the Windows on System x virtual servers

    The worksheet in Table 15-2 contains the definitions for the Windows virtual servers, HTTPB1 and HTTPB2, used in our scenario.

    Table 15-2   Windows on System x virtual servers definition worksheet

    
      
        	
          Virtual Server parameter

        
        	
          Virtual Server 1

        
        	
          Virtual Server 2

        
      

      
        	
          Name (64 chars)

        
        	
          HTTPB1

        
        	
          HTTPB2

        
      

      
        	
          Description

        
        	
          Tier 1 - Presentation Layer: HTTB1 - Blade 1

        
        	
          Tier 1 - Presentation Layer: HTTB1 - Blade 2

        
      

      
        	
          IP address1

        
        	
          172.30.x.132

        
        	
          172.30.x.142

        
      

      
        	
          Target hypervisor

        
        	
          integrated x hypervisor

        
        	
          integrated x hypervisor

        
      

      
        	
          Processor mode (shared/dedicated)

        
        	
          shared

        
        	
          shared

        
      

      
        	
          Initial virtual processors

        
        	
          2

        
        	
          2

        
      

      
        	
          Initial dedicated memory

        
        	
          2048 MB

        
        	
          2048 MB

        
      

      
        	
          Networks (VLANs)

        
        	
          110, 199, 100

        
        	
          110, 199, 100

        
      

      
        	
          Storage resource name (persistent)

        
        	
          HTTPB1_disk1,

          HTTPB1_disk2

        
        	
          HTTPB2_disk1,

          HTTPB2_disk2

        
      

      
        	
          Storage Drives

        
        	
          40 GB

        
        	
          40 GB

        
      

      
        	
          Boot mode

        
        	
          Normal

        
        	
          Normal

        
      

      
        	
          Boot source

        
        	
          Storage drive

        
        	
          Storage drive

        
      

      
        	
          Boot server IP address

        
        	
           

        
        	
           

        
      

      
        	
          Autostart server

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Enable GPMP

        
        	
          Yes

        
        	
          Yes

        
      

      
        	
          Workload

        
        	
          DayTrader

        
        	
          DayTrader

        
      

      
        	
          OS image installation (DVD virtual media / NIM server)

        
        	
          DVD virtual media 

        
        	
          DVD virtual media

        
      

    

    

    1 The virtual servers have multiple network interfaces, each with an IP address associated with VLAN ID. In our scenario, the third octet of the IP address matches the VLAN ID.

    15.2  Defining a Windows on System x virtual server

    This section shows the steps and panels used to create and update the virtual server definitions for only one virtual server. The tasks performed are the same for other servers. We show how we created HTTPB1, our new Windows virtual server on System x, using the default options.

    15.2.1  Creating a virtual server with the default options

    Perform the following steps to create a Windows virtual server with default options on the System x blade:

    1.	Select the New Virtual Server task in the Ensemble Management Guide. In the New Virtual Server panel, select the blade for your virtual server and click OK (see Figure 15-2 on page 389). 
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    Figure 15-2   New Virtual Server task

     

    
      
        	
          Note: The Windows virtual server can also be created via the task bar from the blade or the hypervisor objects.

        
      

    

    2.	The New Virtual Server wizard opens, as shown in Figure 15-3 on page 390. This panel indicates that you are defining a server for a System x blade. Use the new virtual server defaults to define your Windows 2008 server, HTTPB1. After this server is defined, you can change the values to match those in the worksheet in Table 15-2 on page 387. 
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    Figure 15-3   New Virtual Server wizard

    3.	In the first panel for the New Virtual Server definition, enter the name and description for server HTTPB1 and click Next (Figure 15-4).
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    Figure 15-4   New Virtual Server - Enter Name

    4.	In the Assign Processors panel, specify the virtual processors and click Next, as shown in Figure 15-5 on page 391.
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    Figure 15-5   New Virtual Server - Assign Processors

    5.	Specify the dedicated memory for the virtual server and click Next (Figure 15-6).
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    Figure 15-6   New Virtual Server - Specify Memory

    6.	Select the default virtual network and click Next (Figure 15-7). 
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    Figure 15-7   New Virtual Server - Add Network

    7.	Do not add any storage at this time (Figure 15-8). Click Next.
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    Figure 15-8   New Virtual Server - Add Storage

    8.	For the time being, use the default option for the Boot source order, select the Enable GPMP support option, and click Next (Figure 15-9).
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    Figure 15-9   New Virtual Server - Specify Boot Options

    9.	Select Use Default workload and click Next (Figure 15-10 on page 393).
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    Figure 15-10   New Virtual Server - Select Workload

    10.	The last page of the New Virtual Server wizard, shown in Figure 15-11, displays a summary of the information you entered for the HTTPB1 server. Click Finish to complete the server definition for HTTPB1.
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    Figure 15-11   New Virtual Server - Summary

    11.	The confirmation success dialog shows that the virtual server is created and displays the message Successfully created virtual server "HTTPB1", as shown in Figure 15-12 on page 394.
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    Figure 15-12   Success Message

    12.	When you finish creating a virtual server with the default options, you can define multiple virtual servers in one step using the option New Virtual Server Based On. Use this option to define a second virtual server, HTTPB2, based on HTTPB1. For more details about this option refer to “Create multiple virtual server definitions” on page 500.

    15.2.2  Updating server definitions

    Use the following steps to update the definitions for your new virtual server, HTTPB1, to match the values planned in the worksheet in Table 15-2 on page 387.

    1.	On the Hypervisor tab of the Ensemble Management panel, select and right-click your virtual server HTTPB1 to access the pop-up menu. Select Virtual Server Details (Figure 15-13).
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    Figure 15-13   Ensemble task - Virtual Server Details

    2.	The Virtual Server Details panel opens in the General tab. The configuration panels from the New Virtual Server wizard are now available as separate tabs (see Figure 15-14 on page 395). 
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    Figure 15-14   Virtual Server Details - General

    3.	Check the status of virtual server HTTPB1 (Figure 15-15).
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    Figure 15-15   Virtual Server Details - Status

    4.	In the Processors tab, check the value specified in the wizard (Figure 15-16). Change the value in this panel if required. 
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    Figure 15-16   Virtual Server Details - Processors

    5.	Check the memory setting in the Memory tab (Figure 15-17).
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    Figure 15-17   Virtual Server Details - Memory

    6.	Set up the network to match our scenario by selecting the Network tab and making the following configuration changes:

    a.	Remove the Default virtual network by clicking Remove, as shown in Figure 15-18.
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    Figure 15-18   Virtual Server Details - Remove network

    b.	Our scenario requires three VLANs, which we already defined in 10.2.2, “Defining virtual networks” on page 224. Click Add in the Network tab (Figure 15-19).
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    Figure 15-19   Virtual Server Details - Add VLAN

    c.	In the Add Adapter panel, select the network adapters that the virtual server will use for data communication over IEDN.

    We choose from our predefined VLANs to create a virtual adapter for our System Management and Admin VLAN, as shown in Figure 15-20.
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    Figure 15-20   Virtual Server Details - Add Adapter

    Take care to choose the correct VLAN ID to associate with each Adapter ID, as specified in the worksheet in Table 15-3 on page 418.

    d.	In the Add Adapter panel, select the adapter type as VirtIO (Figure 15-21) because VirtIO has better performance. This enables the virtual server to get high network and disk operations performance and provides the performance benefits of para-virtualization.

     

    
      
        	
          Note: You can choose other types of networks because all the adapter types are simulated. We selected VirtIO due to its performance benefits. 
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    Figure 15-21   Virtual Server Details - Add Adapter

    e.	Repeat steps 6c and 6d to add the other two VLANs as defined in the worksheet in Table 15-3 on page 418.

    f.	The panel where all three VLANs are defined is shown in Figure 15-22 on page 399. Click Apply to save the changes. (Alternatively, you can choose to make change in other tabs as necessary and then apply the changes together.) 
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    Figure 15-22   Virtual Server Details - Network

    7.	In the Storage tab, add the storage resource for your Windows virtual server.

    In our scenario, we have already changed the storage resource name to HTTPB1 and we plan to add two disks to HTTPB1.

     

    
      
        	
          Note: The storage resource name can be changed by clicking Manage Storage Resources and following steps 7a through 7e in 12.2.2, “Updating server definitions” on page 294. 

        
      

    

    a.	In the Storage tab, click Add to add storage for HTTPB1(Figure 15-23).
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    Figure 15-23   Virtual Server Details - Add Storage Drivers

    b.	The Add Drive panel shows all the storage resources available for the hypervisor or blade. Select HTTPB1_disk1 and enter the name HDisk1 and a description. Select Emulated IDE for the boot device type (Figure 15-24). Click OK to return to the Virtual Server Details panel.
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    Figure 15-24   Virtual Server Details - Add Drive HDisk1

    c.	In the Storage tab, repeat the steps to add a second disk to HTTPB1. Select HTTPB1_disk2 and enter the name HDisk2 and a description (Figure 15-25). Click OK.
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    Figure 15-25   Virtual Server Details - Add Drive HDisk2

    d.	HTTPB1_disk1 and HTTPB1_disk2, with the names HDisk1 and HDisk2, are now mapped to virtual server HTTPB1, as shown in Figure 15-26.

    [image: ]

    Figure 15-26   Virtual Server Details - Storage Drives

    8.	Open the Options tab in the Virtual Server Details window (Figure 15-27 on page 402) and choose the boot source order for this virtual server. 

     –	When you install Windows via virtual media drive, the Media Drive is enabled and is first in the boot order. After installation, Windows boots directly from disk. 

     –	Enable Storage Drives as the second boot source. 
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    Figure 15-27   Virtual Server Details - Options

    9.	On the Workloads tab of the Virtual Server Details window, select DayTrader as the workload and click OK (Figure 15-28). All the required server definition changes are now complete.
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    Figure 15-28   Virtual Server Details - Workload

    15.3  Windows installation

    In this section, we discuss the Windows 2008 R2 Data Center installation method to boot from virtual media.

    15.3.1  Windows installation using virtual media

    We use virtual media to install the Windows server on the integrated x hypervisor on the System x blade. A copy of the virtual ISO image for the virtual server is on a CD/DVD image, sometimes called an ISO file. We can access the CD/DVD from the HMC optical drive, a plugged-in USB disk driver, or from remote workstations. The image is then copied to the hypervisor storage on the IBM x blade. This is done using the Ensemble Management Mount Virtual Media task. After it is mounted as a virtual DVD accessible from the virtual server, then the virtual media is copied. The file for the virtual DVD drive is created as a private file. 

    Perform the following steps to install Windows virtual server via virtual media.

    1.	The Options tab in the Virtual Server Details panel contains the boot options. Select Media Drive as the boot source (Figure 15-27 on page 402). 

    2.	Before its first use, the virtual media must be mounted to a virtual server. You can do this from the Ensemble Management panel. In the Hypervisor tab, select your virtual server, HTTPB1, and right-click to open the pop-up menu. Select the Mount Virtual Media task (Figure 15-29).
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    Figure 15-29   Mount Virtual Media

    3.	The Mount Virtual Media wizard dialog opens (Figure 15-30 on page 404). Click Next. 
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    Figure 15-30   Mount Virtual Media wizard

    4.	Choose the location of the ISO image. Our ISO file is on a USB disk driver connected to the HMC, so we selected Image from HMC media (Figure 15-31). Click Next. 
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    Figure 15-31   Mount Virtual Media - Select Source

    5.	In the Mount ISO Image panel, click Browse Media to select the ISO image (Figure 15-32). 
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    Figure 15-32   Mount Virtual Media - Browse Media

    6.	In the Select Media Device window, select the USB disk drive and click OK (Figure 15-33).
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    Figure 15-33   Mount Virtual Media - Select Media Device

    7.	The next dialog allows you to browse the directories and files on the media, where you can select the location of the image. Click sdb1 in the directories area and select the ISO file, as shown in Figure 15-34 on page 406. Click OK.
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    Figure 15-34   Mount Virtual Media - Browse Directories and Files

    8.	Figure 15-35 displays the file we selected in the previous steps. Click Next. 
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    Figure 15-35   Mount Virtual Media - Mount ISO Image

    9.	The Summary window is displayed as shown in Figure 15-36. Click Finish to start the mount process. 
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    Figure 15-36   Mount Virtual Media - Summary

    10.	The Mount Virtual Media Progress panel shows that the virtual media is being mounted (Figure 15-37). This process copies the contents of the ISO file to integrated x hypervisor in the blade. In our environment, this process took about three to five minutes, but times can vary in different environments. The “Function duration time” changes dynamically and reflects an estimate of the time remaining. 
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    Figure 15-37   Mount Virtual Media - Mount Virtual Media Progress

    11.	After the ISO is mounted, a confirmation window indicates success (Figure 15-38). Click OK.
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    Figure 15-38   Mount Virtual Media - Mount Success.

    12.	After the virtual media is mounted successfully, you can check the mounted media in the Storage tab of the Virtual Server Details panel (see Figure 15-39). You can also mount other media or unmount the current media on this panel. 
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    Figure 15-39   Virtual Server Details - Mounted Media Information

     

    
      
        	
          Note: There is only one virtual media driver on the virtual server. Therefore, when you try to mount another ISO image to the virtual server, the Unified Resource Manager unmounts the current mounted ISO image automatically. Before the image is unmounted, a prompt window opens to let you confirm that you want to unmount the current ISO image.

          Make sure not to unmount the image during the installation process.

        
      

    

    13.	The graphical or text console for Windows must be ready before you start the installation. This console is used to interact with Windows during the installation process. For the Windows installation, we usually install via the graphical view. 

    Select and right-click the virtual server in the Ensemble Management Hypervisors tab, then select Configuration → Open Graphical Console (see Figure 15-40 on page 409).

     

    
      
        	
          Requirement: For the graphical console to work, Java runtime environment must be available in a browser.
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    Figure 15-40   Open Graphical Console

    14.	The Open Graphical Console panel displays a message indicating that it is waiting for the virtual server to start (Figure 15-41).
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    Figure 15-41   Open Graphical Console

    15.	Without closing the graphical console window, select Daily → Activate (Figure 15-42).
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    Figure 15-42   Activate Virtual Server

    16.	In the confirmation dialog for the Activate task, click Yes to confirm the activation (Figure 15-43).
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    Figure 15-43   Activate Task Confirmation

    17.	The Activate Process window opens (Figure 15-44).
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    Figure 15-44   Activate Progress

    18.	Go to the Open Graphical Console window. The console message shown is Connecting to virtual server (Figure 15-45).
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    Figure 15-45   Open Graphical Console Message

    19.	A new graphical console window opens to start the Windows installation (Figure 15-46 on page 411). When the message Press any key to boot from CD or DVD appears, place the mouse to that area of the window and press any key on the keyboard. 
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    Figure 15-46   Starting Windows

    20.	After the files are loaded, the console displays the installation panel shown in Figure 15-47. You can now start the traditional Windows installation process.
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    Figure 15-47   Installing Windows

    Windows boots several times during the installation process. We do not show all the steps of the Windows installation here.

     

    
      
        	
          Important: The server timezone and date/time values are usually set to the geographic location where the server is running. The virtual server time is stored in the QEMU BIOS after the adjustment in Windows. When an OS reboot is performed, the QEMU process is still alive, so the Windows server will keep the actual time. However, if the virtual server is deactivated and reactivated, then the time in the Windows server will take the current UTC time as local time. If your local time settings must be kept, then the Windows registry key [HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\TimeZoneInformation] must be changed as follows: 

          "RealTimeIsUniversal"=dword:00000001

        
      

    

    15.3.2  xHyp VirtIO drivers installation

    Follow the steps in this section to install the VirtIO drivers for HTTPB1. 

    1.	Before you can install the VirtIO drivers, you must first mount the driver media. Mount the virtual media from the Storage tab in the Virtual Server Details panel (Figure 15-48). Click Next.

    Keep the Graphical Console open during the VirtIO driver installation steps.
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    Figure 15-48   Virtual Server Details - Mount Virtual Media

    2.	In the Mount Virtual Media panel, select the VirtIO driver media in the “Available images” list, as shown in Figure 15-49 on page 413. Click Next.
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    Figure 15-49   Mount Virtual Media - VirtIO image

    3.	In the prompt window, indicate whether you want to unmount the existing mounted image (Figure 15-50); click Yes.
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    Figure 15-50   Current Mounted ISO

    4.	In the Summary window, click Finish, then begin to load the driver to virtual media. You can check the mounted media in the Virtual Server Details panel shown in Figure 15-51 on page 414. 
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    Figure 15-51   Mounted Media

    5.	Go to the Windows 2008 console to see the mounted CD/DVD, as shown in Figure 15-52. Double-click the CD/DVD icon to browse the contents.
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    Figure 15-52   VirtIO Driver Virtual Media

     

    
      
        	
          Note: You can see only the boot disk, HDisk1, before you install VirtIO drivers because the HDisk2 type is defined as VirtIO.

        
      

    

    6.	Our Windows 2008 is 64-bit OS. Therefore, we install RHEV-Network64 and RHEV-Block64 with the default parameters (see Figure 15-53 on page 415). 

     –	RHEV-Network64 is a VirtIO network driver 

     –	RHEV-Block64 is a VirtIO disk driver 
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    Figure 15-53   VirtIO Drivers for Windows

    7.	To change the boot disk to VirtIO, you must shut down Windows 2008. On the Storage tab of the Virtual Server Details panel, select the boot disk, HDisk1, and click Edit to change the boot disk from Emulated IDE to VirtIO (Figure 15-54). Click OK in the Edit Drive panel, then in the Virtual Server Details window click OK to save the change. 
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    Figure 15-54   Change Device Type to VirtIO

    8.	Activate the virtual server to start Windows 2008. You can now see both disks in your environment. The Disk Management panel in Windows is shown in Figure 15-55 on page 416.
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    Figure 15-55   Disk Management

    15.4  Network settings

    Figure 15-56 on page 417 depicts the network configuration for our Windows HTTP servers, HTTPB1 and HTTPB2, and shows the interfaces to VLAN 199, VLAN 110 and VLAN 100.
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    Figure 15-56   Configuration of Windows HTTP servers

    15.4.1  Worksheet for the Windows HTTP servers

    Table 15-3 on page 418 lists the network information you need to configure Windows HTTP servers HTTPB1 and HTTPB2. This worksheet lists our virtual servers and the names of our virtual networks with their respective interfaces, VLAN IDs, and the IP subnet addresses/subnet mask. We have already configured these networks, as described in 10.2.2, “Defining virtual networks” on page 224.

    Table 15-3   Worksheet for the Windows servers

    
      
        	
          Virtual server 

        
        	
          Virtual network name 

        
        	
          Virtual interface

        
        	
          VLAN ID

        
        	
          Adapter ID

        
        	
          IP subnet address/mask

        
      

      
        	
          Windows HTTPB1

        
        	
          System management and administration VLAN

        
        	
          Local Area Connection 3

        
        	
          100

        
        	
          0

        
        	
          172.30.100.132/24

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          Local Area Connection 2

        
        	
          199

        
        	
          1

        
        	
          172.30.199.132/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          Local Area Connection 4

        
        	
          110

        
        	
          2

        
        	
          172.30.110.132/24

        
      

      
        	
          Windows HTTPB2

        
        	
          System management and administration VLAN

        
        	
          Local Area Connection 3

        
        	
          100

        
        	
          0

        
        	
          172.30.100.142/24

        
      

      
        	
          Client access - HTTP server VLAN

        
        	
          Local Area Connection 2

        
        	
          199

        
        	
          1

        
        	
          172.30.199.142/24

        
      

      
        	
          HTTP server - WAS VLAN

        
        	
          Local Area Connection 4

        
        	
          110

        
        	
          2

        
        	
          172.30.110.142/24

        
      

    

    Use the following steps to configure TCP/IP for the Windows virtual server HTTPB1 for VLAN 100, the system management and administration network on the IEDN: 

    1.	In the HTTPB1 graphical console, open Network Connections in the Windows Control Panel (Figure 15-57). Three network adapters are displayed. They are VirtIO network adapters. You can optionally change the adapter names. 
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    Figure 15-57   Windows network adapters

    2.	You can map the three VirtIO adapters to the VLANs defined for the virtual server via MAC address. Do this in the Network Connection Details panel, which is accessed from the Network tab of the Virtual Server Details panel, as shown in Figure 15-58 on page 419. 

    In this case, Local Area Connection 3 is for System Management and Admin VLAN, or VLAN 100.
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    Figure 15-58   Network adapter MAC address

    3.	Set the appropriate address values for Local Area Connection 3 for HTTPB1 in the adapter properties panel (Figure 15-59). 
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    Figure 15-59   Configure network adapters

    4.	Repeat steps 2 and 3 for VLAN 199 and VLAN 110.

    5.	To verify connectivity, ping the TCP/IP address, 172.30.100.1, the gateway for VLAN 100. A successful response is shown in Example 15-1. 

    Example 15-1   Ping Gateway Result
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    Microsoft Windows [Version 6.1.7601]

    Copyright (c) 2009 Microsoft Corporation.  All rights reserved.

     

    C:\Users\Administrator>ping 172.30.100.1

     

    Pinging 172.30.100.1 with 32 bytes of data:

    Reply from 172.30.100.1: bytes=32 time<1ms TTL=64

    Reply from 172.30.100.1: bytes=32 time<1ms TTL=64

    Reply from 172.30.100.1: bytes=32 time<1ms TTL=64

    Reply from 172.30.100.1: bytes=32 time<1ms TTL=64

     

    Ping statistics for 172.30.100.1:

        Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),

    Approximate round trip times in milli-seconds:

        Minimum = 0ms, Maximum = 0ms, Average = 0ms
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[image: ]
[image: ]

 Workload and performance policies implementation

    This chapter describes workload and performance management in the ensemble and how to implement Platform Performance Management. It also identifies the workload and performance policies needed for the ensemble. This chapter also provides instructions on how to use the wizard to define the performance policy.

    16.1  Workload and performance management in the ensemble

    This section describes the preparation required to implement the workload and performance policies in the ensemble.

    16.1.1  Workload and performance management roles and tasks

    To create and manage the workloads and performance policies running on the ensemble you need to allow the HMC users to certain roles and tasks. 

    •Workload administrator 

     –	Responsible for defining, managing, and monitoring workloads. 

     –	For further details refer to 3.2.9, “Workload administrator role” on page 68. 

    •Performance management administrator

     –	Responsible for creating and managing performance policies. 

     –	For further details refer to 3.2.10, “Performance management administrator role” on page 69.

    •Performance management operator 

     –	Responsible for scheduling policy activation and creating threshold notification. 

     –	For further details refer to 3.2.11, “Performance management operator role” on page 69.

    16.1.2  Managing and monitoring performance 

    The following are areas available to classify, manage, and monitor the overall performance of your workload.

    •Performance administration

     –	Definition of work, goals, and business importance for all work

     –	Provides a method to allow others to access the results

     –	Done via HMC wizard

    •Performance monitoring

     –	Captures results for each workload

     –	Determines where the work spend its time

     –	Information about what got in the way of success

     –	Provides methods to allow others to access the achieved results

     –	Done via the Unified Resource Manager sampling

    •Performance reporting

     –	Single place where desired results and achieved results are reported

     –	Done via the HMC performance reporting function

    Even though the Unified Resource Manager management functions are currently limited to CPU resource distribution between partitions on a POWER blade and Linux for System z virtual severs, you should build your policy so that your installation SLAs for the multiple workloads are already represented and monitored. 

    16.1.3  Preparation checklist

    Verify that the following activities are complete prior to beginning to create the workload and policies in the ensemble:

    o	Do you know the user ID and password to accomplish the desired tasks?

    o	Do you know how to access the Unified Resource Manager screens?

    o	Do you have the documentation or worksheets that describe:

    o	The workload names that follow your installation’s naming conventions?

    o	Did you coordinate with the other administrators so not to disrupt their activities while you are working with the Ensemble?

    o	Did you create a test plan to test your definitions?

    o	Did you create a backout plan in case you need to eliminate any of the definitions?

    16.2  Implementing platform performance management

    When you enable CPU management in an ensemble, the Unified Resource Manager uses the goal-oriented policies already defined to manage the CPU resources allotted to the virtual servers in the ensemble. CPU management is supported for z/VM hypervisors running on the zEnterprise CPC, and for PowerVM Enterprise Edition hypervisors running on a POWER blade. Before the Unified Resource Manager can dynamically adjust CPU resources according to goal-based policies, CPU management must be enabled for both the hypervisor type and for individual virtual servers from the HMC. We suggest that you enable CPU management after you define your performance policy and monitor it from the HMC to verify that the goals are accurate.

    16.2.1  Enabling ensemble performance management functions 

    In this section we review the steps to enable performance management functions for the PowerVM and z/VM hypervisors.

     

    
      
        	
          Note: In the Unified Resource Manager, no action is required for the integrated x hypervisor and PR/SM regarding performance management. However, setup is needed in Linux on System z, Windows, and z/OS for managing and monitoring performance. For OS configuration details, see “Install and configure on a Linux on System x virtual server” on page 432, “Install and configure on a Windows virtual server” on page 435, and “Install and configure on z/OS” on page 441.

        
      

    

    1.	Navigate to the ensemble tab of Ensemble Management (see Figure 16-1). Check to see that the hypervisor you want to enable has a check mark under Processor Management.
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    Figure 16-1   Ensemble Management - processor management

    2.	If the desired hypervisor is not enabled for processor management, click on the Ensemble link to go to “Ensemble Details”. Navigate to the Performance Management tab and enable the desired hypervisor via the drop down box (see Figure 16-2 on page 424). 
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    Figure 16-2   Ensemble Details - Performance Management

    This section describes the additional steps required for the z/VM hypervisor.

    •Configure the z/VM hypervisor to collect performance information for the Unified Resource Manager.

     –	From a privilege class A authorized user ID issue the CP MONITOR SAMPLE command to establish the data collection and time interval of the performance information. You can verify your MONITOR settings with the CP QUERY MONITOR command. A monitor interval of one minute is recommended.

     –	If you have are not using VMRM to manage z/VM guest priorities continue to the next step.

     –	If you are using VMRM to manage z/VM guest priorities at this point you either need to disable the VMRM management of specific guests that will be ensemble managed or disable its use altogether.

    16.3  GPMP configuration

    Figure 16-3 on page 425 depicts our configuration with all the GPMP components and the logical connections to the SE and HMC.
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    Figure 16-3   GPMP components

    The GPMP agents on all the virtual servers together with the enabled ARM gather related performance metadata constantly and send them to SE for depository and reporting. The GPMP data goes through the INMN and the associated IPv6 address. Unified Resource Manager assigns an IPv6 address to each GPMP network interface automatically. 

    In z/VM the INMN traffic (including GPMP communications) flows through the ZVMLXAPP service machine. 

     

    
      
        	
          Note: You do not need to do any configuration on the Windows server regarding the INMN network interface, it is created automatically. 

        
      

    

    16.4  GPMP installation

    This section describes the tasks to install the GPMP code on heterogeneous platforms virtual servers. The GPMP code is provided by the zEnterprise firmware.

    When using GPMP to collect performance information in your environment, make sure to regularly check the available space var/admin file system. GPMP uses this file system to write logs. 

    If the file system is full the GPMP server might not work as expected. Therefore, implement a chron job to free additional space in the file system and to save the logs in a different place.

    16.4.1  Install and configure on an AIX virtual server 

    The following procedure details how to prepare and install GPMP on an AIX virtual server.

    1.	If you did not enable GPMP when you created the virtual server, you need to enable it now. Stop the AIX virtual server where the GPMP code is to be installed.

    From the Hypervisor tab select and right click on the virtual server. Then click on Virtual Server Details (see Figure 16-4). 
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    Figure 16-4   Select Virtual Server Details

    2.	In the Virtual Server Details panel, select the Options tab and then click on Enable GPMP support (see Figure 16-5).
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    Figure 16-5   Enable GPMP support

    3.	In Virtual Server Details panel, select the Storage tab and select Mount Virtual Media (see Figure 16-6 on page 427).
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    Figure 16-6   Virtual Server Storage Details - Mount Virtual Media

    4.	The Mount Virtual Media wizard starts. On the Welcome screen click Next (see Figure 16-7).
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    Figure 16-7   Mount Virtual Media Welcome screen

    5.	On the Select Source panel, select GPMP Installation Image and click Next (see Figure 16-8). The next panel provides a summary. 
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    Figure 16-8   Mount Virtual Media - Select Source

    6.	On the summary page click Finish to start the upload of the code to the virtual server (see Figure 16-9 on page 428).
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    Figure 16-9   Mount Virtual Media - Summary

    7.	The next panel shows the progress of the installation (see Figure 16-10).
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    Figure 16-10   Mount Virtual Media Progress

    8.	Then there is a message that the installation completed successfully (see Figure 16-11).
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    Figure 16-11   Mount Virtual Media Success

    9.	Next select the Storage tab to display the mounted media (see Figure 16-12).
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    Figure 16-12   Mounted Virtual Media

    10.	Start the virtual server by selecting the virtual server in the Hypervisor tab and then select the Activate action from the prompt menu (see Figure 16-13).
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    Figure 16-13   Activate Virtual Server

    11.	Confirm the activation of the virtual server by clicking Yes (see Figure 16-14). Make sure the activation completes successfully. You should also see the Status of the virtual server change to green in the Hypervisor tab.
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    Figure 16-14   Activate Virtual Server Confirmation

    Enable Enterprise Work Load Manger (EWLM) on AIX

    Once the GPMP server is active, the next step is to enable Enterprise Work Load Manager (EWLM). 

    1.	First you need to logon to the AIX virtual server. To logon, from the Hypervisor tab select the virtual server, then in the prompt menu select Open Text Console (see Figure 16-15 on page 430).
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    Figure 16-15   Open Text Console for Virtual Server

    2.	You need to start the AIX System Management Interface Tool (SMIT) to configure EWLM. In the text console enter the command smitty ewlm 

    3.	Select Enable EWLM Services and press enter (Figure 16-16). You should be prompted to confirm your request to enable the EWLM services.
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    Figure 16-16   EWLM Change Show panel

    4.	When prompted, you can select when you want to activate the EWLM services. We select to activate Now. Then Select F4 for a list of options to activate the EWLM services. In our case, we select the option Both which enables the EWLM services immediately and the virtual server is also recycled. Figure 16-17 on page 431 shows our selections.
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    Figure 16-17   Enable WLM Services - set to Both

    5.	If satisfied with the selection, we press Enter to continue the activation. After we press enter the EWLM services is enabled. You can query the status by issuing the ewlmcfg -q command.

    6.	Now that the EWLM services are enabled, you can proceed with the GPMP installation. First make a mount point and mount the virtual media (see Example 16-1). 

    Example 16-1   Mount virtual media
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    mkdir /cdrom

    mount -V cdrfs -o ro /dev/cd0 /cdrom
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    7.	Issue the ls /cdrom command to verify that the GPMP rpm is there (see Example 16-2). Change to the mount point and install the GPMP code.

    Example 16-2   Install the GPMP rpm
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    ls /cdrom

    pmp-2.0.26-1.aix5.3.ppc.rpm

    rpm ivh /cdrom/gpmp-2.0.26-1.aix5.3.ppc.rpm
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    8.	Verify that the installation was successful before you start the GPMP code. Switch to the GPMP user ibmgpmp and then start GPMP. Example 16-3 shows the commands used to start the GPMP.

    Example 16-3   Starting GPMP
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    #su ibmgpmp

    $ /opt/ibm/gpmp/gpmp start

    FEW6101I The guest platform management provider is starting.

    $[image: ]

    9.	After GPMP starts you can change the autostart option so that the GPMP code starts automatically after a reboot of the virtual server (see Figure 16-18).
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    Figure 16-18   Setting autostart of the GPMP

    10.	Query the GPMP setup with the gpmp command (see Figure 16-19).
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    Figure 16-19   GPMP query

    16.4.2  Install and configure on a Linux on System x virtual server

    The following procedure details how to prepare and install GPMP on an x86 Linux virtual server.

    1.	Enable GPMP on Linux virtual server via Virtual Server Details panel. We enabled GPMP when we created our virtual server (see Figure 15-27 on page 402).

    2.	Open the Virtual Server Details to mount the GPMP image in the Storage tab. Click Mount Virtual Media. 

    3.	At the welcome prompt, mount virtual media wizard, click Next.

    4.	Select the GPMP Installation Image (see Figure 16-20 on page 433). Click Next.
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    Figure 16-20   Mount GPMP installation image

    5.	The Summary panel is displayed (see Figure 16-21). Click Finish. 
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    Figure 16-21   Mount image summary

    6.	In the prompt window, we see the upload process and receive a message after the mount is successful. Click OK. 

    7.	We can see the mounted image information in the Storage tab of the Virtual Server Details panel (see Figure 16-22 on page 434). 
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    Figure 16-22   Mounted media information

    8.	Open the graphical console of the Linux server. In the terminal we issue the mount command to mount the image to the operating system. Then we can list the contents of the media (see Figure 16-23).
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    Figure 16-23   Mount media to operating system

    9.	Figure 16-24 displays the command that we used to install the GPMP code: 

    rpm -ivh gpmp-2.0.26-1.x86_64.rpm.
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    Figure 16-24   Install GPMP code

    10.	The installation process and messages is shown in Figure 16-25 on page 435. 
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    Figure 16-25   Installation process and messages

    11.	Start GPMP by issuing the command: su ibmgpmp -c “/opt/ibm/gpmp/gpmp start”. 

    12.	Set the GPMP to start automatically via issuing command: su ibmgpmp -c “/opt/ibm/gpmp/gpmp autostart on”

    13.	After starting GPMP on Windows, we can check the gpmp status via the Virtual Server Details panel to verify if the Unified Resource Manager can communicate with the GPMP on Windows virtual server via INMN.

     

    
      
        	
          Note: The ibmgpmp is the default ID for GPMP. The GPMP can not be run as root. You can optionally create a new GPMP owner.

        
      

    

    16.4.3  Install and configure on a Windows virtual server

    The following procedure details how to prepare and install GPMP on a Windows virtual server.

    1.	Enable GPMP on Windows virtual server via the Virtual Server Details panel. We enabled GPMP during our virtual server creation (see Figure 15-27 on page 402).

    2.	Open the Virtual Server Details to mount the GPMP image in Storage tab. Click Mount Virtual Media. 

    3.	In the prompt welcome mount virtual media wizard, click Next.

    4.	Select the GPMP Installation Image (see Figure 16-26 on page 436). Click Next.
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    Figure 16-26   Select GPMP Installation Image

    5.	We see the Summary panel (see Figure 16-27). Click Finish. 
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    Figure 16-27   Mount GPMP Image Summary

    6.	In the prompt window, we can see the upload process and message after mount successfully. Click OK. 

    7.	Then we see the mounted image information in Storage tab of the Virtual Server Details panel (see Figure 16-28 on page 437). 
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    Figure 16-28   Mounted image information

    8.	Open the Windows graphical console, we can see that the GPMP image is mounted in CD/DVD (see Figure 16-29). Double click the CD/DVD to browse the contents and select setup.ext to install the GPMP via installshield. 
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    Figure 16-29   Mounted image in Windows

    9.	Select Launch the IBM Guest Platform Management Provider (see Figure 16-30 on page 438) to start the GPMP and click Finish. 
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    Figure 16-30   Launch GPMP during installation

    10.	Next we authorize users to control access to the GPMP and to the ARM data. During the installation process, default groups are automatically created to control access to the guest platform management provider and to ARM resources. You can add or remove users from these groups through the Windows User and Groups configuration panels. 

     –	IBM GPMP Users	 - Users in this group are able to issue the gpmp command to start, stop and configure the GPMP.

     –	IBM GPMP ARM4 Users	 - Users in this group are able to issue lsarm command and to use ARM APIs. This list of users must include the IDs under which ARM-instrumented applications (such as DB2) run.

    11.	Set the GPMP to start automatically. 

     –	Issue the gpmp command with the autostart flag. Only users in the IBM GPMP Users group have the authority to issue this command. 

     –	gpmp autostart command is in the directory where GPMP was installed. So either navigate to that directory or use the full path name to invoke the command (see Figure 16-31 on page 439).

    
      
        	
          c:\Program Files\IBM\gpmp>dir

           Volume in drive C has no label.

           Volume Serial Number is 6481-F933

           

           Directory of c:\Program Files\IBM\gpmp

           

          11/08/2011  03:32 PM    <DIR>          .

          11/08/2011  03:32 PM    <DIR>          ..

          09/07/2011  05:52 AM            66,072 armsad.exe

          09/07/2011  05:52 AM            79,896 ewljarm4.dll

          09/07/2011  05:52 AM            89,624 ewljarm4_64.dll

          09/07/2011  05:52 AM           100,376 ewlmplat.dll

          09/07/2011  05:52 AM           124,952 gpmp.exe

          09/07/2011  05:52 AM           348,184 gpmpmain.exe

          09/07/2011  05:52 AM            16,408 gpmpmsg.dll

          09/07/2011  05:52 AM           125,976 gpmpsad.exe

          11/08/2011  03:32 PM    <DIR>          java

          09/07/2011  05:52 AM           248,856 lsarm.exe

          09/07/2011  05:52 AM            25,966 Notices.odt

                        10 File(s)      1,226,310 bytes

                         3 Dir(s)   8,724,738,048 bytes free

           

          c:\Program Files\IBM\gpmp>gpmp autostart on

          FEW6713I Autostart is now enabled.

        
      

    

    Figure 16-31   GPMP autostart

    12.	After starting the GPMP on Windows, we can check the GPMP status via Virtual Server Details panel to verify if the Unified Resource Manager can communicate with the GPMP on Windows virtual server via INMN. 

     –	We check in Status tab for Operating status (see Figure 16-32). 
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    Figure 16-32   Virtual Server Details - GPMP status

     –	We check in the Options tab if GPMP support is enabled (see Figure 16-33 on page 440).
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    Figure 16-33   Virtual Server Details - GPMP version

    
      
        	
          Note: GPMP needs holes to be made on Windows firewall to communicate with Unified Resource Manager within INMN. So we need to either define some rules on Windows firewall or disable the Windows firewall.

        
      

    

    16.4.4  Install and configure on a Linux on System z guest

    Refer to the steps in this section to install GPMP. Depending on the Linux distribution you have installed, the installation steps may vary slightly.

    1.	On the HMC select the virtual server and verify that it supports the installation of GPMP.

    2.	Default users and groups are provided that run GPMP. If you want a different user ID and group you can use user ID administration commands (for example, useradd and groupadd). The new user ID and group can be enabled in the post installation step described in step 4 of this procedure.

     –	The default user ID from which the GPMP runs is ibmgpmp. The GPMP cannot run as root or any other user ID with uid(0). If a new user is created, it must also have read and write access to the file - /var/opt/ibm/gpmp/gpmp.globals.ps. This is the case for all users that are in the default GPMP group, ibmgpmp.

     –	The default user ID that accesses ARM shared resources is ibmlarm. The default group is also named ibmlarm. The user IDs that belong to the ibmlarm group must include the IDs under which ARM-instrumented applications (such as IBM HTTP Server) run.

    3.	To install the GPMP rpm for RHEL 5.3 or later distributions, and for the SLES 10 and 11 distribution, use this command:

    curl -G -H "Host:[fe80::ff:fe00:7]"

    http://<hypervisor_IP_addr>%eth3/gpmp.s390x.rpm > gpmp.s390x.rpm

    rpm -ivh gpmp.s390x.rpm

    The variable hypervisor_IP_addr stands for the IP address of the hypervisor that is displayed in either the Hypervisor Details or the Virtual Server Details panels in the primary HMC.

    4.	After you complete the installation, you might need to run the post installation script /opt/ibm/gpmp/post-install-config. You can use this script to add to or change the default users and groups created during the installation. The post installation script displays the current default settings and then prompts the user for additions or changes to these settings. 

     –	If you create or change the default GPMP user, add the new user to the ibmgpmp and ibmlarm groups.

     –	If you create or change the default ARM user then add the new user to the ibmlarm group.

    After entering your changes and/or additions, the script displays the new information with the changes and requests for your confirmation. A reply of yes will permit the script to continue with the changes. Informational messages are displayed as these changes are made.

    5.	You are now ready to start GPMP. Remember that the GPMP cannot be run under the root user. If logged on as root for the installation, you need to either switch user (su) or logout and log back on with a user that does not have a uid(0). 

     –	Then issue this command with the start option:

    /opt/ibm/gpmp/gpmp start

     –	If you want the automatic startup of the GPMP on reboot then use the autostart option:

    /opt/ibm/gpmp/gpmp autostart on

     –	To verify that the GPMP has been installed and configured with the desired options you can:

     •	Examine the resulting messages from the command /opt/ibm/gpmp/gpmp

     •	View the Virtual Server Details panel on the HMC

    16.4.5  Install and configure on z/OS

    You can use the following task list to configure and run GPMP on your z/OS system. Depending on the z/OS version and release you have installed, the configuration steps may vary slightly.

    GPMP is supported on logical partitions (LPARs) and z/VM guests running z/OS Version 1 Release 12 (V1R12), V1R11, or V1R10. You need to verify that the specific program temporary fixes (PTFs) are applied before you can configure and start the GPMP code. If you are running z/OS as a z/VM guest, specific PTFs are required for z/VM V6.1. 

    Perform the following tasks to configure GPMP:

    •Verify that the ensemble network configuration tasks for the intranode management network (INMN) have been completed. To enable GPMP to send performance data over the INMN, an ensemble administrator or network administrator must configure z/OS Communications Server to access this network. 

    •Verify that the user ID used for the configuration has the appropriate authority to configure the java execution environment for the GPMP on your system. To configure the environment, you must run modified JCL from an authorized user ID with UID=0. You can use the sample JCL in the HVEENV member in SYS1.SAMPLIB as your starting point and adjust the JCL to your environment. 

    •Enable the ARM component.

     –	On z/OS V1R12 only, you can use the WLM ISPF application to enable WLM to start and manage GPMP on all systems in the sysplex, including those systems running z/OS V1R11 or V1R10. You can identify any particular systems you want to exclude, for those named systems, WLM does not activate GPMP.

     –	If your installation has only z/OS V1R11 or V1R10 systems, you must start and manage GPMP by issuing the MODIFY WLM operator command. Steps in this procedure explain how to enable WLM to manage GPMP, or how to manually start and manage them.

     –	Both z/OS WLM and MODIFY command processing use the started task HVEMCA, in SYS1.PROCLIB, to start the GPMP. After the GPMP starts, it connects to WLM and to the Unified Resource Manager through the INMN network.

    Details of GPMP installation on z/OS

    1.	Copy the sample JCL from the SYS1.SAMPLIB HVEENV member to your JCL library and adjust the JCL content to reflect your environment (see Example 16-4). This JCL has to be executed from a user ID with UID 0.

    Example 16-4   Sample HVEENV used for ITSO system SC30

    [image: ]

    //HVEENV  JOB MSGLEVEL=(1,1),MSGCLASS=X,CLASS=A                    

    /*JOBPARM SYSAFF=*                                                 

    //* 

    //STEP01   EXEC PGM=IKJEFT1A                                      

    //SYSTSPRT DD SYSOUT=A                                            

    //SYSTSIN  DD *                                                   

    ADDGROUP HVEMCA SUPGROUP(SYS1) OWNER(SYS1) OMVS(GID(88888))       

    ADDUSER  HVEMCA1 DFLTGRP(HVEMCA) NOPASSWORD -                     

             OMVS(UID(0) SHARE PROGRAM(/bin/sh) -                           

             HOME(/usr/lpp/bcp/mca))                                  

    RDEFINE  STARTED HVEMCA.** -                                      

             STDATA(USER(HVEMCA1) GROUP(HVEMCA))                      

    SETROPTS RACLIST(STARTED) REFRESH  

    //* the following command were not executed since the network 

    //* was previolusly defined

    SETROPTS CLASSACT(SERVAUTH)RACLIST(SERVAUTH) GENERIC(SERVAUTH) 

    RDEFINE SERVAUTH EZB.OSM.SC30.* 

    SETROPTS RACLIST(SERVAUTH) REFRESH                             

    //**************************************************************** 

    //STEP02   EXEC PGM=BPXBATSL,REGION=0M,TIME=NOLIMIT,               

    //     PARM='SH /usr/lpp/bcp/mca/util/createMCAENV.sh',            

    //     COND=(4,LT,STEP01)                                          

    //STDENV   DD *                                                    

    DATA_ROOT=/var/mca/ms                                              

    JREBIN_ROOT=/usr/lpp/java/J5.0/bin                                 

    LOGFILE_ROOT=/var/mca/log                                          

    MCA_USER=HVEMCA1                                                   

    MCA_GROUP=HVEMCA                                                   

    EXTRA_LIBPATH=                                                     

    ENV_PROFILE=/etc/profile                                           

    //STDOUT   DD SYSOUT=A                                             

    //STDERR   DD SYSOUT=A                                             

    //*
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    2.	Grant READ access to HVEMCA1 user for the SERVAUTH EZB.OSM.SC30.* profile. 

    3.	Verify the installation completed successfully (see Example 16-5 on page 443).

    Example 16-5   Sample output from the GPMP installation
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    FEW2116I GPMP CONFIGURATION FILE BACKUP COMPLETE FOR  /etc/hvemca_environment.conf , CONTINUE ENVIRONMENT CONFIGURATION 

    FEW2118I GPMP CHANGE OWNER SUCCESFUL FOR  /etc/hvemca_environment.conf , CONTINUE ENVIRONMENT CONFIGURATION 

    FEW2119I GPMP ENVIRONMENT CONFIGURATION SUCCESFUL, FINISH ENVIRONMENT CONFIGURATION. 

    [image: ]

    4.	Verify the status of the GPMP by issuing the DISPLAY WLM (see Example 16-6). In our environment, ARM services were enabled by default in DB2. But you can see that the GPMP has not been activated yet.

    Example 16-6   D WLM,AM command before activating GPMP
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    D WLM,AM,ALL

     

    RESPONSE=SC30                                                    

     IWM075I  15.24.43  WLM DISPLAY 587                              

       ARM SERVICES ARE ENABLED                                      

       NO GUEST PLATFORM MANAGEMENT PROVIDER IS CURRENTLY CONNECTED  

       NO GPMP POLICY IS CURRENTLY ACTIVE                            

       NUMBER OF REGISTERED PROCESSES=1, APPLICATIONS=1              

       ADDRESS SPACES CURRENTLY REGISTERED WITH ARM:                 

         JOBNAME=D9K1DIST ASID=0051                                  

           APPLICATION=DDF                                           

             IDENTITY PROPERTIES=0 CONTEXT NAMES=0                   

             STARTED APPLICATION INSTANCES:                          

               D9K1                                                  

                 TRAN=0 GROUP=DB9K                                   

             REGISTERED TRANSACTIONS:                                

               SYS_DefaultZWLMTransactionName [image: ]

    5.	If you are running z/OS 1.12, like SC30, the best method to activate the GPMP is to use the WLM to automatically activate and manage the GPMP on all systems in the sysplex. From the main menu, select option 11 Guest Platform Management Provider (see Figure 16-34).
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    Figure 16-34   WLM main menu

    6.	On the GPMP Settings panel, enter 2 to enable WLM to automatically manage GPMP. On this panel, you also can enter the names of the systems where you do not want WLM to start a GPMP.

    7.	Return to the Definition Menu.

    8.	Select Utilities - Install definition to make your changes available for policy activation.

    9.	Select Utilities - Activate service policy to activate the policy.

    10.	Check for message FEW0609I to indicate successful connection to the INMN, the GPMP is now ready to collect and report performance data to the Unified Resource Manager.

    If you do not have a z/OS V1R12 system where you can enable z/OS WLM to automatically start and manage the GPMP, issue the MODIFY WLM,GPMP command to start it (see Example 16-7).

    F WLM,GPMP,START

    Example 16-7   GPMP start up on z/OS
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    F WLM,GPMP,START                              

    $HASP100 HVEMCA   ON STCINRDR                 

    IEF695I START HVEMCA   WITH JOBNAME HVEMCA IS ASSIGNED TO USER HVEMCA1, GROUP HVEMCA                        

    $HASP373 HVEMCA   STARTED                     

    FEW0600I GPMP started. 

    [image: ]

    The system responds with message FEW0600I to indicate that the GPMP provider has started. When the system issues message FEW0609I to indicate successful connection to the INMN, the GPMP is ready to collect and report performance data to the Unified Resource Manager.

    11.	To verify the status of the GPMP and any ARM-instrumented applications you can use the DISPLAY WLM,AM command and view the results in the message IWM075I display.

    16.5  Enable ARM instrumentation for IBM middleware

    To construct data that can be displayed by the HMC Workload Monitor reports, each middleware application that you want monitored by GPMP must be instrumented according to the ARM 4.0 standards. An instrumented middleware application cooperates with the GPMP layer on their local operating system so it can understand transaction segment elapsed time. This is part of the data sent to the HMC that collects elapsed time. The HMC collects the data and displays it to the user through the Workload Monitor panels. Once the middleware that hosts your workload is instrumented, you can monitor your application’s performance statistics using the HMC reports without modifying the application.

    The following is a list of middleware that can be ARM instrumented:

    • DB2 Universal Database™ starting from V8.2 level

    • WebSphere Application Server starting from V5.1.1 level

    • Web servers (IBM HTTP Server, IIS, Domino® and iPlanet)

    The middleware products listed here have been enhanced by IBM to call the ARM instrumentation APIs. Therefore all that is needed to instruct these products is to turn on this capability.

    For a description on how to enable this capability in these products, refer to Chapter 10 in zEnterprise System, Ensemble Performance Management Guide, GC27-2607-00.

    16.5.1  Measuring your workload

    Now that we introduce the concepts of service class and goal objective, and review how the Unified Resource Manager understands whether these goals are met. For this scope, the Unified Resource Manager uses the performance index. This is not a metric defined in the Policy, but it is a value calculated by the Unified Resource Manager to represent whether a certain service class is achieving the goals. It is independent of the type of goal associated with the service class. The performance index (PI) is in fact used to compare goals of different types and the calculated value is used to determine how well work is meeting its goal.

    The following are the values for a performance index:

    •PI = 1.0 means that the service class is meeting the goal

    •PI > 1.0 means that the service class is missing the goal

    •PI < 1.0 means that the service class is surpassing the goal

    16.6  Building the performance policy 

    Once you determine how you want to classify your workload, you are ready to build the policy. This may be an iterative process and it may be necessary, especially in the early phase, to observe your workload environment and verify whether your definitions are meaningful. After the first deployment, you may want to revisit and reevaluate your policy until you obtain the desired management and reporting results. The following is a list of tasks to consider when building your policy.

    1.	Log in to the HMC.

    2.	Deploy and activate the service policy in the ensemble.

     –	Use the wizard, it will guide you through the entire process of building a new policy. See “Define Workload and Policy” on page 446 for a detailed description of the process.

    At this stage we recommend that you use the HMC to monitor the workload. Once you know the actual performance achieved you can then establish realistic goals for the workload and enable CPU management in the ensemble.

    3.	Revisit and reevaluate your policy.

    The objective of revisiting your policy is comprised of the following steps:

     –	Determine whether your classification rules still work. Check if all of your service classes are still used and if the usage of your service classes has changed.

     –	Determine whether the goals you set are being achieved and are still appropriate for your environment.

     –	Verify that the classification occurs as you expect. There may be mistakes in your classification filter no matter how carefully you implemented it. To verify the classification use the workload report on the HMC. 

     –	Reevaluate the policy as a consequence of revisiting the service definition.

     –	If the classification rule filters no longer match or if the workload has been changed, you may need to change the rules, remove service classes, and possibly add new service classes.

     –	If the goals are not in the expected range you may need to tune the goal definitions.

    16.6.1  Define Workload and Policy

    The Workload is the starting point to define your performance policy. To start the definition, logon to the HMC with a user ID that has the required access and follow this process:

    1.	Click on Ensemble Management in the Configuration task list select New Workload (see Figure 16-35). Click on it to start the New Workload wizard.
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    Figure 16-35   Starting the Performance Policy wizard

    2.	The first screen is the Welcome screen (see Figure 16-36). Select Next to start to create the new workload. On the left side of the panel you can see the steps that you need to follow in order to complete the policy definition.
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    Figure 16-36   New Workload wizard

    3.	The next screen (Figure 16-37 on page 447) shows the Workload definition which is the anchor point for the policy. In our example, we define the DayTrader workload. Once you enter the name for your workload, click Next to continue.
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    Figure 16-37   Workload name definition

    4.	Figure 16-38 shows the Select Virtual Servers panel. On this panel, you need to select the virtual servers that belong to this workload. Once you select the target virtual servers, click on the Add button. The target virtual servers are displayed in the box on the right side of the panel. Once you complete your selection proceed by clicking Next.

    [image: ]

    Figure 16-38   Virtual Server selection

    5.	The panel in Figure 16-39 on page 448 is used to define the Performance Policy. You can select to use the Default policy or create a new one for your workload. In our case, we defined a new policy called Production Policy and assigned the Business importance of Highest for this workload. Once you complete the definition, click Next to continue.
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    Figure 16-39   Performance Policy definition

    6.	Next the Service Class is defined. You can use the Default or define a new one to represent the target performance goal for the workload. In our sample we defined the new service class Gold Level Service (see Figure 16-40). After you enter the service class name, click Next for additional definition and attributes for the service class you are defining.
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    Figure 16-40   Service Class definition

    7.	On the next panel, we assign the Performance Goal and the Business Importance for our Service Class. We assign Fastest for the performance goal velocity and Highest for the business importance (see Figure 16-41 on page 449).
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    Figure 16-41   Service Class Performance goal definition

    8.	The Classification rule panel provides additional granularity to the classification done in the Virtual Server selection panel. In case you need to assign a different Service Class to a subset of virtual servers, you can use the classification rule in this panel. 

     –	The service class then is assigned to this sub-group of virtual servers. Figure 16-42 on page 449 shows the filter definitions for the classification rules. We select Virtual Server Name as our filter type.
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    Figure 16-42   Classification Rule definition

    9.	The panel shown in Figure 16-43 on page 450 is used to define the filter, operator and filter values that are used to perform the classification of the virtual servers and assign them to the service class. Since a wildcard can be used in the filter value, it is easier to have a naming convention to help group the virtual servers. Once you add all the possible values, click Next to continue.
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    Figure 16-43   Rule builder

    10.	On the Manage Service Classes panel, you can modify service classes or create new ones (see Figure 16-44). For example, if the classification filter was used to assign the Gold Level Service service class to only a subset of virtual servers, you can create another service class within this workload to map the remaining virtual servers and assign a different performance objective. Select the Service Class to be your source and then chose the action New Based On to return to the Create Service class step in the wizard. 
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    Figure 16-44   Manage server Class - Create new service class

    11.	Once you complete all the Service Class definitions for this workload, you see Figure 16-45. Click Next.
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    Figure 16-45   Managing Service Class - All the service class defined

    12.	The Manage Performance Policies panel (see Figure 16-46) provides the same capability to define a new Performance Policy or modify the current one. Once this task is completed click Next.
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    Figure 16-46   Managing Performance Policy panel

    13.	On the Activate Policy panel you can select which performance policy to activate (see Figure 16-47). Select the policy and click the Launch Customize Scheduled Operations after the workload has been created option and click Next. The customize task is started once the workload is created. We review the steps for this task in “Customize workload policy” on page 452.
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    Figure 16-47   Performance Policy activation panel

    14.	Next is a summary of the performance policy (see Figure 16-48 on page 452).
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    Figure 16-48   Performance Policy summary 

    15.	After clicking Finish on the Summary panel, there is confirmation that the workload was successfully created (see Figure 16-49).
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    Figure 16-49   Successful confirmation for the Workload creation

    16.6.2  Customize workload policy

    Once we create our workload we can then customize the policy.

    1.	The Customize Scheduled Operations panel opens once we completed the creation of our workload, DayTrader (see Figure 16-50 on page 453).
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    Figure 16-50   Customize Scheduled Operations

    2.	We select Options menu and click New, a new window shows to activate the performance policy (see Figure 16-51).
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    Figure 16-51   Activate Performance Policy

    3.	Then we schedule our DayTrader performance policy, starting with the date and time (see Figure 16-52).
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    Figure 16-52   Set up a Scheduled Operation - Date and time

    4.	Next there is the option to schedule a single or repeat operation, we select repeat (see Figure 16-53 on page 454).
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    Figure 16-53   Set up a Scheduled Operation - Repeat

    5.	We then activate our DayTrader workload with the default policy (see Figure 16-54) and get a message that The scheduled operation was added.
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    Figure 16-54   Set up a Scheduled Operation - Policy

    6.	We display the scheduled policies (see Figure 16-55).
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    Figure 16-55   Customize Scheduled Operations 

    7.	In Ensemble Management we can now display and select out DayTrader workload (see Figure 16-56 on page 455).
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    Figure 16-56   Ensemble Management - Workloads

    16.7  Corresponding z/OS configuration

    For z/OS we configured Work Load Manager (WLM) to classify the workload in the zOS WLM service classes based upon the Unified Resource Manager service class name. To do this we used the zOS WLM - “EWLM” subsystem.

     

    
      
        	
          Note: The zOS services classes for EWLM can NOT be multi period and they can NOT have a velocity. These services classes are a single period response time goal.

        
      

    

    1.	In the z/OS WLM we named our workload “DAYTRADE” (see Figure 16-57).

    
      
        	
           Workload  Xref  Notes  Options  Help                                         

           --------------------------------------------------------------------------     

                                       Modify a Workload                                  

           Command ===> ____________________________________________________________      

                                                                                          

           Enter or change the following information:                                     

                                                                                          

           Workload Name  . . . . . . . : DAYTRADE                                        

           Description  . . . . . . . . . Daytrader zBX Work                              

                                                                                          

                                                                                          

           

           

           

        
      

    

    Figure 16-57   DayTrader Workload

    2.	Next we created three service classes that correspond in concept to our Unified Resource Manager service classes and classify work based upon the Unified Resource Manager service classes. 

    We setup our DAYGOLD service class with a higher importance and response time (see Figure 16-58 on page 456).

    
      
        	
           Service-Class  Xref  Notes  Options  Help                                    

           --------------------------------------------------------------------------     

                                     Modify a Service Class               Row 1 to 2 of 2 

           Command ===> ____________________________________________________________      

                                                                                          

           Service Class Name . . . . . : DAYGOLD                                         

           Description  . . . . . . . . . ________________________________                

           Workload Name  . . . . . . . . DAYTRADE  (name or ?)                           

           Base Resource Group  . . . . . ________  (name or ?)                           

           Cpu Critical . . . . . . . . . NO        (YES or NO)                           

                                                                                          

           Specify BASE GOAL information. Action Codes: I=Insert new period,              

           E=Edit period, D=Delete period.                                                

                                                                                          

                   -- Period --  ------------------- Goal -------------------             

           Action  #  Duration   Imp.  Description                                        

             __    _  _________   _    ________________________________________           

             __    1  _________   2    90% complete within 00:00:00.300                   

           ******************************* Bottom of data********************************

                                                                                          

                                                                                          

                                                                                          

           

        
      

    

    Figure 16-58   zOS DAYGOLD Service Class

    3.	Next we setup the DAYSLVR service class with a lower transaction response time goal, then our DAYGOLD service (see Figure 16-59).

    
      
        	
           Service-Class  Xref  Notes  Options  Help                                    

           --------------------------------------------------------------------------     

                                     Modify a Service Class               Row 1 to 2 of 2 

           Command ===> ____________________________________________________________      

                                                                                          

           Service Class Name . . . . . : DAYSLVR                                         

           Description  . . . . . . . . . ________________________________                

           Workload Name  . . . . . . . . DAYTRADE  (name or ?)                           

           Base Resource Group  . . . . . ________  (name or ?)                           

           Cpu Critical . . . . . . . . . NO        (YES or NO)                           

                                                                                          

           Specify BASE GOAL information. Action Codes: I=Insert new period,              

           E=Edit period, D=Delete period.                                                

                                                                                          

                   -- Period --  ------------------- Goal -------------------             

           Action  #  Duration   Imp.  Description                                        

             __    _  _________   _    ________________________________________           

             __    1  _________   2    85% complete within 00:00:00.750                   

           ******************************* Bottom of data *******************************

                                                                                          

                                                                                          

                                                                                          

           

        
      

    

    Figure 16-59   zOS DAYSLVR Service Class

    4.	We define the DAYBRNZ service class with a lower importance and lower response time goal than the DAYSLVR service class (see Figure 16-60).

    
      
        	
           Service-Class  Xref  Notes  Options  Help                                    

           --------------------------------------------------------------------------     

                                     Modify a Service Class               Row 1 to 2 of 2 

           Command ===> ____________________________________________________________      

                                                                                          

           Service Class Name . . . . . : DAYBRNZ                                         

           Description  . . . . . . . . . ________________________________                

           Workload Name  . . . . . . . . DAYTRADE  (name or ?)                           

           Base Resource Group  . . . . . ________  (name or ?)                           

           Cpu Critical . . . . . . . . . NO        (YES or NO)                           

                                                                                          

           Specify BASE GOAL information. Action Codes: I=Insert new period,              

           E=Edit period, D=Delete period.                                                

                                                                                          

                   -- Period --  ------------------- Goal -------------------             

           Action  #  Duration   Imp.  Description                                        

             __    _  _________   _    ________________________________________           

             __    1  _________   3    80% complete within 00:00:01.500                   

           ******************************* Bottom of data *******************************

                                                                                          

                                                                                          

                                                                                          

           

        
      

    

    Figure 16-60   zOS DAYBRNZ Service Class

    5.	Finally we define the EWLM subsystem with the three new service classes. Set “Fold qualifier names” to “N”. A “Type” of ESC is used and a prefix of the name of the Unified Resource Manager service class is used (see Figure 16-61 on page 458).

    
      
        	
           Subsystem-Type  Xref  Notes  Options  Help                                   

           --------------------------------------------------------------------------     

                            Modify Rules for the Subsystem Type       Row 1 to 3 of 3     

           Command ===> ___________________________________________ Scroll ===> CSR       

                                                                                          

           Subsystem Type . : EWLM        Fold qualifier names?   N  (Y or N)             

           Description  . . . ________________________________                            

                                                                                          

           Action codes:   A=After     C=Copy        M=Move     I=Insert rule             

                           B=Before    D=Delete row  R=Repeat   IS=Insert Sub-rule        

                                                                        More ===>         

                     --------Qualifier--------               -------Class--------         

           Action    Type       Name     Start                Service     Report          

                                                    DEFAULTS: DAYOTHER    ________        

            ____  1  ESC        Gold*    ___                  DAYGOLD     ________        

            ____  1  ESC        Silv*    ___                  DAYSLVR     ________        

            ____  1  ESC        Bron*    ___                  DAYBRNZ     ________        

          ****************************** BOTTOM OF DATA ******************************    

                                                                                          

                                                                                          

                                                                                          

                                                                                          

                                                                                          

           

        
      

    

    Figure 16-61   EWLM Subsystem with zOS Service Classes for DayTrader Workload

    6.	After activating our WLM changes, we use the SDSF enclave panel to validate the configuration we implemented. We can see the DAYGOLD and DAYSLVR service classes are being used by the DB2 enclaves. See Figure 16-62 on page 459.

    
      
        	
           Display  Filter  View  Print  Options  Search  Help                          

           -------------------------------------------------------------------------------

           SDSF ENCLAVE DISPLAY  SC30     ALL                     LINE 1-18 (85)          

           COMMAND INPUT ===>                                            SCROLL ===> DATA 

           NP   NAME             SSType Status   SrvClass Per PGN RptClass ResGroup   CPU

                4412ACA2F9       DDF    ACTIVE   DAYGOLD    1                             

                4812ACA2CD       DDF    ACTIVE   DAYSLVR    1                             

                5012ACA297       DDF    ACTIVE   DAYSLVR    1                             

                5412ACA317       DDF    ACTIVE   DAYGOLD    1                             

                5812ACA2AE       DDF    ACTIVE   DAYSLVR    1                             

                5C12ACA30A       DDF    ACTIVE   DAYGOLD    1                             

                6412ACA2E0       DDF    ACTIVE   DAYGOLD    1                             

                6C12ACA323       DDF    ACTIVE   DAYGOLD    1                             

                7012ACA295       DDF    ACTIVE   DAYSLVR    1                             

                7812ACA322       DDF    ACTIVE   DAYGOLD    1                             

                8012ACA2DB       DDF    ACTIVE   DAYSLVR    1                             

                8412ACA296       DDF    ACTIVE   DAYSLVR    1                             

                8C12ACA2E8       DDF    ACTIVE   DAYSLVR    1                             

                9012ACA207       DDF    ACTIVE   DAYSLVR    1                             

                9412ACA2B7       DDF    ACTIVE   DAYGOLD    1                             

                9812ACA31F       DDF    ACTIVE   DAYSLVR    1                             

                9C12ACA309       DDF    ACTIVE   DAYGOLD    1                             

                A412ACA2EC       DDF    ACTIVE   DAYGOLD    1 

        
      

    

    Figure 16-62   DDF Enclaves Classified based upon Unified Resource Manager Service Class
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Managing the ensemble 

    In this part we introduce workload and performance management. We also discuss ensemble management and operations.
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Workload monitoring and reporting

    This chapter provides an overview and descriptions of the performance reports you can extract from the performance data.

    17.1  Unified Resource Manager monitoring and reporting

    One of the main features of the Unified Resource Manager is its reporting capability. When a service policy has been activated, you can monitor how it is running in the HMC. 

    The following are some characteristics that the Unified Resource Manager reports: 

    •Workload based can be used to understand the workload platform resources usage within the ensemble.

    •Shows performance with the objective to project the actual response time versus the desired goals and examines the CPU resource usage.

    •Provides graphical views about the topology, trending graph etc. and are limited to platform level resources.

    •Displays the real time performance data and the most recent history. On the HMC, data is accumulated for the last 36 hours. On each report, you can select the interval within this range of hours, that you want the performance data to be aggregated and displayed.

    •Granularity of data kept on the repository is for one minute for recent hours and 15 minute intervals are kept after the first hour.

    To view the report, in Ensemble Management in the Workloads tab, select the workload, in our case it is the Day Trader workload, then the Monitor task. There are four different report categories (see Figure 17-1).

     –	Service Classes Report

     –	Virtual Servers Report

     –	Workload Resource Adjustments Report

     –	Workload Report

    [image: ]

    Figure 17-1   Performance report categories

    The following sections describe of the different report categories.

    17.1.1  Service Classes Report

    The Service Classes Report provides information about the service classes that are part of the workload. The service class report displays the current performance, the performance index, and the performance goal for each service class associated with this workload (see Figure 17-2). This high level report is useful to view how all service classes are performing.

    You can see that our workload DayTrader uses three service classes: Gold, Silver, and Bronze.
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    Figure 17-2   Service Class report

    In the service class report, click the Select Action drop-down box to view these related reports (Figure 17-3 on page 466):

    •Service Class Resource Adjustments Report

    •Hops Report

    •Virtual Server Topology Report
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    Figure 17-3   Service Classes Report - Select Action

    Service Class Resource Adjustments Report

    In the Service Class Resource Adjustments Report you can view the resource adjustments report of a specific service class, as shown in Figure 17-4. In our scenario, we can see that server WASG1, in the Gold Level Service class, has the higher priority to get the resource. The servers in the other service classes with lower importance become the resource donor.
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    Figure 17-4   Service Class Resource Adjustments Report

    Hops Report

    The Hops Report displays the hops-related information within the service class. The report includes transaction statistics, queue time, execute time, and response time for each hop (see Figure 17-5).

    [image: ]

    Figure 17-5   Service Class Report - Hops Report

    Virtual Server Topology Report

    The Virtual Server Topology Report shows the topology of virtual servers in a specified service class. The topology of the service class named Gold Level Service is shown in Figure 17-6 on page 468. The numbers displayed on the diagram indicate the successful transactions on the server within the report interval.
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    Figure 17-6   Virtual Server Topology Report

    Right-click the virtual server icon to view further statistics about the server (Figure 17-7). 
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    Figure 17-7   Open View Statistics Report

    The detailed statistics report for virtual server WASG1 is shown in Figure 17-8 on page 469.
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    Figure 17-8   View Statistics

    17.1.2  Virtual Servers Report

    The workload Virtual Servers Report shows the performance data for the virtual servers associated with a workload policy. You can request this report by selecting: 

    •Virtual Servers Report in the drop down menu in the Workload report 

    •Workload → Monitor → Virtual Servers Report from the Workload menu 

    An example of this report is shown in Figure 17-9. In the report, the values that are collected at the hypervisor level are shown on the left and the values that are collected when the GPMP is running on the virtual server are displayed on the right.
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    Figure 17-9   Virtual Servers Report

    Expand the Virtual Server Charts in the Virtual Server Report to view the virtual server CPU utilization. Figure 17-10 on page 470 shows the CPU utilization of WASG1.
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    Figure 17-10   Virtual Server charts

    In the Virtual Server Report, open the Hypervisor Report by clicking the Select Action drop-down box. The Hypervisor Report shows hypervisor data for the server associated with the virtual server selected. The report for the PowerVM hypervisor is shown in Figure 17-11 on page 471.
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    Figure 17-11   Hypervisor Report

    The same report for the PR/SM hypervisor is shown in Figure 17-12. 
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    Figure 17-12   Hypervisor details for PR/SM

    If the virtual server has resource adjustment within the report interval, it is displayed at the bottom of the report, as shown in Figure 17-13 on page 472. In this report, you can see the resource receiver, donor, and resource changing history within the report interval.
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    Figure 17-13   Resource Adjustment panel in Virtual Server Report

    17.1.3  Workload Resource Adjustments Report

    You can open the Workload Resource Adjustments Report separately to view all the resource adjustment history for the entire ensemble within a given interval (see Figure 17-14 on page 473). This report indicates whether the virtual server is achieving the goals that were set in the policy.

    [image: ]

    Figure 17-14   Workload Resource Adjustments Report

    17.1.4  Workload Report

    The Workload Report provides a high level view of the health of your workload. It indicates whether any service class in this workload is missing goals. You can determine which is the worst performing service class based on the performance index indicator. This information can be used to understand where the bottlenecks are and where your workload might need more resources. From this report you can drill down to the service class report.

    The Workload Report indicates the performance index of the service class. In the column “Service Class with Largest PI” the highest PI is displayed, enclosed in parenthesis, next to the Service Class name. Figure 17-15 on page 474 is an example of the report for our workloads. The report shows that the DayTrader workload has achieved its performance objectives during the reported interval because the service class PI is 1. 

    When you open the Workload Report you can: 

    •Select Modify to change the report interval

    •Select the CPU Utilization and the Performance Index charts

    •Use the drop-down Action List to display other reports

    [image: ]

    Figure 17-15   Workload Report panel - CPU Utilization

    Figure 17-16 on page 475 shows the Performance Index (PI) of the service classes within the DayTrader workload. 
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    Figure 17-16   Workload Report panel - PI report

    This view is useful in determining whether you have any exceptions in your workload and which service classes are not achieving their goals. The Unified Resource Manager uses the performance index to indicate how well a service class is attaining the defined goals. 

    The performance index is a ratio between the response time goal and the actual response time. A PI greater than 1 means that the goal is being missed, whereas a PI of 1 or less means that the goal is being met (see Table 17-1).

    Table 17-1   Performance index 

    
      
        	
          Situation

        
        	
          PI value

        
      

      
        	
          Service class is exceeding its defined goal.

        
        	
          Less than (<) 1

        
      

      
        	
          Service class is meeting its defined goal.

        
        	
          1

        
      

      
        	
          Service class is missing its defined goal.

        
        	
          Greater than (>) 1
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 Management and operations

    This chapter reviews available tools and techniques for monitoring, reporting, and problem management. It covers the functionality and provides information about activating, implementing, and using these tools.

    It is intended as a reference for administrators who work with ensembles. Due to the hybrid nature of an ensemble, some administrators might not be familiar with System z concepts and functionality. Therefore, this chapter includes some basic information about System z hardware functions.

    18.1  Management and operational control

    This section describes the major Unified Resource Manager functions used in the day-to-day management of an ensemble. Some of these functions were already covered in Part 3  on page 173; we have included them in this section for usability reasons.

    For guidance we include the user profile requirements and the task and resource permissions that are needed to perform each specific function.

     

    
      
        	
          Note: The screenshots in this section reflect the environment we implemented during the development of this publication. The actual screens in your ensemble will vary. However, the menu entries and commands are consistent among ensembles regardless of the number of members.

        
      

    

    For a detailed description of the HMC graphical user interface (GUI), refer to 3.1.3, “Unified Resource Manager GUI layout” on page 48.

    18.1.1  Ensemble automatization

    The scheduled operations task of the HMC can be used to perform a variety of tasks on a regular and automated basis. For traditional System z machines this functionality is included in the normal day-to-day operations.

    An operation can be scheduled to occur one time or it can be scheduled to be repeated. The System Operator enters the time and date that the operation is to occur. Operations can be scheduled to be repeated on specific days or at a particular interval, and the total number of repetitions can be specified. 

    The Unified Resource Manager scheduled operations task can be used to automate tasks performed on the System z machine as well as those performed on the zBX. An overview of these tasks is provided in Table 18-1.

    Table 18-1   Ensemble automatization using scheduled operations

    
      
        	
          Operation

        
        	
          Description

        
      

      
        	
          Accept internal code changes

        
        	
          Schedules an operation to make activated internal code changes a permanent working part of the licensed internal code of the Hardware Management Console or selected CPCs. 

        
      

      
        	
          Activate/deactivate selected CPC

        
        	
          Schedules an operation to activate or deactivate a selected CPC. 

        
      

      
        	
          Activate/deactivate selected virtual server*

        
        	
          Schedules an operation to activate or deactivate a virtual server.

        
      

      
        	
          Activate Performance Policy*

        
        	
          Schedules an operation to activate a specified performance policy for the target workload.

        
      

      
        	
          Audit and Log Management

        
        	
          Schedules an operation to generate an audit report on selected types of audit data.

        
      

      
        	
          Back up critical hard disk information

        
        	
          Schedules an operation to make a backup of critical hard disk information for this Hardware Management Console or selected CPCs. 

        
      

      
        	
          Install and activate concurrent code changes

        
        	
          Schedules an operation for installing and activating internal code changes retrieved for this Hardware Management Console or selected CPCs.

        
      

      
        	
          Remove and activate concurrent code changes

        
        	
          Schedules an operation for removing and activating internal code changes installed for this Hardware Management Console or selected CPCs.

        
      

      
        	
          Retrieve internal code changes

        
        	
          Schedules an operation to copy internal code changes from a remote service support system to the Hardware Management Console hard disk.

        
      

      
        	
          Set Power Saving*

        
        	
          Schedules an operation to reduce the average energy consumption of a system component or group of components.

        
      

      
        	
          Single step code changes retrieve and apply

        
        	
          Schedules an operation to copy (retrieve) the Hardware Management Console internal code changes to the Hardware Management Console hard disk and then install (apply) the code changes. 

        
      

      
        	
          Transmit system availability data

        
        	
          Schedules a transmittal of system availability data from the selected CPC (object) to the Product Support System (PSS).

        
      

      
        	
          * The functions marked with an asterisk are embedded in the task bar and cannot be implemented using the normal scheduled operation task. 

        
      

    

    18.1.2  Tips for working with the Unified Resource Manager interface

    In this section we review some helpful tips for working with the Unified Resource Manager interface.

    Where does my virtual server run?

    To identify the hypervisor type that hosts a virtual server, the Unified Resource Manager interface displays a small icon in front of each virtual server name, as shown in Figure 18-1 on page 480.

    The icon includes a letter that indicates the hypervisor architecture type:

    Z	System z hardware, running with PR/SM as hypervisor

    V	System z hardware, running z/VM as hypervisor

    P	Blade hardware, running POWER VM as hypervisor

    X	Blade hardware, running integrated x hypervisor as hypervisor

     

    
      
        	
          Note: When deciding the naming convention to use in a virtual environment, it is best not to include the physical hardware architecture or server name in the name for the virtual server because the location of a virtual server can change during its lifecycle.
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    Figure 18-1   Where does my virtual server run

    Filtering contents

    When working with tables in the Unified Resource Manager, you can filter information. The filters are table-sensitive and reflect the columns displayed.

    To set a filter, log on to the Unified Resource Manager and open the list view, then follow these steps:

    1.	Select the drop-down menu in the table and a yellow menu appears. Select the field on which to filter, as shown in Figure 18-2. << Right-click to access the Filter On menu?>>

     

    
      
        	
          Hint: The menu disappears after a few seconds if no selection is made.
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    Figure 18-2   Set filter

    2.	Enter the search string and press Enter (Figure 18-3).
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    Figure 18-3   Enter filter string

    3.	The list is updated to only display those members that contain the string. The filter stays active until it is manually removed. 

    Topology view

    The Unified Resource Manager has a convenient way to display an overview of the managed components, as displayed in Figure 18-4. You can select a preferred layout, or you can expand or collapse object groups to view only components of interest. The following layouts are available:

    •Tree

    •Hierarchical

    •Circular

    •Uniform Length

    •Grid
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    Figure 18-4   The Unified Resource Manager topology overview

    The topology view function enables administrators to create an infrastructure overview. This view offers certain usability functions like zoom to fit or centering of the displayed information. 

    Access the topology view

    Use the following steps to access the topology view:

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel (Figure 18-5). 
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    Figure 18-5   Access topology view- Navigate to ensemble

    2.	Select the Topology tab in the work panel (Figure 18-6).
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    Figure 18-6   Access topology view- Select topology tab

    3.	The topology view opens. The default is to display the selections in the navigation panel and the objects displayed for each option (Table 18-2).

    Table 18-2   Display scope of the topology default view

    
      
        	
          Selection in navigation panel

        
        	
          Object displayed as highest level object

        
      

      
        	
          Ensemble Management

        
        	
          Your ensemble

        
      

      
        	
          Your ensemble

        
        	
          Members and Workloads defined

        
      

      
        	
          One Member

        
        	
          Hypervisors defined in that member and BladeCenters

        
      

      
        	
          Workloads

        
        	
          Workloads defined in the ensemble

        
      

    

    4.	When you display a group object containing other objects, you can expand it by selecting the expand button in the graphic, as shown in Figure 18-7 on page 483.
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    Figure 18-7   Access topology view - Expand group object

    Access tasks from the topology view

    Use the following steps to access tasks from the topology view:

    1.	Open the topology view for the resources you want to work with as described previously.

    2.	Select the target object by left-clicking the icon to highlight the object. To access the command menu, click the double arrow icon, as shown in Figure 18-8. 
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    Figure 18-8   Access commands in the topology view

     

    
      
        	
          Tip: The commands displayed in the menu are object- and role-sensitive. The use of the object-based task menu is an alternative to using the task panel in the HMC view.

        
      

    

    18.1.3  HMC management

    This section covers the major management tasks for the HMC.

    User management

    For a detailed description of how to perform user management tasks, refer to 3.3.1, “Manage users wizard” on page 72.

    Backup and recovery of the HMC

    The HMC that manages the ensemble hosts the platform management configuration and policy that spans all of the managed members in the ensemble. It also has an active role in system monitoring and adjustment. With these new responsibilities, the HMC data needs to be backed up regularly.

    The System Operator can schedule the times and dates for automatic backup of the critical hard disk data for the Hardware Management Console using the Scheduled Operations task of the HMC. We recommend that this task is performed on a daily basis.

    For a detailed description of how to perform a backup of the HMC, refer to “Customize scheduled operation” on page 51. It describes how to use the HMS Scheduled Operations task to back up the HMC data.

    18.1.4  Hardware management

    This section covers the major management tasks for hardware management in an ensemble. Because the zEnterprise CPC part is well known to System z programmers, we focus on the zBX components of an ensemble.

    Before you log on to the Unified Resource Manager to perform one of the management tasks, make sure that the user profile performing the specific task has at least the minimum credentials shown in Table 18-3. If these are not set contact your access administrator. 

    Table 18-3   User credentials needed for the management tasks

    
      
        	
           

        
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Tasks

        
        	
          System programmer

        
        	
          IBM Blade objects

        
        	
          All zCPC managed objects

        
      

      
        	
          Activate blade

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Deactivate blade

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          View frame layout zBX

        
        	
          x

        
        	
           

        
        	
          x

        
      

      
        	
          LIC management

        
        	
          x

        
        	
           

        
        	
          x

        
      

      
        	
          Manage zBX internal code

        
        	
          x

        
        	
           

        
        	
          x

        
      

    

    Activate blade

    Use the following steps to activate a blade in your ensemble:

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel (Figure 18-9).
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    Figure 18-9   Ensemble Management - Navigate to member

    2.	Select the Blades tab in the work panel. Select one or more target blades in the Select column (Figure 18-10). 
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    Figure 18-10   Activate blade - Select member to be activated

    3.	In the task bar, expand the Daily section and select Activate, as shown in Figure 18-11.
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    Figure 18-11   Activate blade - Select task

    4.	A confirmation window opens (see Figure 18-12). Click Yes to confirm the activation of the blade.
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    Figure 18-12   Activate blade - Task confirmation

    5.	The confirmation window closes and a new window displays the progress of the activation (Figure 18-13).
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    Figure 18-13   Activate blade - Progress

    6.	During the operation, the status of the Blade changes to Status check.

    7.	When the activation is complete, the status is updated. Click OK to close the window (Figure 18-14).
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    Figure 18-14   Activate Blade - Activation finished

    The blade is now activated.

    Deactivate blade

    Use the steps in this section to deactivate a blade.

     

    
      
        	
          Important: This is a disruptive task. It physically shuts down the blade and closes all firmware and software processes running on the blade.

        
      

    

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Blades tab in the work panel. Select one or more target blades by clicking in the Select column (see Figure 18-15 on page 487).
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    Figure 18-15   Deactivate blade - Navigate to member

    3.	Expand the Daily group in the task bar and select Deactivate (Figure 18-16).
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    Figure 18-16   Deactivate blade - Select task

    4.	A new window opens, as shown in Figure 18-17. Click Yes to deactivate the Blade.
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    Figure 18-17   Deactivate Blade - Deactivation confirmation

    5.	A message is displayed to remind you that the Deactivate task is disruptive. Password confirmation is required; type your password and click Yes to proceed (Figure 18-18 on page 488).
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    Figure 18-18   Deactivate blade - Disruptive task confirmation

    6.	The system starts the deactivation process and a progress window displays the expected duration and the elapsed time.

     

    
      
        	
          Comment: In our experience, the actual time to complete the process was less than the amount of time displayed in Function duration time.

        
      

    

    7.	When the deactivation is complete, the status in the progress window updates to “Success” (Figure 18-19). Click OK to close the window.
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    Figure 18-19   Deactivate blade - Deactivation finished

    The blade is now deactivated. 

    View frame layout zBX

    Use the following steps to view the frame layout of the zBX:

    1.	Select Systems Management in the navigation panel. Select the target node by left-clicking the node name (Figure 18-20 on page 489).
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    Figure 18-20   View Frame Layout (zBX) - Navigate to target node

    2.	Expand the Recovery group in the task bar and select Single Object Operations (Figure 18-21).
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    Figure 18-21   View Frame Layout (zBX) - Select task

    3.	The task confirmation window shown in Figure 18-22 opens. Click Yes to proceed.
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    Figure 18-22   View Frame Layout (zBX) - Confirm Single Object Operations

    4.	A window for the Support Element (SE) user interface (UI) opens, as shown in Figure 18-23 on page 490. The layout of the SE UI is the same as that of the UI of the HMC.
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    Figure 18-23   View Frame Layout (zBX) - SE - User interface layout

    5.	Select Systems Management in the navigation panel and select the target node (Figure 18-24).
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    Figure 18-24   View Frame Layout (zBX) - SE - Navigate to target node

    6.	Expand the CPC Configuration group in the task bar and select Manage zBX Hardware (Figure 18-25).
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    Figure 18-25   View Frame Layout (zBX) - Select task

    7.	A new window opens that contains a picture of the physical frame layout, as shown in Figure 18-26. To get details for a component place the pointer on one of the colored objects and double-click.
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    Figure 18-26   View Frame Layout (zBX) - Physical frame layout

    8.	Figure 18-27 shows the details for the components of the BladeCenter. 
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    Figure 18-27   View Frame Layout (zBX) - Details view for BladeCenter component

    9.	To leave the panels, click Cancel from the Details view, then Exit from the zBX layout window or Logoff from the SE UI. 

    18.1.5  License internal code and firmware management

    The Unified Resource Manager license internal code (LIC) supports change functions for all elements in an ensemble. The traditional change management functions for zEnterprise CPC are extended to also support elements in the zBX.

    The available firmware management functions are listed in Table 18-4 on page 492. These tasks can be selected on a per node basis.

    Table 18-4   Management firmware functions within the Unified Resource Manager

    
      
        	
          Action

        
        	
          Description

        
      

      
        	
          Accept installed changes that were activated

        
        	
          To make operational internal code changes permanent, select Accept installed changes that were activated.

        
      

      
        	
          Install and activate changes that were retrieved

        
        	
          To make retrieved internal code changes operational, select Install and activate changes that were retrieved. 

        
      

      
        	
          Browse system and internal code information

        
        	
          To display information about each selected Central Processor Complex (CPC) and its internal code changes, select Browse system and internal code information. 

        
      

      
        	
          Remove and activate changes

        
        	
          To undo the installation of installed internal code changes and to make their previous change levels operational, select Remove and activate changes. 

        
      

      
        	
          Delete all retrieved changes that were not installed

        
        	
          To erase retrieved internal code changes that are not yet installed or to erase removed internal code changes, select Delete all retrieved changes that were not installed. 

        
      

    

    In addition to the tasks listed in Table 18-4, you can manage LIC and zBX internal code as described in the following sections, which include step-by-step procedures for: 

    •“LIC management” on page 492

    •“Manage zBX internal code <not ready>” on page 494

     

    
      
        	
          Note: The usual way to do firmware or microcode changes, whether for the zEnterprise CPC or the zBX components, is to call your IBM service representative, who can perform the necessary steps for you.

          However, customers often need to know what code level is installed. This can be determined using the view firmware management task described in this chapter.

        
      

    

    LIC management

    1.	Select Ensemble Management → your ensemble name → Members → target_Node in the navigation panel, as shown in Figure 18-28.
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    Figure 18-28   LIC management- navigate to member

    2.	Expand the Change Management group at the bottom in the task bar and select Change Internal Code (Figure 18-29 on page 493).
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    Figure 18-29   LIC management- Select task

    3.	A new window opens that allows you to perform the actual management functions on the LIC (Figure 18-30).
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    Figure 18-30   LIC management- Select management task

    4.	To view firmware details, select Browse system and internal code information and click OK. This shows information about the firmware levels for the sub-systems of the selected node (zCPC and zBX) in the System Information window, as shown in Figure 18-31. To get more detailed information about a sub-system level select the target component and click EC Details.
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    Figure 18-31   LIC management- Sub-system firmware level overview

    5.	The Internal Code Change Details window opens (Figure 18-32).
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    Figure 18-32   LIC management- Detailed sub-system firmware level

    Manage zBX internal code <not ready>

    1.	Select Systems Management in the navigation panel and under Systems, select the target node by left-clicking the name. 

    2.	Expand the Recovery group at the bottom in the task bar and select Single Object Operations, as shown in Figure 18-33.
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    Figure 18-33   Manage zBX internal code - Select task

    3.	The Single Object Operations Task Confirmation window opens. Click OK to proceed.

    4.	A window with the Support Element (SE) user interface (UI) opens. The layout of the SE UI is the same as that of the UI of the HMC.

    5.	Select Systems Management in the navigation panel and select the target node by left-clicking the name (Figure 18-34).
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    Figure 18-34   Manage zBX internal code - SE - Navigate to target node

    6.	Expand the CPC Configuration group at the bottom in the task bar and select Manage zBX Hardware (see Figure 18-25 on page 490).

    18.1.6  Ensemble configuration tasks

    This section covers the major management tasks for an ensemble. Before you log on to the Unified Resource Manager to perform one of the management tasks, make sure that the user profile performing the specific task has at least the minimum credentials shown in Table 18-5. If these are not set contact your access administrator.

    Table 18-5   Ensemble management tasks

    
      
        	
           

        
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Tasks

        
        	
          System programmer

        
        	
          Ensemble administrator

        
        	
          All zCPC managed objects

        
        	
          Ensemble object

        
      

      
        	
          Create ensemble

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Add member to ensemble

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Remove member from ensemble

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Delete ensemble

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

    

    Create ensemble

    The steps necessary to create a new ensemble definition are covered in 9.6.1, “Create an ensemble and add members” on page 211.

    Add member to ensemble

    The steps necessary to add a member to an ensemble are covered in 9.6.2, “Entitling the zBX blades to the ensemble” on page 214.

    Remove member from ensemble

    This task removes a whole node from the ensemble. It cannot be used to remove a single Blade or zBX.

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Ensemble tab in the work panel.

    3.	Select the target ensemble by clicking in the Select column (Figure 18-35).

    [image: ]

    Figure 18-35   Remove ensemble member - Select member to be removed

    4.	Expand the Configuration group at the bottom in the task bar and select Remove Member from the Ensemble, as shown in Figure 18-36 on page 496.
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    Figure 18-36   Remove ensemble member - Select task

    5.	The Remove Member from Ensemble window opens (see Figure 18-37). Click Yes to remove the node from the ensemble.

    [image: ]

    Figure 18-37   Remove ensemble member - Confirmation window

    6.	When the operation is complete, a status message is displayed to indicate that the member was removed from the ensemble. 

    Remove ensemble definition

    The steps to remove an ensemble definition are shown in Figure 18-38 on page 497.
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    Figure 18-38   Process for deleting an ensemble

    1.	Select Ensemble Management → your ensemble name in the navigation panel. 

    2.	Select the Ensemble tab in the work panel.

    3.	Select the ensemble to be removed in the Select column (see Figure 18-39).
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    Figure 18-39   Delete ensemble - Select ensemble to be removed

    4.	Expand the Configuration group at the bottom in the task bar and select Delete Ensemble, as shown in Figure 18-40.
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    Figure 18-40   Delete ensemble - Select task

    5.	The Delete Ensemble window opens. Click Yes to confirm the task and proceed.

    6.	After the task is finished, the ensemble’s Getting Started panel is displayed in the Unified Resource Manager interface, as shown in Figure 18-41. The ensemble definition has been removed.
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    Figure 18-41   Delete ensemble - Getting started panel

    18.1.7  Virtual server management

    This section covers the major management tasks for virtual servers. Before you log on to the Unified Resource Manager to perform one of the virtual server management tasks, make sure that the user profile performing the specific task has at least the minimum authorization shown in Table 18-6. If these are not set contact your access administrator. 

    Table 18-6   Virtual server management tasks

    
      
        	
           

        
        	
          Task Role

        
        	
          Resource Role

        
      

      
        	
          Tasks

        
        	
          Virtual server operator

        
        	
          Virtual server administrator

        
        	
          IBM Blade objects

        
        	
          Ensemble object

        
        	
          IBM Blade virtual server objects

        
        	
          z/VM virtual machine objects

        
      

      
        	
          List virtual servers

        
        	
          x

        
        	
           

        
        	
           

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Create virtual server

        
        	
           

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Delete virtual server

        
        	
           

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Modify virtual server

        
        	
           

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Mount virtual media

        
        	
           

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Migrate virtual server

        
        	
           

        
        	
          x

        
        	
           

        
        	
          x

        
        	
          x

        
        	
           

        
      

      
        	
          Activate virtual server

        
        	
          x

        
        	
           

        
        	
           

        
        	
           

        
        	
          x

        
        	
          x

        
      

      
        	
          Deactivate virtual server

        
        	
          x

        
        	
           

        
        	
           

        
        	
           

        
        	
          x

        
        	
          x

        
      

    

    List virtual servers

    The list virtual server task can provide users with an overview of all defined virtual servers and their current state. The scope for the listing task depends on what object is selected in the navigation panel. The choices are:

    •Ensemble

    •Node

    •Hypervisor

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	To list all virtual servers defined in the node, select the Virtual Servers tab in the work panel (Figure 18-42). This displays all virtual servers defined in the selected ensemble. It lists all virtual servers and LPARs defined on the System z CPC as well as the virtual servers defined on the Blades.

    [image: ]

    Figure 18-42   List Virtual Server - Servers defined in a node

    3.	Use the tabs in the work panel to modify the scope of the display. To list the virtual servers by hypervisor, select the Hypervisors tab. This lists all virtual servers, grouped by their hosting hypervisor, as shown in Figure 18-43 on page 500.
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    Figure 18-43   List Virtual Server - Grouped by hypervisor

    4.	To list the virtual servers by BladeCenters and Blades, select the Blade tab. This lists all virtual servers, grouped by their hosting hypervisor, as shown in Figure 18-44.
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    Figure 18-44   List Virtual Server - Blade scope

    Create virtual server

    Use the available spreadsheets for virtual server planning. Make sure that you have filled out the spreadsheets before creating a new server. 

    Ensure that proper server sizing and testing is performed when building a production environment. When migrating from an existing environment, it is a good practice to use the processor settings in the distributed environment.

    For step-by-step instructions to define a virtual server, refer to 12.2, “Defining an AIX virtual server” on page 289.

    Create multiple virtual server definitions

    Aside from the option to create a single virtual server, multiple virtual servers can be defined in one step. 

    This approach uses a source server, from which to base the new servers in terms of CPU and memory settings. 

    This automatization uses a name schema that appends an index to the source name. However, it is possible to change the name of a virtual server, as described in “Modify server definitions” on page 503.

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel.

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the source virtual server in the Select column (Figure 18-45).
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    Figure 18-45   Create multiple virtual server definitions- Select server

    4.	Expand the Configuration group at the bottom in the task bar and select New Virtual Server Based On.

    5.	The wizard for virtual server definition creation opens.

    6.	Follow the steps in the wizard to select the target hypervisor.

     

    
      
        	
          Note: To create multiple virtual server definitions, the source virtual server that is used for the “based on” function has to reside in the same hypervisor as the new virtual server definitions.

        
      

    

    7.	At the prompt for the name and the description of the server, select the Create multiple virtual servers option, as shown in Figure 18-46.
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    Figure 18-46   Create multiple virtual server definitions- Select multiple server creation option

    8.	Enter the number of virtual server definitions that you want to create. The Unified Resource Manager appends one digit to the virtual server name that you specified in the Name field, as shown in Figure 18-47 on page 502.
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    Figure 18-47   Create multiple virtual server definitions- Name and index information

    9.	Click Next and follow the wizard through the steps to add storage and workload information.

    10.	In the Summary step click Finish to start the creation of the virtual servers.

    11.	After the process finishes, a success message appears, as shown in Figure 18-48.
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    Figure 18-48   Create multiple virtual server definitions- Success panel

    Remove virtual server definition

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the target virtual server in the Select column, as shown in Figure 18-49 on page 503.

     

    
      
        	
          Note: Make sure that the target virtual server is stopped and not in an error state.
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    Figure 18-49   Delete Virtual Server - Select server

     

    4.	Expand the Configuration group at the bottom in the task bar and select Delete Virtual Server (see Figure 18-50).

    [image: ]

    Figure 18-50   Delete Virtual Server - Select task

    5.	The Delete Virtual Server confirmation window opens. Confirm the delete task by clicking OK.

    6.	A progress window opens. The window closes automatically when the task is completed. 

    Modify server definitions

    This task allows you to modify any of the virtual server settings.

    1.	Select Ensemble Management → your ensemble name → Members → your_node_name in the navigation panel.

    2.	Select the Virtual Server tab in the work panel. You can use the filter options to reduce the number of servers displayed.

    3.	Select the target virtual server by left-clicking the server name.

    4.	The Virtual Server Details window shown in Figure 18-51 opens.
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    Figure 18-51   Create Virtual Server - Server details

    5.	Select the tab corresponding to the area that you want to change (see Figure 18-52).
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    Figure 18-52   Create Virtual Server - Select change category

    6.	Change settings by highlighting a field and typing in the new value. Fields that are greyed out cannot be changed after the initial configuration of the server. You can change multiple values, on multiple tabs, before applying them. Figure 18-53 shows an example of a virtual server’s maximum memory changed from 1024 MB to 4096 MB.
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    Figure 18-53   Create Virtual Server - Changed settings

    7.	To accept the changes, click one of the following buttons:

     –	OK to accept changes and close the Details window

     –	Apply to accept the changes and keep the Details window open

    The change or changes take effect.

    Mount virtual media

    Virtual media is a type of virtual file packaging and distribution of software that you can attach to your virtual servers. It is necessary for the installation of an operating system in a virtual server.

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the target virtual server by left-clicking the server name. 

    4.	Expand the Configuration group at the bottom in the task bar and select Mount Virtual Media (Figure 18-54).
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    Figure 18-54   Mount virtual media - Select task

    5.	This opens a new window to the Mount Virtual Media wizard, which guides you through the process (see Figure 18-55). Click Next to continue.
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    Figure 18-55   Mount Virtual Media - Wizard welcome page

    6.	The wizard prompts you for the location of the virtual media. We selected the GPMP option (Figure 18-56).
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    Figure 18-56   Mount Virtual Media - Select source for virtual media

    7.	Choose the type and location of the virtual media. Information about the options is provided in Table 18-7. Click Next.

    Table 18-7   Mount Virtual Media - Possible sources

    
      
        	
          Source

        
        	
          Description

        
      

      
        	
          Image from HMC media

        
        	
          The HMC optical media device is where the file image is located.

          Note: The HMC optical media device might be "locked" while it is in use by another application.

        
      

      
        	
          Image from remote workstation

        
        	
          The file image is located on the remote host file system that the remote browser is running on.

        
      

      
        	
          Available images

        
        	
          The images are provided by zEnterprise firmware, for example, Guest Platform Management Provider or VirtIO software.

        
      

    

     

    8.	Review the summary and click Finish (see Figure 18-57 on page 506).

    [image: ]

    Figure 18-57   Mount Virtual Media - Summary

    9.	The mount process starts (Figure 18-58 on page 506). The OK button is greyed out until the operation is finished.
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    Figure 18-58   Mount Virtual Media - Progress

     

    
      
        	
          Note: In our experience, the actual elapsed time was much shorter than the function duration time displayed in the progress window. Most of the time we were finished in less then 10 seconds.

        
      

    

    10.	After performing the mount operation, the status in the Mount Virtual Media Progress window is updated to reflect the successful completion. 

    The virtual media is mounted to the selected server.

    Migrate virtual server

    The migrate virtual server task allows you to move one server from a specific hypervisor to another hypervisor of the same architecture.

    Make sure that the target virtual server is stopped before starting this task.

     

    
      
        	
          Note: The migrate virtual server task is only available for hypervisors running on blades.

        
      

    

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel.

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the target virtual server in the Select column.

    4.	Expand the Configuration group at the bottom in the task bar and select Migrate Virtual Server (Figure 18-59 on page 507).
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    Figure 18-59   Migrate Virtual Server - Select task

    5.	A new window opens, displaying a list of target hypervisors (Figure 18-60). Select a target and click OK.
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    Figure 18-60   Migrate Virtual Server - Select target hypervisor

    6.	The window changes to update the progress of the task (Figure 18-61).
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    Figure 18-61   Migrate Virtual Server - Progress of task

    7.	After finishing the task, the Unified Resource Manager notifies the user of the successful migration, as shown in Figure 18-62.
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    Figure 18-62   Migrate Virtual Server - Success message

    Activate virtual server

    You can activate a virtual server if your virtual servers are configured and, minimally, the operating system is installed. 

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the target virtual server in the Select column. It is also possible to select multiple targets.

    4.	Expand the Daily group at the bottom in the task bar and select Activate, as shown in Figure 18-63.

    [image: ]

    Figure 18-63   Activate virtual server - Select task

    5.	The Activate Task confirmation window opens. To confirm the activation process, click Yes.

    6.	The Activate Progress window opens and indicates success at the end of the virtual server activation.

     

    
      
        	
          Note: The function duration time displayed indicates 1.5 hours. This estimate is much higher then the actual time needed for the task. In our experience, the normal activation time was between two and three minutes.

        
      

    

    Deactivate virtual server

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Virtual Servers tab in the work panel.

    3.	Select the target virtual server in the Select column. It is also possible to select multiple targets.

    4.	Expand the Daily group at the bottom in the task bar and select Deactivate (Figure 18-64).
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    Figure 18-64   Deactivate virtual server - Select task

    5.	The Deactivate Task confirmation window opens. To confirm the deactivation process click Yes.

    6.	A new window, Deactivate Progress, displays the status of the deactivation.

    7.	The window changes to a progress window as shown in Figure 18-65. It shows a status of Success at the end of the process to indicate that the virtual server is deactivated.
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    Figure 18-65   Deactivate virtual server - Deactivation success

     

    
      
        	
          Note: Once again, the actual elapsed time was much less than the estimated duration time of 15 minutes. During our project the normal deactivation time was around 3 minutes.

        
      

    

    Migrating z/VM Virtual Server to the Unified Resource Manager

    Existing z/VM virtual servers can be easily migrated to, and potentially later removed from, Unified Resource Manager control. When an existing z/VM virtual server is managed by the Unified Resource Manager, you can change its configuration and include ensemble resources such as IEDN and ensemble-managed storage resources. 

    Pre-existing disk storage resources that are not under ensemble control cannot be managed for a migrated server.

    The A17 z/VM LPAR has four virtual servers that are under Unified Resource Manager management, as shown in Figure 18-66 on page 510. We plan to add two pre-existing unmanaged virtual servers, LNXEDGE1 and LNXEDGE2. 

     

    
      
        	
          Note: Migration of a z/VM virtual server can occur while it is running; it does not need to be shut down.

        
      

    

    1.	To migrate the servers, begin by selecting the Hypervisor A17. Then in the Tasks pad, under Configuration, select the Choose z/VM Virtual Servers to Manage link (see Figure 18-66). 

    [image: ]

    Figure 18-66   A17 LPAR Prior to migrating existing servers

    2.	Figure 18-67 on page 511 shows the Choose z/VM Virtual Machines to Manage dialog. The existing managed servers are already checked and all of the other z/VM Guest definitions are not checked. Scroll to the servers you want to manage with the Unified Resource Manager and select them. We selected LNXEDGE1 and LNXEDGE2 to be managed.
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    Figure 18-67   Select servers to manage

    3.	The filter box at the top of the dialog can be used to simplify the selection process. Figure 18-68 illustrates the use of an active filter to display only servers beginning with lnx. After the selections are complete, click OK. The servers are migrated.
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    Figure 18-68   Filtered view of server selection list

    4.	When the migration of the servers is complete, an entry for each virtual server is created under the Hypervisor. The status of the servers is displayed as shown in Figure 18-69 on page 512. Server migration can occur while the z/VM guest is active.
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    Figure 18-69   Newly managed server added to list of virtual servers

    The process of migrating a virtual server to the Unified Resource Manager does not change its directory entry. The directory entry is only changed if you make changes to the virtual server after migration. 

     

    
      
        	
          Note: After a z/VM guest has been migrated to the Unified Resource Manager, all changes to that virtual server should be made via the Unified Resource Manager.

        
      

    

    5.	Clicking the virtual server name of the migrated virtual server brings up a Virtual Server Details panel. The server is assigned a UUID, as is done with every managed virtual server. 

    The Network tab shows the OSD network interface and virtual switch that was defined prior to migration (Figure 18-70 on page 513). 
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    Figure 18-70   Preexisting OSD network connection of migrated server

    6.	Unlike the Network tab, when you select the Storage tab, none of the disk resources from prior to the migration are displayed, as shown in Figure 18-71. 
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    Figure 18-71   Unmanaged storage resources not shown

    The storage resources still exist in the directory entry for the z/VM guest, but they are not shown in the Unified Resource Manager because the storage resources have not been defined as managed resources. Also, if you later decide to remove the migrated guest from Unified Resource Manager control, the disk storage resources that were part of the guest prior to migration still will be there after the guest is removed from Unified Resource Manager control.

    7.	The addition of Unified Resource Manager managed storage resources to a migrated z/VM Virtual Server is just like adding storage resources to one that was created from within the Unified Resource Manager. The storage resources can be added to the virtual server while it is running (see Figure 18-72 on page 514). 
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    Figure 18-72   Storage Resource added to a migrated virtual server

    8.	Adding an IEDN network connection to a migrated virtual server is similar to adding a virtual network interface connection to a virtual server created from the Unified Resource Manager (Figure 18-73). Note that both the disk storage resource and IEDN network resource were added to the virtual server directory entry while the Linux guest was running.
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    Figure 18-73   Adding an IEDN network resource to a migrated virtual server

    Removing a migrated virtual server from the Unified Resource Manager

    You can remove a z/VM virtual server from Unified Resource Manager control using these steps:

    1.	On the Choose z/VM Virtual Machines to Manage panel, uncheck the virtual server you no longer want to manage via the Unified Resource Manager (see Figure 18-74 on page 515).
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    Figure 18-74   Deselect the vIrtual machine name to be removed from management

    2.	If you fail to remove any ensemble managed resources (storage or network) before attempting to remove the virtual server from Unified Resource Manager control, you receive an error message as shown in Figure 18-75. You must go back and remove all ensemble managed resources and try the process again.

    [image: ]

    Figure 18-75   Unable to process selections

    There are no special requirements for removing the resources from a z/VM virtual server. You should plan to remove them from the Linux operating system before you remove them from the guest definition to avoid any unexpected problems. 

    If the resources are not in use by the Linux operating system, you should be able to remove them from the z/VM guest user directory entry.

    3.	After you successfully remove a z/VM virtual server from Unified Resource Manager control, it no longer appears under the Ensemble Management Hypervisors tab (see Figure 18-76 on page 516). 
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    Figure 18-76   Migrated virtual servers no longer managed

    Access virtual servers via graphical console

    The virtual servers on System x blades can be accessed via the graphical console on the HMC. Figure 18-77 shows how to access the graphical console.
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    Figure 18-77   Open graphical console

    18.1.8  Virtual network management

    The Unified Resource Manager network management framework presents a common interface to work with and create new virtual networks. All these networks are implemented using the IEDN physical components of an ensemble. The INMN cannot be modified by the customer.

    It is accessed from the Hardware Management Console (HMC) via the Manage Virtual Networks link. This is initiated via the task bar from the following objects:

    •Blades

    •Ensemble

    •Hypervisors

    •Virtual servers

    These views provide the network administrator with the tools and configuration options to manage the network in a workload-oriented fashion across the different hypervisors within the ensemble. The options are described in Table 18-8.

    Table 18-8   Network management functions within the Unified Resource Manager

    
      
        	
          Action

        
        	
          Description

        
      

      
        	
          Details

        
        	
          Shows details for a single selected object from one of the three storage resource views.

        
      

      
        	
          New virtual network

        
        	
          Allows a new virtual network to be created.

        
      

      
        	
          Delete virtual network

        
        	
          Allows a virtual network to be deleted.

        
      

      
        	
          Add hosts to virtual network

        
        	
          Allows hosts to be added to the selected virtual network.

        
      

      
        	
          Remove hosts from virtual network

        
        	
          Allows hosts to be removed from the selected virtual network.

        
      

      
        	
          Verify hosts status

        
        	
          Allows hosts to be verified for the selected virtual network.

        
      

    

    Manage virtual networks

    Before you log on to the Unified Resource Manager, make sure that the user profile performing this task has at least the settings listed in Table 18-9. If these are not set, contact your access administrator.

    Table 18-9   User credentials needed for manage virtual networks task

    
      
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Virtual network administrator tasks

        
        	
          Ensemble objects

        
      

      
        	
          Virtual network objects

        
      

    

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel.

    2.	Expand the Configuration group at the bottom in the task bar and select the Manage Virtual Networks task (Figure 18-78 on page 518).
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    Figure 18-78   Manage Virtual Networks - Select task

    3.	The Manage Virtual Networks window opens, as shown in Figure 18-79. It lists all the defined virtual networks in the ensemble. To modify a task, select an existing network and select an action. 
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    Figure 18-79   Manage Virtual Networks - Selection window

    18.1.9  Storage resources management

    This section covers the major management tasks related to working with storage resources.

    The Unified Resource Manager storage management framework presents a common interface for allocating storage resources to an ensemble, allocating storage resources to virtual servers, defining storage groups (z/VM only), and removing storage resources from an ensemble, hypervisors, or virtual servers. It is accessed from HMC from the Manage Storage Resources link. It can be initiated via the task bar from the following objects:

    •Blades

    •Ensemble

    •Hypervisors

    •Virtual servers

    These views provide the storage administrator with the tools and configuration options to manage the storage in a workload-oriented fashion across the different hypervisors within the ensemble. The options are described in Table 18-10.

    Table 18-10   Storage resource functions within the Unified Resource Manager

    
      
        	
          Action

        
        	
          Description

        
      

      
        	
          Clicking storage resource name

        
        	
          Show details for given storage resource. Also enables renaming.

        
      

      
        	
          Test communication with storage resources

        
        	
          Initiate communication with selected resource, test its accessibility.

        
      

      
        	
          Import storage access list

        
        	
          Import the storage access list to:

          •Authorize the ensemble to manage the selected storage resources.

          •Establish which storage resources can be accessed by each hypervisor within the ensemble.

        
      

      
        	
          Add storage resource

        
        	
          Add a new storage resource to a hypervisor.

        
      

      
        	
          Remove storage resource

        
        	
          Remove a storage resource from a hypervisor.

        
      

      
        	
          Export worldwide port number (WWPN) list

        
        	
          Export an aggregated list of WWPNs from one or more hypervisors into a text file.

        
      

      
        	
          Compare access list

        
        	
          Select two hypervisors and compare the storage resources available to each.

        
      

      
        	
          Discover storage resources

        
        	
          Explore what storage resources are visible to the system.

        
      

      
        	
          Add storage resource to group

        
        	
          (z/VM only) Add the storage resource to a pool of resources

        
      

      
        	
          Remove storage resource from group

        
        	
          (z/VM only) Remove the storage resource from a pool of resources

        
      

    

    There is no restriction regarding changes in storage resource assignments within the ensemble; changes can be made at any time. The ensemble maintains an active list of storage resources assigned to each hypervisor.

    Access storage management tasks

    Before you log on to the Unified Resource Manager, make sure that the user profile performing this task has at least the settings listed in Table 18-11. If these are not set, contact your access administrator.

    Table 18-11   User credentials needed for using storage management

    
      
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Storage resource administrator tasks

        
        	
          Ensemble object

        
      

      
        	
          IBM Blade virtual server objects

        
      

      
        	
          Storage resource objects

        
      

      
        	
          z/VM virtual machine objects

        
      

    

    1.	Select Ensemble Management → your ensemble name in the navigation panel. 

    2.	Expand the Configuration group at the bottom in the task bar and select the Manage Storage Resources task (Figure 18-80).

    [image: ]

    Figure 18-80   Access storage management - Select task

    3.	The Manage Storage Resources window opens, as shown in Figure 18-81. The list shows all defined storage resources in the ensemble.
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    Figure 18-81   Access storage management - Manage Storage Resources overview

    4.	To perform an action, select it from the pull-down menu (Figure 18-82 on page 521). Some actions require a storage resource to be selected; if this is the case, it is indicated by a message.
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    Figure 18-82   Access storage management - Manage Storage Resources action

    Adding a LUN to a hypervisor

    There are three ways of adding storage resources to an ensemble. They are:

    •Using the Add Storage Resource task that is described in this section.

    •Using the Import Storage Access List as described in 11.4, “Defining storage to z/VM” on page 256 and 11.5, “Defining storage to PowerVM and Integrated x Hypervisor” on page 266.

    •Using Discover Storage Resources as described in 11.5.4, “Storage resource discovery for Integrated x Hypervisor” on page 276.

    The Add Storage Resource task adds a single LUN to a target hypervisor. Use the following steps to add the resource:

    1.	From the action drop-down menu, select Add Storage Resource, as shown in Figure 18-83 on page 522. 
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    Figure 18-83   Add LUN to a hypervisor - Select add storage action

    2.	Select the hypervisor where you want to add a storage resource, as shown in Figure 18-84.
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    Figure 18-84   Manage Storage Resources - Choose the hypervisor

    3.	Enter the required information in the GUI, as shown in Figure 18-85 on page 523. At least one path must be specified from the target hypervisor to the storage subsystem. Click OK to continue.
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    Figure 18-85   Add LUN to a hypervisor - Enter required information

    4.	The wizard adds the LUN to the specified hypervisor.

    18.2  Network monitoring

    The IEDN in the ensemble is a Layer 2 data network and is managed by Unified Resource Manager. It includes VLANs, virtual switches, and virtual network interfaces. With the Unified Resource Manager network monitoring function, you can get IEDN network performance data from a Layer 2 network perspective. The Unified Resource Manager monitors the IEDN network resources, collect metrics, and presents them through these external interfaces:

    •Network Monitors Dashboard

    •Unified Resource Manager external APIs

     

    
      
        	
          Note: Traditional monitoring products and tools, such as IBM Tivoli Monitoring, OMEGAMON® XE, and SNMP, can still be used to monitor the network at Layer 3 (IP).

        
      

    

    Unified Resource Manager monitors and collects network resource metrics at these network interface levels:

    •Virtual network interfaces (by VLAN) between virtual servers and virtual switches

    •Physical network interfaces between virtual switches and physical NICs

    The network monitoring is performed on all hypervisors within the ensemble and collected at fixed intervals. The metrics collected are:

    •Bytes sent/received, packets sent/received

    •Packets dropped, packets discarded 

    The Network Monitors Dashboard provides both current and historical times for displays. The collected metrics are saved in Unified Resource Manager as follows:

    •Current time metrics are cashed.

    •Historical time metrics are stored in a database that can keep 36 hours of historical data. 

    In this section, we introduce the Unified Resource Manager network monitoring metrics and report. From the metrics collected by Unified Resource Manager, the report shows:

    •Network performance statistics, such as transfer rates over intervals

    •Cumulative and interval metrics

    •Resource state/status, where available

    •Resource utilization relationships, such as a server using an OSA adapter

    18.2.1  Network Monitors Dashboard

    The Unified Resource Manager collects the network monitoring metrics via the new user interface, the Network Monitors Dashboard. Use the following steps to access the dashboard:

    1.	Select Ensemble Management → your ensemble name in the navigation panel.

    2.	Expand the Monitor group, at the bottom in the task bar, and select Network Monitors Dashboard (Figure 18-86).
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    Figure 18-86   Network Monitors Dashboard

    3.	In the Monitors Dashboard, select Open Network Monitors Dashboard, as shown in Figure 18-87 on page 525. 
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    Figure 18-87   Open Network Monitors Dashboard

    4.	The Network Monitors Dashboard window opens (Figure 18-88). 

    Click Modify at the top of the window to specify the mode and reporting interval. The Report Interval displays the mode of operation and the start and end time of the current displayed metrics.
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    Figure 18-88   Network Monitors Dashboard Overview

    The Network Monitors Dashboard has three major views:

    •Virtual Networks

    This view displays VLANs defined in the ensemble in the metrics table. By default, metrics for all VLANs are displayed in the table. You can click Modify to customize the VLANs displayed. 

    Two views are available: Virtual switches and Appliances and Virtual networks. You can click the titles to toggle between the views. The metrics table repopulates the network metrics data for the selected view. 

    •Physical Interfaces

    This view displays network metrics for each physical interface in the metrics table. You can view the performance for the physical network interfaces that are contributing to the IEDN. The interfaces consist of virtual switch uplinks, OSXs, and DataPower network interfaces. 

    •Physical Switches	

    This view displays network metrics for each top-of-rack (TOR) or ESM switch and its ports in the metrics table. 

    In this section we review these three views. 

    Virtual networks

    1.	In the Virtual Networks view, you can customize the VLANs displayed, as shown in Figure 18-89. Select VLANs according to your scenario, then click Apply.
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    Figure 18-89   Modify VLANs displayed

    2.	The regenerated metrics report is shown in Figure 18-90 on page 527. At the top of the window it identifies the VLANs you selected. 

    The default Virtual switches and Appliances view displays the metrics for virtual switches and appliances and any attached VNICs. In the metrics, it shows the performance and statistics of the virtual networks. It lists the virtual switch names, virtual server names, IEDN utilization (percentage of total IEDN traffic for the vswitch or VNIC for the filtered VLANs), bytes sent/received, send/receive rate, VLANs defined to virtual servers, MAC address, and so on. 

    For example, in our scenario for the xBlade, blade B.1.13, the IEDN utilization is 56.148% and VLANs 110, 199, 100 are defined in the virtual servers in that blade.
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    Figure 18-90   Virtual Networks - Virtual switches and Appliances view

    3.	You can select one or multiple virtual switches or appliances, then select Display Histogram from the Select Action list (Figure 18-91). 
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    Figure 18-91   Open Display Histogram report

    4.	The histogram report is displayed, as shown in Figure 18-92 on page 528. You can select different histogram types to display; our example shows only the IEDN percentage histogram.
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    Figure 18-92   Histogram Display

    5.	You can toggle to the Virtual Networks view to display the metrics for VLANs. Figure 18-93 shows the VLANs performance in our scenario. You also can select VLANs for histogram display. 
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    Figure 18-93   Virtual Networks - Virtual Networks view

    Physical interfaces

    The Physical Interfaces tab displays all the physical interfaces that contribute I/O to the physical networks. The metrics are collected from the physical switch and virtual switch (uplinks) interfaces communicating with IEDN. See Figure 18-94 on page 529. You can also get the histogram report in the metrics. 
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    Figure 18-94   Physical Interfaces view

    Physical switches

    The Physical Switches tab displays metrics for all top-of-rack (TOR) and ESM interfaces (Figure 18-95). The metrics show switch names and their associated ports. You can select Display Histogram in the Select Action list from the table toolbar to display the histograms. 
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    Figure 18-95   Physical Switches view

    18.3  Event monitoring

    You can create and manage event monitors in Unified Resource Manager to manage ensemble-wide events. The event types include: 

    •State changes - Monitor any state changes on LPARs, Linux on z/VM systems and blades, and so on.

    •Hardware messages - Get events from zCPC, zBX, blades, HMC and SE in the hardware messages type.

    •Operating system messages - Get exception events from operating systems.

    •Security log - Get events related to HMC security issues, such as unexpected logon attempts in the security log type.

    •CPU utilization - Get event notification when the CPU utilization exceeds the threshold, after you define the CPU utilization threshold of virtual servers or LPARs. 

    •Performance Index (PI) - Get event notification when the PI changes, after you define the performance policy on a certain workload. This helps avoid potential performance issues. 

    For Unified Resource Manager, when an event is received, the monitor tests it with the time interval and filters that you defined. If the event passes the tests, the monitor sends an email to the persons assigned in the Event Monitoring panel. 

    Event monitoring works via SMTP protocol. Therefore, SMTP should be configured correctly in the enterprise to send event mails to predefined mail accounts. 

     

    
      
        	
          Note: The SMTP server must be accessible from HMC; otherwise, you cannot receive event notification mails. 

        
      

    

    Use the following steps to set up an event in the Unified Resource Manager: 

    1.	From Virtual Servers in the ensemble, right-click a virtual server and select Monitor → Monitor System Events (Figure 18-96). 

    All the event definitions within the ensemble are managed by Event Monitor Summary.
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    Figure 18-96   Open Event Monitor Summary window

    2.	The Event Monitor Summary window opens. Enter the SMTP server and port name, and optionally, set the minimum time between emails, as shown in Figure 18-97 on page 531.
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    Figure 18-97   Event Monitor Summary - Define SMTP server

    3.	Click Add to define new monitor events. In the example, we defined a CPU utilization event on the HTTPB1 virtual server. We set Unified Resource Manager to send out mail when the CPU utilization exceeds 1% (Figure 18-98). Make selections as appropriate for your monitoring needs and click OK. 
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    Figure 18-98   Define monitor

     

    
      
        	
          Note: You can select multiple virtual servers in the same event. You also can define the schedules to send out the mail according to business requirements. 

        
      

    

    4.	Figure 18-99 displays the newly defined monitor event. Click OK.
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    Figure 18-99   Event Monitoring Summary - after monitor defined

    5.	When the virtual server CPU utilization exceeds the threshold defined in the monitor event, the assigned user receives an email, as shown in Figure 18-100.
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    Figure 18-100   Received mails

    6.	Open the mail to view the contents. Figure 18-101 on page 533 is an example of event mail content.
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    Figure 18-101   Event mail content

    7.	Optionally, you can view the time of the last event in the Event Monitor Summary window (Figure 18-102).
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    Figure 18-102   Last event time

    18.4  Energy management

    The energy management capabilities for the Unified Resource Manager that can be used in an ensemble depend on which suite is installed in the ensemble:

    •Manage suite (feature code 0019)

    •Automate suite (feature code 0020)

    Manage suite

    With respect to energy management, the manage suite focuses on monitoring capabilities. Energy monitoring can help you to better understand the power and cooling demands of the zEnterprise System by providing complete monitoring and trending capabilities for the zEnterprise CPC and the zBX using one or more of the following options:

    •Monitor dashboard

    •Environmental efficiency statistics

    •Details view

    These are described in “Energy management capabilities”.

    Automate suite

    The Unified Resource Manager offers multiple energy management tasks as part of the automate suite (feature code 0020), including: 

    •Power Cap

    •Group Power Cap

    •Power Save

    •Group Power Save

    These tasks allow you to change the system’s behavior to optimize energy usage and energy saving. Details are presented in the next section.

    Depending on the scope that is selected in the Unified Resource Manager GUI, various options are presented. Figure 18-103 depicts the levels of an ensemble and their energy controlling tasks.
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    Figure 18-103   Overview of available energy controlling tasks

    18.4.1  Energy management capabilities

    This section describes the Unified Resource Manager energy management capabilities that are available in both the manage and automate suites. For information about how to perform these tasks, refer to 18.4.2, “Ensemble energy management tasks” on page 542.

    Monitors dashboard

    The Monitors Dashboard task in the Monitor task group of the Unified Resource Manager provides a tree-based, real-time view of resources, and allows an aggregated view when looking at the ensemble components. It also provides the option to start monitoring the history of the displayed information. The history data can be exported and downloaded, as a comma separated value (csv) file, from the Unified Resource Manager to a local workstation.

    The default dashboard shows an overview of processor and channel usage, as well as power consumption and energy details. The details section provides additional system data on power consumption and processor and environmental statistics (see Figure 18-104).
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    Figure 18-104   Energy information in the Monitors Dashboard

    •Power Consumption

    Represents the average power consumption (in both kilowatts and Btu per hour) of the objects listed over the last sampled period. The details display a breakdown of power consumption for:

     –	zCPC (without the zBX Blades and BladeCenters)

     –	Entire CPC (zBX Blades and BladeCenters)

     –	BladeCenters (including zBX Blade numbers)

     –	zCPC

    •Environmental

    The input air temperature for the selected CPC in degrees Celsius (ºC) and degrees Fahrenheit (ºF).

    •Processors

    All and shared processor usage (%).

    Environmental efficiency statistics

    The Environmental Efficiency Statistics window shown in Figure 18-105 displays the following environmental efficiency data graphically and in table format for the selected ensemble:

    •Power consumption (kW and Btu)

    •Temperature (Celsius and Fahrenheit)

    •CP utilization percentage

    •Blade CPU utilization percentage
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    Figure 18-105   The Unified Resource Manager Environmental Efficiency Statistics window

    The amount of data shown can range from one to seven days and can be dynamically changed by the user. The values can be exported as a csv file directly from the Unified Resource Manager to the local workstation.

    Energy information in the details view

    For each object, which represents a physical device, the Details view contains an Energy Management Information tab (see Figure 18-106 on page 537). 
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    Figure 18-106   Energy Management Information tab

    It contains the following information for the specific device (see Figure 18-107):

    •Power rating

    •Power consumption

    •Ambient temperature

    •Exhaust temperature

    •Power saving

    •Power capping

    •Cap range

    •Current cap
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    Figure 18-107   The Unified Resource Manager Details view on Blade server scope (left) and ensemble scope (right)

    The easiest way to access the details is to move the mouse over the object and click it. If it is an object that is a definition the details window opens.

    Set power cap

    The power cap function can be used to limit the maximum amount of energy used by the ensemble. If enabled, it enforces power caps for the hardware by actually throttling the processors in the system.

     

    
      
        	
          Note: Because the use of power capping results in a performance change of the capped (physical) objects, be careful when using this option for business-critical production components of your ensemble.

        
      

    

    The Unified Resource Manager shows all components of an ensemble in the power cap window, as shown in Figure 18-108. Because not all components used in a specific environment will necessarily support power capping, only those marked as Enabled can actually perform power capping functions. 
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    Figure 18-108   The Unified Resource Manager window for the Set Power Cap task

    Group power caps

    The ensemble documentation mentions two kinds of power caps:

    •Power caps

    •Group power caps

    In the Unified Resource Manager GUI, however, there is only a Set Power Cap task available because the technical implementation is similar. There is different management granularity because power cap focuses on a single, dedicated element, whereas group power caps manages multiple elements and offers more flexibility.

    Although system programmers might be familiar with the usage of resource groups defined in the HMC, now a group introduces a new definition in terms of energy management:

    Group 	A group is composed of an object that contains another object and the object or objects it contains. For example, a group might be an ensemble that contains a zCPC and optional BladeCenters. 

    Group capping is enabled by setting the Power Capping for a CPC, zCPC, or BladeCenter to Enabled.

    When using group capping, it is important to understand these fundamental concepts:

    •Group caps replace individual object caps.

    •If a zCPC or BladeCenter contains an object that does not support power capping, the Power Rating is used in calculating the minimum power cap value for the group. The Power Rating can be found on the details window for an object.

    •The maximum Cap Value for a group is the sum of the Power Rating of all group objects.

    •When a group component is powered off or removed, the group cap is redistributed to the remaining group components.

    •To disable group capping without changing the individual power caps of the group members, change the Power Capping setting of the zCPC or BladeCenter to Custom.

    •If changing settings for an individual object currently under group capping, the group object (ensemble, zCPC, or BladeCenter) is set to Custom.

    Possible capping values

    The capping values used by the Unified Resource Manager as minimum and maximum (see Figure 18-108 on page 538) are higher then the ones stated in the technical documentation of the used products because these values are the result of so called “hot room” tests performed in a datacenter that is heated up artificially to represent a worst-case-scenario. Typically, the systems operate with 25% less power then stated in the Unified Resource Manager GUI.

    In addition to the increased values used in the Unified Resource Manager, the minimum and maximum values used for the zCPC are even more special. 

    •The minimum value is actually the maximum power value for the specific zEnterprise CPC used in the ensemble.

    •The maximum value is the maximum power consumption used by the biggest available zEnterprise CPC in the ensemble. (At the time of writing, this is a z196 Model M80 with 3 I/O cages.)

    This means that a CPC in an ensemble will never reach the values used for capping unless additional physical components (like books or I/O cages) are installed in the system. Therefore, the function on the System z side is also referred to as “Query Max Potential Power.”

    These settings were chosen to make sure that a power capping will not harm workloads running on a System z. Typically, the System z will have some LPARs running in an ensemble and some not. Because the power capping function affects on the whole physical machine, LPARs not running in an ensemble might suffer from a reduced processor frequency, impacting your production.

    Although the System z does not make active use of the power cap functionality, this does not mean that the system has no power management. The microcode and the power sub-system used in the z architecture guarantee that the system does not use more energy then really needed at any given point in time. In addition, each new generation uses the most current, energy efficient technologies.

    Set power saving

    The Set Power Saving task allows energy administrators to place systems in a power saving mode, reducing the energy consumption and the heat output by lowering the CPU frequency (see Figure 18-109). 
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    Figure 18-109   Unified Resource Manager Set Power Saving task

    The Set Power Cap function is intended to dynamically adjust the power settings and to limit the maximum used energy (described in more detail in “Set power cap task” on page 545). The Set Power Saving function is intended to be used as a power saving option for a longer period of time.

    It might be used to lower the power consumption and heat output for hot-standby systems. Another use is to place production systems that are out of their hours of operations (for example, during the night) in the saving state.

    Power modes

    There are two modes available for the Set Power Saving task in the Unified Resource Manager:

    •High Performance

    •Low Power

    Although High Performance mode means that the component runs with full performance, the effect of the Low Power mode depends on the physical object this setting is used on:

    •zCPC

    The system is placed in the Static Power Saving Mode, a function originally implemented on z900 systems. This mode reduces the frequency by 17% and the processor voltage by 9%. Depending on the configuration, this allows the system to save 15-20% power. For more information about the Static Power Saving Mode, refer to IBM zEnterprise System Technical Guide, SG24-7833.

    •Blade

    The frequency of the Blades processors is reduced by 50%. This mode is not supported during boot or reboot operations, although it is a persistent condition that is sustained after the boot when the system starts executing instructions. If a Blade in Power saving mode needs to be restarted, it is done in full performance mode. After this process it automatically enters the power saving mode. For more information about the Blades power saving mode, refer to IBM BladeCenter PS700, PS701, and PS702 Technical Overview and Introduction, REDP-4655.

    Group power saving

    Although the Unified Resource Manager GUI does not show a button or selection for group power mode, it is possible to use group power saving. It is implicitly set by making a status selection for the CPC or a BladeCenter.

    As stated previously, a group is composed of an object that contains another object and the object or objects it contains. For example, a group might be a CPC that contains a zCPC and optional BladeCenters.

    The following concepts apply when working with the group mode:

    •Group power saving settings replace individual object settings.

    The Power Saving setting of a CPC or BladeCenter supersedes the Power Saving setting of any object contained within the CPC or BladeCenter.

    •It is possible to change individual Power Saving settings if the object is under group power saving control. 

    Customizing the individual Power Saving settings within a CPC or BladeCenter, automatically changes the Power Saving setting to Custom for the CPC or BladeCenter.

    •To disable group power saving without changing the individual Power Saving settings of the group members, change the Power Saving setting of the CPC or BladeCenter to Custom.

    Power saving settings matrix

    Table 18-12 provides an overview of the actions the system performs depending on the selections made in the Set Power Saving panel.

    Table 18-12   Systems actions determined by the power saving settings

    
      
        	
          Setting made for

        
        	
          High Performance

        
        	
          Low Performance

        
        	
          Custom

        
      

      
        	
          Ensemble

        
        	
          Group Setting - All objects of the ensemble will run at full speed.

        
        	
          Group Setting - All objects (zCPC, BladeCenter, and Blades) of the ensemble will be placed in power saving mode.

        
        	
          Cancel Group setting, while maintaining the individual settings for zCPC, BladeCenter, and Blades.

        
      

      
        	
          zEnterprise CPC

        
        	
          zEnterprise CPC operates at full performance.

        
        	
          zEnterprise CPC is placed in Static power saving mode.

        
        	
          n/a

        
      

      
        	
          BladeCenter

        
        	
          Group Setting - All objects of the ensemble will run at full speed.

        
        	
          Group Setting - All Blades in the BladeCenter will be placed in power saving mode.

        
        	
          Cancel Group setting, while maintaining the individual settings for Blades.

        
      

      
        	
          Blade

        
        	
          Selected Blade operates at full performance.

        
        	
          zEnterprise CPC is placed in Static power saving mode.

        
        	
          n/a

        
      

    

    18.4.2  Ensemble energy management tasks

    This section guides you through the various energy management tasks that can be performed when the manage and automate suit are installed and an ensemble is created.

    Before you log on to the Unified Resource Manager make sure that the user profile performing a specific task has at least the settings shown in Table 18-13. If these are not set, contact your access administrator.

    Table 18-13   Ensemble energy management tasks

    
      
        	
           

        
        	
          Task Role

        
        	
          Resource Role

        
      

      
        	
          Tasks

        
        	
          System programmer

        
        	
          Energy management administrator

        
        	
          All zCPC managed objects

        
        	
          BladeCenter objects

        
        	
          Ensemble object

        
        	
          IBM Blade objects

        
      

      
        	
          Start monitor dashboard

        
        	
          x

        
        	
           

        
        	
          x

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          View environmental efficiency statistics

        
        	
          x

        
        	
           

        
        	
          x

        
        	
           

        
        	
           

        
        	
           

        
      

      
        	
          Set power cap

        
        	
           

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

      
        	
          Set Power Saving

        
        	
           

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
        	
          x

        
      

    

    Start the monitors dashboard

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Members tab in the work panel.

    3.	Select the zCPC entry in the Select column (see Figure 18-110).
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    Figure 18-110   Start Monitor Dashboard - Navigate to member

    4.	Select Monitor → Monitors Dashboard in the Tasks Pad (Figure 18-111).
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    Figure 18-111   Monitors Dashboard selection

    5.	A new window with the default dashboard view opens (Figure 18-112).
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    Figure 18-112   Default view of the Monitors Dashboard

    6.	Expand the Details section to view the energy information (Figure 18-113).
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    Figure 18-113   Energy information in the Monitors Dashboard

    View environmental efficiency statistics

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel.

    2.	Select the Members tab in the work panel.

    3.	Select the zCPC entry in the Select column (Figure 18-114 on page 544).
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    Figure 18-114   Environmental efficiency statistics - Navigate to member

    4.	Select Monitor → Environmental Efficiency Statistics in the Tasks Pad (Figure 18-115).
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    Figure 18-115   Environmental Efficiency Statistics - Select task

    5.	The system starts to collect the data and opens a new window containing the statistics, as shown in Figure 18-116.
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    Figure 18-116   Environmental Efficiency Statistics - Display data

    Set power cap task

    The Set Power Cap task is always performed against the whole node. In the selection window, all components of the node are displayed. This includes the zCPC, CPC, and all available Blades.

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Members tab in the work panel.

    3.	Select the target node in the Select column. 

    4.	Expand the Energy Management group at the bottom in the task bar and select Set Power Cap (see Figure 18-117).
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    Figure 18-117   Set Power Cap - Select task

    5.	The Set Power Cap window opens as shown in Figure 18-118.
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    Figure 18-118   Set Power Cap - Change settings

    6.	It is possible to make multiple changes in the pull-down menus. Click OK to accept the changes and to close the current window. Click Apply to active the current changes and to keep the Set Power Cap window open.

    You can perform multiple changes in the Set Power Cap window and apply them at one time. Each entry for the cap value is automatically checked for reasonable values after it is entered. If a value is entered that is not within the limits, a pop-up informs the user.

    In our configuration the changes were usually performed in less then half a minute; however, depending on the size of your configuration, it can take up to a minute.

    7.	If a group cap was set (refer to “Group power caps” on page 538), the Unified Resource Manager asks you to confirm the changes for all objects.

    8.	Figure 18-119 shows the information window displayed when the changes are successfully made.
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    Figure 18-119   Set Power Cap - Change settings

    Set power saving

    As a first step in energy management automatization with the Unified Resource Manager, it is possible to schedule the use of the Set Power Saving task using the Scheduled Operations task of the HMC.

    The Set Power Saving task is always performed against the whole node. In the selection window, all components of the node are displayed. This includes the zCPC, CPC, and all available Blades.

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Members tab in the work panel.

    3.	Select the target node in the Select column. 

    4.	Expand the Energy Management group at the bottom in the task bar and select Set Power Saving (see Figure 18-120).
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    Figure 18-120   Set Power Saving - Select task

    5.	The Set Power Saving window opens. You can modify the settings for all node members (zCPC, BladeCenter, Blades) in this window (Figure 18-121 on page 547).
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    Figure 18-121   Set Power Saving - Change settings

    6.	Make your changes and select:

     –	OK to accept the changes and close the window.

     –	Apply to accept the changes and keep the window open.

    18.5  Problem management

    In this section we discuss some general points on problem management and describe supported functions in the Unified Resource Manager. We do not include detailed information about problem determination and resolution because it is out of the scope of this book.

    18.5.1  Problem management scope in the Unified Resource Manager

    Problem management has become an integral part of the business process of IT departments. When planning and implementing an ensemble, it is important to understand how these processes need to be modified, that is, whether an existing environment is to be converted into an ensemble or a new solution is to be implemented.

    It is important to understand that the current management capabilities of the Unified Resource Manager focus on the underlying hardware components and the management firmware shipped as part of the Unified Resource Manager function packages. The operating systems, middleware, and applications stay untouched by the Unified Resource Manager, as illustrated in Figure 18-122 on page 548. Due to this distinction between the systems and the software components, it is possible to use the problem determination tools and processes available for a specific environment:

    •Software-based monitoring

    •Component-based problem management
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    Figure 18-122   Elements of an IT environment that need to be included in problem management

    An additional value of the Unified Resource Manager is the simplification of the processing of hardware-based problems because the Blades included in an ensemble benefit from the automation capabilities of System z.

    18.5.2  Implementing problem management for the Unified Resource Manager

    When implementing an ensemble in an IT environment, problem management processes must be put in place for this new infrastructure.

     

    
      
        	
          Note: The Unified Resource Manager does not manage software components such as the operating system or additional middleware. Therefore, the software components deployed in an ensemble retain the mechanisms and tools for problem management.

        
      

    

    The major tasks that must be performed for problem management are the same for all IT infrastructures, regardless of whether or not an ensemble is installed:

    •Detect problem

    •Report problem

    •Collect information for problem solving

    •Create solution (usually performed by vendor)

    •Implement changes

    •Check for problem removal

    •Documentation of problem

    The Unified Resource Manager, however, unifies the lifecycle management of hardware and management firmware for the components used in an ensemble, which includes problem management. Therefore, the same functions for problem handling are available using the Unified Resource Manager user interface (UI), regardless of whether a problem occurs on a zBX or on a CPC.

    To prepare to implement problem management, perform the following steps:

    1.	Get familar with the functions available (see 18.5.4, “Problem management capabilities”) and the UI.

    2.	Decide who is responsible for performing the problem management tasks, and who is the problem administrator. There are two options; the first option is the most likely.

     –	No administrative changes

    Administrators currently responsible for a specific architecture retain this responsibility. This means that a System z system programmer takes care of the zEnterprise CPC and a UNIX hardware administrator manages the BladeCenter and the POWER Blades. 

    To implement this approach, the resource role of the HMC and various user profiles must be modified to allow System z system programmers to access only zCPC components, and the UNIX hardware administrators only zBX-based resources. 

     –	Assign a dedicated ensemble problem administrator

    A single person is responsible for the management of hardware and management firmware problems in an ensemble.

    This requires basic hardware skills for all the building blocks used in the ensemble. 

    18.5.3  LIC and firmware problem management

    As an integral part of an ensemble, the Unified Resource Manager adds a management firmware layer to the system.

    However, this additional layer is hidden away from the end user because there is no way to modify this special code. The only users interacting with the management firmware are the ensemble administrators.

    From a problem management point of view, the management firmware is seen as an IBM-provided closed application used by the administrators. This means that there are certain functions that can be used, but there is no way to go beyond the offered functionality.

    If customers discover a problem with the management firmware that is not automatically transmitted to IBM because it is not a critical one, they can use the existing IBM support structures for hardware problem reporting. These have been enhanced to cover management firmware issues. Details about submitting a problem manually are covered in the next section.

    18.5.4  Problem management capabilities

    The advanced problem management functions are extended to the blades to enable automatic logging of error and first-failure data capture information. Blade-related problems are analyzed to determine their severity and are reported to IBM through the call-home mechanism for potential service action. Problems that are system-detected can be managed through these mechanisms, as can customer-initiated problems.

    From a System Administrator’s perspective, the internals of how problem analysis works are not much of a concern; administrators are mostly concerned with results. However, in the following paragraphs we want to give an overview off the internal workings of these capabilities.

    Automatic problem analysis

    Problem analysis within an ensemble tries to achieve a high level of autonomic computing. This means that the Unified Resource Manager takes care of hardware and management firmware issues for the zCPCs and the zBX components of an ensemble. 

    The following steps are performed if a failure event is detected by the system:

    1.	Detect a failure and perform First Failure Data Collection (FFDC)

    2.	Analyze the category of the captured failure:

     –	Failure is a “problem analysis event” that might require additional analysis.

     –	Failure is an “incident” that could be waiting for some other event to occur:

     •	Check for additional events to be captured and analyzed.

     •	Analyze the collection of events as a whole.

     •	Determine the primary cause of the failure.

     –	Failure is a “problem” that needs some repair actions.

    3.	Report the results depending on the category:

     –	Customer notify

     –	Customer notify, call home, hardware message

    Because this is an automatic function of the Unified Resource Manager, this option is not manageable by the customer. To benefit from it, the zCPC must have Automatic Service Call Reporting and Remote Support Facility enabled.

    Automatic service call reporting

    This base HMC function is used by the Unified Resource Manager to automatically report problems that occurred either in the CPC or zBX hardware or management firmware to the IBM support network. The process of service call reporting also includes the transmission of the basic FFDC and additional analysis data.

    Generally, this option should be selected when IBM warranty or maintenance applies.

    Automatic error logging and FFDC

    The first failure data capture concept is, that at the occurrence of any failure in the system, FFDC gathers and saves enough data for later analysis to assist in determining the source of the problem. In an ensemble, FFDC is performed on a subsystem level of the hardware components. The collected data is recorded on the SE/HMC.

    If the Unified Resource Manager decides to create a problem record using the call-home facility of the zEnterprise hardware, the following collected data is included in the record:

    •Log file

    •Machine configuration data

    •System activity information

    •Platform information

    •Problem-specific data collection

    Because this is an automatic function of the Unified Resource Manager, this option is not customer manageable. To profit from it, the zCPC must have the Automatic Service Call Reporting and the Remote Support Facility enabled.

    View hardware messages

    The Unified Resource Manager allows administrators to view problem-related messages of the ensemble. An object's hardware messages notify the administrator of events that involve or affect its hardware or internal code, including the management firmware. For example, a hardware message for a CPC might indicate a hard error or internal code error occurred, or it might indicate Problem Analysis was performed and no further actions are necessary. The messages displayed cover all components of the node. This includes the zCPC, BladeCenter, and Blades. Information about how to use this task is in the next section.

    18.5.5  Problem management tasks

    The following tasks are a subset of the problem management tasks that an administrator can perform.

    View hardware messages

    Log on to the Unified Resource Manager to view hardware messages as follows:

    1.	Select the Hardware Messages symbol in the status bar (seen in Figure 18-123). If the background is red, there are some messages from the system.
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    Figure 18-123   Status bar with hardware message button pressed

    2.	A list of system components with hardware messages is displayed in the work panel (see Figure 18-124).
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    Figure 18-124   Components with hardware messages

    3.	Select the target hardware object in the Select column.

    4.	Expand the Daily list at the bottom in the task bar and select Hardware Messages.

    5.	A new window shows the available hardware messages for this object (see Figure 18-125 on page 552).
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    Figure 18-125   List of available hardware messages for a specific object

    6.	To view details about a specific messages mark the message in the Select check box and click Details.

    7.	The Problem Analysis window shows more detailed information, as shown in Figure 18-126.
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    Figure 18-126   Detail window for a specific hardware message

    8.	From this view, the administrator can take any of the following actions:

     –	Open a problem record to IBM by clicking Request Service.

     –	Take no further action by clicking No Service.

     –	Display sensory data by clicking Display Sense Data.

     –	Delete the message by clicking Delete.

     –	Close the window by clicking Cancel.

     –	Open a help panel in a new window by clicking Help.

    Initiate hypervisor dump

    Under certain circumstances, you might be asked to provide a hypervisor dump of a hypervisor in your ensemble. 

    Before you log on to the Unified Resource Manager, make sure that the user profile performing this task has at least the settings listed in Table 18-14. If these are not set, contact your access administrator.

    Table 18-14   User credentials needed for initial hypervisor dump task

    
      
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Service representative tasks, or Ensemble administrator tasks

        
        	
          IBM Blade objects

        
      

    

    1.	Select Ensemble Management in the navigation panel.

    2.	Select the tab in the work panel.

    Initiate virtual server dump

    Under certain circumstances, you might be asked to provide a dump for virtual servers.

     

    
      
        	
          Note: This task only works on virtual servers hosted on a Blade. It does not work for z/VM or z/OS servers. To take a dump for these servers use the methods that are implemented in your environment today.

        
      

    

    Before you log on to the Unified Resource Manager, make sure that the user profile performing this task has at least the settings listed in Table 18-15. If these are not set, contact your access administrator.

    Table 18-15   User credentials needed for initiate virtual server dump task

    
      
        	
          Task role

        
        	
          Resource role

        
      

      
        	
          Virtual server administrator tasks

        
        	
          Ensemble object

        
      

      
        	
          Virtual server operator tasks

        
        	
          IBM Blade virtual server objects

        
      

      
        	
          Virtual server operator tasks

        
        	
          z/VM Virtual machine objects

        
      

    

    1.	Select Ensemble Management → your ensemble name → Members in the navigation panel. 

    2.	Select the Blades tab in the work panel.

    3.	Select the target Blade in the Select column.

    4.	Select the target virtual server in the Select column.

    5.	Expand the Service group at the bottom in the task bar and select Initiate Virtual Server Dump (see Figure 18-127).
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    Figure 18-127   Virtual server dump - select task

    6.	This triggers the server to create a dump (Figure 18-128).
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    Figure 18-128   Virtual server dump - Dump triggered

     

    
      
        	
          Note: The dump that is triggered is executed using the settings of the operating system running inside the virtual server. Make sure that the operating system administrators modify the dump settings according to their requirements. However, this is business as usual.
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Appendixes
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Network-based OS installation

    In this appendix, we describe how to configure network-based installation in the following ways: 

    •From an existing AIX Network Installation Manager (NIM) server to deploy the AIX base operating system (BOS) to your virtual servers hosted on the zBX. We describe the preparation and verification tasks on the NIM master and highlight the steps to perform the OS installation on the virtual servers. However, the information in this appendix is provided for your reference and requires a minimum of AIX Network Installation Manager knowledge.

    •From a Linux on System x PXE boot server. We describe a simple example of the preparation and verification tasks for a PXE boot server. There are many variations on how this can be configured. This information is provided as a quick reference.

    A.1  AIX overview of the network environment

    This section reviews the network configuration in our environment. The NIM server and connectivity to the virtual servers, HTTPG1 and HTTPG2, hosted on zBX, is shown in Figure A-1. 
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    Figure A-1   External network access and NIM server connectivity

    Figure A-2 on page 559 displays the VLAN configuration of the external network, VLAN 100, which is configured to access the NIM server.
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    Figure A-2   VLAN configuration - External access TOR ports

    A.2  NIM tasks to enable zBX virtual server installation

    This publication is not intended to cover all aspects of the AIX Network Installation Manager configuration. For detailed information about the NIM environment, refer to: 

    NIM from A to Z in AIX 5L, SG24-7296

    This section reviews the commands and associated NIM tasks to install AIX on the virtual servers in the zBX.

     

    
      
        	
          Note: To execute the commands in this appendix, you must log on to a NIM server (master) terminal as the “root” user.

        
      

    

    o	Verify that the NIM server is at the AIX level to support the installation of the OS on the virtual servers defined in the zBX. Example A-1 shows the AIX level on our NIM master.

    Example A-1   AIX oslevel command on the NIM master
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    # oslevel -s

    6100-06-00-0000
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    There are several methods to install AIX on the virtual servers in the zBX. The following are two recommended methods:

    1.	Base Operating System (AIX) runtime installation (BOS rte) using an LPP (Licensed Program Product) source. This is generally the recommended method to install new systems.

    2.	Restore the existing system backup (mksysb) installation. This is used to restore an OS from an image previously generated using the mksysb AIX command.

    A.2.1  NIM resources

    NIM resources are program installation source and customized scripts that are installed and used to customize the AIX installation on the target system (virtual server in this case).

     

    
      
        	
          Note: The definition of the NIM resources is beyond the scope of this publication. The resources are mentioned for your convenience.

        
      

    

    BOS rte installation

    The following are some of the options on the NIM resources list that can be used to install a server on AIX:

    •lpp source (lpp_source - required):
Equivalent of the AIX DVD installation media. Contains BFF (backup file format) and RPM (RedHat Package Manager) files.

    •SPOT (shared product object tree - required): 
This is the equivalent of the /usr file system in AIX, and contains executable and library files used during the AIX installation process. This is also used to generate the kernel that is loaded into the target system (server).

    •Installation parameters file (bosinst_data - optional): 
This is an ASCII file that contains AIX installation process customization parameters, such as target disk for the OS, installation method, and so on. Although not mandatory for installation, this file simplifies the installation process by providing parameters to the installation process that otherwise would have to be entered manually from the console terminal.

    mksysb installation

    Some options from the NIM resources list that can be used to install an AIX system (server):

    •A system backup image (mksysb - required): 
This is a file generated from a source (existing running server) using the AIX mksysb command.

    •SPOT (shared product object tree - required): 
This is the equivalent of the /usr file system in AIX, and contains executable and library files that are used during the AIX installation process.

    •Installation parameters file (bosinst_data - optional): 
This is an ASCII file that contains AIX installation customization parameters, such as target disk for the OS, installation method, and so on. 

    o	Check the NIM installation resources using the command shown in Example A-2. 

    Example A-2   NIM resources 
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    # lsnim -c resources

    boot           resources       boot

    nim_script     resources       nim_script

    AIX61TL6       resources       lpp_source

    SPOT61TL6      resources       spot

    BINST61TL6     resources       bosinst_data

    VS_6106        resources       mksysb
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    A.2.2  Define the NIM clients

    o	Start by defining the IP label and the IP addresses of the virtual servers that you will install. Although you can use DNS (Domain Name Service), we prefer to use static IP name resolution (/etc/hosts). Edit the /etc/hosts file on your NIM server and add the lines for your virtual servers. Example A-3 shows the IP addresses and labels for our virtual servers in the zBX.

    Example A-3   IP name resolution for virtual servers on NIM master
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    # cat /etc/hosts

    # 10.2.0.2              x25sample       # x.25 name/address

    # 2000:1:1:1:209:6bff:feee:2b7f         ipv6sample      # ipv6 name/address

    127.0.0.1               loopback localhost      # loopback (lo0) name/address

    192.168.100.48  zmrouter

    192.168.100.32  p630n02

    172.30.199.108  zmgate

    172.30.199.231  HTTPG1

    172.30.199.232  HTTPG2
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    Save the file and proceed to define the NIM clients. 

    o	We define two stand-alone clients: HTTPG1 and HTTPG2. Example A-4 shows the definition for HTTPG1 and the command to define the client to the NIM master.

    Example A-4   Defining NIM stand-alone client HTTPG1
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    # nim -o define -t standalone -a if1='find_net HTTPG1 0' -a cable_type1=N/A      -a netboot_kernel=64 -a platform=chrp HTTPG1
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    We issue the highlighted command, shown in Example A-5, to get the result of the definition for HTTPG1. 

    Example A-5   NIM stand-alone client HTTPG1 definition check

    [image: ]

    # lsnim -l HTTPG1

    HTTPG1:

       class          = machines

       type           = standalone

       connect        = shell

       platform       = chrp

       netboot_kernel = 64

       if1            = zm199 HTTPG1 0

       cable_type1    = N/A

       Cstate         = ready for a NIM operation

       prev_state     = ready for a NIM operation

       Mstate         = not running
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    o	The clients defined are shown in Example A-6.

    Example A-6   eStand-alone clients defined (virtual servers)
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    # lsnim -t standalone

    HTTPG2 machines       standalone

    HTTPG1     machines       standalone
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    A.3  Installing the clients

    Perform the following tasks to install the clients:

    •Condition the clients to install and change the client status to Install on the NIM master.

    •Start the client and boot it from the NIM master.

    •Finalize installation. When installation is complete, perform any required additional customization.

    A.3.1  Condition the clients to install 

    The following is the process for our server HTTPG1:

    o	Allocate resources for the client install (NIM).

    1.	On the NIM console (terminal), type the following command: smitty nim. In the menu shown, select: Perform NIM Administration Tasks → Manage Machines → Manage Network Install Resource Allocation → Allocate Network Install Resources

    2.	Select the target (virtual server) for your installation. We have selected HTTPG1, as shown in Example A-7.

    Example A-7   Selecting installation target
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                        Manage Network Install Resource Allocation

     

    Move cursor to desired item and press Enter.

     

      List Allocated Network Install Resources

      Allocate Network Install Resources

      Deallocate Network Install Resources

     

     

      +--------------------------------------------------------------------------+

      |                               Target Name                                |

      |                                                                          |

      | Move cursor to desired item and press Enter.                             |

      |                                                                          |

      |   master     machines       master                                       |

      |   HTTPG2     machines       standalone                                   | 

      |   HTTPG1     machines       standalone                                   |

      |                                                                          |

      | F1=Help                 F2=Refresh              F3=Cancel                |

      | F8=Image                F10=Exit                Enter=Do                 |

    F1| /=Find                  n=Find Next                                      |

    F9+--------------------------------------------------------------------------+
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    3.	Press Enter and in the next screen (shown in Example A-8) select the resources to use for installation.

    Example A-8   Selecting resources that will be used for installing the virtual server
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      +--------------------------------------------------------------------------+

      |                   Available Network Install Resources                    |

      |                                                                          |

      | Move cursor to desired item and press F7.                                |

      |     ONE OR MORE items can be selected.                                   |

      | Press Enter AFTER making all selections.                                 |

      |                                                                          |

      | > AIX61TL6       lpp_source                                              |

      | > SPOT61TL6      spot                                                    |

      | > BINST61TL6     bosinst_data                                            |

      |   VS_6106        mksysb                                                  |

      |                                                                          |

      | F1=Help                 F2=Refresh              F3=Cancel                |

      | F7=Select               F8=Image                F10=Exit                 |

    F1| Enter=Do                /=Find                  n=Find Next              |

    F9+--------------------------------------------------------------------------+
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    4.	Press Enter and wait for the command to execute. Check for Command: OK. Exit from this menu and proceed to the next step by pressing F10 or <ESC 0>.

    5.	Change the client status to Install on the NIM master. 

    6.	On the NIM console (terminal), type the following command: smitty nim. In the resulting menu select: Perform NIM Administration Tasks → Manage Machines → Perform Operations on Machines.

    7.	In the menu shown in Example A-9, we selected the desired target HTTPG1.

    Example A-9   Selection of installation target
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                                     Manage Machines

     

    Move cursor to desired item and press Enter.

     

      List All Machines

      Define a Machine

      Change/Show Characteristics of a Machine

      Specify New Master for Client Machine

      Remove a Machine

      +--------------------------------------------------------------------------+

      |                               Target Name                                |

      |                                                                          |

      | Move cursor to desired item and press Enter.                             |

      |                                                                          |

      |   master     machines       master                                       |

      |   HTTPG2     machines       standalone                                   |

      | | HTTPG1     machines       standalone                                   |

      |                                                                          |

      | F1=Help                 F2=Refresh              F3=Cancel                |

      | F8=Image                F10=Exit                Enter=Do                 |

    F1| /=Find                  n=Find Next                                      |

    F9+--------------------------------------------------------------------------+
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    8.	Specify the installation method <bos_inst> and press Enter. In the next menu, shown in Example A-10, specify the installation parameters.

    Example A-10   Customizing installation parameters
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                             Perform a Network Install

     

    Type or select values in entry fields.

    Press Enter AFTER making all desired changes.

     

                                                            [Entry Fields]

      Target Name                                         HTTPG1

      Source for BOS Runtime Files                        rte                    +

      installp Flags                                     [-agX]

      Fileset Names                                      []

      Remain NIM client after install?                    yes                    +

      Initiate Boot Operation on Client?                  no                     +

      Set Boot List if Boot not Initiated on Client?      no                     +

      Force Unattended Installation Enablement?           no                     +

        ACCEPT new license agreements?                   [yes]                   +

     

      Open a console window?                             [no]                    +

      Set the DISPLAY environment variable               [vt320]

     

     

    F1=Help             F2=Refresh          F3=Cancel           F4=List

    F5=Reset            F6=Command          F7=Edit             F8=Image

    F9=Shell            F10=Exit            Enter=Do
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    9.	Press Enter twice to activate the NIM server for client installation of HTTPG1, and exit the menu (F10 or <ESC 0>).

    10.	Check whether the installation resources have been activated by using the highlighted commands in Example A-11.

    Example A-11   Checking installation activation on NIM master
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    # lsnim -c resources HTTPG1

    AIX61TL6       lpp_source

    BINST61TL6     bosinst_data

    SPOT61TL6      spot

    nim_script     nim_script         directory containing customization scripts cre

    boot           boot               represents the network boot resource

     

    # showmount -e

    export list for zmrouter:

    /nimrepo/AIX61TL6                  HTTPG1

    /nimrepo/SPOT61TL6/usr             HTTPG1

    /nimrepo/SPOT61TL6/bosinst.data    HTTPG1

    /export/nim/scripts/HTTPG1.script  HTTPG1
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    A.3.2  Starting the installation process

    From the Unified Resource Manager interface, activate your virtual server and open a virtual console terminal, as described in 12.3.1, “AIX installation using external NIM server” on page 302.

    Point your virtual server to boot from the NIM server. Check whether the installation process has started. In our environment, we observed that installation from NIM takes about 20 minutes to complete. 

    A.3.3  Finalizing the installation

    When the code installation has finished, the server automatically reboots. After the reboot completes, depending on the installation method, customization might be required. If so, follow the instructions on the console terminal. For details, contact your AIX system administrator or consult the references at the beginning of this appendix.

    A.4  Overview of Linux network boot installation environment

    Figure A-3 depicts the Linux network installation environment and the major components, which are:

    •Boot image files

    •Linux installation images

    •Virtual network interfaces

    •Installation kernel and installer
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    Figure A-3   Linux network boot environment

    A.4.1  Preparing for PXE network booting from Linux

    A network boot server must have some packages installed. We installed the servers DHCP, TFTP, and NFS, as well as the syslinux package.

    The general steps performed are as follows:

    1.	Configure the DHCP Server 

    2.	Configure the TFTP Server

    3.	Configure the NFS Server

    4.	Build the /tftpboot directory contents

    DHCP server configuration

    1.	Launch the DHCP Server Wizard from YaST → Network Services → DHCP Server. On screen 1 select the interface that the DHCP server will service the request on and click Next (see Figure A-4).
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    Figure A-4   DHCP Wizard Card Selection

    2.	Change values on the DHCP Wizard screen 2 as appropriate; we did not make any changes(Figure A-5). Click Next.
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    Figure A-5   DHCP Wizard Global Settings

    3.	On the DHCP wizard screen 3, provide the first and last IP address in the range of addresses your DHCP server works with (Figure A-6). Click Next.
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    Figure A-6   DHCP Wizard Dynamic DHCP

    4.	On screen 4, enable the DHCP server to automatically start at boot (Figure A-7). Click Finish.
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    Figure A-7   DHCP Wizard Startup

    5.	After completing the wizard, go to the DHCP server main configuration page and select Expert Settings (Figure A-8).
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    Figure A-8   DHCP Server Expert Settings

    6.	Within Expert Settings, select the subnet definition you want to work with and click Edit (Figure A-9).
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    Figure A-9   DHCP server subnet customization

    7.	Within the subnet configuration are three option / value pairs. Click Add to add a new option / value pair (Figure A-10).
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    Figure A-10   DHCP Subnet Configuration

    8.	Select next-server as the new option and provide the IP address of the TFTP server (this same server). See Figure A-11 on page 571.
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    Figure A-11   Subnet Add next-server

    9.	After the next-server has been added with the IP address of this server (172.30.100.131), click Add again to add another Option / Value pair (Figure A-12 on page 572).
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    Figure A-12   Subnet next-server specified

    10.	Add the Option / Value pair filename and pxelinux.0. This is a file name that will be searched for during the initial boot process (Figure A-13).
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    Figure A-13   Subnet pxelinux.0 filename specified

    11.	After both the next-server and filename options have been added, click OK to finish the configuration of the DHCP server.

    TFTP server configuration

    The TFTP server provides the initial Linux boot files over the network. It must be enabled and the files put in place to make the PXE boot process work. 

    1.	From YaST → Network Services, select the TFTP Server entry (Figure A-14).

    [image: ]

    Figure A-14   TFTP Server Selection

    2.	Click to Enable the TFTP server. Optionally, you could change the location of the directory it will work with, but we left the default value. Click OK to complete the TFTP server setup (Figure A-15 on page 574).
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    Figure A-15   TFTP Server Enable

    3.	Later we will populate the /tftpboot directory. Next we configured the NFS server.

    NFS server configuration

    Use the NFS server to provide the full Linux installation media after the initial boot. The media also could have been provided via other means, such as FTP or HTTP. 

    1.	From YaST, navigate to network services and click NFS Server. On the NFS Server configuration page, make sure NFS Server Start is selected. We disabled NFS V4 because we did not plan to use NFS V4 (see Figure A-16 on page 575). Click Next when finished.
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    Figure A-16   NFS Server Configuration

    2.	The directory that contains the Linux installation files must be exported. Click Add Directory and select the directory that you plan to use. We are using /mnt/SLES11SP1/DVD1 (see Figure A-17 on page 576). Click Finish to complete the configuration.
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    Figure A-17   NFS directory export

    Prepare the /tftpboot directory contents

    This process provides the desired Linux distributions image at the exported directory. You must copy the file needed to have Linux boot over the network to /tftpboot and configure the boot menu and options.

    1.	Copy linux, initrc, message, biostest, and memtest from the installation media boot/x86_64/loader directory to the /tftpboot directory (Figure A-18).
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    Figure A-18   Copying Linux loader files to /tftpboot

    2.	Copy pxelinux.0 from /usr/share/syslinux to /tftpboot.

    3.	Create the subdirectory pxelinux.cfg.

    4.	Copy from the installation media boot/x86_64/loader/isolinux.cfg to /tftpboot/pxelinux.cfg/default. 

    5.	The resulting contents should be similar to what is shown in Figure A-19.
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    Figure A-19   /tftpboot contents and directory structure

    6.	Customize the file /tftpboot/pxelinux.cfg/default to include your NFS server and the boot option you want. We are showing a version of the default file with the extra boot options removed that we do not plan to use. You can see our NFS server and mount point information is coded for the Linux installation media (Figure A-20).
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    Figure A-20   “default” file with boot configuration

    A.4.2  Linux virtual server network boot and console messages

    1.	Before we network boot the new virtual server, we validated that we had Network Devices and Storage Devices both enabled. Network Devices was moved to the top of the boot order (see Figure A-21).
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    Figure A-21   Network boot source enablement and order

    2.	After validating the proper boot configuration, open the graphical console for your virtual server and activate the virtual server. Initially BIOS messages are shown in the console. We did not do anything on this screen. It is shown only for reference purposes (Figure A-22).
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    Figure A-22   System x Blade Virtual Server BIOS messages

    3.	Next you will see some gPXE boot messages and a DHCP request is made for a network interface and the MAC address of the interface is shown in the window. At this point your DHCP server should respond with an IP address for your booting server to use, and the next server in the DHCP response should also tell it where to get the boot files via TFTP (Figure A-23).
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    Figure A-23   DHCP message and MAC address shown

    4.	After the boot files are transferred via TFTP and the virtual server boots from them, the boot menu that was configured earlier as file default is presented. At this point you can perform an installation, so type linux at the boot prompt (Figure A-24).
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    Figure A-24   Linux boot selection menu

    5.	Selecting the Installation option; Linux begins to load. You can see messages about virtio storage and virtio network devices among the other messages (Figure A-25).
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    Figure A-25   Installer Linux booting

    6.	You are presented with the graphical installer and you can proceed from this point as you typically would with any other installation (Figure A-26 on page 581).
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    Figure A-26   Linux Graphical Installer
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The basics of a storage area network (SAN)

    A storage area network (SAN) is a network that connects storage resources to servers. It consists of storage devices, SAN switches, and servers. The most common protocol used in a SAN is Fibre Channel Protocol (FCP). This appendix describes general FCP concepts and explains some major hardware and software requirements. The Unified Resource Manager does not introduce any new concepts; it relies on an existing FCP environment.

    B.1  FCP support

    The Fibre Channel protocol (FCP) standard was developed by the National Committee of Information Technology Standards (NCITS). The System z FCP I/O architecture conforms to the FC standards specified by the NCITS. More detailed information about the FC standards can be obtained from the following websites:

    http://www.t10.org

    http://www.t11.org

    System z FCP support enables z/VM and Linux running on System z to access industry-standard SCSI devices. For disk applications, these FCP storage devices use Fixed Block (512-byte) sectors rather than Extended Count Key Data (ECKD) format.

    A channel-path identifier (CHPID) type of FCP has been defined for the FICON Express feature cards. The FCP CHPID type is supported on the FICON Express features of all System z processors.

    B.2  FCP topologies

    The FC architecture defines three separate topologies to support connectivity between endpoints: 

    •Point-to-point

    •Arbitrated loops

    •Switched fabric

    Point-to-point

    This is the simplest topology to configure. A point-to-point configuration is a direct connection between two endpoints. Typically, it consists of a host, a device (such as a disk controller), and a dedicated fiber link (Figure 18-129).
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    Figure 18-129   Point-to-point configuration

    AdArbitrated loop

    An arbitrated loop is a ring topology that shares the Fibre Channel bandwidth among multiple endpoints. The loop is implemented within a hub that interconnects the endpoints (Figure 18-130 on page 585). An arbitrated scheme is used to determine which endpoint gets control of the loop. The maximum number of ports is 127.
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    Figure 18-130   Arbitrated loop configuration

    Switched fabric

    This topology provides the most flexibility and makes the best use of the aggregated bandwidth by the use of switched connections between endpoints. One or more switches are interconnected to create a fabric to which the endpoints are connected (Figure 18-131).
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    Figure 18-131   Switched fabric configuration

    B.2.1  Supported topologies

    The supported topologies for the System z FCP function include:

    •A point-to-point dedicated fibre link to an FCP device

    •A Fibre Channel through a single switch or multiple switches to an FCP device

    •A Fibre Channel through a single switch or multiple switches to a Fibre Channel-to-SCSI bridge

     

    
      
        	
          Restriction: Arbitrated loop topology is not supported as part of the System z FCP enablement.

        
      

    

    B.3  FCP terminology

    There are some general terms that are used in the FC environment when operating in a point-to-point, arbitrated loop, switched, or bridged configuration:

    •Node

    A node is an endpoint that contains information. It can be a computer (host), a device controller, or a peripheral device (such as disk or tape drives). A node has a unique 64-bit identifier known as the Node_Name. The Node_Name is used for system management purposes.

    •Port

    Each node must have at least one port (hardware interface) to connect the node to the FC topology. This node port is referred to as an N_Port. 

    Each N_Port has a Port_Name, which is a unique 64-bit identifier that is assigned at the time it is manufactured. The N_Port is used to associate an access point to a node’s resources.

    Other port types include:

     –	E_Port	An expansion port is used to interconnect switches and build a switched fabric.

     –	F_Port	A fabric port is used to connect an N_Port to a switch that is not loop-capable.

     –	FL_Port	A fabric loop port is used to connect NL_Ports to a switch in a loop configuration.

     –	G_Port	A generic port is a port that has not assumed a role in the fabric.

     –	L_Port	A loop port is a port in a Fibre Channel Arbitrated Loop (FC-AL) topology.

     –	NL_Port	A node loop port is an N_Port with loop capabilities.

    The port type is determined by the node’s role in the topology, as shown in Figure 18-132 on page 587.
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    Figure 18-132   FC port types

    •Link

    The port connects to the topology through a link. The link is a fiber optic cable that has two strands, one used to transmit a signal and the other to receive a signal (see Figure 18-133). A link is used to interconnect nodes, switches, or both.
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    Figure 18-133   Fibre Channel link

    For example, a Fibre Channel link (port-to-port connection) can be:

     –	Node-to-node link (N_Port-to-N_Port)

     –	Node-to-switch link (N_Port-to-F_Port)

     –	Loop node-to-switch link (NL_Port-to-FL_Port)

     –	Switch-to-switch link (E_Port-to-E_Port)

    •Worldwide names

    As mentioned previously, nodes and ports have unique 64-bit addresses that are used to identify them in an FC topology. These addresses are assigned by the manufacturer, with a vendor-specific portion defined by the IEEE standards committee. These addresses (in the FC standard) are called node names and port names, and when they are worldwide unique, they are referred to as:

     –	Worldwide node name (WWNN) 

     –	Worldwide port name (WWPN)
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    Figure 18-134   Example of worldwide names

    B.3.1  FCP access control

    The ability to control access to nodes and devices is provided as a function in switches and controllers, and is called LUN masking and zoning. Logical unit number (LUN) masking and zoning can be used to prevent servers from accessing storage that they are not permitted to access.

    LUN masking

    A LUN represents a portion of a controller, such as a disk device. With the use of LUNs, a controller can be logically divided into independent partitions. LUN masking enables restricting of access to a LUN to a specific group of WWPNs. Definitions are specified and enforced by the storage controller.

    Zoning

    Segmentation of a switched fabric is achieved through zoning. Zoning provides the ability to enable or disable communication between nodes in the fabric. It can be used to partition off certain portions of the switched fabric, allowing only the members of a zone to communicate within that zone. All others attempting to access from outside that zone are rejected. Reasons for zoning can include:

    •Restricting access to devices with sensitive data

    •Separating FCP and FC traffic within the fabric

    •Controlling the number of paths between servers and devices

    Zones are defined in SAN switches and directors and propagated through the fabric. Switches and directors are responsible for enforcing the zones.

    B.3.2  FCP considerations for System z

    FCP is different from FICON in many ways, two of the most important being channel sharing and device sharing.

    Channel sharing

    When multiple operating systems share an FCP channel, each operating system is identified to the fabric by the permanent WWPN of the FCP port and has access to all devices that are connected to the FCP fabric. Because all operating systems share the same FCP channel, each of them uses the same WWPN to enter the fabric (and thus become indistinguishable from one another). This design means that the use of zoning and LUN masking cannot effectively create appropriate access controls among the operating systems sharing the same FCP channel.

    N_Port ID Virtualization (NPIV), a feature first introduced on IBM System z9® EC servers, allows a single FCP port to register multiple WWPNs with a fabric name server. Each registered WWPN is assigned a unique N_Port ID. With NPIV, a single FCP port can appear as multiple WWPNs in the FCP fabric, different WWPN used by each operating system using the same FCP channel.

    Use of NPIV along with zoning and LUN masking can ensure data integrity among operating systems sharing an FCP channel.

    Device sharing

    It is possible to share a device among logical partitions by:

    •Using a separate channel for each logical partition

    In order for two or more unique operating system instances to share concurrent access to a single Fibre Channel or SCSI device LUN, each of these operating systems must access this device through a different System z FCP channel.

    •Using a shared channel

    Although multiple operating systems can concurrently access the same remote Fibre Channel port via a single FCP channel, Fibre Channel devices (identified by their LUNs) can only be serially reused.

    However, when multiple operating systems want to access the same LUN for updates, there must be a software solution in place which guarantees access serialization. Usually clustering solutions are required because access has to be coordinated among all systems that want to access the same device. SCSI devices do not provide reserve/release type of sharing as ECKD volumes do.

    Supported devices

    Many SCSI devices exist in the marketplace, especially when we need to consider and include older devices. IBM cannot fully test all of them for use in System z systems. For a complete list of supported devices, consult:

    http://www.ibm.com/systems/z/hardware/connectivity/products/index.html

    For the latest default AIX multipath driver (PCM) storage compatibility matrix for IBM storage check the IBM link:

    http://www-03.ibm.com/systems/support/storage/ssic/interoperability.wss

    For the latest multipath driver compatibility for non-IBM storage, check the respective manufacture's compatibility list for IBM Power Blades support.

    For System x blades and IBM open storage information you can use the System Storage Interoperation Center (SSIC) website:

    http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

    For information about support from other industry leaders, you can use the IBM Server Proven website:

    http://www.ibm.com/systems/info/x86servers/serverproven/compat/us/

    Your IBM storage specialist or BP storage specialist can also assist you in finding an open storage product to support the IBM BladeCenter HX5 7873.
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Miscellaneous topics

    This appendix expands on a wide range of topics covered in this book.

    C.1  Physical and logical components of the ensemble

    In this section, we review the components of the ensemble, z196, z114, zBX, and the HMC, as well as connectivity to the ensemble, including network and storage.

    C.1.1  zEnterprise 196

    The IBM zEnterprise 196 (z196) provides a record level of capacity over the previous System z servers, achieved by the increased performance of the individual processor units and the increased number of processor units (PUs) per server. The increased performance, the total available system capacity, and the potential energy savings, provides the opportunity to continue to consolidate diverse applications onto a single platform. New features help to ensure that the z196 is an innovative, security-rich platform that can maximize resource exploitation and utilization, and can provide the ability to integrate applications and data across the enterprise IT infrastructure.

    The server is built using IBM modular multibook design that supports one to four books per server. The book contains a multi-chip module (MCM), which hosts the newly designed CMOS 12s processor units, storage control chips, and high-z connectors for I/O. For better performance, the superscalar processor also has out-of-order instruction execution.

    The z196 has five model offerings ranging from one to 80 configurable processor units (PUs) that can be used as CPs or speciality processors. The first four models (M15, M32, M49, and M66) have 20 PUs per book, and the high capacity model (the M80) has four 24 PU books. Depending on the model, the z196 can support from a minimum of 32 GB to a maximum of 3056 GB of usable memory, with up to 768 GB per book. Memory is implemented with a Redundant Array of Independent Memory (RAIM) design (see Figure C-1). 
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    Figure C-1   zEnterprise 196

    The z196 supports a 6 GBps InfiniBand host bus interface to help satisfy the bandwidth requirements for ISC-3 coupling links, cryptography, storage, and networking interfaces in the I/O cages or I/O drawers. The z196 also supports an 8 GBps Peripheral Component Interconnect Express (PCIe) Gen2 host bus interface for the newest storage and networking interfaces in the PCIe I/O drawer - FICON Express8S and OSA-Express4S. The PCIe I/O drawer supports increased capacity, enhanced granularity, and increased reliability, availability, and serviceability. 

    The z196 provides several benefits when building the green data center. The z196 is more energy efficient than any previous mainframe server. When you include new options for water cooling and high voltage DC, the z196 provides even more energy savings. 

    The highest capacity z196 server has improved power efficiency of 60% compared to the System z10 and a 70% improvement with the water cooled option. Additional savings can be achieved with the use of the High Voltage (HV) Direct Current (DC), HV DC option. This option can remove the need for an additional DC to AC inversion step in the data center. The z196 offers improved flexibility with an overhead cabling option, that can help to increase air flow in a raised floor environment. The z196 also has added altitude and temperature sensors to reduce fan power.

    C.1.2  zEnterprise 114

    The IBM zEnterprise 114 (z114) is the second member in the zEnterprise family, it is designed as an entry level mainframe server for both mid-sized and small enterprises. The z114 central processor complex (CPC) has the same newly designed quad-core chip as the z196, operating at a clock speed of the 3.8 GHz. The z114 can be configured with up to 10 processors running concurrent production tasks with up to 256 GB (includes 8 GB for the Hardware System Area (HSA)) of memory. It offers hot pluggable PCIe I/O drawers and I/O drawers. The z114 has a well-balanced general-purpose design that allows it to handle both compute-intensive and I/O-intensive workloads. The z114 design can support many diverse workloads while providing the highest qualities of service.

    The z114 has two model offerings ranging from one to 10 configurable processor units (PUs), Model M05 has one processor drawer and Model M10 has two. Depending on the model, the z114 can support from a minimum of 32 GB to a maximum of 3056 GB of usable memory, with up to 768 GB per book. Memory is implemented with a Redundant Array of Independent Memory (RAIM) design. Up to 160 GB are installed per processor drawer, for a system total of 320 GB (see Figure C-2).
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    Figure C-2   zEnterprise 114

    C.1.3  zEnterprise BladeCenter Extension

    The zEnterprise BladeCenter Extension (zBX) infrastructure provides a standardized platform that can host selected IBM blades to support multiplatform solutions. The zBX internal components come from IBM manufacturing already assembled, configured, and tested. The zBX is configured with redundant components to provide qualities of service similar to those of System z, such as the capability for concurrent upgrades and repairs.

    Figure C-3 depicts the zBX infrastructure.
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    Figure C-3   zBX infrastructure

    The zBX consists of the following:

    •Up to four IBM Enterprise racks.

    •Up to two BladeCenter chassis per rack, for a total of 8, with up to 14 blades each.

     –	8 Gbps Fibre Channel switch modules for connectivity to SAN.

     –	10 GbE switch modules.

     –	Server Blades, up to 112, based on POWER and System x.

    •Two TOR 1000BASE-T switches (VLAN capable) for the intranode management network (INMN). The INMN provides connectivity between the zEnterprise CPC Support Elements and zBX for management purposes. 

    •Two TOR 1 GbE/10 GbE switches for the intraensemble data network (IEDN). The IEDN is used for data paths between the zEnterprise CPC and the zBX, and the other ensemble members.

    •Power Distribution Units (PDUs) and cooling fans.

    For further details about supported operating system levels and details by specific function, refer to IBM zEnterprise System Technical Guide, SG24-7833.

    C.1.4  HMC overview

    A pair of HMCs is required to configure, control, and monitor the hardware, software, and firmware of an ensemble. The HMC used to create the ensemble is the only HMC that can manage member resources of the ensemble. If the HMC managing the ensemble fails, the alternate HMC becomes the primary HMC of the ensemble.

    The Hardware Management Console (HMC) communicates with each Central Processor Complex (CPC) through the CPC’s Support Element (SE). When tasks are performed at the HMC, the commands are sent to one or more SEs which then issue commands to their CPCs. CPCs can be grouped at the HMC so that a single command can be passed along to as many CPCs defined to the HMC. One HMC can control up to 100 SEs and one SE can be controlled by 32 HMCs.

    The HMC and SE allows you to choose the interface style you prefer:

    •Tree style user interface:

     –	Hierarchical views of system resources and tasks using drill-down and launch-in-context techniques to enable direct access to hardware resources and task management capabilities.

    •Classic style user interface:

     –	The original user interface. It has an object-oriented design. Through this design, you can directly manipulate the objects (such as CPCs or images) that are defined to the HMC. Be aware of any changes to the hardware status as they are detected

    The tree style interface is used throughout this publication.

    HMC overall connectivity

    HMCs have been used on all previous System z servers. HMCs are connected to multiple zEnterprise systems over a private LAN that is configured and managed by firmware. Multiple HMCs are commonly found in most data centers and they operate in a peer to peer relationship where any HMC can directly control any System z server.

    In the example in Figure  the HMCs are also connected to the client's internal Wide-Area Network (WAN). Web browsers on individual workstations are used to access the HMC and perform authorized management functions. The WAN is protected by a firewall from the Internet, which provides connectivity between the client system and IBM to enable call-home technology to report system hardware and firmware problems to IBM in a secure manner

    Traditional HMCs and SEs

    Traditional HMCs have a peer-to-peer relationship, in which any HMC can directly control any System z server (see Figure C-4). The traditional functions provided by the HMC, such as monitoring and powering on systems, are actually done at the Support Element (SE). The SE contains the firmware required to perform these functions and contains other data that is unique to the server configuration. Therefore, the SE is more critical than the HMC, thus two SEs are included with each System z server. The SEs are in an active backup configuration that provides fail over capability. If the active SE fails, the backup automatically takes over. One active SE controls one System z server.
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    Figure C-4   Traditional HMCs and SEs

    The role of the HMC within an ensemble

    An additional feature code (0025) is required to allow ensemble management from the HMC. This feature code is associated with an HMC when a zEnterprise is ordered and is required on the controlling zEnterprise to be able to attach a zBX. 

    With the appropriate code level installed, the HMC provides tasks to create an ensemble and control membership of the ensemble. The HMC that creates the ensemble (primary HMC) is enabled to perform subsequent platform management functions on that ensemble. In addition, the primary HMC can still perform all the non-ensemble HMC functions on systems that are not members of the ensemble as well as systems that are members of the ensemble.

    The HMC managing the ensemble owns the platform management configuration and policy that spans all of the managed members in the ensemble. It also has an active role in system monitoring and adjustment. With these new responsibilities it is critical that the backup of the HMC is done on a regular basis. 

    There can be multiple HMCs available for use in a data center. Any of these HMCs can be used to perform the traditional HMC type functions as previously discussed. After an ensemble is created, there is only one HMC, the primary HMC, that can perform ensemble management related functions (see Figure C-5). The primary HMC can perform all non-ensemble HMC functions on any System z server that is defined to the HMC even if it is not a member of the ensemble.

    A web browser can be used to target the primary HMC and perform ensemble-related functions. A remote HMC on the same network can also be used.
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    Figure C-5   Primary HMC for ensemble with two z196s

    C.2  Networking basics

    We review some network technology basics in this section.

    C.2.1  OSI seven layer model 

    The OSI (Open Systems Interconnect) Reference Model (ISO 7498) defines a seven-layer model of data communication with physical transport at the lower layer and application protocols at the upper layers. This model, shown in Figure C-6 on page 598, is widely accepted as the basis for how a network protocol stack should operate and as a reference tool for comparing network stack implementation.

    Each layer provides a set of functions to the layer above and, in turn, relies on the functions provided by the layer below. Although messages can only pass vertically through the stack from layer to layer, from a logical point of view, each layer communicates directly with its peer layer on other nodes.

    The seven layers are:

    Application	Network applications such as terminal emulation and file transfer

    Presentation	Formatting of data and encryption

    Session	Establishment and maintenance of sessions

    Transport	Provision of reliable and unreliable end-to-end delivery

    Network	Packet delivery, including routing

    Data Link	Framing of units of information and error checking

    Physical	Transmission of bits on the physical hardware

    The layers communicate with each other through interfaces. Control is passed from Layer 7 (Application Layer) down through the layers to Layer 1 (Physical Layer) over the physical channel. Then back up the layers at the destination, with appropriate pieces of information attached or stripped from the data packet as it traverses the layers.

    Layer 2 (Data Link Layer) is where the transmission of data on physical media occurs. Layer 2 packs and sequences message frames with data bits prior to transmission. It also performs error checking and flow control to the physical media.

    Layer 3 (Network Layer) handles routing and forwarding of packets through the switch and routing functions. The logical paths or virtual circuits handle the routing of data from node to node.
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    Figure C-6   OSI 7 layers

    C.2.2  IPv6 basics

    Internet Protocol Version 6 (IPv6) formerly called “IP Next Generation” or “Ipng” is designed for the next generation of the internet and extends the usability of internet protocol. IPv4 has been nearing its physical limitations for years. Its 32-bit internet address provides for addressing only up to 4,200,000,000 nodes. This resulted in huge routing table sizes in order to manage the routing to these addressing structures. The exhaustion of IPv4 internet addresses has imposed impediments on the growth of the internet for existing users and even prevented the use of the internet for new users. The use of Network Address Translation (NAT) with Private Addresses as defined in RFC 1918 has reduced the forces against IPv4, but NAT itself is a barrier to continued internet scaling. IPv6 with its 128-bit addresses alleviates these problems and removes the barriers to internet expansion. IPv6 provides for enough addresses that every person in the world can have a single IPv6 network with as many as 18x1018 nodes and still the address spaces would be almost completely unused.

    The greater availability of IPv6 addresses eliminates the need for private address spaces and the need for network address translators (NATs) between the private and public internet. In addition, Classless InterDomain Routing (CIDR) is automatically used to manage the routing in the internet with IPv6. This allows for a reduction in the size of the routing tables managed at each node. CIDR does not create network or subnetwork route entries in routing tables based upon the class mask or assigned division of an address into country, region, company, and similar components. Instead, it aggregates sets of routes into a single route by using the common, highest-level denominator for the sets of routes. Some textbooks refer to this aggregation as “supernetting”. Many features of IPv6 have already been incorporated into IPv4, including CIDR. For example, the IPv4 Class C networks of 192.168.1.0/24 through 192.168.255.0/24 can be supernetted into a single route of 192.168.0.0/16.

    IPv6 enhances IP configuration and connectivity by providing for built-in security with IPsec, with plug and play features, dynamic configuration, multicast and anycast broadcast protocols, and built-in Quality of Service (QoS).

    The role of IPv6 in the ensemble

    You do not need to understand IPv6 as a protocol to build an ensemble network.

    IPv6 a requirement for the Intranode Management Network (INMN) used to transport control and management data for the zEnterprise ensemble between IPv6 endpoints identified with their IPv6 “link-local” addresses. IPv6 is optional for the Intraensemble Data Network (IEDN). Therefore, you can limit the role of IPv6 in an ensemble to the INMN and not implement IPv6 for the IEDN. This is good news for installations that have not started to exploit IPv6 for their data traffic. Thus an ensemble with a TCP/IP stack that is IPv6-enabled requires no specific planning for the IPv6 network to support the INMN. The use of IPv6 for the INMN is transparent to the end user because the INMN is used for internal transmissions only.

     

    
      
        	
          Important: Because IPv6 is not a requirement for the client network (IEDN) and the management network (INMN) performs all needed operations “under the covers,” you do not need to perform any specific actions for it when building an ensemble network. 

        
      

    

    What is required for full IPv6 exploitation to support data traffic versus an INMN IPv6 link-local implementation to support management traffic demonstrates the transparency of the INMN to the end user and the ensemble implementer.

    In a production network the exploitation of IPv6 to transmit data traffic from one point to another requires knowledge of the protocol and a network design which includes the allocation and assignment of Global IP addresses. Global IP addresses are analogous to the Public IPv4 addresses that are unique to a particular organization, company, government, educational institution, and so on. Global IP addresses are routable across the internet. Networking applications, protocols, and equipment must be IPv6-capable in order to participate in an IPv6 network.

    IPv6 also includes the autoconfiguration of link-local addresses. These are 128-bit addresses that require no planning. These addresses and their routing statements are dynamically generated for IPv6 interfaces in an IPv6-enabled node. IPv6 link-local addresses are valid on a single link or LAN. That is, link-local addresses are “local to the link” and are not public. Their use is even more restricted than that of the private addresses defined in RFC 1918. IPv4 private addresses are routable in a routing domain but not IPv6 link-local addresses. They are available only on a single link segment and are used for addressing between adjacent stations on the same link or LAN.

    IPv6 for the INMN

    The benefits of deploying IPv6 for the INMN lie in the dynamics of its implementation and in the inherent security of the IPv6 protocol. IPv6 addresses, interfaces, and routing statements are dynamically configured with the IPv6 autoconfiguration protocol. The use of IPv6 link-local addresses for the INMN means that management communication occurs on a closed link, where data cannot be routed, thus securing the transmission of sensitive configuration information by confining it to the local link. The only responsibility an ensemble implementer has for the creation of the INMN network is to ensure that nodes that participate in management for the ensemble are IPv6-enabled. Most operating systems come automatically configured for IPv6, z/OS is an exception. But its implementation is simple, as shown in “Enable IPv6 for TCP/IP in BPXPRMxx member” on page 188. After a stack is enabled to support IPv6, the system programmer does not need to be concerned with the details of the IPv6 protocol. Its use in the INMN is essentially invisible to the ensemble users.

    OSA and network types

    The two internal networks, INMN and IEDN, and their new respective OSA CHPID types are shown in Figure C-7.

    Access from the zCPC to the management network, INMN, is via an OSA configured in OSM mode. Access to the IEDN from the zCPC is via an OSA configured in OSX mode. The IEDN might extend to other zEnterprise nodes in an ensemble. The span of INMN is restricted to the node, but the IEDN spans the entire ensemble. Client external network access is via OSA OSD.
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    Figure C-7   OSA and network types

    C.3  Storage topics

    We review some storage topics in this section.

    C.3.1  Exporting the WWPN list

    In order to map storage resources you need to export the WWPN list. This can be done for individual hypervisors or for all hypervisors within the ensemble by a single operation. Figure C-8 on page 601 depicts the operation to export the WWPNs for one z/VM hypervisor and two PowerVM hypervisors.
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    Figure C-8   Creating the WWPN list

    This operation results in the generation of a WWPN list. It is a text file which lists hypervisor type, location, and its WWPNs. You can generate WWPNs of all or of just select hypervisors. It can be saved either on the HMC or on a user workstation via an operation initiated from a browser session. This list should be saved as type “.csv” so that the details can be updated in a spreadsheet format. 

    Example C-1 shows the exported WWPNs of three blades in one BladeCenter.

    Example C-1   Exported WWPNs

    [image: ]

    #Version: 1

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,Model

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,,,,SCZP301:B.1.02,21000024ff2a43b9

    FCP,,,,SCZP301:B.1.02,21000024ff2a43b8

    FCP,,,,SCZP301:B.1.05,21000024ff2a4664

    FCP,,,,SCZP301:B.1.05,21000024ff2a4665

    FCP,,,,SCZP301:B.1.01,21000024ff2a428d

    FCP,,,,SCZP301:B.1.01,21000024ff2a428c[image: ]

    C.3.2  Creating the Storage Access List

    The SAL is a flat text file with comma-separated fields. Create it by using the file generated by the WWPN list and then populate it with the additional details. The easiest way to update this file is to use a spreadsheet with the file extension ‘.csv’. 

    The storage access list for ECKD devices describes access paths to storage resources defined in the system's I/O configuration. The access path to ECKD devices is described by its device number which must first be defined in the IOCDS. Access paths to FCP devices are described by the WWPN of a host port, the WWPN of the target port on a storage controller, and the LUN of a logical SCSI volume. For high availability and performance, multiple paths are usually defined for both ECKD and FCP devices.

    Figure C-9 depicts the operation to export the WWPNs add the LUN details to create the SAL.
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    Figure C-9   Creating the Storage Access List

    When the storage resource administrator has populated the storage access list with all the mandatory fields, the file can then be imported into the Unified Resource Manager to create the storage resources. This is an ensemble action which is available from the pull-down tasks in the Manage Storage Resources panel. When successfully completed, the storage resources become available to the Unified Resource Manager screens.

    Contents of the Storage Access List

    The Export World Wide Port Name List task exports a template, including location and host port WWPN information. Comment lines are indicated by a ‘#’ as the first character in the line.

    The storage access list must start with three fixed headers. These three comment rows show the defined fields for FCP, ECKD, and ZVM_FCP devices. All three rows must be present as this detail is used by the Unified Resource Manager to identify each field. All fields are separated by commas. Table C-1 represents the structure and format of the Storage Access List. 

    Table C-1   Sample Storage access list
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    A sample SAL is shown in Example C-2.

    Example C-2   Sample Storage Access List

    [image: ]#Version: 1

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,2100001b329d9683,50050763030b455c,40b1400100000000,

    FCP,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,2100001b329d9684,50050763030b4550,40b1400100000000,

    FCP,ASBPool02,16000000,DS8000_2,SYSTEM1:B.2.04,2100001b329d9683,50050763030b455c,40b1400200000000,

    FCP,ASBPool02,16000000,DS8000_2,SYSTEM1:B.2.04,2100001b329d9684,50050763030b4550,40b1400200000000,

    ZVM_FCP,zVMPoolFcp01,16000000,DS8000_zVM1,SYSTEM1_VM2(VM61VM2),9050,AC3230,C05076FFE6001B31,50050763030b55c0,40b2400100000000

    ZVM_FCP,zVMPoolFcp01,16000000,DS8000_zVM1,SYSTEM1_VM2(VM61VM2),9050,AC3230,C05076FFE6001B31,50050763030b55cc,40b2400100000000

    ECKD,zVMPoolEckd01,10017,DS8000_zVM2,SYSTEMV1_VM2(VM61VM2),9051,AC3231
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          Note: When working with the exported *.csv file make sure that each line ends with a comma. Otherwise the Unified Resource Manager “Import Storage Access List” task will fail.

        
      

    

    The header defines the content of each column and these can be reordered. However, it is best to remain with the default order. The SAL in Example C-3 is valid even though the order of the header fields have been changed.

    Example C-3   Storage Access List variations
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    #Version: 1

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,2100001b329d9683,50050763030b455c,40b1400100000000,

    FCP,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,2100001b329d9684,50050763030b4550,40b1400100000000,

     

     

    #Version: 1

    #FCP_DEF:,HostWwpn,TargetWwpn,Lun,Name,Size,Description,Location,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,2100001b329d9683,50050763030b455c,40b1400100000000,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,

    FCP,2100001b329d9684,50050763030b4550,40b1400100000000,ASBPool01,16000000,DS8000_1,SYSTEM1:B.2.04,
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    Some of the Storage Access List fields are optional and only the minimal information is required. Example C-4 is a SAL with the minimum information specified.

    Example C-4   Storage Access List with minimal specifications
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    #Version: 1

    #FCP_DEF:,Name,HostWwpn,TargetWwpn,Lun,Size,Description,Location

    #ECKD_DEF:,Name,Location,Devno,Volser,Size,Description,

    #ZVM_FCP_DEF:,Name,Devno,Volser,HostWwpn,TargetWwpn,Lun,Size,Description,Location,

    FCP,ASBPool01,2100001b329d9683,50050763030b455c,40b1400100000000,

    FCP,ASBPool01,2100001b329d9684,50050763030b4550,40b1400100000000,

    FCP,ASBPool02,2100001b329d9683,50050763030b455c,40b1400200000000,

    FCP,ASBPool02,2100001b329d9684,50050763030b4550,40b1400200000000,

    ZVM_FCP,zVMPoolFcp01,9050,AC3230,C05076FFE6001B31,50050763030b55c0,40b2400100000000

    ZVM_FCP,zVMPoolFcp01,9050,AC3230,C05076FFE6001B31,50050763030b55cc,40b2400100000000

    ECKD,zVMPoolEckd01,SYSTEMV1_VM2(VM61VM2),9051,AC3231
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    Fields in the Storage Access List

    There are different fields for FCP_DEF, ECKD_DEF and ZVM_DEF and some of the fields are optional. The details are as follows:

    FCP_DEF

    FCP	The definition for an FCP device.

    Name	Required. The name of the device. The maximum length is 64 characters. The name is checked for uniqueness. If a storage access list entry uses the name of a storage resource that already exists in the system configuration, the system adds the path information described by the entry to the existing storage resource.

    Size	Optional. The size in bytes for FCP attached devices. Only numbers 0-9 are allowed. The maximum value is 263 -1 (9,223,372,036,854,775,807).

    Description	Optional. A text description of the device. Up to 256 characters are allowed.

    Location	Optional. Describes the location of the IBM blade. The location is optional for FCP devices because the system determines the location from the host WWPN specified. The location can be obtained by exporting WWPN definitions for the hypervisor. If a location is specified, it is verified by the Unified Resource Manager. Any characters are allowed.

    HostWwpn	Required. The worldwide port name of one of the host bus adapters on the IBM blade. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F').

    TargetWwpn	Required. The worldwide port name of the target port on the storage controller. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F').

    Lun	Required. The logical unit number of the logical SCSI volume on the storage controller. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F').

    ECKD_DEF

    ECKD	Required. The definition for an ECKD device.

    Name	Required. The name of the device. The maximum length is 64 characters. The name is checked for uniqueness.

    Size	Optional. The size in cylinders for ECKD devices. Only numbers 0-9 are allowed. The maximum value is 263-1 (9,223,372,036,854,775,807). It should be noted that z/VM currently can handle a maximum of 2,147,483,640 cylinders.

    Description	Optional. A text description of the device. Up to 256 characters are allowed.

    Location	Required. Describes the location of the z/VM hypervisor. The location can be obtained by exporting WWPN definitions for the hypervisor. If a location is specified, it is verified by the Unified Resource Manager. Any characters are allowed.

    Devno	Required. The device number for an ECKD volume, defined in the system's I/O Configuration. Up to four hexadecimal characters are allowed (X'0-9', X'a-f',or X'A-F').

    Volser	Required. A 6-character number used for identifying a storage resource by z/VM. z/VM writes the volume serial number on the volume before using it. Up to 42 of the following characters are allowed: 0-9, a-z, A-Z, @, #, $, +, -, and:.

    zVM_FCP_DEF

    ZVM_FCP	Required. Is the definition for an FCP device on z/VM.

    Name	Required.The name of the device. Up to 64 characters are allowed. The name is checked for uniqueness. If a storage access list entry uses the name of a storage resource that already exists in the system configuration, the system adds the path information described by the entry to the existing storage resource.

    Size	Optional. The size in bytes for z/VM FCP attached devices. Only numbers 0-9 are allowed. The maximum value is 263 -1 (9,223,372,036,854,775,807). It should be noted that z/VM currently can handle a maximum of 2,147,483,640 512-Byte blocks (1-TB disks).

    Description	Optional. A text description of the device. Up to 256 characters are allowed.

    Location	Optional. Describes the location of the z/VM hypervisor. The location is optional for FCP devices, because the system determines the location from the host WWPN specified. The location can be obtained by exporting WWPN definitions for the hypervisor. If a location is specified, it is verified by the Unified Resource Manager. Any characters are allowed.

    Devno	Required. The device number. The device number is used to add the storage resource to the z/VM hypervisor. The device number must be a free device number, not used by the hypervisor. Up to four hexadecimal characters are allowed (X'0-9', X'auf', or X'A-F').

    Volser	Required. A 6-character number used for identifying a storage resource by z/VM. z/VM writes the volume serial number on the volume before using it. Up to 42 of the following characters are allowed: 0-9, a-z, A-Z, @, #, $, +, -, and:.

    HostWwpn	Required. The worldwide port name of one of the host bus adapters on the z/VM system. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F').

    TargetWwpn	Required. The worldwide port name of the target port on the storage controller. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F'). 

    Lun	Required. The logical unit number of the logical SCSI volume on the storage controller. Up to 16 hexadecimal characters are allowed (X'0-9', X'a-f', or X'A-F').

    Manually modify the SAL file

    The storage administrator creates DASD volumes or SCSI disks and use the exported WWPNs for LUN masking and zoning. The target WWPNs, LUNs, volumes, and names then are added to the Storage Access List file (see Example C-5). 

    Example C-5   Storage Access List ready for input into the Unified Resource Manager

    [image: ]

    #Version: 1,,,,,,,,,

    #FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun,,

    #ECKD_DEF:,Name,Size,Description,Location,Devno,Volser,Model,,

    #ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun

    FCP,disk1,10 GB,,SCZP301:B.1.01,

    21000024ff2a428c,202600a0b847d6d0,1000000000000,,

    FCP,disk1,10 GB,,SCZP301:B.1.01,

    21000024ff2a428d,202700a0b847d6d0,1000000000000,,

    FCP,disk2,10 GB,,SCZP301:B.1.01,

    21000024ff2a428c,202600a0b847d6d0,2000000000000,,

    FCP,disk2,10 GB,,SCZP301:B.1.01,

    21000024ff2a428d,202700a0b847d6d0,2000000000000,,
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    Import Storage Access List task

    To import the SAL is an ensemble operation from the Manage Storage Resources task (see Figure 11-12 on page 261). The SAL file is imported into the Unified Resource Manager to assign storage resources to the appropriate hypervisors.

    Management server

    A new management server is required for z/VM to participate in the ensemble. 

    Table C-2   z/VM servers

    
      
        	
          Guest 

        
        	
          Description

        
      

      
        	
          VSMGUARD

        
        	
          The VSMGUARD server is a new worker server that provides better resiliency and error recovery. You start this server and it automatically starts the remaining SMAPI servers and management guest. Unlike the worker servers, VSMGUARD does not process any requests.

        
      

      
        	
          VSMREQIM

        
        	
          The VSMREQIM is a AF_MGMT request server. The AF_MGMT request server is used to communicate between the support element and the z/VM SMAPI server environment, only when z/VM is managed by the Unified Resource Manager. There can be one and only one AF_MGMT request server.

        
      

      
        	
          VSMREQI6

        
        	
          VSMREQI6 is the AF_INET6 request server. This server handles requests over the IPV6 sockets

        
      

      
        	
          VSMREQIN

        
        	
          VSMREQIN is the AF_INET request server. This server handles request over the IPV4 sockets

        
      

      
        	
          VSMPROXY

        
        	
          VSMPROXY is the AF_SCLP request server. This server is used for communication between the support element and the z/VM SMAPI server environment. There can be one and only one AF_SCLP server.

        
      

      
        	
          VSMREQIU

        
        	
          VSMREQIU is the AF_IUCV request server. There can be one or more AF_IUCV request servers. 

        
      

      
        	
          VSMWORK1

        
        	
          VSMWORK1 is the short call request server. It is one of the three default worker servers. There must always be at least one short call worker server. The default SFS directories are owned by the “short call” request server VSMWORK1.

        
      

      
        	
          VSMWORK2

        
        	
          VSMWORK2 is a long call request server. This is the one of two long call request servers. If all the request servers are busy, the request will be queued until on becomes available.

        
      

      
        	
          VSMWORK3

        
        	
          VSMWORK3 is a long call request server. This is the one of two long call request servers. If all the request servers are busy, the request will be queued until on becomes available.

        
      

      
        	
          ZVMLXAPP

        
        	
          ZVMLXAPP is the new Management Guest. The Management Guest is automatically instantiated by the Unified Resource Manager. It is also part of the INMN network communication path to the Linux guest.
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Ensemble HMC Web Services API

    This appendix contains code examples and the resulting output of execution in our zEnterprise Ensemble environment. These examples are not complete applications and are intended as a recommendation because the API can be used by a wide variety of programming languages and in different ways. You should also be able to find some commercial products that utilize this same API and you won’t need to write or provide support for any of this code.

    The process to enable the ensemble API was already discussed in 3.1.6, “Client application integration using the API” on page 56. This enablement must be completed before your client Web Services API program can work with the ensemble. 

    For detailed information on the HMC Web Services API refer to the product publication System z Hardware Management Console Web Services API, SC27-2616.

    D.1  General API client program considerations

    If you are going to write your own client API program it needs to communicate to the HMC over SSL encrypted HTTP. You also need to consider the trust of the signer certificate that the HTTP server in the Ensemble HMC presents. You can extract this certificate and trust it or you can trust all signers.

    After an HTTP session is established the API must logon to the HMC by providing an authorized user ID and password in a POST to /api/sessions. In response to this POST the Web Service returns a JSON object with the session id of the newly created session. Subsequent API calls must use this session id on X-API-Session HTTP header to receive authorization.

    D.2  Examples used in our ensemble

    The examples used in our ensemble are Java based and use Apache Wink and a number of other dependent projects. The code was developed using Rational® Software Architect and was developed to be used as a Java application and not a servelet or applet.

    D.2.1  Trust all signers

    In the code in Example D-1 it results in the trust of all the certificates presented to us, so we print a “Caution” message to standard out. Note that the lines are wrapped due to the size of the page.

    Example D-1   Trust all certificates
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    package com.ibm.lbs;

     

    import javax.net.ssl.HttpsURLConnection;

    import javax.net.ssl.SSLContext;

    import javax.net.ssl.TrustManager;

    import javax.net.ssl.X509TrustManager;

     

    public class TrustAll {

     

    	public static void enable() {

    		System.out.println("Caution! Trusting All Certificates");

     

    		TrustManager[] trustAll = new TrustManager[]{ new X509TrustManager() {

    			public java.security.cert.X509Certificate[] getAcceptedIssuers() { 

    				return null; }

    			public void checkClientTrusted(

    				java.security.cert.X509Certificate[] certs, String authType) {    }

    			public void checkServerTrusted(

    				java.security.cert.X509Certificate[] certs, String authType) {    }

    			}

    		};

     

    		try {

    			SSLContext sslctx = SSLContext.getInstance("SSL");

    			sslctx.init(null, trustAll, new java.security.SecureRandom() );

    			HttpsURLConnection.setDefaultSSLSocketFactory(sslctx.getSocketFactory() );

    		} catch (Exception e) {

    			e.printStackTrace();

    		}

    	}

    }
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    D.2.2  Logon and logoff example

    The code in Example D-2 demonstrates invoking our previous “Trust All” example and then performing a logon and logoff operation via the API. Note that the lines are wrapped due to the size of the page.

    Example D-2   Logon and logoff
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    package com.ibm.lbs;

     

    import org.apache.wink.client.*;

    import org.json.JSONArray;

    import org.json.JSONTokener;

     

    public class logonTest {

    	

    	static String serverProtocol = "https://";

    	static String serverIP   = "sczhmcb.itso.ibm.com";

    	static String serverPort = "6794";

    	static String serverContextRoot = "/api/session";

    	static String serverURL = "";

    	static String userid = "user00";

    	static String passwd = "pass00";

    	static String apiSession = "";

    	

    	private static RestClient restClient = null;

    	

    	public static void main(String[] args) {

    				

    		System.out.println(" ");		

    		org.apache.wink.client.ClientConfig clientConfig = new org.apache.wink.client.ClientConfig();

    		clientConfig.connectTimeout(30000);

    		clientConfig.readTimeout(30000);

    		

    		restClient = new RestClient(clientConfig);	

    		System.out.println(" ");

    			

    		TrustAll.enable();

    		logonAction();	

    		queryEnsemble();

    		logoffAction();		

    	}

     

    	public static void logonAction() {

    		

    		String url = serverProtocol + serverIP + ":" + 

            serverPort + serverContextRoot;

    				

    		Resource identifyResource = restClient.resource(url);

    		identifyResource.contentType("application/json");

    		

    		try {

    			

    			org.json.JSONObject jsonObj = new org.json.JSONObject();

    			jsonObj.put("userid",  userid );

    			jsonObj.put("password", passwd );

    			

    			ClientResponse response = identifyResource.post(jsonObj);

    			String responseAsString = response.getEntity(String.class);

     

    			org.json.JSONObject jObj = (org.json.JSONObject) new JSONTokener(

    					responseAsString).nextValue();

     

    			apiSession = (String) jObj.get("api-session");

    			System.out.println("The API client has logged in" );			

    			

    		} catch (Exception e) {

    			e.printStackTrace();

    		}

    		return;

    	}

     

    	public static void logoffAction() {

     

    		String url = serverProtocol + serverIP + ":" + 

    		             serverPort + serverContextRoot + "/this-session";

    			

    		Resource identifyResource = restClient.resource(url);

     

    		identifyResource.contentType("application/json");

    		identifyResource.header("x-api-session", apiSession);		

     

    		try {			

    			ClientResponse response = identifyResource.delete();			

    			System.out.println("The API client has logged out");

    			

    		} catch (Exception e) {

    			e.printStackTrace();

    		}

    		return;

    	}
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    D.2.3  Retrieval of ensemble information

    The queryEnsemble method makes a call to the HMC with the /api/ensembles URI. This simple query returns the Ensemble name and some basic information (see Example D-3). Once the ensemble name is obtained you can get more detailed information about the ensemble via additional calls.

    Example D-3   queryEnsemble method
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    public static void queryEnsemble() {

     

    		String url = serverProtocol + serverIP + ":" + serverPort + "/api/ensembles";

    		Resource identifyResource = restClient.resource(url);

     

    		identifyResource.contentType("application/json");

    		identifyResource.header("x-api-session", apiSession);			

     

    		try {			

    			System.out.println("Posting ensemble query to: " + url);

    			

    			ClientResponse response = identifyResource.get();

    			String responseAsString = response.getEntity(String.class);

     

    			org.json.JSONObject jObj = (org.json.JSONObject) new JSONTokener(

    					responseAsString).nextValue();

    			

    			JSONArray ensArray = (JSONArray) jObj.get("ensembles") ;

    			org.json.JSONObject ens0 = ensArray.getJSONObject(0);

    			String ensURI = ens0.getString("object-uri");

    			String ensName = ens0.getString("name");

    			String ensStatus = ens0.getString("status");

    			

    			System.out.println("Ensemble Obj URI:   " + ensURI );

    			System.out.println("Ensemble Name:      " + ensName);

    			System.out.println("Ensemble Status:    " + ensStatus );

    												

    		} catch (Exception e) {

    			e.printStackTrace();

    		}

    		return;

    	}
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    D.2.4  Results of executing the example

    The results of executing the logon, queryEnsemble, and logoff example are displayed in Example D-4. The results are also wrapped due to the size of the page. The highlighted text is a message logged by the Apache wink engine when the RestClient is instantiated. 

    Example D-4   Output of execution
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    103 [main] INFO org.apache.wink.common.internal.application.ApplicationFileLoader - The runtime is loading the JAX-RS application from jar:file:/C:/IBM/apache/apache-wink-1.1.3-incubating/apache-wink-1.1.3-incubating/ext/wink-json-provider/wink-json-provider-1.1.3-incubating.jar!/META-INF/wink-application

     

    Caution! Trusting All Certificates

    The API client has logged in

    Posting ensemble query to: https://sczhmcb.itso.ibm.com:6794/api/ensembles

    Ensemble Obj URI:   /api/ensembles/52bd7372-54bf-11e0-b85a-0010184cb262

    Ensemble Name:      ITSO Ensemble

    Ensemble Status:    alternate-communicating

    The API client has logged out
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Workload management concepts

    We review workload management and performance policy concepts in this appendix.

    E.1  Workload management concepts

    In order to understand how performance management works in an ensemble, consider traffic flow in a city (see Figure E-1). When we drive between two locations, the time needed is determined by the constant speed permitted, the amount of traffic on the streets, and the traffic regulations at crossings and intersections. Time is the basic measurement to go from the start to a destination point. The amount of traffic is also a determining factor of how fast we can go between these two points. Whereas the driving speed is usually regulated and constant, the number of cars on the street determines how long we must wait at intersections and crossings before we can pass them. 
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    Figure E-1   Traffic management concepts

    As a result of this, we can identify the crossings, traffic lights, and intersections as the points where we encounter delays on our way through the city. A traffic management system can use these considerations to manage the running traffic, for example, provide dedicated lanes for buses and taxis to allow them to pass the waiting traffic during rush hours and travel faster than passenger cars. This is a common model of prioritizing a certain type of vehicles against others in traffic systems. So far we see that it is possible to use time as a measurement for driving between two points in a city. We identified the points where contention might occur, and found a simple but efficient method to prioritize and manage the traffic. These concepts can be easily ported to a system, but we need a technique to:

    •Identify the work running in the system

    •Measure the amount of time it runs

    •Determine the contention points

    We next review the performance management concepts in Unified Resource Manager. 

    E.1.1  Workload

    In an ensemble, a workload is a collection of virtual servers that are tracked, managed and reported on in a business goal in a customer-defined policy. The physical servers might have one to several different workloads running on them. The physical resources allocated to the virtual servers are prioritized based on the business goals defined in the performance policy.

    E.1.2  Performance policy and service class

    Each workload can have one or more performance policies that describes the performance objectives and importance. However, only one performance policy can be active at a time for a particular workload.

    Each performance policy has one or more service classes that defines the business priority, classifies resources and associates a goal within the policy. The Unified Resource Manager uses the active performance policy and its service classes to manage how physical resources are applied to the virtual servers that are associated with the workload.

    Within the service classes it is necessary to define proper goals:

    •Importance	-

    In the case where several service classes do not achieve their target goals, the importance helps decide which service class needs to get resources with higher priority

     

    
      
        	
          Note: To determine the overall importance level the Unified Resource Manager combines the importance level for a service class with the business importance for the policy to which the service class belongs.

          •The first level of importance is the business policy importance which determines the overall importance of the workloads.

          •The second level importance is the service class importance which provides fine granularity if the workloads have the same business policy importance. 

        
      

    

    •Velocity-	

    A value from the slowest to the fastest to represent the acceptable amount of delay for work when it executes. Fastest means that for all measured samples the virtual server has a very low percentage of delay for resources managed by the Unified Resource Manager. Slowest means that the work is completely delayed over the measurement interval.

    	You might have work running in the system that does not need to achieve a concrete goal. This type of work should only run when plenty of resources are available. This work is classified to service classes with a discretionary goal which tells the system that it should run only when service classes with higher importance do not need the resources to achieve their goals.

    In addition to the performance goal, the service classes also need to identify which virtual servers should be managed by those goals. We do this via classification rules. 

    •Classification rules	

    Filters that you define to categorize work into service classes, and optionally report classes, based on work qualifiers. 

    Figure E-2 on page 618 depicts the constructs used for the Workload Performance Policy. The Performance Policy contains a set of service classes with their goal and importance. The Classification Rules are used to map each virtual server in the workload to a specific service class.
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    Figure E-2   Workload Performance Policy layout

    E.1.3  Guest Platform Management Providers (GPMP)

    To ensure that work requests are performing as expected in a multi-tiered, heterogeneous server environment, we must be able to track the performance of those requests across server and subsystem boundaries. We also must be able to manage the underlying physical and network resources used to achieve specified performance goals. Through the use of guest platform management providers, the Unified Resource Manager can collect additional monitoring data from the operating system and from certain applications that are running on the virtual servers. This additional data enhances performance management and monitoring within an ensemble.

    GPMP is bundled with the zBX firmware to be installed on heterogeneous platforms within the zEnterprise ensemble.

    E.1.4  Application Response Measurement (ARM)

    ARM is an open group standard composed of a set of APIs that can be used to collect response time information for enterprise applications. The following are IBM middleware that currently can be instrumented with ARM 4.0:

     –	WebSphere Application Server

     –	DB2 UDB including DB2 on z/OS 

     –	Web servers (IBM HTTP Server, IIS, Domino and iPlanet) 

    GPMP along with ARM can collect the following performance data for IBM middleware:

    •Response time of work request (transactions)

    •End-to-end view of the workload as it flows through the ensemble

    •Topology of the virtual servers that perform the transactions for the instrumented middleware

    E.1.5  Performance management functions

    The Unified Resource Manager monitors looks for delays in workloads and prioritizes resources based on the polices defined by the administrator. In the current release of zEnterprise, the Unified Resource Manager provides the following functions:

    •Performance monitoring and reporting functions to provide data needed to understand whether performance goals are being met. If these goals are not achieved, detailed performance data can help identify the source of the performance problems.

    •Virtual server CPU management to provide the ability to manage CPU resources across virtual servers within a hypervisor instance based on a goal-oriented performance policy. For example, CPU resource allocations can be adjusted dynamically between the Linux virtual servers under z/VM, and between those on each POWER blade.

    •Ability to manage, from a single point of control, the HMC console.

    In the next sections, we analyze in more depth the Unified Resource Manager architecture and the elements used for workload management. The starting point of the workload control process is to define a Service Level Agreement (SLA) between the installation and the end users. The SLA for an installation can be the contract between the end users and the IT environment or, in the absence of a contract, it can be derived by the creation of a model based on the normal application behavior. In case your installation needs to build a model, you need to observe your workloads over their entire cycle to understand what is an acceptable response time, which are the best metrics to measure the performance, and so on.

    E.2  Ensemble workload management architecture

    The Unified Resource Manager implements policy-based performance management. The management scope is a set of virtual servers that have some type of relationship, for example, a set of servers that support a particular line of business. The line of business can consist of multiple business processes spread across one or many servers. 

    E.2.1  Ensemble performance management architecture

    Figure E-3 on page 620 depicts the ensemble performance management architecture which is composed of the following layers:

    •Ensemble Layer

     –	User Interface/Console

     –	Reporting

     –	Workload & Policy Management

     –	Performance Data Export

     –	Data Repository

    •Node Layer

     –	Policy Management

     –	Data Collection and Aggregation

     –	Data Repository

    •Hypervisor Layer 

     –	Monitoring Data Collection

     –	Resource Allocation & Optimization

    •Virtual Server Layer 

     –	GPMP OS Monitoring

     –	ARM Data Collection of middleware metrics
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    Figure E-3   Ensemble performance management architecture 

    E.2.2  Role of the HMC

    The HMC provides the management server function and the console from where the administrator can define the performance management policy as well as obtain report data. It is where you can create a service level Performance Policy and activate that policy on multiple servers with a single click. The HMC provides an ensemble-wide aggregated view of the performance data. Reports are available to let you view performance from a business workload perspective. If you need further details, you can view the topology of the virtual servers and workloads to correlate the performance against the goal. 

    The Unified Resource Manager HMC and SE maintain 36 hours of historical data collected from the hypervisors, GPMP, and ARM. The data can be displayed for an interval of as little as one minute up to an interval of one hour for the first hour and then the minimum interval increases to 15 minutes.

    The HMC ensures a global coordination of the performance policy. When a policy is activated, the HMC sends it to all the nodes of the ensemble management domain and immediately begins collecting data from the SE for the new policy. The HMC and SE aggregate the data that they collect and stores it in an internal database for historical purposes. This data can then be viewed in the HMC, to monitor and manage how well the business goals are being met depending on the configuration setup and this data is available through the APIs. Refer to 16.2, “Implementing platform performance management” on page 423 to also understand the topology of transactions, applications, and virtual servers in the ensemble. After the policy has been broadcast by the HMC, the SE provides the capability to push the management directive to all the hypervisors in the node. 

    When a workload misses the goals defined in the performance policy the hypervisor is instructed to dynamically adjust the resource allocation for a virtual server in an attempt to achieve the performance goals. If the available physical resources to the hypervisors are exhausted, improvement to one server is done at the expense of another lower priority workload and virtual server. The hypervisors collects resource usage and delay statistics about the servers running under it. ARM collects middleware level transaction information. The GPMP collects operating system information. The hypervisor, operating system, and middleware information is pushed to the SE where the information is stored and aggregated. 

     

    
      
        	
          Note: The communication between the elements is through the INMN network. 

        
      

    

    E.2.3  Architecture of a workload

    A workload can generically be defined as a collection of applications or programs that facilitate a business process. It can span one or more hardware architectures and operating systems. A common challenge is how to report, manage, and troubleshoot when many servers service a workload.

    From the Unified Resource Manager perspective, a workload consists of a customer defined collection of one or more virtual servers each running on or under a hypervisor. This collection is running a workload to accomplish a business process. Units of business work running across a collection of different servers can be prioritized (requires the automate suite) and reported on as one workload across the different hardware.

    The virtual servers running under the hypervisors are prioritized based upon the business goals of the workload running on them.

    Figure E-4 on page 622 depicts a workload across various servers and platforms.
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    Figure E-4   Workload Composition

    E.2.4  Workload performance policy

    You are already familiar with the concept of an ensemble—a heterogeneous environment comprising a collection of virtual servers. In this environment, the HMC is the central point of control for an ensemble.

    A Workload Performance Policy defines performance goals for virtual servers in a workload via HMC and is the starting point for monitoring and the management of the platform resources used by the virtual servers in a specific workload. 

    Most organizations have service level agreements (SLAs) in place today that are used as a contract between IT and the business to ensure a certain level of performance for the business workflow in the environment. These SLAs need to be analyzed in order to convert them to the performance goal terms used in a Performance Policy. If there are no SLAs present in an installation, we can use the Unified Resource Manager monitoring capability to understand the workload and build a starting model.

    We can think of a Workload Performance Policy as a contract that prescribes how the Unified Resource Manager should treat workloads within an ensemble. This treatment can include how the work should be classified, prioritized, managed, reported, and so on.

    Although a workload can have multiple policies associated with it (in the sample there is weekend and week day), only one policy can be active at a particular time. We can have multiple policies that have performance goals that are specific to a certain time of day or week and these policies can be activated as needed. 

    A Workload Performance policy is a collection of virtual servers, service classes, and classification rules. See Figure E-5 for the structural view of the components. In the following sections, we review each component and describe the relationship of these components to each other.
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    Figure E-5   Structural view of the Workload Performance Policy

    Performance policy

    A performance policy describes the business performance objective and the business importance of a workload running in a heterogeneous installation. Similar to a SLA contract, a performance policy is defined by a name and consists of virtual servers, service classes, and classification rules.

    As shown in Figure  on page 624, you can have multiple performance policies defined, representing different objectives for your enterprise. In this illustration, the installation has two performance policies (weekend and week day) to describe two different performance objectives for the workload. Only one of the two policies can be active at a time.

    By default, there is the Default Performance Policy which embraces all the virtual servers of the ensemble. Any time a virtual server is defined in any of the workload performance policies, it is removed by the Default policy. This behavior applies only to the Workload Default Policy. In any other case, you can have a virtual server shared across multiple Workload Performance Policies.
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    Figure E-6   Performance policy

    
      
        	
          Note: The creation of a Workload Performance Policy for an ensemble requires you to have an understanding of the business workflow in the environment. 

        
      

    

    Service class

    A service class is a central concept to the Unified Resource Manager and represents a group of work that has similar performance goals or business requirements. You must define a specific goal and an importance factor. A service class contains only one goal and one importance factor. The supported performance goals are the following: 

    •Velocity:

    Describes how fast a virtual server should run relative to other virtual servers when ready, without being delayed for physical CPU access. Velocity goals are intended for work where response time goals are not appropriate. In particular, this is the case for all kinds of processes that are not instrumented, such as server processes, daemons, or long-running batch-like work. The following are some velocity type values:

     –	Fastest

     –	Fast

     –	Moderate

     –	Slow

     –	Slowest

    •Discretionary:

    Low-priority work that does not have any particular performance goal or importance. The Unified Resource Manager processes discretionary work using resources not required to meet the goals of other service classes. It is used for workloads whose completion time is unimportant.

    In addition, you must specify how important it is to your business that the assigned goal is met through the importance factor. Importance plays a role only when a service class is not achieving its goal. For instance, resources can be taken away from a less important service class in order for a more important service class to achieve its goal. You can specify five levels of importance settings:

    •Highest 

    •High

    •Medium

    •Low

    •Lowest

     

    
      
        	
          Tip: Service classes are positional. During classification, service classes are searched from low to high ordered service class to find a match.

        
      

    

    For each service class, one or more classification rules identify how hardware or software elements of a workload are associated with the service class. 

    Classification rule 

    Next we introduce the concept of work classification. To associate a performance goal to incoming workload, the Unified Resource Manager uses filters. A filter is what identifies a work request in the entry point of the ensemble. Service classes are assigned to the workload to represent the type of performance goal we want to achieve for the particular workload.

    Figure E-7 is a representation of the classification process.
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    Figure E-7   Classification process

     

    
      
        	
          Note: The Unified Resource Manager does not do application level classification.

        
      

    

    When the virtual server starts, it issues a call to the Unified Resource Manager and passes the virtual server request properties to the Unified Resource Manager. These properties are matched against the filters described by the installation in the policy classification rules. Filters can be different depending on the operating system and the virtual server. After it is matched, the Unified Resource Manager associates this virtual server work request to the service class and it is now a matter of enforcing the goals described in the service class. 

    A rule consists of a filter type, a filter value, and an operation to apply to the filter type-value pair to determine if there is a match. At least one rule must be defined when creating a service class. The filter type specifies what attribute of work requests you want to use to identify the work.

    We can have nested rules to obtain a more granular classification, but because performance is search sensitive, you want to place the highest probability of hit first. 

    For filter type, we can select one of the following attributes of virtual servers or operating systems that support incoming work:

    •Hostname - A unique name that a virtual server is known by on a network. We can select this type only when a GPMP is running on the operating system installed on the host virtual server.

    •OS Level - The release level of the operating system that is installed on a virtual server. We can select this type only when a GPMP is running on the operating system.

    •OS Name - The name of the operating system instance, which is a logical partition (LPAR) name or virtual machine ID. We can select this type only when a GPMP is running on the operating system.

    •OS Type - The name of the operating system, such as AIX or Linux. We can select this type only when: 

     –	The virtual server definition contains the OS type, or 

     –	A GPMP is running on the operating system.

    •Virtual Server Name - The name supplied when the ensemble administrator or virtual server administrator created the virtual server through one of the following HMC tasks:

     –	New Virtual Server Based On

     –	New Virtual Server PHYP

     –	New Virtual Server z/VM

    For virtual servers that are LPARs running z/OS and POWER blades running AIX, the virtual server name is equivalent to LPAR ID. For virtual servers that are z/VM guests running Linux, the virtual server name is equivalent to the user ID associated with the guest.

    For filter operator, we can select one of two options to describe how the filter type relates to the filter value:

    •The symbol == (is equal to)

    •The symbol != (is not equal to)

    For filter value, enter an expression for the filter type that we selected. General rules for coding filter values are:

    •The filter values cannot be longer than 255 characters.

    •The filter values must be regular expressions that can include a ‘(\*)' as substitute for multiple characters and a ‘(\?)' as substitute for one character. 

    •The wildcard (\*) can be used only at the end of an expression.

    For filter type Hostname

    •Type a fully qualified host name that consists of the host name and the TCP domain name. The TCP domain name specifies a group of systems that share a common suffix (domain name). For example, given a fully qualified host name of wtsc43.itso.ibm.pok:

     –	wtsc43 is the host name

     –	itso.ibm.com is the TCP domain name

    The fully qualified host name wtsc43.itso.ibm.com illustrates a character-based format, but you can use a numerical-based name. The numerical-based host name is not the same as the system's IP address.

    For filter type OS Level

    •Type the release level of the operating system. 

    For filter type OS Name

    •Type the logical partition (LPAR) name or virtual machine ID. 

    For filter type OS Type

    •Type the name of the operating system. Possible values are: 

     –	AIX

     –	Linux

     –	z/OS

    For filter type Virtual Server Name

    •Type the virtual server name shown in the Virtual Server Details panel in the HMC.

    Classification rules within a service class are positional. So any classification rule containing a wildcard filter value should be assigned to a high-order service class, and any specific filter value should be specified in a low-order service class.

    You need to use the Classification Rule Builder in the HMC to define one or more conditions that compose a classification rule. Through the Classification Rule Builder, you not only enter the filter type, operator, and filter values for each condition, but also define the relationship between multiple conditions. You can connect the conditions in a classification rule through lines and labels that indicate the order in which the Unified Resource Manager checks the conditions, and the operation (AND or OR) that the Unified Resource Manager uses to evaluate the relationship.

    E.2.5  Guest Platform Management Providers (GPMP)

    In addition to the default resource management, the Unified Resource Manager offers additional monitoring data through the Guest Platform Management Providers (GPMP). It enables additional classification filters to allow the virtual server to be classified with additional attributes such as HostName, SystemName, OS level, and so on. With these additional filters, it is possible to assign different service classes to specific virtual servers in the workload. The GPMP is delivered the Unified Resource Manager for the AIX, Linux for System z virtual servers, x86 Linux and Windows servers. On the z/OS system, it is delivered through maintenance starting from Version 1 Release 10. When GPMP is started, it collects additional performance information that helps the Unified Resource Manager to obtain a more accurate overall view of the virtual server performance.

    E.2.6  Application Response Measurement (ARM)

    To ensure that work requests are performing as expected in a multi-tiered, heterogeneous server environment, you must be able to track the performance of requests across server and subsystem boundaries, and manage the underlying physical and network resources used to achieve specified performance goals. To augment the performance data collected for virtual servers in a zEnterprise workload, you can collect additional data from IBM middleware products that have been instrumented with the Open Group Application Response Measurement (ARM) 4.0 standard.

    ARM, the Unified Resource Manager, and instrumented applications work together to provide end-to-end response times and application/transaction topology using correlation. 

    To monitor work requests in a multi-tiered heterogeneous environment, you should be able to identify and track the performance of those requests across server boundaries. This is done using the ARM 4.0 standard, which is a set of interfaces that an application calls and then are used by the Unified Resource Manager to calculate response time and the status of work processed by the application. Figure E-8 displays a general flow of the core ARM function calls used by a Unified Resource Manager supported application to capture transaction data.
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    Figure E-8   ARM API calls

    A review of the function calls:

    •An application issues arm_register_application to become registered with the Unified Resource Manager by its application name and arm_start_application to indicate that the application is active. Transaction registration via arm_register_transaction is similar to application registration, and each transaction is associated with an application. 

    •An arm_start_transaction indicates that a transaction is starting on this application or middleware and the Unified Resource Manager starts timing the response time. 

    •An arm_block_transaction indicates that the transaction instance is blocked because it is waiting for some other service to complete (for example, WebSphere waits for a DB2 call to complete). 

    •An arm_unblock_transaction indicates that the transaction is no longer blocked. The time between arm_block_transaction and arm_unblock_transaction can be distinguished from the elapsed time between arm_start_transaction and arm_stop_transaction. 

    •An arm_stop_transaction signals the end of a transaction, the Unified Resource Manager stops timing the response time.

    •An arm_stop_application indicates that the application instance is ending. Therefore, no more transactions can be started or stopped. An arm_destroy_application removes the registration.

     

    
      
        	
          Note: A transaction in the Unified Resource Manager environment is encapsulated between arm_start_transaction and arm_stop_transaction function calls issued by an application or middleware.

        
      

    

    Figure E-9 illustrates a sample scenario where three virtual servers represent the workload. When a user request is initiated, the transaction flows through the Apache web server, to the WebSphere Application Server, and DB2 middleware. The ARM instrumentation in each application layer is shown as a arm_start_tran() and arm_stop_tran(). 
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    Figure E-9   ARM instrumented middleware

    The GPMP collects performance data for work running on a virtual server and passes the data to the ensemble HMC, where you can view the data in various reports.

    In the scenario illustrated in Figure E-9, work arrives at the Apache server. This is the first virtual server and up to this point there are no ARM calls. This means that there is no input correlator, formally referred to as a parent ARM correlator. The correlator is the set of information used by the ARM API to track the transaction as it travels through the virtual servers. 

    ARM correlators are used to express a correlation between two ARM transactions. This is a basic synchronous relationship also known as parent-child relationship. Commonly, a parent transaction triggers a child transaction and continues its execution only when the child transaction has finished. Using correlators, it is possible to split a complex transaction into several nested child transactions, where each child transaction can have child transactions of its own. This results in a tree of transactions with the topmost parent transaction being the root of the tree.

    ARM 4.0 defines asynchronous relationships to support data flow driven architectures.

    1.	When an arm_start_tran() is called from the Apache server, the ARM implementation sees that there is no parent ARM correlator, and performs classification using the service classes associated with the virtual server instance. The ARM implementation also constructs and returns an arm_start_tran() output argument child correlator, formally referred to as a current ARM correlator. It reflects two key pieces of information:

     –	Description of the Apache server as the first middleware hop in this transaction instance processing

     –	The arm_start_tran() processing transaction classification result

    It is important to note that the classification action that occurs for the Apache server arm_start_tran() call happens because no parent ARM correlator was specified as an input argument. A transaction instance processed by a middleware virtual server (hop) is considered to be a transaction edge whenever no parent ARM correlator is available. 

     

    
      
        	
          Note: A hop is when a work request flows from one application to another. Hop 0 is the place where an application is first assigned a correlator for the work request. Hop 0 occurs at the transaction edge.

        
      

    

    2.	The Apache server inserts the current ARM correlator received from its arm_start_tran() call into the HTTP request header, and eventually transfers control to the WebSphere Application Server (WAS) to proceed with transaction instance processing. When the WebSphere Application Server is prepared to process this transaction instance, it extracts the Apache server’s current ARM correlator from its input HTTP header and specifies that as the parent ARM correlator input argument on its arm_start_tran() call. This time, the ARM implementation ignores filters specified on the arm_start_tran() call because of the parent ARM correlator, and instead constructs an output argument current ARM correlator which reflects the following:

     –	Description of the WebSphere Application Server as the second middleware hop in this transaction instance processing

     –	Same transaction classification result that was reflected in the parent ARM correlator, which is the result achieved by the Apache server

    After the arm_start_tran() call, the WebSphere Application Server determines that the transaction instance requires a database query, and performs a Java Data Base Connector (JDBC) call to the DB2 Universal Database server to accomplish this. The WebSphere Application Server current ARM correlator is included in the JDBC control transfer protocol.

    3.	When the DB2 server is prepared to process the query it extracts this correlator from JDBC input data and specifies that as the parent ARM correlator input argument on the DB2 arm_start_tran() call. Again, the ARM implementation ignores filters specified on the arm_start_tran() call because of the parent ARM correlator, and instead constructs an output argument current ARM correlator which reflects the following:

     –	Description of the DB2 server as the third middleware hop in this transaction instance processing

     –	Same transaction classification result that was reflected in the parent ARM correlator, which is still the result achieved by the Apache server

    If the DB2 server calls another server hop to contribute to this transaction instance’s processing, the DB2 server’s current ARM correlator would become the parent ARM correlator for that additional hop. In our scenario that is not the case because the DB2 server represents the last hop.

    4.	When query processing has completed, the DB2 server calls arm_stop_tran() and returns control to the WebSphere Application Server.

    5.	Eventually, the WebSphere Application Server completes its portion of the transaction instance processing, calls arm_stop_tran(), and returns control to the Apache server. 

    6.	The Apache server wraps up its processing and calls arm_stop_tran(). Transaction (and sub-transaction) instance response times are computed in arm_stop_tran() processing for each hop, and provided to the Unified Resource Manager logic along with transaction instance application and server topology information. All of which is aggregated with other transaction instance data and sent to the HMC when needed. 

    The GPMP provides the ARM library and collects the ARM data. It aggregates the data collected for the virtual server and the sends it to the SE. The data is kept on the SE and sent to the HMC only when and if requested to avoid a burden on the network. 
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Time settings

    This appendix contains a solution for settiing the virtual server time zone and date time correctly on the blades, including Windows and Linux servers.

    F.1  Windows server initial time settings

    The virtual servers get their initial time from the time on the hypervisor, which is UTC. In order to get the proper conversion to the desired Virtual Server Time the RealTimeIsUniversal registry key needs to be set to “1”. If this registry key is not set the virtual server time is reset back to the UTC value upon every virtual server shutdown and start.

    Figure F-1 shows what the time looks like after reactivation if the registry key is not set. Even though the time zone states Eastern Time the time reflects the UTC time. In this example, the actual time should be 9:32:22 PM on Feb, 21, 2012. 
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    Figure F-1   Date and time window

    F.1.1  Updating time settings

    To update the time settings in Windows:

    1.	Enter Start → Run. In the open window type regedit and click OK (see Figure F-2).
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    Figure F-2   Issue regedit

    2.	Expand the directory HKEY_LOCAL_MACHINE → SYSTEM → CURRENT → CONTROL SET → CONTROL (see Figure F-3).
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    Figure F-3   HKEY_LOCAL_MACHINE directory

    3.	Select TimeZoneInformation (see Figure F-4 on page 636).
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    Figure F-4   Select TimeZoneInformation

    4.	If RealTimeIsUniversal does not exist in the folder contents do the following:

     –	Right-click TimeZoneInformation → New → DWORD as shown in Figure F-5.
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    Figure F-5   TimeZoneInformation

    5.	Replace NewValue#1 with RealTimeIsUniversal as shown in Figure F-6 on page 637, then enter.
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    Figure F-6   RealTimeIsUniversal

    6.	Right-click RealTimeIsUniversal and select Modify (see Figure F-7).
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    Figure F-7   Modify RealTimeIsUniversal

    7.	Select Hexidecimal and change the value data to 1; you can also do Decimal 1. Click OK (see Figure F-8).
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    Figure F-8   Edit DWORD value

    8.	Figure F-9 on page 638 shows where the RealTimeIsUniversal Registry Key exists and that it is set to 1.
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    Figure F-9   RealTimeIsUniversal Registry Key

    9.	Once you get the registry key set, go back and set your virtual server date time and time zone. The date time will reflect the actual one associated with the selected time zone after the virtual server reactivating. 

    F.2  Linux on x blade initial time settings

    By default the virtual servers synchronize their system date time to that on the hypervisor which is set to UTC. If the initial configuration does not take into account for the hardware clock running UTC, you will need to take steps to get the system clock back in synchrony.

    F.2.1  SLES initial time settings

    1.	Open the System Date and Time panel from Control Center → System → Date and Time. See Figure F-10.
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    Figure F-10   System date and time panel 

    2.	Make sure that Hardware Clock Set to UTC is checked. See Figure F-11 on page 639.

    [image: ]

    Figure F-11   Set hardware clock to UTC

    3.	Adjust your time zone and time accordingly and press OK. 

    4.	If /etc/adjtime file exists, remove it. 

    5.	Run mkinitrd in the command line. 

    6.	Deactivate and Activate the virtual server (do not reboot it) on the HMC.

    7.	Check the settings once the server is back up. 
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    This IBM Redbooks publication discusses how to plan and implement an ensemble, using the zEnterprise Unified Resource Manager. This book assumes a knowledge of IT systems, networks, and storage devices. 

    Back cover

    Acrobat bookmark 

  OPS/images/7921WorkloadPerformanceImplementation.23.1.62.jpg
3 New Workload - ITSO Ensemble

Actvate Policy
Suct o oo oy 10t vt e et ot

— Select Acton — v

Parformance Business |
— St | poicy limponance _|Bescrton
® ProductonPolicy | Highest
O Defaut Medum __ The defaut workoad performance policy
Totat 2.

Summary

aunch Customize Schedted Opsrations to schedul fulurs performance polcy activatins.
The tasicwilbe launched afterthe workioad has been created.






OPS/images/7921WorkloadPerformanceImplementation.23.1.63.jpg
% New Workioad -ITSO Ensemble

summary
ik Finis o ceatethe worioad, s prrmancspoies snd hef senic classes sndaciat h

Workload

Name: DayTrader
scauan Rl Actve perfomance polcy. ProductionPolcy

Descrption

Catogory

Virualservers: sczpa0t ATt

SCZP301 A1 WASB1

SCZP301 A1TWASG1
SCZPI0T ATTWASST
SCZP301B.18.101 HTTPG1
SCZP201B.18.1 02HTTPG2
SCZPI018 1B 113HTIPBI
SCZP301B 181 13HTTPS1
SCZP301B 1.1 14HTTPB2
SCZP301B 1B.114HTTPS2
Custom groups:

Performance Polic
Default
Descipion The defaut workioad performance porcy.
Business importance.  Medum
Service Classes

Default

Finish | Cancet || Hewp |






OPS/images/7921WorkloadPerformanceImplementation.23.1.60.jpg
% New Workload - ITSO Ensemble
i Manage Service Classes - ProductionPolicy.
Crse,de s, or et snicecoses sy

— Select Achon—___%
Sarvice Performance
S0 | s Goal

Gald Lovel Servce  Velociy - Fastest
‘Siher Level Service  Velocily - Moderate
Bronze Level Senice Velociy - Siow
Defaut Velociy - Moderate
Total 4 Selected 1

Business
limporance
Highest
Medum
Low
Medum __ The defaultworkdoad performance

Descripion






OPS/images/7921WorkloadPerformanceImplementation.23.1.61.jpg
% New Workload - ITSO Ensemble

Manage Performance Policies
e e st st x gt dofid amanc oy o e s prce oy

— SeectActon— v
Performance. Business
Select P2 ponmee |Descrpton
gcaton Ful ©  ProductonPoicy | Highest
 Manage Servce Class ©_ Defaut Medum ___ The defaut workoad performance policy

Total: 2 Selected 1
Atz

Summary






OPS/images/7921WorkloadPerformanceImplementation.23.1.59.jpg
3 New Workload - TSO Ensemble

Manage Service Classes - ProductionPolicy.
et e, e, o r-ordr sence clsses for i pcy.

— Select Acton — v
Seiecticion

e

Performance Business

|Goal Importance

Velocily - Fastest _ Highest
Velociy - Moderate _ Medium

aie Service Clas

 Senvce ci

 Cassfcaton Rue
> Manage Service asses
P ———— Total 2 Selected 0

Descipion

he default workioad performance p






OPS/images/7921WorkloadPerformanceImplementation.23.1.57.jpg
% New Workioad -ITSO Ensemble

Achate Poicy
summury

cfRule Builder: Fiter Type

B4 The ule e allows you o create
classification rle by constructing clauses that
aro ANDed or OFtd together.
Cick he firs aniy and salect the property upon
Jwhich your ules' s cause wilfiter. For
nstanco, select Hosiname* o e on the il
evers host name.

s
Hostnama
0 Lol
05 Name
05 Type
(il Sorvertiame )






OPS/images/7921WorkloadPerformanceImplementation.23.1.58.jpg
3 New Workload - TSO Ensemble

Classification Rule - ProductionPolicy:Gold Level Service
e he senice class's cassitcaon e usn he o buider

Classicaton e

T






OPS/images/7921WorkloadPerformanceImplementation.23.1.55.jpg
% New Workload - TSO Ensemble

 Service Class - ProductionPolicy.

“Create Option
Qpetout
New

Nawbasedon [

Service Class Detai
Wordoad DayTrader
Parfomanc plcy ProdictonPolcy

Name Lol Sarnce
Descrpton

Yoy ot omc s theprtrmance ey o s thedfs s and s s coss i






OPS/images/7921WorkloadPerformanceImplementation.23.1.56.jpg
% New Workload - TS0 Ensemble

Servce Class Goal - ProductionPolicy:Gold Level Service
St e priomarc s ans s gt o s s s
Perfornance Gos!

Obscratonay






OPS/images/7921WorkloadPerformanceImplementation.23.1.53.jpg
% New Workload -ITSO Ensemble

[Select Virtual Servers.

Stct il snersand custom grous 10364 ot wrklod.Adking 3 custom rop ot wrkoad
1 e

Show [Aivinsaiservars 5
Availabe Vinual Servers Selecto

~Setec Action— 91 | (< e
~[Workdoads =

weTaa]






OPS/images/7921WorkloadPerformanceImplementation.23.1.54.jpg
3 New Workload - ITSO Ensemble

Create Performance Policy.
o may cete 3 promance ot or b wolead naw or et ot paromancepocy and cvt |
e

3 crsate partormance ot KL
cret s ‘Obeiaut

Servee Cia @Now

Closscaton Rute ONonbessd o (RN

o et o (ARG

Actate P Warkdoad DayTrager
Name. -+ ProducionPolcy

Description

Business importance «[Fighest






OPS/images/7921WorkloadPerformanceImplementation.23.1.51.jpg
o e W st

Use s wizidto aeate 3 wordoad A warkoad provides you i  esrce tough whchyou can
minage d mondor e end4oend wak being done by your WA servers

ubeevbaval 1 v ces you o e olwing sk

= Naming and categoriznghe workoad

 Defining he vl severs whichperfom work
[PRRSTSMEMISIN . a1 peromance poiis o spacy errmance goals

Acoata oty = Groatingservic classes opriortzs and cassity work within a polcy
ot 2 Ketvating  padormance pocy

1 Show s welcome pagsnext e






OPS/images/7921WorkloadPerformanceImplementation.23.1.52.jpg
% New Workload -ITSO Ensemble

[ Workioad Name

A e e name.doscrtion,ad cotogoy o the ko

[—— Name:  + DayTrader
Crona portrmanca oy (SN
Casstcaton e

Manags Sana Cussas =
[URSASEHASMN Category:

Actate Poicy
summury






OPS/images/7921WorkloadPerformanceImplementation.23.1.50.jpg
Tasks: M5 Ensentie @ ©

& Contauraion






OPS/images/7921WorkloadPerformanceImplementation.23.1.48.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.49.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.46.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.47.jpg
Eile utilities MNotes

Functionality LEVEL0OS

Qptions Help

Definition enu LK Appt LEVEL02S

Definition data set

Definition o
Deseription

Setect ane of the
Fatlawing options.

oL

(Required)

Potictes
Rewource Groups
Service Clasaes

Report Classas
Sefvice Cosfficients/options
fnpiication Environments






OPS/images/7921WorkloadPerformanceImplementation.23.1.44.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.45.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.42.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.43.jpg






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.09.jpg
New Virtual Server - SCZP301:8.1.13

= ol 1
Ao sorage 00 | [Ean] [Remove [ 4~
 Boot Optons

Manage Vitual Networks






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.08.jpg
New Virtual Server - SCZP301:8.1.13

Specify Memory

 Wekome Specty the amount o dedicated memory that wil be avalabl forthe vitual server, The|
+ Entor Namo incroments of 1 MB.

 Assign Proces _
b e ey Maximum assignable memory: 125829

Add Network Dedicated memory: | (€} i

Add Storage.
Specily Boot Options
Seloct Workioads

Summary






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.07.jpg
7 New Virtual Server - SCZP301:B.1.13

- Assign Processors
 Entor Nama Assgn theprocessing nits and vl processors hathevitual srver
PSPPI i assignable virtual processors: 16

Spocity Memory rtual processors: -4
Add Notwork

Add Storage

Specily Boot Options.

Soloct Workioads

Summary






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.06.jpg
Enter Name.
Enterin 2 name and descriptionfr the vitual sener
Hyper 113

Hypervisor ype x Hyp

work Name. <HTTPS|

Ada Storage

peciy Boot Options|
Select Workioads
Summary

Description:






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.05.jpg
‘Ensemble Management > ITSO Ensemble > Members > SCZP301
Vi S S| Toodon

[FSISIOIL e A Crrmm—
Seea A Name ~ [sts A Proceses & [Mamoy(8) A [Te  ~ AusSt [Shtdow
O Bheio 8 Operatng 1 32768 PoweryM 7
C Beies @ Operating 1 2768 PowsVM v
ot 110 @ Operating 1 32768 PowsVM v
O @fen @ Operatng 2 131,072 xHyp. v
5 gperee @ Overang 2 121072 xtp =
AR R R . 1 S| i
r @gpans @ Operatng 2 131,072 xHyp. v
MaxPage i || Toak2s Fiered 24 Solced 1
Tesks:B113 BB b
"X blado Dot e P
e @ Operatons! Customzaton Qe S s
Gedte Customza Schcod Oparstons s

Farduare Messages.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.04.jpg





OPS/images/7921WorkloadPerformanceReporting.25.1.17.jpg
= Wordoads Report 150 et
ot e St 117114852 v 5wt 141719952 0 ) FITE)

B [+ (2 (2] ) | [ sowctscon
o G |

© o racats
=

P atzaion Disuton forWondoad DrTader

Nomerctsonars

b

crusson






OPS/images/7921WorkloadPerformanceReporting.25.1.18.jpg
@ Daffader ol LovelSenvee (1.00) Prosucsonpoly
O e oetaun @4 | osaut

D vonsoss crans

harts CPU Utizaton | Peromance ndex

[

Serice Class Portormance ndes (D o Workoad DayTrace

a-Lowel
" - o
e

T






OPS/images/7921WorkloadPerformanceReporting.25.1.15.jpg
wst v
8 coamasor Ntk
Eomass: Notace
8 Lsn_ e

Pawtort

‘Hrpentsor pe: VM Tofa CPU consumpgon: 91.0%  Tofal memory.

ot 6 Phorot 6 cprns

o

[E————

[T

E-ES
pomtart
[e—
S Bann
e 2 o~
o

Datraer ol Lowisemce
Datracer_GolsLowisevce

ge-leann

o

Oarracer
Ouytacer
Osyracer
Osytacer
Ouytacer
Osyracer
Osyracer
Osyracer

Rt —r

=

o

2 Powed 3 Ougyet 2

[

[ e
-l |

Notenough whsICPUS  Nov 16, 201110458 PMEST
Notanaugh il GPUs_Nov16, 201110 43PMEST






OPS/images/7921WorkloadPerformanceReporting.25.1.16.jpg
[ Vst Sorver Resource Adjustments Reper - WASGY

Report Interval: Last 90 minutes (1111011 3:10:12 PA - 1110/11 3:40:12 PM) Mocity

Succossiul Adustmerss:

@ = @ 5 el slle

st = . Sorvon  Processing _ procasang _
Somer  2[Tee = Workond ~ S0 G Botera ~ Ui .~ Time

Wadb Donor " DayTrader 1o F

WASS Donor  DayTrader % S
2WASa1  Hecawr Sorves 1 155 N 10, 2011
G WASGY  Fisceer peed it 204 Nov 10,2011 3.
2 WAsar  Hecewr Some 5 £ Nov 10,2011 5

Page 011 ot & Fmerec 5 Dplayed 8
Faied Adusimenss:

il ¢ 2] o] | —saectActon — - || [<Trwer
Bocaver _ acower _ Faconer s fome 4
wasar o e e o e e B T e
Wasar DayTradar_Gold Lovel Servios Nt snough capaciy Nov 10, 2011 53909 PM ST

Page 1011

Totat:3 Filered 3 Displayod: 3





OPS/images/7921WorkloadPerformanceReporting.25.1.13.jpg
7 (wertsorRper) wasor

g e St 1171 143430 Ao 15 (14171115130, o FT7)
——
o A7 ot 2 mairmemoyiuse 4
et Yo e o P o 0% Tk 409048
eann E——
% (Procassar e 1.
. .Jw J;-:J;,- ,,...b J J 2
Jse L
woor hammo 3 sumeee e P T
oot A o 3 m iseewe e 2 wow
st Aw o 3 aw ozmeee e F T

B cosmascr Notade Vet semervas ot e
B cosmassr Notae  Vetasemervas notacre
B nustar Nt et semervas notacve
et a1 Wt Fhered 8 Copored 8






OPS/images/7921WorkloadPerformanceReporting.25.1.14.jpg
7 Mpentsor Bopont A1
g ot St 11713 9708 Pt 1t (117143729080 o,

Heds

parssor et
Tpwior SCZPIN  Processo ot 3 T mamay nuse: 2527040
WpENGoripe: PRISH Tl shaed CF consumpten: 66%  Biaimenor.  S4087206

Bt ¥ /e

-t [ o[ B[,
Bl rcers | Mery ol ) o
o T ow o em T -
Py © e i
P P w em T
e i ww wm "
o8 1w em =
e i aw em i 0
P © o wm (D
o i - Dl
o T w m i
7S iy D
o 1 -
oo i D
oo IR T W0
oo T ew W
o e W0 o
v 6 e 3 D






OPS/images/7921WorkloadPerformanceReporting.25.1.11.jpg
s Servers Report - DayTrades L
vk St 11711119051 o 5 s 11 5 1 ooty S
kAP Suhct Acten—_ 8 3

£ J AJ._"WA;" ] e A e e e P
== Coll L L T i ) S {8
e w E

e m e

e o e
= D s osasesaise i






OPS/images/7921WorkloadPerformanceReporting.25.1.12.jpg
28807 St [Gold Lovel Servce (1 80) L] L)

HTTPG2
o s 2 2w o1 ShasLowi Senice @140 100 o
g e s 189 094 00 s Levisenice 030) us 2
© | wsor 2w e 30164 00 casLewsenice 1 10) 0 o
T ot 01 987 00 sherLewisce 040 o o
Pomtant | 10 e 10 G 10 et 1

mm——

T ———r—]

Tne






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.03.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.02.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.01.jpg
14





OPS/images/7921PlanningApproach.10.1.08.jpg
2






OPS/images/7921PlanningApproach.10.1.09.jpg
Eor———






OPS/images/7921PlanningApproach.10.1.06.jpg
HITRGT

HrTest

Hret






OPS/images/7921PlanningApproach.10.1.07.jpg





OPS/images/7921PlanningApproach.10.1.04.jpg
Ao

St

[

Tert






OPS/images/7921PlanningApproach.10.1.05.jpg





OPS/images/7921WorkloadPerformanceReporting.25.1.10.jpg
View Statisics - WASG1

s Sarr St
Prisica CPU gston 538%  HypensorCPU sela 51%

Popedomsampis. O dwaysampes 800%
picsbonEnonment St Resps Tme st
HEeann s
sopcaen

e

WADSoEAPPLICATION,SERVER camert 362087

icstenEronmentSomor Uzt

B8 (2l (2 (7] [2]| [somoon
Pl [ s [

o

S e
—

s

I I [suconts[nage
[owwe . [esatn . [svemr . [Seeme
[Tl oy " e [
i | e e






OPS/images/7921WorkloadPerformanceImplementation.23.1.71.jpg
Ensemble Management

@l [=/e) (o] @ [+ (¢ [2][2] ¥ &)

o






OPS/images/7921WorkloadPerformanceImplementation.23.1.70.jpg
Customize Scheduled Operations -DayTrader "
| omtons+ vew- st~ hepr |

PR —
sobc gD |1 opeton Eondors
~(_DayTrader 11/23/11 107 PM Activate Performance Poicy ProductionPoicy Indefiite






OPS/images/7921WorkloadPerformanceImplementation.23.1.68.jpg
‘Setup a Scheduled Operation - DayTrader n

Tino ((Ropoat ) polcy.

The folloving schedided operation vil be created
Activate Performance Policy

S o Repeted
Set up a singe scheduled operation
o1up a epeated schedued operation

Doy o the ek [ ——
OMonday  Clendey || itonl: [T |[8]110 26 weoks

Cllvesday  Clsaturcay | papenons 1[5 110 100
DecnesdeyClsundey || <0
Cirurscy ClRepeatingeiney

save | | cancel | rieip |






OPS/images/7921WorkloadPerformanceImplementation.23.1.69.jpg
‘Setup a Scheduled Operation - DayTrader 1Y
S
e

‘Select  polcyto activate

Worldosd
Polcy.ProductionPolicy.

save | | cancel | [iep |






OPS/images/7921WorkloadPerformanceImplementation.23.1.66.jpg
Seect Operation
& Activate Performance Policy

15 Lcamot] Lo






OPS/images/7921WorkloadPerformanceImplementation.23.1.67.jpg
5L, Setup a scheduled Operation -DayTrader o

1 |
ClEE

The follwing scheded operation il be createct
Activate Performance Policy

‘Selecthe date and ime of theinial executon, hen selectatime windon:
ete anc Tme ——

Date «[ii/teiti

]

Save | _Cancel | e |

®10mintes O20 mintes O30 minutes
Od0mintes O30 minutes OB0 minutes






OPS/images/7921WorkloadPerformanceImplementation.23.1.64.jpg
% Workload Created -ITSO Ensemble

Workload "DayTrader” has been created. Launch orkioad
‘Dl to view performanc policy actvation progress.
Launch Workoads Reportto monitor the workioad.

o]






OPS/images/7921WorkloadPerformanceImplementation.23.1.65.jpg
75 customize Scheduled Operations - DayTrader 11|
| Gptons+ Veews ot _tiep~

Alschedued operations are curenty displayed
Remaining
Repstitons

‘Select Target Date Time Opsration






OPS/images/7921PlanningApproach.10.1.02.jpg





OPS/images/7921PlanningApproach.10.1.03.jpg





OPS/images/7921PlanningApproach.10.1.01.jpg





OPS/images/7921ConceptsOverview.07.1.10.jpg
Swich 1

.

External
Switches
(Cllent SAN)






OPS/images/7921WorkloadPerformanceImplementation.23.1.09.jpg
| Mount Vitual Media - HTTPG1
s

[tcome 0 e it vius s wases:
Use s wizard1o mourt vitual mecia oo a Viual Server's DVD.

@istowthis welcoms page nextime






OPS/images/7921WorkloadPerformanceImplementation.23.1.08.jpg
| Virtual Server Detais - HTTPG1 o

Goneral | Status | rocessors | Wemery | Network ((Storage)| Options | Wordsads | performance
Storage Dives:
‘Select D Name |Description Shared Resource Name|Size |

®  Ondiskojrootg HTTPG1_dsii |30.0GB
Total 1
o e ) menme ]

Manage Storage Resources

MountedMedia None






OPS/images/7921WorkloadPerformanceImplementation.23.1.07.jpg
ﬂ Virtual Server Details -HTTPG1

Genera || Status | processors [ Mamary | Watwork | Starage (options ) Workioads || parformance

Bootmode:  [Nomal

Bootsource:  [Storage Diive B
‘Storage dives willbe red i sequential rder based on the storage dive 0.
Keylock: [Normal ]

Mt el s i sy

ble dynamic logical partioning
5 Eoatie VP suppon

GAP version:






OPS/images/7921WorkloadPerformanceImplementation.23.1.06.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.05.jpg
2196

PRSM

osi)

2BX

| Inegralsds

eveor






OPS/images/7921WorkloadPerformanceImplementation.23.1.04.jpg
[E5 EvsembieDeate 750 Enserie

instance | Terformance’ atwon
Infomaton | status Nanggement _ Inormation | Atemate

Processor performance managementfor VA e
Procsssor peromance managemet or POWER hypervisors [Engbieg |

(5K o] o] ]
&






OPS/images/7921WorkloadPerformanceImplementation.23.1.03.jpg
O =06
rame

8 B irsoe

Max Page Sizefi0

2lsl ol @l & e
~ | sn -
@ Communcatng o e stana

Tolak 1 Fitered: 1 Selected 0

2 rocessor
Managament

B

Tasks® | Vews

Powenvia
~ Procassor
Managament

v

|Loaa

Balancng






OPS/images/7921WorkloadPerformanceImplementation.23.1.02.jpg
16





OPS/images/7921WorkloadPerformanceImplementation.23.1.01.jpg





OPS/images/7921ConceptsOverview.07.1.22.jpg
APICliant

)
E
E=
(==
Cizzr)

Json

Feramar
Werice

Opemire port ot 517

Stomp port st 12






OPS/images/7921StoragePlanning.12.1.6.jpg
Target wweNs
2028000084750
202700a00847540

Host WP

100024t23425C
2100002484280
2100002424380
21 00vozstZadabe
‘Zi00002tasecte
2100002438841
210000zAtES e
210000z4tE9 0






OPS/images/7921StoragePlanning.12.1.4.jpg
2106

Host wwete
Coso7eECERROIDD!
Coso7eECEAsOSCT |

| o |

1
i

7

TargetWPNs
socsorenacostzc
0507630408012

I Dsaon0 .






OPS/images/7921StoragePlanning.12.1.5.jpg
0210805069205005 | 110909vE03920500 | vOIINZ | 003 | L1vi10£dZOS ozszize | sooon
216009065205005 | 100106v303920500 | yoianz | soos | ziwiiocazos ozurszize
92i0mpoeoz0s00s | 110%08v30920500 | colanz | roos | ziwioedzos ozpszIzE
0219005089205005 | 100108v303920500 | o3z | w003 | Liwiiocazos ozsszize
521080¥069205005 | 110506v303820500 | 2013z | €003 64205 ozurszize
2150002005005 | 100105¥303920500 z| wos caz0s ozszize

00 921080v089205005 | 110508v303920500 S caz05 ozszize

000000001 216005059205005 | 100106v303920500 | 10130z | o3 | ciwiioeazos ozuszize

0000000001010 | 0z1080908905005 | 11090800500 | ookanz | o003 | iviocazos ozszize

00000000a00#010v | 0zi800s059.05005 | 10a108va0920500 | ooiamz | oo0s | ziwiocazos ozsszizs

1 [T Nammison | eson | ounea oo | ssea s | swen






OPS/images/7921ConceptsOverview.07.1.21.jpg
setve Eneny anaga

Hucrse Emray
Momiaing Cesboara

Enterprise energy management tool

Optonamegaton






OPS/images/7921StoragePlanning.12.1.2.jpg





OPS/images/7921ConceptsOverview.07.1.20.jpg





OPS/images/7921StoragePlanning.12.1.3.jpg
Dssano






OPS/images/7921ConceptsOverview.07.1.19.jpg
BladeCenter SAN
Inornal Swich 1 e S
S Int.pors
Blade 1 — Ext. ports.
g
=] |8 L8
1] SN .
o Inornal Swich 2
" o
e pors
g ware
Ly ity
[} : o
i
= lg —= g
Blade 14 ity
ExamaiSich 2






OPS/images/7921EnsembleManagement-HMC.08.1.09.jpg
[ L, Customize Scheduled Operations |

Allscheduled operations are curently displayed.
Seledt Taget Date Time Operation

Remaining
Fepetiions






OPS/images/7921EnsembleManagement-HMC.08.1.08.jpg
2088






OPS/images/7921EnsembleManagement-HMC.08.1.07.jpg
Tosks:sczoin @@ [

oo
aomy
@socorery

8 Crange tnsgement
e s
S

@ Reme Ctomizsion

@ Opertonu Customiztn

@ o oeten
Contpuraton

[ —
8 oaor
Cuoescoty s






OPS/images/7921ConceptsOverview.07.1.12.jpg
vios #1 Virtual Server 4 | [ Virtual Server2

AIX6.1 AIX6.1
2. Proc. unkts || 38 Procunits
4Log. Proc. 16 Log. Proc.

i || L

Eamat] (i

Powervi

Fire Eramat

e | [ Gheme ] POWER Blade Hardware

(esTre] e e S e

57—V Sirage Rsscuros > osinedfor aacn wwal s






OPS/images/7921EnsembleManagement-HMC.08.1.06.jpg
Ensemble Management
Ersomtis | Vet | Phpervecrs | Bk | Togebay | Gong Surd

Rl = B (=7 gl o) [# & Clie )| (oo |[vina~_
Hlees

© 8B tremi

[SRECT T

3 8 scaron T ————

s Pon Sl | ok s Skt






OPS/images/7921ConceptsOverview.07.1.11.jpg
et e | e | s s || e
Py ey Iy I gy

I 70w ower ]

[ ey ]

2

Processors






OPS/images/7921EnsembleManagement-HMC.08.1.05.jpg
*- bhdee

£ wekeme
Cl Eeere—

EE
BB 15 ot
81 s

Scaran

Bt gt
B s g
[






OPS/images/7921StoragePlanning.12.1.1.jpg





OPS/images/7921ConceptsOverview.07.1.14.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.04.jpg
Hardware Management Console






OPS/images/7921ConceptsOverview.07.1.13.jpg
Virtual Server 01

Virtual Server 02

Appication

Applcation

Operating System

Operating System

Hypervisor

x86
Hardware
oflers HYY assisted vinuaization for GPU)

CPU Memory .l

Nic.






OPS/images/7921EnsembleManagement-HMC.08.1.03.jpg
Do
al

- P—
25 servcn rapemnt

@ =® o
[T P

3772 e # W
08
88 oy






OPS/images/7921ConceptsOverview.07.1.16.jpg
viual
sorvar 1

viral | virwal
sarver2| server3

198

Dedicated devica






OPS/images/7921EnsembleManagement-HMC.08.1.02.jpg





OPS/images/7921ConceptsOverview.07.1.15.jpg
VintustSarver

st

Sorgegaup
Easeavinal






OPS/images/7921EnsembleManagement-HMC.08.1.01.jpg





OPS/images/7921ConceptsOverview.07.1.18.jpg
(000






OPS/images/7921ConceptsOverview.07.1.17.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.34.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.33.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.36.jpg
|| Mount Vrtusl Media Progress - HTTPS1

Functon duration tme. 000549
Elapsed time 000036

Select Object Namo Status
© HTTPS1 304 of 2005MB trnstered (10MBls)
o] Detass . | Gancei | Lo |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.35.jpg
| Mount Virual Media-KTTPS1

Summary

e P 1 ond s et the oo S0 msg t the Vit Senr

Upload Source Image fom HMC meda

Selectod 1S0. Imedialsdct/SLES-11.SP1-DVD-186_64-GM-DVD1 50
Make Primary Boot Device: Yes






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.30.jpg
[GPMP Instatation image &






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.32.jpg
| Selectedia Device - HTTPS1 [

Select one of the media devices listed below and click 0K {0 contnue the task,
otherwise clck ‘Cancer”
1fyou add or remove devices or media, clck ‘Refresh” 1o update the device st

This task supports the folowing devices without media labels "ACTBIKP"
(CD-ROM, DVD-RAM, Diskette, USB Flash Memory Drive

Select
C__DVD-RAM Dive (No media found)
©_USB Fiash Memory Diive (Modelis WDC WD12 00UE-OOKVTO.No label found))

_Refresn | | Cancel |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.31.jpg
| MountVirtual Media -HTTPS1

¥IMake Primary Boot Device.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.38.jpg
| VirtualServr Detals -KTTPS1

General | Status | processors Mamery | Network ((Storage) Optens | Wordoads

Storage Drves
‘Selct 1D Name Descripton Type Shared Resource Name Sz |

I Total:0. |
o) (o) Cesmer)
Manage Storage Resourcos

(Mounted Med: SLES-11-SP1-DVD.xB6_64-GM-DVD1 0

Unmoun Weda | _Moun Vial Hega.

K| Appy | camcel| hep |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.37.jpg
|| Mount Virusl Media Progress - TTPS1

Funcion draton ime 000615
Eiapsed tmo 000532
‘Solct Objoct Name Staus.

o] Loeiais. [ cancel ] e ]






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.39.jpg
| Virtual Server Detai

- HTTPS1

General | Status | processors || Hemory || Network | Storage {(ptions)| Workioads

Boot source order:
‘Selact Enabled Description
T~ 9 MedaDive
% Storage Diwes|
Nefwork Devices

Totat 3
]
Keyboerd anguage: T —
% Autostart vitual sever with hyporvsor

Enable GPMP suppor

GPMP version: Unavallable






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.23.jpg
5]

irtual Server Details - HTTPS1

Genera | Siats | rocessors | Hemor | wework | Sirage (Gatlons} Workoads

Boot source order:
‘Select Enabled Description

_Storage Drives.
Network Devices
Tota:3.

Move Down

Keyboard language: fen_US ]
“Autostart virtual server with hypervisor

7 Enable GPMP support
GPMP version: Unavalable






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.22.jpg
| Virual ServerDetails - HTTPS1 [

Ganeral | Status | rocassors | Memary | Natwrk {(Storage) Optons | Workoads

‘Storage Drives:
‘Select|D_Name_Description Type Shared Resource Name Size | 1
"® (COLUNOTLONOT Vilo” —HTTPS1 asi 20068)

- RS =

Manage Storage Resouces

Mourfed Media: SLES.11-SP1-DVD-x85_64.GML-DVD1 50

Unmount eda | | hount Vi ed.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.25.jpg
| Virual Server Detats -HTTPS1

General | Status | processors | emory | Network (Storage) Optons | Workosds |

Storage Drves:
[Select 1D |Name  Description Type Shared [Resource Name |Size

I Total 0 ]

(o] L] oo

‘Manage Siorage Resources

Mounted Media None

RSN vy |

OK | | Apply |  Cancel | | Hep |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.24.jpg
E
| Virtual Server Details - HTFPS1

General | Status = Processors = Memory = Network

[ ,Mn workload

© Select workloads

Select Name Description
V| DayTrader
Total: 1






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.21.jpg
Add Drive

ID:
Name: +LUN1
Description: LUN o1

Storage resource: | [T A

Emulated IDE__-|
Select ~ Name ~ Description < Size _~ In Use ~
20068«
HTTPB1_disk2 20068+
©  HTTPSI diski 200GB
Total: 3

K| Cancel | Help






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.20.jpg
| VirtualServer Details - HTTPS1

General | Statws | processors | Memary | Network ((Storage) Options | Workaads.

Storage Drves
Select 1D, [Name Descipton Type Shared Resource Name Sz | |

Total 0 ]
e

Manage Storage Resources

Mounled Media: SLES-11-SP1-DVD-x86_64.GM.DVD1iso
Unmount eda | | Mount Virai ed,






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.27.jpg
R A Cr— 03 7T

s [ (B G Pl R

- P T | e | v
O @k s @ o | e
| r e | @ oo | s | ¢
& [ s @ o | e
[T o B o ) e | e
r bus o @ opeuns 1 wumam v
- P T o o | e
- s @ oy 2 amem
[ S A
© s @ opens 3o
i ettt e
Iaksues @@ 5 =
etsersie wom S e
i e e s






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.26.jpg
HTTPS1

| Virtual Server Detal

Geners | tatus | processors | Wemory | Network || Storage(([ options)| Workiosds

Boot source order:
Selact Enabled Descr

% Meda Drive
‘Storage Driv

Network Devices
Taats
ors oown|
Keybourd anguge: o m— ]
P ————
Enalo GPUP aupport

GPMP version: Unavailable






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.29.jpg
| Virtual Server Detals -HTIPS1

) [ G vy i S

Storage Drves:
Select ID. Name Descrpton Type Shared Resource Name Sze |

Tout0
2] o e
Manage Storage Resources

(Houmtedveds _ None)
e v [ oy |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.28.jpg
[Z] Open Graphical Console - HTTPS1

Progress






OPS/images/7921WorkloadPerformanceReporting.25.1.07.jpg
gt rv Lo 24 o (11161 2240 AN 1417141 102248 A oy

©ust arrous

Comg e e e 3R] Qo |
o) o] e

otons Dol Potomancopuat ekcty-Fasst Pt 100

Petrasa o, pebwimess eyt ot Pttt

DIS=iairn

. B o I o TN Y T ey
e e i ot et el T T et
s o0 o saman o s o
& o Webseniog g G saEmin o s 15 oo oo oanr
\eor o Sannim o S PR
@ WenBREAPPUCKTON GERVER. 0 st o o o e
‘s o ‘0 o . e
) b 10460300 o . oo
& oor Tomc  isaaests o . o aoota oseosyr  ooun
it h Tovzaists o o o ooooma oooosy  oon
& WSS APPUCATON GERVER 1 st 313605 o o 00ue
o B Zi0a305 o o oo
o o2 2 1ai0ors o o 1 oo oo oon
& 00r 206 gt o 0 1 ooome oo oon
it 2 10si901s o o 1 oooome oo _oonz

P W3 Teev 1 DAt 1)






OPS/images/7921WorkloadPerformanceReporting.25.1.06.jpg
71 Serice class Resouca Adustnnes Repor - God Love Seice

(coe] 1ne]

oo bt Lo 24 e (119611 10413 A 10471141430, s
(Gt faous
| Cstaana o o frime 5850 Glowston | E
o) e cocn]
p—
QST P S e e ]| o
T e o [ o S « [ (e -
= o ] Jam= [, ~ [ e |
Gasor  Aacen Do oLl erce W N sraeuest
WhSo1 Ooree Ooftatr 0 o
& »
Waso1  Recersr  Onracer G Lo 5o W Nt o1 sesapuEST
waSo1 Carae Doyt o i
Wi _oonse___ Doyt » o
= 5 W e reatapwesT
@wSol  Racev  Oafiacr GoaLolsanice W oo 1steesT
SaSSt  Ruceir  Onace Lo S “ 5 Nov16, 2011 10034 PEST
‘whso1_oarsr ooyt e |
Pontt 10 s 10 e 10
W+ 2 5] (o) Comascne v | (=lrmer
o e q |
oot Y e ] e MY | | |
WaSor mfrger OoisLevSevke  Notenougn aICPUS o 16,201 110450 PMEST
VASO1  Ouader_GolLowiSeice_ Mot anond GRS Nor 6,101 11043 MEST
Pt 2 2 et 2






OPS/images/7921WorkloadPerformanceReporting.25.1.05.jpg
7 Sence classes Repont - DayTader- |

por Bt St 111711 16:19 T 15wt (11711 109149 sty e ] o) )

LEgnnR

GolsLwiseme
Sr Lo sonce

c-Fastst Wopest
- ot oo






OPS/images/7921WorkloadPerformanceReporting.25.1.04.jpg
ServiceClsses Report - DayTrader

por Bt St 111711 1619 A1 5 mwses (11711 1091190 Moty o W bl bl
[l 2 2 5] 2)|[smctacon-. | —
v [ o [P (e 1 Ao SR
© Brorae Lawisenie ProsusonPoey Fasest 022 Velch-Siow Lo
© oww Proswctensony Veloch- oderate Mo
& cagLowisanice  Prosuctonosey Fasest 100 Velocy-Fasost_ Hgrest
© StarLewisenice _Prosusorpoey Fasest 040 Velocty- oderate Mesum

Senice Cias Patomance ndex (P orWaiosd e

n

Pt






OPS/images/7921WorkloadPerformanceReporting.25.1.03.jpg
‘Ensembls Management > TTEO Ensemble  Warkieads
Vonenss oo

R N e —






OPS/images/7921NetworkPlanning.11.1.10.jpg





OPS/images/7921WorkloadPerformanceReporting.25.1.02.jpg
17





OPS/images/7921WorkloadPerformanceReporting.25.1.01.jpg





OPS/images/7921WorkloadPerformanceReporting.25.1.09.jpg
) Tasks-] | zoom- | | Layoute






OPS/images/7921WorkloadPerformanceReporting.25.1.08.jpg
' Vit S TopolonyRepont Gl Lev Serice i Workdoad DT

oo oLt 2o (14161 11620 11711 119620 )
O

sy e ome [T Bl T @l 8
Jord o] cwce]

aaQ [BEA H s o] [Layou-]

geg-g g4

HTTPGL  wASGL AL wAsGL AL






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.56.jpg
(GraphicalConsole: HTTPS2

suSE unox
Eneprss

& Network Settings

TR

“owe tame w0
LS e st
e 1250100148 soontmask 55255550






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.55.jpg
|/ Graphical Console : HTTPS2

Disconnsct | Optons | Cippoara | Send Ci-A1Det | Relresn

&) Network Card Setup

General r Badress.

No P Address or Bonding Devices)
ystem analy DpramicAdaress E
 Time Zone ® Statcall assigned P Address
nstalation P Address Subnethask
17230100142 55550

onalAddresses

gl o [Aias Name / [IPAddress [ Neimask

Contiguation

Hosiname

> Wetwork
Customer Center
Onine Update
Cleanp
Release Note

P ol






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.52.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.51.jpg
Welcome to SUSE Linux Enterprise Server 111

fo start the installation enter *limx' and press creturm.

wa baot options:

horddisk - Boot from Harddisk (this is default)
Timx Installation

noscpi - Installation - ACPI Disabled
Wolapic  ~ Installation - Local AFIC Disabled
Failsafe  Installation - Safe Settings

rescue - Rescue Sustem

Firmore ~ Firmore Test

mentest - Hemary Test

noacpi’. “nolapic’, or ‘failsefe’ may be necessary on some tricky harduare.

tave a lot of fun.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.54.jpg
(Graphical Console: HITPS?

-  Network Setings

suSE unox
sy
gt






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.53.jpg
‘Graphical Console : HTTPS2

Network Configuration

e






OPS/images/7921ax06.33.1.12.jpg
R oste anaTime

Look and Fesl T8 istai Sotware

Language
System

(5 netvork prory

3

Contol time zons, date. and system tme






OPS/images/7921ax06.33.1.13.jpg
a

3] [Eastm ovw vy

oy






OPS/images/7921WorkloadPerformancePlanning.14.1.4.jpg
Virtual Server Details - HTTPG1

Goner | ot | processars | Mooy | Netwrk | Strsge | Optons | Werklonds | peramance

o BEET8

Maximum assignable processing uis: 7.2
Maximum assignable vitual processors: 64

Minimum processing unis: oG5 ]
nial processing unis:
Maximum processing units:
Minimum virtual processors:
nialviual processors:

Maximum Virual processors:






OPS/images/7921WorkloadPerformancePlanning.14.1.5.jpg
Virtual Server Detalls - WASG [SCZP301:A17:VMLINUXa]

General | staus | processors | Memory | Network | Storage | Optons | Workoads | parfomance

nial vinual processors:  +8 |

Maximum virual processors:+ 3

Shaetimic o
ot shre moce: "
Initial relative shares: «00






OPS/images/7921WorkloadPerformancePlanning.14.1.2.jpg





OPS/images/7921WorkloadPerformancePlanning.14.1.3.jpg
£ [=






OPS/images/7921ax06.33.1.10.jpg
Vabe e
[ ——
Voo data (o
e

| oo






OPS/images/7921WorkloadPerformancePlanning.14.1.1.jpg





OPS/images/7921ax06.33.1.11.jpg
Name. I Type. | ata
b Defouk) REG_SZ (vakue not set).

Ao RESOWORD  0:000012 (00)

o ReCDWORD  0ro0001zc (o)

Bomanees  RESOWORD s (2996723

Slompwene  REGSz owesd 110

Somapat  REGENRY  00000300020002600000000000000000
Homancokht.. REGONRD 00000

Totdedos | REGONORD  00000000)

S ndone RECS? cmesd, 12

000005000100020000 0000000000 0000

x00000001 (1)






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.50.jpg
53 ox0000c010, 1hD 811
C address 2:1F°13:7 11 6o

NING: Using legacy NIC urapper on 62:ff:13:7c:0F e

PXE 0.9.7 - Open Source Boot Firmsare —- http://etherboot .org
eatures NTTP DNS TFTF Rob ISCSI bzlmage COMBODT ELF Multiboot PXE PXEXT

\et0: 02:01:13:7c:01 :6e an PCI00:01.0 (apem)
[Link:up, TH:0 TXE: RX'0 AXE:01
nk-up on neto.
189601 6






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.45.jpg
The name of the site does not match the name
on the certificate. Do you want to continue?

e s sabmoon
[ 3

o] Comat)

Therame o th e, “schch 56m.con, doe ot tchth e on
the confeate, “SCMCE.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.44.jpg
(1] Activate Progress - HTTPS1

Function duratn tme- 01.3000
Elapsed tme 000004
Select Object Name Status.

(TTPS1 __ Actvation s in progress.

(o Losat.. [ cancel ] vew] &






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.47.jpg
(Graphical Console : HTTPS1.

Check nstallation Media
Firmware Test

Memory Test






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.46.jpg
B oot from Hard

Check nstallation Media
Firmware Test
Memory Test

FLHelp F2 Language  F3 VideoMode F4 Source F5 Kemel F6 Driver
Engiish (US)  B00X600  CO-ROM  Defaul  No





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.41.jpg
[Z] Open Graphical Console - HTTPS1

Progress

Ensuring virtual server is STARTING or CPERATING






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.40.jpg
‘Ensemble Management > ITSOEnsemble > Wembers > SCIPYOT
Vi | s | B [ ey
(= eliel & =) (2l (o) (2] ()] | 2=~ (M
senc [ ~ lsun i

O B@sr @ operatng

o @ fpsron & operatng

5] @ fpercz @ Operatng

(=} LE Ty & operatng

(] @ fperoe & operatng

O @beies CTos

O | e 8 openg

(=} Eloroe & operatng

(=] i & Operatng

0 @fein & operatng

(=] doernz & Operatng

& LTI & operatng
"5 | e

T baue | emewa 55

Ll : Wexpagesizes) | Tow 14 Fterss 14 Sed






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.43.jpg
1[1] Activate Task Confirmation - HTTPS1

Plaase review the ollowing confimation ext for each farget objec before proceeding withthe sk
D0 you want o continue with thi task?

# P 4 2l ® | —SelectActon— -

Object Name ~ Type  Actvation Profie ~ Last Used Profle ~ Confimation Text
HTTPS1 __ Systom X Virtual Server Not sot via Actwato The Actate task is about o
To viey 16 activation

about 1 be used for an object, clck View Detais™
vesT [ Mo | [viewDetass. | e






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.42.jpg





OPS/images/7921Introduction.06.1.4.jpg
Unified Resourse Management frmware
End fo end management funclions.

zEnterprise CPC

zEnterprise ZBX






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.49.jpg
Wity Shochs sourcerarge et
© WL s mongiorgogabios

Irrus-compatible VA is detected

QEM B10S - buila: 10,1010
SRevision: 1.102 5 Shate: 2007,60,01 17:09:51 §

Dptions: apabios peibios eltorito rombios3z

tol master: GEMU DUD-RON ATAPI-4 CD-Rom/DUD-Fom

WXE Chttp:/setherboot .org) - 00:00.6 C300 PCIZ.10. INT19 €300






OPS/images/7921Introduction.06.1.3.jpg





OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.48.jpg
q‘J Virtual Server Details - HTTPS2

m Processors | Memory || Network
[¢d

Select Enabled Description
© Network Devices

Storage Drives
Media Drive
Total: 3






OPS/images/7921Introduction.06.1.2.jpg





OPS/images/7921Introduction.06.1.1.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.15.jpg
e [ ame  ) i [ i

@[ 8 [zl (7] o] ®f =)

© @ Hscpm

© BB s

© 8 Brnmws sz

0@ Barowny sz

G ‘

© @b B 8 opeary 2
DT lsczrom - =y o g






OPS/images/7921WorkloadPerformanceImplementation.23.1.16.jpg
| 4] Activate Task Confirmation - HTTPG1
Ploaseroviow e oloving coniTaton et or5ach arget bjct bl pocsecing wi e 135k
Do younant o coranue it s 557

+ P £ 2 ® [ SelectAction— w|

‘ObjectName ~ Type. ~ Actvation Profle ~ Last Used Profle ~ Corfirmation Text
HTTPG1 __ SystemP Vitual Server Not setvia Activate The Activats taskis about o

o iew the aclivaion parametars about to b used for an object,cick ~View Detal

(528 LMo | vewDetas._ | e |






OPS/images/7921WorkloadPerformanceImplementation.23.1.13.jpg
] ountviuai Mecta Progress - HTTPG1

Function duraton tme 001000
Elapsedtime 000016






OPS/images/7921WorkloadPerformanceImplementation.23.1.14.jpg
| Virtual Server Detalls -HTTPG1

— T

Storage Dives:
‘Select ID_|Name | Description Shared Resource Name Sz
® Ondisko/roong HITPG1 diski 30068
Total 1

Manage Storage Resources

(Mourted Media GPMP Instalation mage

Urnount Mea | | Mour{ Vriva Med






OPS/images/7921WorkloadPerformanceImplementation.23.1.11.jpg
5| Mount Virtual Media -HTTPG1

| Summary.
ik Frish 1 ulosd and mount the slcted IS0 imagef the Virua Sener

Upload Source: Avalable images

Selected IS0 GPMP Instaltion Image
Make Primary Boot Device: No






OPS/images/7921WorkloadPerformanceImplementation.23.1.12.jpg
| Mount Virtual Media Progress -HTTPG1 o
Functon draton bme 001000
Elapsed ime 000022
‘Select ObjectName Stats
& __HTTPG1 Uploading vinual media.
on ] s ] cancel ] Hew |






OPS/images/7921WorkloadPerformanceImplementation.23.1.10.jpg
| Mount Virtual Media - HTTPG1

Select Source
Chacsethe type and ocaton o the 150 image.

Olmage fom HMC media
Olmage from remote workstation

IePMP instatatonmage )Y






OPS/images/7921WorkloadPerformanceImplementation.23.1.19.jpg
Enable the BAIM Services

Type or select values in entry fields.
eress enter AeTER making a11 desired changes.

Bty Fields]

frabic it sorvices mov, ac resc oot oc o JGHEER)

Enable BMLM services now, at next boot, or both 7
Move cursor to desired item and press Enter.

Nows
7 pese oot

Fiolp F2mRetresh Facan:
1| eo-mage FloBxi Enter-oo
os| /=i ind Next

=






OPS/images/7921WorkloadPerformanceImplementation.23.1.17.jpg
(Ensemble Management > ITBO Ensembie > Members
Montrs | ot e (i) Boes | oo

SO e GG C G crra—

== 2l 2 [ A [pomes [y « [
© 8 W srm B 8 ey o
© @ Bmmwon e  cprary -
© 8 Browwe scamn 8 cperary £
© 8B sz e e
© 8o ]

|4 o s |

© @bom T
© @bom I
© @ba 1 e
o @ss DT
©  bono © e e
o @ban 2 e
° o 2 oumae






OPS/images/7921WorkloadPerformanceImplementation.23.1.18.jpg
Change/Show status of the BALM services

biove cursor to desired item and press Enter.

Disable the BN Services






OPS/images/7921p05_appx.27.1.2.jpg
Part 5





OPS/images/7921p05_appx.27.1.1.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.40.jpg
| Vinual Server Details - HTTPB1

‘Goneral | Status | rocessors | Memery | Network | Starage ((Options ) Workioads

Boot source order:
‘Select Enabled Description |
® Media Drive
o Storage Drives
Lo Network Devices
Total 3
JOEETN [T

Keyboard language: &
] Autostartvirtual server with hypervisor
Enable GPMP suppart
version 202






OPS/images/7921WorkloadPerformanceImplementation.23.1.41.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.37.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.38.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.35.jpg
| Mount Vitus Media - HTTPE1

Summary

ek Finis o uposd snd mount th slcted 10 mage t he Vit S
Upload Source: Avallable images

Selected S0 GPVP Instalstion mage

Make Primary Boot Device: No.






OPS/images/7921WorkloadPerformanceImplementation.23.1.36.jpg
| Virtual Server Detalls - HTTPB1

Goneral | Status | rocessors | Wemery || Network | storage | Options | Workoads

Storago Oves
Select D Name |Description | Type Shared Resource Name  Size.
"® | OHDiS forHTTPB1 onWindows Virio - HTTPE_dskl 2008
O 1HDISK2 forHTTPB1 onWindows Vo HITPBI dsk2 2008
| | | Totat 2
A Eoil LReno.

Manage Storage Resources

(Wourted Media: GPMP nstaltion mage,

_Unnount Meka | _ Mount Via Media |






OPS/images/7921WorkloadPerformanceImplementation.23.1.33.jpg
reating user ibnlarn with default group ibnlarn and home directory /var/opt/iba/ara
king group ibsgorp
reating user 1bngpm with default group bmgpm and home direcfory /var /opt/ibe/gpmp
jdding user sbagprp to group sbatarn
reing Ldconfig to set up AR Libraries. .. Done with Ldconfis.
ixing porm ssions
hown 3 bngpep:6n3prp /0pE/1bn/gpre
mod 555 /opt/bm/gpre
mod 555 /opt/ibm/gprp/ ava
hown 3bngpsp: 1b03p /9pt/1bn/gprp/armsad /opt/ b gprp/CoLlectFFOC. sh /opt/ibe/pep/gpastuid /
opt/Lbn/Gpnp/gpep /00t /bn/gpro/Gpepcheck./opt/ba/pmp/cprpasin /opt/ibn/onp/gprpsad /apt/iba/g
o /Gpmoshn /opt/sba/gom/ 1ava /opt/1bm/gomp/post.-nstall /opt/ibm/gprp/post. nstall-config /opt/

ibalarn /opt/3bn/gpmp/gpepshm
550 /0pt/1bm/gprp/gprpsh.
root /opt/ibo/gpep/gpasetuid
iod 4550 /opt/ibm/gpep,pasetuid

ibmgpop:ibmgpr /var/opt/sbm/gpep

ntarn /ust/sbinysarm

Sbelarniibrlarn /var/opt/Abm/ars
[dding the gprocheck process to crontab for user ibmgpre.

ote: A /opt/ibm/gom/post-installconfig to grant permissions.
o other users to access G and AR corponents. Currantly. only the !

sbigorp user has all the necessary access parmasions.

[hrepsa: /mat « |






OPS/images/7921WorkloadPerformanceImplementation.23.1.34.jpg
|| Mount Virtu Medta - HTTPB1

Select Source.
Choose he type and ocato orhe 150 mage.

Oimage from HVIC media
©¥mage from remote workstation






OPS/images/7921WorkloadPerformanceImplementation.23.1.31.jpg
Fie Eat view Temas Hop
tps1:/ & munt /devcdron /et

ount: black device /dev/srO 15 write-protected, maunting read-only






OPS/images/7921WorkloadPerformanceImplementation.23.1.32.jpg
Fie Eat View Tomaa e
wtps1:/ ¢ soune./dev/cdron fane

Imount: block davice' /dev/ard 18 write-protected, mounting rasd-only
ipat:/ o ¢d gt

wtpat s s

utorun i _oprp-2.0.26 1.x65 6. rn_uindoes

ipex: ant s rpn 1vh gorp:2.0.25 1188 sa.cpa | )






OPS/images/7921WorkloadPerformanceImplementation.23.1.39.jpg
| Vitual Server Detall - HTTPB1

Goners (Stotus) Processors | amory | Network | Storage | ptions | Workioads

Staws:  Operating
GPMP Status: Operating

Acceptablo Stats
p Operaing 0 Nt Operating

Communcatons ot actve ] Exceptons
0 Status Check 0 Migraing

0 Startng 00 stopping






OPS/images/7921EnsembleManagement.16.1.005.jpg
{§20772 fgzo o ([l (1 (Tt
R = O e

et o woED s i [
N § e : 5 ] e s






OPS/images/7921EnsembleManagement.16.1.004.jpg
S s o (A e e PR T

00 502 004 1% 810 11 14 (16 16120 125 124 158 125 U0 1S 134 136 138 1201 J42( 1 168 |, M
[ 55255 00709017 31307107 1902122 2227 28U s 7 9 . s






OPS/images/7921EnsembleManagement.16.1.003.jpg
Pt






OPS/images/7921EnsembleManagement.16.1.002.jpg





OPS/images/7921EnsembleManagement.16.1.001.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.30.jpg
£§ Virtual Server Details - HTTPS1

| Gonerai | Status | processors | Memory | Network (Storage)] Gptions | Wokiosds

Storage Drves:
‘Select ID_Name Description Type Shared Resource Name Size.
0dsiki_dski__Viro HITPS1 dski 20068
T [T

Manaoe Storage Resouces

Maurted Media GPMP nstalaon image.
_unmount e | | Mot Vruai e |






OPS/images/7921EnsembleManagement.16.1.009.jpg





OPS/images/7921EnsembleManagement.16.1.008.jpg
<Enerpise Sysim: ITS0 Ensamble

oS crios 04 ana08)

05 rpids 1031 19)






OPS/images/7921EnsembleManagement.16.1.007.jpg
[y [E—

“ZPort s "aPort Adper

] —
cHpD  |[E]l—ren || cHeID @

cHPID ey B
U ¥ -






OPS/images/7921EnsembleManagement.16.1.006.jpg
BladeCenter

[rp—






OPS/images/7921WorkloadPerformanceImplementation.23.1.26.jpg
# su ibmgpre
5 /opt/ it/ grmp/gemp start
FEWL011 The guest platform management provider is starting.

 (/opt/ it gpmp/gemp_autostart on

FEWE0021 Setting guest platfomm management provider autostart on.

dl






OPS/images/7921WorkloadPerformanceImplementation.23.1.27.jpg
# su ingpp.

5 /opt/stm/gre/ grrp start

FEWE1011 The guest platform management provider is starting.

5 /opt/itm/geme/ gerp autostart on

atform managenent provider autostart on.

01 Fersistent storage settings for the guest platform management provide;

rens03ar Autostart flag is on
rewsozer Shared memory 10 is 4
res0zeT Main process 1D is 7209092






OPS/images/7921WorkloadPerformanceImplementation.23.1.24.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.25.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.22.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.23.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.20.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.21.jpg





OPS/images/7921WorkloadPerformanceImplementation.23.1.28.jpg
Choos he type and caton for h 10 image.

Olmags fom HMC media
Olmage fom remote worksaion
Jory

i
[GPMP nstalaton mage.






OPS/images/7921WorkloadPerformanceImplementation.23.1.29.jpg
ik Finih o upload and moun th slcted 150 mage 10 he Vit S

Available images
GPP nstaltion mage
Mako Primary Boot Device: No.






OPS/images/7921StorageConfig.18.1.28.jpg
|-+ Manage Storage Resources - TSO Ensemble

[[Storge Resources | vius oisks

© B @+ P s el @ [ SelectAction g

Select Action —
‘Select ~ Name ~ Hypervisor fon ~
o LXCAd7 Staba0t A17 (VLN Test Communication with Storage Resources
LXCBAT SCZP201 AT (LN £ rsemble Actions

P LXCR48 SCZP301 A17 (VMLIN, CEe Tl i

| pagetoft Max Pag S{Hypervisor Actions

e 1Add Storage Resource.

[se] [riep] [Remove Storage Resource.
Export World Wide Port Name List.
(Comare Access Lists

Discover Storage Resources.
Storage Group Actions.

Storag o >
[Remove Storage Resource from Group.






OPS/images/7921StorageConfig.18.1.29.jpg
':3‘ 'Add Storage Resource to Group - ITSO Ensemble

Press Ok to:

Add storage resources  LXCBA8, LXCBA7  to storage groups owned by A17.

[ Lcaal|






OPS/images/7921StorageConfig.18.1.26.jpg
34; Manage Storage Resources - ITSO Ensemble.

——

B Om T ? s e @ [T | -

Select ~ Name ~ Hypervisor ~ Owner ~ Type ~ Size _~ Group ~ Description ~
T fea0t SCZP301A17(WMLINUX&no  FCP  %.0GB
I fes02 SCZP30IAIZ(WMLNUX4no  FCP  30.0GB
[ flee03 SCZP301AIZ(WMLINUX&)no  FCP  30.0GB
S gos0d sz A7 LN o T FCPTT00 o
r Wxano  FCP  30.0GB
= no ECKD 3339 cyl
=3 oA WML ne EOKD 3000 of

Max Page Size:500  Total: 3 Filtered: 7 Displayed: 7






OPS/images/7921StorageConfig.18.1.27.jpg
-+ Dotails for Storage Resource - TSO Ensemblo

Descrption

size:
Device Number:

SCZP301
ai7 NA
(VMLINUX)

NA
Tota: 1

NA

B
330
cBar

iypeniscHost WWEN Gl WWPN Griroler LUN Accessie Model Typs Voluma Sria N

Yos

330008 LXCB47

F Gancel | Help|






OPS/images/7921EnsembleManagement.16.1.094.jpg
= Create Ensemble

Ensemble Name
Welcome to he Create Ensemble wizard. This
wizard will walk you through creating an Ensemble.

Ensemble name: . TS0 Ensemble
[Ensemble descrption TS0 Ensemble






OPS/images/7921StorageConfig.18.1.31.jpg
* Manage Storage Resources - ITSO Ensemble

Storape Resources | Vil Disks

SO T P s e o ST -

Select ~ Name ~ Hypervisar ~ Owner ~ Type ~ Size  ~ Group ~ Description ~
T LXCBA7 SCZP301 A17 (WMLINUX4)no  ECKD 3330 oyl $33008.
I LXCBAS SCZP301 A17 (WWLINUX4) no  ECKD 3330 oyl $33908.

Page 10f1 Max Page Size:500  Total: 38 Fitered: 2 Displayed: 2






OPS/images/7921EnsembleManagement.16.1.093.jpg
Entt 28X biades

Allows youto...
‘Choase anther HMC and st e Manage Aemate HMC ask'o asign 4 anatemate HIC.

(Cratean ansemble. AnHMG can manage ol one Ensemble

A3 mlmber o he ensemble. A fnctona ensemble st have aleast o merber, b can have up 0 ight

Uso the P Modal Conversiontask nthe Suppor lement (SE) o entiteblades f nstalled. You can use e
‘Singla Oblect Gparaions 1ask o acess the SE consoe

A rremove storage resources and toage grups.

AG frmove Vil networks. Manage which hoss ars comacted o tual nevrks.
‘Configur op-tack swiche forconneciviy uiide of he EDN.

(Create  vitual sorver onahyponser i this snsemble.

Installyouroperaing system and spplications. £ you plan oninclucing 1 vitual server i a workoad you can st
he guest platrm management provder (GPNP).

Achvat vl sever 1o power ton
Opena consle window 0.3 vitual server
View systom itual sove partormance matics.

(reate  workoad o i ensemble. A Workload allosrelated itual srvrsf be monfored and managed based
ooy

Dotnaporormance goals or h vitual sovers na wordoad.

Moritor & worbdoad bssed on ks perkoace policy.






OPS/images/7921StorageConfig.18.1.32.jpg
| Manago Storage Resources - 1TSO Ensomble

[Storape Resources | isi s

|l @= ==l

Max Paga Size:/500 | Total: 36

Fitered: 5 _Displayod: 5

S e |

Select ~ Name ~ Hypervisor ~ Owner ~ Type ~ Size ~ Group ~ Description ~
7(MUNUX4 o FCP 300GB
SOZP301 AIZ(WLINUX4jno  FOP  30.0GB
301 AI7(VMLINUXA) no FCP 30.0GB
SCZP301 A7 (WWLINUXdI no  FOP  30.0GB.
SCZP301 AIZ(WLINUX4)no _FOP__30.0GB






OPS/images/7921EnsembleManagement.16.1.096.jpg
Create Ensemble

The Ensemble was successfull created.

(oK)

ENS00009






OPS/images/7921EnsembleManagement.16.1.095.jpg
== Create Ensemble

+ Ensamble Nama
PR PRSI Tho *Add Member To Ensemble" task can be started to quide you tiough adding

amemberto the Ensemble. Would you like to add a member o the Ensemble
alter s created?

© Yes - Star the *Add Member To Ensemble” ask when the Wizard completes)
ONo- T add a member at a ate ime.






OPS/images/7921StorageConfig.18.1.30.jpg
@mmmumm-m

“The following storage resources were successfuly added from the group:
LXCBAT, LXCBAS

Lok]






OPS/images/7921EnsembleManagement.16.1.098.jpg
||/ AddMember to Ensemble - TSO Ensemble

Sslad Sysi gible

©_SCzPaot Yes
T sCzP201 No.
©_SCzP101 No

(Ada]] _iicosons | iose | e |






OPS/images/7921StorageConfig.18.1.35.jpg
- Manage Storage Resources - TS0 Ensemble

Storage Resources | Vitual ke

® 0 ¥ ? 5 f ® [ SelctActon- -l 017
e T T —
sontNomn s r =Skt ben
r fesoz BCZPI01 AT (U o anoess Lt |
TG st Ao s e
r SCZP301 A17 (VIadd Storage Resource. |
T WASEY skl SCEPSOTAI? (Vemons e Receie.
st e sczmor ar7 (SRR —
e
oo evage Rossices
T e e \
= Ak Storage Resource to Group. I
[cosa] e JAd Sterace Pamctee b






OPS/images/7921EnsembleManagement.16.1.097.jpg
[~ Create Ensemble

[ summary.

Create Summary:
When you select iish on this pane, the selected action ill be

completed.
Ensemble name: TSOEnsemble
Ensemble desciption TTSOEnsemble.
Atemate HMC: Notset

Statthe Add Member To Ensemble task?  Yos.






OPS/images/7921StorageConfig.18.1.36.jpg
[£5 HorgeStrag Rsarcs 1750 bl

Seloct one or more hypervisors for for the expor cperaton

B © # P S e ® [—Seecthcton—1]

Select ~ Hypervisor ~ Type ~ Descipton ~
T SCZP301 AG2 (VMLINUXA) VM
I SCZP301 A12 (VILINUXS) VM
[ SCZP301 A17 (VMLINUXS) VM
P SCZPa01B.1.01 PHYP.
P SCZPX1BI02 PHYP.
C  SCZPa01B.1.03 PHYP.
r SCZP31B104 PHYP.
I ScZPaiBi0s PHYP.
C  SCZPa0tBii0 PHYP.
r SCZPaLBANL XHYP
C  SsczPaiBiiz XHYP
P SCZP01B113 XHYP
P SCZPa01B114 XHYP

Tota 13 Floed: 13
(09 ciose | Help|






OPS/images/7921StorageConfig.18.1.33.jpg
.+ Manage Storage Resources - ITSO Ensemble.

Storage Resources | Vitual Dike

Max Page Size:00 | Tota

© 0 ¥ P S e P [ Select Acton o | Clrer
Select ~ Name _~ Hypervisor o T Ioan e lorule sl Deon

T free0t 'SCZP301 A17 (VMLINUX) o 0068

[ i air eNaR Fch 00

T WASBI dski SCZP301 A7 (WMLINUX4ino  FCP 30.0GB

[ WASS! diski SCZP301 A7 (MMLINUX no  FCP 30.0GB

=) 1AIZ(MLINUG no  FCP 30.0GB.

Fiterod: 5 Displayed: 5






OPS/images/7921EnsembleManagement.16.1.099.jpg
@ Adamemberto Ensemble - TSOEnsemble 1¥
PG SCZPa01 was added o he Ensembie

ENS00001
ficra






OPS/images/7921StorageConfig.18.1.34.jpg





OPS/images/7921EnsembleManagement.16.1.090.jpg





OPS/images/7921EnsembleManagement.16.1.092.jpg
[] SCZP301:417 Details - SCZP301:A17

T
e T

Desciption

Vinual Server shutdown timeout (seconds): [505_|

{nagomort Gor e s o058 RGOS

opy | _Crange Optors._] _Garce ] e |






OPS/images/7921EnsembleManagement.16.1.091.jpg
SC2ZPo01

IO r—

[ st oot






OPS/images/7921spec.03.1.1.jpg





OPS/images/7921ax04.31.1.10.jpg





OPS/images/7921StorageConfig.18.1.17.jpg
000000006000 | 9z1080K0EsL05005 | 110508va0TRL0500 | woianz | so0d | Liweiocazos wesszaizas | sosen
0210070C9.05005 | 100106vA0I9L000 | YOINZ | 004 | Liwiiocdzos wesrszaia | some
0210807009206005 | 110600v303920500 | €01NZ | 004 | Livikocdzos iz | yosel
221007083205005 | 100106v303020500 | 013WZ | s003 | Zivionazos weirszaiz | vose
9210807083£05005 | 110506v303920500 | 201WZ | c00d | Liwiioedzos wurszaiza | coson
9i800y089205005 | 100108v303020500 | 013z | e | Liwioedzos weurszziza | coeon

000000003004010 | 021080¥069.05005 | 110509va039L0500 | 1013z | 2003 | Livikogazos weurszaizas | cosen

00000000400¢010% | 2190006920505 | 100408VA0I9L0S00 | 101NZ | 2004 | Liwiiocaz0s wesrszaizas | a0l

0000000000070107 | 021080F0E9205005 | 110806¥303020800 | 0013z | 000 | Livioedzos iz | o

00000000000%D10¥ | OZ100r0CBL05005 | 100108vE038£0500 | 001Nz | _000d | Liviiogdzos weirszaia | o

[ Namm BieL Nammison | mwon | ouneq voneser s | swen






OPS/images/7921EnsembleManagement.16.1.079.jpg





OPS/images/7921StorageConfig.18.1.18.jpg





OPS/images/7921StorageConfig.18.1.15.jpg





OPS/images/7921StorageConfig.18.1.16.jpg





OPS/images/7921StorageConfig.18.1.19.jpg





OPS/images/7921EnsembleManagement.16.1.083.jpg





OPS/images/7921StorageConfig.18.1.20.jpg
. Manage Storage Resources - ITSO Ensemble

Storage Resources | Virtual Disks

B
Select ~ Name ~ Hypervisor

[ LX9880 SCZP301 A12 (VMLINI
[ LX9881 SCZP301 A12 (VMLINI
[ LX9883 SCZP301 A12 (VMLINI
[ LX9884 SCZP301 A12 (VMLINI
I LX9885 SCZP301 A12 (VMLINI
Page 1.0f 1 Max Page §|
ea . |

Select Action —

Select Action
[Test Communication with Storage Resources
Ensemble Actions

Hypervisor Actions
|Add Storage Resource.

Remove Storage Resource

Export World Wide Port Name List
Compare Access Lists.

Discover Storage Resources

Storage Group Actions

/Add Storage Resource to Group.
[Remove Storage Resource from Group.






OPS/images/7921EnsembleManagement.16.1.082.jpg





OPS/images/7921StorageConfig.18.1.21.jpg
{‘,i Import Storage Access List - ITSO Ensemble "

Select which location to import the Storage Access List file.

c HMC

Gancel | riap






OPS/images/7921EnsembleManagement.16.1.085.jpg





OPS/images/7921EnsembleManagement.16.1.084.jpg





OPS/images/7921EnsembleManagement.16.1.087.jpg





OPS/images/7921StorageConfig.18.1.24.jpg
Manage Storage Resources - ITSO Ensemble

Storage Resources | Virtual Disks

NI S AR sciect Action Lk

Select ~ Name ~ Hypervisor ~ Owner ~ Type ~ Size ~ Group ~ Descri

[ free01 SCZP301 A7 (VMLINUX4) no
[ free02 SCZP301 A17 (VMLINUX4) no
[ free03 SCZP301 A17 (VMLINUX4) no
[ free04 SCZP301 A17 (VMLINUX4) no
[ free05 SCZP301 A17 (VMLINUX4) no
[ free06 SCZP301 A17 (VMLINUX4) no
5] SCZP301 A17 (VMLINUX4) no

Max Page Size:500

FCP  30.0GB
FCP  30.0GB
FCP  30.0GB
FCP  30.0GB
FCP  30.0GB
ECKD 3339 cyl
ECKD 3339 oyl
Total: 39 Filtered: 7 Displayed: 7






OPS/images/7921EnsembleManagement.16.1.086.jpg





OPS/images/7921StorageConfig.18.1.25.jpg
_+ Details for Storage Resource - ITSO Ensemble

‘Goneral Inormatn

Name: frec01
Descripton [

sie 20068

Device Numbr. Fooo

Hypervisor  Host WWPN Controller WWPN  Controller LUN Accessible Model Type Volume Serial Mlllh.vv

05076eceaB05C11 50050763040bC12C 4010400000000000 Yes 933610 ZMFO00
(VMLINUX4)

SCZP301

A17 0507660ea801401 500507630400812C 4010400000000000 Yes 933610 ZMFO00

(MLNUXS)






OPS/images/7921EnsembleManagement.16.1.089.jpg





OPS/images/7921StorageConfig.18.1.22.jpg
'+ Upload File - ITSO Ensemble.

Plaase specify the name of the file(s) to be uploaded o the server.
Note: The file(s) must not be larger than 2 gigabytes in size.

[ZScos T2 1agamatcr ) Browse

Gamal]






OPS/images/7921EnsembleManagement.16.1.088.jpg





OPS/images/7921StorageConfig.18.1.23.jpg
{;" Import Storage Access List Succeeded - ITSO Ensemble ¥

Imported the storage access st






OPS/images/7921EnsembleManagement.16.1.081.jpg





OPS/images/7921EnsembleManagement.16.1.080.jpg





OPS/images/7921ax02.29.1.3.jpg
Server

point-to-point

Controller






OPS/images/7921ax02.29.1.2.jpg





OPS/images/7921ax02.29.1.1.jpg





OPS/images/7921StorageConfig.18.1.48.jpg





OPS/images/7921StorageConfig.18.1.49.jpg





OPS/images/7921ax02.29.1.8.jpg
Sarvar
WWNN

Controller
WWNN






OPS/images/7921ax02.29.1.7.jpg
FG port

Outbound

Inbound

Outbound
I

Inbound

Fibre Channel link

FC port






OPS/images/7921ax02.29.1.6.jpg





OPS/images/7921ax02.29.1.5.jpg
switched fabric

Cantroller 1

Controller 2






OPS/images/7921ax02.29.1.4.jpg
Server2

arbitrated loop

Controller 1

Cantroller 2






OPS/images/7921StorageConfig.18.1.53.jpg
[ Import Storage Access List Succsedod - TS0 Ensemble 1%

Imported the siorage access st






OPS/images/7921StorageConfig.18.1.54.jpg
Manage Storage Resources - ITSO Ensemble

Storage Resources | VirtuslDisks

© o E TP e ¢ . |

Select ~Name  ~ Hypervisor Owner ~ Type ~ Size ~ Group ~ Description ~
T fesBOIDOI  SCZP01B1Otno  FCP  30.0GB
I HTTPGI diski SCZP301B.101no  FOP  300GB

Page 1 of 1 Max Page Size:500 | Total: 30 Fitered: 2 Displayed: 2






OPS/images/7921StorageConfig.18.1.51.jpg
1< mpot sorage AccessList-a17 n

‘Selectwhich location o impartthe Storage Access List e

cHme
@ Remate Browser

0Kl Lcamn | o]






OPS/images/7921StorageConfig.18.1.52.jpg
.éi Upload File - ITSO Ensemble "
Please specly the name of the fl(s) 1o be uploaded (o the server.
Note: The file(s) must not be larger than 2 gigabytes in size.

o) oo

Gancel |






OPS/images/7921StorageConfig.18.1.57.jpg
Manage Storage Resources - ITSO Ensemble

Select the hypervisors for which storage wil be discovered:

© 0 %P s e @ [ Selecthcton—]
‘Select ~ Hypervisor  Type ~ Description ~

T SCZP301 A0 (VWILINUXA) ZVM
I SCZP301 A12 (VWILINUX9) ZVM
T SZP301 AI7 (VWILINUXA) ZVM
r SCZP301B.1.01 PHYP
r SCZP0181.02 PHYP
r  SCZP01B.1.03 PHYP
r  SCZP301B.104 PHYP
r  SCZP30181.05 PHYP
r  SCzP01Bi10 PHYP
C  SOZP01BiL XHYP.
r  SozP01BI12 XHYP
P SCZP301B.1.13 XHYP
F  SCZP3018.1.14 XHYP






OPS/images/7921StorageConfig.18.1.58.jpg
- Storage Resource Prefix Generation - ITSO Ensemble K%
Pioase selct the way the prefxof e name should be be generated

© Unique Storage Resource names generated by Ensemble.
@ User specified prefix.

Enter the prefix of name:

(Escovered) SRENRE
0] canca | [ 1op]






OPS/images/7921StorageConfig.18.1.55.jpg
Details for Storage Resource - ITSO Ensemble |

Name: HTTPG1_diski ]

Descrption:

Size: 20068 |

Unique Device Idenifie: ‘3E213600A0B800047D6DO0000EBGD4DO7563E0F 1818 FASITOSIEM

PathHost Port ntr

Hypervisor Host WWPN Cantroller WWPN _ Controllr LUN.  Accessile,

SCZP301:B.1.01 21000024112a428d  202600a00847460 0020000000000000 Yes

SCZP301:B.1.01 21000024(f2a428c  202700a0b847d60 0020000000000000 Yes

SCZP301:B.1.01 2100002422428 202700a00847d60 0020000000000000 Yes

SCZP301:8.1.01 210000241f2a426c 2026002008475 0020000000000000 Yes |
Total






OPS/images/7921StorageConfig.18.1.56.jpg
[+ Manage strage Resourcos - TS0 Ensomise

[Storage Resources | Vitial s

& o @ elslel P
Select ~ Name ~ Hypervisor ~ Owner
Max Page Size{50

Help

[ Select Action — 5

[ Select Action
[Test Communication with Storage Resources.
Ensemble Actions

Import Storage Access List

Hypervisor Actions

|Add Storage Resource.

Remove Storage Resource.

[Export Worid Wide Port Name List.

Congere ccess L

Storage Group Actions
|Add Storage Resource to Group.

|[Remove Storage Resource from Group.






OPS/images/7921StorageConfig.18.1.50.jpg
1‘2 Manage Storage Resources - ITSO Ensemble

Storage Resources | Vitisl Disks

® B T P S e @ [ SelectAction L
S L

St i

el e o vih horag Rescrces
free02 SCZPa0T A17 (ViEDSamble Actions
LXCB47 SCZP301 A1 (VIHypervisor Actions
Viadd Storage Resource.

e Sorae Resice
e o e v Lt
el le
e e
e e
pepldsand o
A Slorage Hasslrsa o G0

Max Page S






OPS/images/7921StorageConfig.18.1.03.jpg





OPS/images/7921StorageConfig.18.1.02.jpg





OPS/images/7921StorageConfig.18.1.01.jpg
11





OPS/images/7921StorageConfig.18.1.39.jpg





OPS/images/7921StorageConfig.18.1.09.jpg
1L+ Manage Storage Resources -ITSO Ensemble

‘Storage Resources | Vrtua Diks
(®® ﬁ [ ® 4 o) ] |--SeedAdion— of]
ect Hypenssor ~ Owner ~ Type Growp
= ;g;mpg disk1 SCZP3018103 s FCP 30068
| O Eowimecz st sczpi0iB 103 yes  FOP 30068
| O Eosmest ask sczpi0re 1o yes  FOP 30068
O freedt SCZP301AT7 VUUNUX4) yes  ECKD 10018 ey
| O ez SCZP30TAIT(VMUNUXd) o FCP 300GB
O feeBOIDOI  SCZP01B101 m  FOP 30068
O fecB2001  SCZPX1B102 s FOP 30068
O HIPBidsd  SCZP01B113 s FOP 20068
O HITPBIgse  SCZPX1B1L1 s FOP 20068
O HIPB2 gski  SCZPB11L s FOP 20068
O HIPB2 gske  SCZPA1B11L s FOP 20068
O HITPGIas  SCZP301B101 s FCP 30068
O HIPG2 asd  SCZPX1B102 ves  FCP 3008
| O HmPsigsa  sczpats11 s FCP 20068
| O Hmeszast  sozeaisiig ves  FCP 20068
O LBSBLN  SCZP01B11 m™  FoP 20068
| O ww SCZP18105 ves  FCP 300GB
O s SCZP301AT2(VMUNUX9) o ECKD 10017 oyl 533008
| O st SCZP301ATZ(VMLNUX9) no ECKD 10017 oyl 533005
| O s SCZP301A12(VMLNUXG) no  ECKD 100184
O esst SCZP301ATZ(VMLNUX9) o ECKD 10017 oyl 533008
| O s SCZP301A12(VULNUX9) yes  ECKD 10017 cf
| O xcear SCZP301ATT(WVMLNUXA) o ECKD 33390y 533008
O xcas SCZP301ATT(VMUNUXS) o ECKD 33390y 33008
| O pBladedisk?  SCZP301B.105 ves  FCP 300GB






OPS/images/7921StorageConfig.18.1.37.jpg
B"l Export World Wide Port Number List - ITSO Ensemble £

Select which location to save the il to.

cHc
@ Remote Browser

Enter the name o fle to which the list shouid be written.

[0K] | Cancel | Hlp|






OPS/images/7921StorageConfig.18.1.08.jpg
‘Before you begin:
Customize User Controls
User Profles

View Documentation

Task

Manage Atemate HIC
Create Ensembi

‘Add Member to Ensemble

Entle 28X baces
Vanage Storage Resour
Wanage Viral tetwor
fqure Top o ack (TOR)
New Vinua Server
Mot VinuaiMegia
Achate

OpenText Console
Montors Dashboard
New Workioad

New Performance Poliey
Workloads Report
| Close | _Heip |

(Optional)View and manage task and resource roks introduced fo ensemble management
(Optonal)View and manage users and assign ols.
(Optional) Read on-ine documerts o assistyou nsefing vp your ensemble

Alows you'to...
Choose another HMC and start the Manage Aflenate HMC task to assign i as an aftemate HIMC.
Create an ensemble. An MG can manage ony one Ensemtie

Add a membertothe ensembie. Afunctional ensemble must have ateast one member, but it can
wioeig

Use the Perform Model Conversion task in the Support Element (SE) o eni blades f nstaled
‘can use the Single Object Operafons task o access the SE console

Add orremove storage resources and storage roups.
Add orremove virtual networks. Manage which hosts are connected to vitual networks
‘Configu top-ofrack switches for comectvty outside ofhe [EDN.

(Create a vtualserver on  hypervisor i s ensemble

Install your operating system and appications  you plan on including hs vitual server in a wo
You can instal the guest pitform management provder (GPMP)

‘Actvate a virtual server to power it on.
Open a console window o viual server
View system vitual server peformance metrcs.

Create a workdoad forthis ensemble. A workioad allows related vitual servers to be monitored a
managed based on poliy

Define performance goals forthe virualservers in a workioad.
Montor a workioad based on s performance polcy.






OPS/images/7921StorageConfig.18.1.38.jpg
(17 soe - 50 Eventte

Selact the fle ink(s) to save the fle(s) on your workstation.
Exported World Wide Port Names.






OPS/images/7921StorageConfig.18.1.07.jpg
Ensemale lanagement > ITSO Ensemble

© O B P e @€ e

Do

e = [l [ A [ [ [ [ = [ 4
S NG 155 s il 0
© [@an e | o s
C e e IR

O Bowss | o 200 oeet

O Buwe

C B

s

T vy @

[ rm—
 Comtousion






OPS/images/7921StorageConfig.18.1.06.jpg
Hardware Management Console

CEN-TIEL)
@ B syvtms Harsgement

LLre—
[ g

[] iy

- P

(=l el ol @ [ ) (2] (2] # @

E = CL
[Ty -
- es & o
7 1@ Bl [0 | 8 oo e
Toske A ViKY BB
e D @ recoery @ perstons Cosomasion






OPS/images/7921StorageConfig.18.1.05.jpg
B 08 et ansgement
B o trmens

Bcu

) Serv Monapement

Rvvvnms s

e

FewRPED






OPS/images/7921StorageConfig.18.1.04.jpg





OPS/images/7921StorageConfig.18.1.42.jpg
[ Moo StorgeResures - 750 Ervmte

Select the hypervisors for which storage wil be discovered:

© 0 % P 4 e @ [ Selecthcton—]

‘Select ~ Hypervisor ~ Type ~ Description ~

I SCZP301 AD2 (VWLINUXA) ZVM
T SOZP301 A1 (VWLINUX9) ZVM

T SCZP301 A17 (VWLINUX4) ZVM

P SCZP30LBA0L PHYP
P SCZP01B.1.02 PHYP
T SCZP01B.1.03 PHYP
C  SCZP01B.1.04 PHYP
r SCZP30181.05 PHYP
r  SCZP01B1.10 PHYP
r SCZP0LBAIL XHYP.
r SCZP01BAI2 XHYP
r SCZPa0B.113 XHYP
r  SCzPaLBII4 XHYP

Total: 13 Fitered: 13
(0K Loiose ] isp]






OPS/images/7921StorageConfig.18.1.43.jpg
sz ‘Storage Resource Prefix Generation - ITSO Ensemble K

Please sslect the way the prefix of the name shouid be be generated.

(& Uniaus Stcrage Resourcs names generated by Ensembie)
“ser spetid

9] |cancel| o]






OPS/images/7921StorageConfig.18.1.40.jpg





OPS/images/7921StorageConfig.18.1.41.jpg
|-+ Manago Storage Resources - ITSO Ensemble

Storage Resources | Vitol ks

o [0 @ (= s of|@

wasG1
wass:
Page 1.0f 1

~ Hypervisor

SCZP301 A17 (VA

SCZP301 A7 (V]
SCZP301 A17 (V]

SCZP301 A17 (Viadd Storage Resource.
WASB1 diski SCZP301 A17 (VIRemove Storage Resource.

diskt SCZP301 A17 (U

diski SCZPa01 A17 (VL

Max Page S

Test Communication with Storage Resaurces
[Ensemble Actions

Import Storage Access List

Hypervisor Actions

(Export Worid Wide Port Name List
(Compare Access Lists

Storage Group Actions
|Add Storage Resource to Group.

|[Remove Storage Resource from Group.






OPS/images/7921StorageConfig.18.1.46.jpg





OPS/images/7921StorageConfig.18.1.47.jpg





OPS/images/7921StorageConfig.18.1.44.jpg
ij Discovered Storage Resources - ITSO Ensemble

Fo——

LIRCNR-TRIRE
‘Select Name Select Action o isor | Host WWPN Target WWPN

o N e s 101 SRb00S i adeac JETS0e0nEM a0
I ITSO Ensemble_SR|Import all 1:8.1.01 21000024FF2A428D 202600a00847d6d0
- TS0 Ercembie SR MeRtsected v 02 21000024 2AdB0 202600s000750)
- 1750 Ensembie SR~ T8 Actons o150 z1000024PFzndceo z02700so07o0
- TS0 Ensamtle SRISSIS A, 15,102 21000024FF2A4280 2026005004700
- TS0 Ensambl- SR oy 15,102 21000034FF 244388 202700s00047600)
™ TS0 Ersembie SR Descrt A4 15,101 21000024FF2AdeaC 2027005000470
I~ TS0 Ensembl SR Cone Coumrs 01,101 21000024FF2A4zaD 202600s00470)
I~ ITSO Ensembl SR 00013 300 GB SGZPO0FE.101 210000B4EFZAZAD 202700s00847500)
I~ 1750 Ensonti.SR.000003 20,0 GB SCZP201 101 21000024FFEAL2AC 2026008084706
=TSO Ensemble SR 000013 500 GB SOZPo01 8102 Z1000024FF2AATBY 2026000000700
- TS0 EnsemblSR_000013 500 GB SCZPODLE.102 21000024EF2AAEB0 202700s00047050)
I~ TS0 EnsamblSR_000013 %00 GB SCZPO0FE.102 210000B4EE3ASEY 202700s00847600)
IO E e {0008 50 0 Gl aolin 0 51h000s i) iooenoataiade






OPS/images/7921StorageConfig.18.1.45.jpg
Export the discovered Storage Resources List - TSO Ensomblo K
Seloctwhich ocaton 0 sava he Tl .

cHic
@ Remote Browser

Enter the name o fle to which the list shouid b writte.

[5K] _cancal | Hop)






OPS/images/7921StorageConfig.18.1.59.jpg
.+ Discovered Storage Resources - ITSO Ensemble

Fovo/powerve |

@ = © 0 @ [ Selecthcion—

Select Name SzeHypernvsor

i )= ) ] ) o

discosered_000001 20.0 GB SCZP301:B.1
discorered_000001 20.0 GB SCZP301:B.1
discorered_000001 20.0 GB SCZP30T:B.1
discorered_000001 20.0 GB SCZP301:B.1
discovered_000001 20.0 GB SCZP301:B.1
discovered_000001 20.0 GB SCZP3OT:B.1
discovered 000001 20.0 GB SCZPa01:8.1.
discovered_000001 20.0 GB SCZP30T:B.1
discorered_000002 20.0 GB SCZP301:B.1
discoverad 000002 20.0 GB SCZP301:B.1
discorered 000002 20.0 GB SCZP301:B.1
discorered 000002 20.0 GB SCZP301:B.1
discovered_000002 20.0 GB SCZP30T:B.1
discorered 000002 20.0 GB SCZPa01:8.1
discoverad_000002 20.0 GB SCZP30T:B.1
discorered_000002 20.0 GB SCZP301:B.1
discovered_000003 20.0 GB SCZP301:B.1
discorered_000003 20,0 GB SCZP301:B.1
discorered 000003 20.0 GB SCZP301:B.1
discovered_000003 20.0 GB SCZP3OT:B.1
discovered 000003 20.0 GB SCZPa01:8.1
discovered_000003 20.0 GB SCZP301:B.1
discorered_00000320.0 GB SCZP301:B.1
discorered 000003 20.0 GB SCZP301:B.1
discovered 000004 20.0 GB SCZP301:B.1.

Host WWPN  Targat WWPN  LUN Defined Unique D

13 210000241f388cle. 202700206847d64D 0010000000000 New
1321000024138l 202600206847d64D 0010000000000 Now
13 2100002411388l 202600206847d64D 0010000000000 New
13 2100002411388l 202700206847d640 0010000000000000 Now
14 210000241138919 202600206847d64D 0010000000000 Now
14 21000024113891b8 202700206847d6AD 0010000000000 New
14 210000241138919 202700a06847d64D 0010000000000 Now
14 21000024113891b8 202600206847d64D 0010000000000 New
13 2100002411338l 202600206847d64D 0001000000000000 Now
13 2100002411388l 202700a06847d6AD 000000000000000 New
13 2100002411388cle 202600206847d64D 0001000000000000 Now
13 2100002411388l 202700a06847d6D 0000000000000 Now
14 210000241f38919 202700206847d6AD 0001000000000000 New
14 21000024113891b8 202600200847d64D 0000000000000 Now
14 21000024113891b9 202600206847d64D 0001000000000000 New
14 21000024113891b8 202700206847d64D 0000000000000 Now
13 210000241f388cll 202700a06847d64D 0011000000000 New
13 2100002411388l 202600206847d64D 0011000000000000 Now
13 2100002411388l 202600206847d64D 0011000000000 Now
13 2100002411388l 202700206847d64D 0011000000000 New
14 210000241138919 202600206847d64D 0011000000000 New
14 21000024113891b8 202600206847d6dD 0011000000000 New
14 21000024113891b9 202700206847d64D 0011000000000 Now
14 21000024113891b8 202700a06847d64D 0011000000000 New
13 2100002411388dff  202600a0b847d6d0 0014000000000000 New

scsi-3600a)
scs+3600a1
scsi-3600a)
scst36008)
scsi-3600a)
scsi-3600a)
scst3600a)
scsi-3600a)
scs3600a
scsi-3600a)
scs3600a)
scsi-3600a)
scsi-3600a)
scs-3600a)
scsi-3600a)
scs+3600a1
scsi-3600a)
scsi36008)
scsi-3600a)
scsi3600a)
scs-3600a)
scsi-3600a)
scst3600a1
scsi-3600a)
‘scai-3600a4






OPS/images/7921StorageConfig.18.1.64.jpg
Manage Storage Resources - ITSO Ensemble.

Storage Resources | Vitual Disks

ol (e @ /22 2l el

1A

Select ~ Name  ~ Hypervisor  ~ Owner ~ Type ~
T HITPSI dski SCZP301B113n0  FOP
[ HITPB? dski SCZP01B11dno  FOP
[ HITPS2 dski SCZP301B11ano  FOP
I HITPB2 dsk2 SCZPX1B11dno  FOP
O Fep
r FoP

Siza_~ Group ~ Descrption ~
200GB
20068
200GB
20068
20068
20,0 GB






OPS/images/7921StorageConfig.18.1.65.jpg
10:
Name:

Descrpton:
Type:

Storage resource:






OPS/images/7921StorageConfig.18.1.62.jpg
-+ Manage Storago Resaurces - ITSO Ensembie

Storave Resources || VitialDisks

Ol P s e o ST
Select ~ Name ~ Hypervisor  ~ Owner ~ Type ~ Size ~ Group ~ Description ~
T docoured 000001 SCZPMLB L 13m0 FOP 20068
r s 000002 SCZPIE 1400 FCP 200GB
T Gomred 0000 SOPRIBI Mo  FOP 20068
T dscoured 00000s SZPUB L 1Re RGP 20008
T scourad 000005 SIPXIBI 13m0 FOP 20008
T soovesed 000006 SOPLE.L 1300 FP 200cE

Tdiscovered






OPS/images/7921StorageConfig.18.1.63.jpg
. Details for Storage Resource - ITSO Ensemble

General
Name:

Description:

Size:
Unique Device Identifier:
Owner:

PathHost Port Informati

Hypervisor Host WWPN

(discovered_000001

=

200GB
505i-3600a00800047460000012b04eaea0ad
None

Controller WWPN | Controller LUN.  Accessible
SCZP301:B.1.13 21000024{f388dfe 202600a0b847d6d0 0010000000000000 Yes
SCZP301:B.1.13 210000241f388dif 202600a0b847d6d0 0010000000000000 Yes
SCZP301:B.1.13 210000241f388dfe 202700a0b847d6d0 0010000000000000 Yes
SCZP301:B.1.13 210000241f388dff 202700a0b847d6d0 0010000000000000 Yes






OPS/images/7921StorageConfig.18.1.68.jpg
- Test Communication with Storage Resources - SCZP301:8.1.13

T onsemble was unable to communicate wih the isted storage rascurces. Datals

about the fadure may be avallabe n the detads panal for each storage rescurce.

T —

Select Resaurce Type Size (bytes) Status Group Description
fake LUNFGP 10,0 GB.

CACNED

-

Falp)

Total: 1

Free






OPS/images/7921StorageConfig.18.1.66.jpg
Manage Storage Resources - ITSO Ensemble.

Storage Resources | Vit Disks

© ol @ /el 2lie] 7s.u=umm—‘|,

Select ~ Name  ~ Hyparvisor S
T fres0t SCzpa01 Ar7 (v AN
P les2 SCZPa0y A17 (v]roemble Actions

o s st
Pl ScmamrAl| Semgesce

T LB SCZP01 A17 (VlAdd Storage Resource.
F WASB deki SCZP301 A17 (VfRemove Storage Resource.
WASG1_ dski SGZP301 A17 (v{Export World Wide Port Name List
WASS1 dski SCZP301 A17 (v|Compare Access Lists.
[Discover Storage Resources.
Max Page S{torage Group Actions
/Add Storage Resource to Group.
| s Siaize Mistuares i Grisss






OPS/images/7921StorageConfig.18.1.67.jpg
-+ Test Communication with Storage Resources - ITSO Ensemble 11|

Al of he tested storage resources were accassibie






OPS/images/7921StorageConfig.18.1.60.jpg
-+ Discovered Storage Resources - ITSO Ensemble

o poverm | 2

@ = © 0 ® [-seecticton— 3
Select Name Select Acton Hos WWPN  Target WWPN LU Defined Urique D
discovered_ooo0o1 45501 31 210000241138Bde. 202700a008474640 0010000000000000 New 5c5+-3600
discovered 000001 ’h_ 210000241f38Bdfe. 202600200847d6d0 0010000000000000 New  scsi-3600
iscouered_000001 2= Tabie Actions - P 2100002411338l 2026002006474640 0010000000000000 Now 53600
discovered_000001 1Epand Al 2100002411388l 202700a00847d640 0010000000000000 Now _ 5coi-3600
discovered_000001 1Coliapse Al 21000024113891b9 202600a0b847d640 0010000000000000 New  scsi-3600
discouered_000001 {Select Al 2100002411389106 202700a00847d60 0100000000000 Now  5c5+-3600
discovered 000001 {Deselect Al 2100002411389150 202700a0b847d60 0010000000000000 New  scsi-3600
discovered_000001 1021 Columns.___k 2100002411389106 2026002004760 0010000000000000 New scsi-36004

discoverad_000002 20.0 GB SCZP301:B.1.13 2100002411388 202600a0b847d640 000/000000000000 New scsi-36004
discorered_000002 20.0 GB SCZP301:B.1,13 2100002411388 202700a0b8474640 000/000000000000 New csi-36004
discovered_000002 20.0 GB SCZP301:B.1.13 21000024ff388dle. 20260030b847d6d0 000I00000000000 New scsi-36004
discorered_000002 20.0 GB SCZP301:B.1.13 2100002411388 202700a00847d640 000/000000000000 New scsi-36004
discorered 000002 20.0 GB SCZP301:8.1.14 21000024113831b9 202700a0b847d6d0 000/000000000000 New scsi-36004
discovered_000002 20.0 GB SCZP301:B.1.14 21000024113891b8 202600a0b847d6dD 000/000000000000 New scsi-36004
discorered 000002 20.0 GB SCZP301:B.1.14 21000024113891b9 202600a0b847d640 000/000000000000 New scsi-36004
discorerad_000002 20.0 GB SCZP301:B.1.14 21000024113891b8 202700a0b847d6d0 0001000000000 New scsi-36004
discorered_000003 20,0 GB SCZP301:B.1,13 2100002411388l 202700a0b8474640 0011000000000000 New cs+-36004
discorered_000003 20.0 GB SCZP301:B.1.13 21000024ff388dle. 20260030b847d6dD 0110000000000 New scsi-36004
discorered 000003 20.0 GB SCZP301:B.1.13 2100002411388 202600a00847d640 0011000000000000 New csi-36004
discovered_000003 20.0 GB SCZP301:B.1.13 2100002411388t 202700a0b847d6d0 0011000000000000 New scsi-36004
discovered_000003 20.0 GB SCZP301:B.1.14 21000024113891b9 202600a0b847d6d0 0011000000000000 New scsi-36004
discorered_000003 20,0 GB SCZP301:B.1,14 21000024113831b8 202600a0b847d60 0011000000000000 New csi-36004
discoverad 000003 20.0 GB SCZP301:B.1.14 21000024113891b9 202700a0b847d5d0 0011000000000000 New scsi-36004
discovered 000003 20.0 GB SCZP301:B.1.14 210000241{3891b8 202700a0b847d6d0 0011000000000000 New _5csi-36004

9999777799997 099






OPS/images/7921StorageConfig.18.1.61.jpg
[ Impor Slocta torage Path Succooded - 1150 Ensemie 11

Imparted selected siorage resource paihs.






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.12.jpg
At oo s ht o st soner il s o scess ook

Select Positon Network Namo 7 0
© 0 ((System Management and Admin VLAN Reallek RTLB130
Laoa ] (ot | _Remove |

Manage Vitual Networks






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.11.jpg
Type:  [Roallek RTLG13¢ */

?&Jm






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.14.jpg
Launch Mount Virual Media afte the viual server has been crealed.
I Enable GPMP support






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.13.jpg
Seloct 10, Name  Descrption Type Shared Resource Namo Size

Total 0

Laga | Eot | emove

Manage Storage Resources

Lot ] (o] [rosn | came] (vep |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.10.jpg
7 New virusl Server - SCZP301:8.1.43

Network:[Defaut ]
[t Assigned)—~

Type:

] ]
Lol L aponr dd
o
o]
Lssvianz0 |
[t
Sovianzs |
g P

vas - DB2VIA |

<Back |1 o> | _Fwin ]| canees |






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.19.jpg
| Vinua Servr Datais -HTTPS 1 u

Goneral | Status | processors | Mamory (Wetwork ) Storage | Options | Woddoads
Network Adaplers:

D
0e1b026c.03fa-T1e1.9a
2a001022.0541-11e1-a7
04916608.0013-11e1.81

Manage Vitual Networks






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.16.jpg
 Welcoma
 Enter Nama
 Assign Procassors
 Speciy Mamory

+ Add Network

+ Add Storage

+ Spacty Boot Options
 Solect Workioads

- Summary

New Virtual Server - SCZP301:B.1.13

Summary
Vertyth information below bators completing he wizard.
Name. HTPST
Descrpton:
Vitual processors: 2
Assigned dedicated memory: 2048 GB
Netwark Devices: 0 System Management and Adin VLAN, Realtek RTLS1
Storage Devices
Woroads: Detaut






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.15.jpg
7 New Virtual Server - SCZP01:8:1.13

 Select Workioads.
Sl e oo tht s et sener i il

 Use Defautt workioad
©)Selectworkioads

New Workoad






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.18.jpg
| Vintua Server Dstat - HTTPS1

(Gensrar) Staws | processors | Memory | Network | Storage | Options || Workioads

Hypenvisor name 8113
Hipenvisortype: x Hyp
. Ode52a04.03fa-T1e1.9abe. 001116371621

Name. R

Description

0 Lock out distptve tasks






OPS/images/7921LinuxonSystemxCreateVirtualServer.21.1.17.jpg
R
s
e
s -
B
e v

v

onnnannnnan

e e

.

o un 7






OPS/images/7921ManagementOperations.26.1.055.jpg
Name | Status | Processors | Memory | Network | Storage | Options Workdoads _Performance

Total hypervisor memory: 32768 MB.

Minimum dedcated memor: +286 8
TR 1 Sl -S—
Masium decicatea ey [1088 1| ]

(W | Stats | rocessors | wemry |[Nobwork | Strage | opbons | Workosds | paformnce

Total hypervisor memory: 32768 MB.
w8 ]

Minimum dedicated memry: +[25¢
T 1 S| -S—
Masimum dedcsted memor: {ioo8 1|6






OPS/images/7921ManagementOperations.26.1.054.jpg
Status | processors | Memory || Network | Storage [ Options || Workioads | performance






OPS/images/7921ManagementOperations.26.1.053.jpg
Virtual Server Details -VSTo10M o

Wame | Stats | rocessors | emory | etwork | Storage || Opbons | Workiosds | performance

Hypervisor name: B.1.01
Hypenisortype: POWER Blade
uuD: f5blasce-cebt-11d18467-001116371d21

Name: ~VSToiOM
stSarver 01 for operations chapter

Desciption






OPS/images/7921ManagementOperations.26.1.052.jpg





OPS/images/7921ManagementOperations.26.1.051.jpg
B ielells) el @ e )| tasksv | viwsw

et = o bt e s s ey oy
o @ e © suae it p -
o Bw o © suus cock 3 .
o Burma i [y . e
o B i © niopmeain . a
OB ysoou i@ [ Jer— i "
P | B vsrous sczPan a0 | © naopeemg. | 10
Y T g [P RS






OPS/images/7921ManagementOperations.26.1.050.jpg
e fllowing vl ervers were ceated successtly:

HVMo0430






OPS/images/7921ManagementOperations.26.1.049.jpg
| NewVirtual Server Based On - WASGIA
[Entor Name
PO . s e h et e, ot g s s ki Al csos
ol souce:  wasaiA
[EXTRL Ul Name:  * TESTSCREENS |
Bttt Description: Wabsphere App Server Gold workio

sunmary

(Create mutpe viual senvers
Count: ‘g

Staringindex: * g
Names:  TESTSCREENSO .. TESTSCREENSZ






OPS/images/7921EnsembleManagement.16.1.010.jpg





OPS/images/7921ManagementOperations.26.1.048.jpg
| NewVintual Server Based on -HTTPGT

EnterName

e e e and dsiption e he e it e Ene he g nmes s ki ol i
Source:  HITEG

[ —

Descrpton: ier1-Preserda

summary

™ Create muliple virual servers






OPS/images/7921ManagementOperations.26.1.047.jpg
e
o Bwsan






OPS/images/7921EnsembleManagement.16.1.012.jpg





OPS/images/7921ManagementOperations.26.1.046.jpg
[Ensemble Management > TSOEnserble > Members
Mot | Wt | s (B Tk

R EEE - -
- e s ot~

O amn

(s 8o

] Y [ Y—

i ot 8 oo

o B scamn oy

r | abon

T e






OPS/images/7921EnsembleManagement.16.1.011.jpg





OPS/images/7921ManagementOperations.26.1.045.jpg
Ensemble Management > ITEO Ensemble > Members

Mot | Vo oo (i) e | o

[(Rislie/le] B =27 o] @ @) Clre e v |

st e e e I s [y~ [1ym
O 8 8 sz o
C B & o
=} B usaan v 8 O ' e
= B oo sz O teascnams o 202
o B s scaron 8 oo ' 1o
i Bunsar scaron 8 Oy ' 200 2
=} Bunssr scaron © ascnams ' 200 2
r abam o
Sl L
= Burar sz 8 Oy . preree—
o Brres v 8 Oy . 12 ot
Tal B sczraon i 0 11004 PoweM






OPS/images/7921ManagementOperations.26.1.044.jpg
e e

DG G 57T O e — | s s
== = I
0 | Buronsmns E

i B i e

8 |Bus e

I Bt EEET

0 Bmon "

Gl eSS

0|8 e i i

e B

0 Smm e

G i

C B P =
el e e






OPS/images/7921ManagementOperations.26.1.043.jpg
o harcas oot oo s s X S s B

Energy Mansgement
L t——
e

o
2 s sourst v

(— Hansgement






OPS/images/7921ManagementOperations.26.1.042.jpg
8 Configuraton

Trage Semazic
UarageSrsge Besrces






OPS/images/7921ManagementOperations.26.1.041.jpg





OPS/images/7921ManagementOperations.26.1.040.jpg
Dette Virtual
‘Servers
Detinition

Closa Problams
for Blades

Unenttia
Blades.

Remove Node

Detete
Enzemble
Datinition

To delete an ensemble follow these steps:

1. Delete all Virtual Servers defined on zBX
components. You might not want to
delete the /OS or z/VM servers
depending on your environment.

7. Perform both steps in any order:
~ Delete storage resource definitions.
~ Delete network definitions.

7. Close all problem records for Blades that
are currently open. Because the
ensemble deletion removes all
entitlements from the Blades, the records
are no longer valid.

7. Un-entitle Blades.
7. Remove Node from the ensemble.
7. Delete the ensemble definition.






OPS/images/7921ManagementOperations.26.1.039.jpg
@ Remove Member from Ensemble -5CZP301 "

SCZP301 will be removed fromthe Ensemble. Are you sure you
wanto continue?

ENS0001A

[ o Lcamen






OPS/images/7921ManagementOperations.26.1.038.jpg
@ Otject Detinition

St nvn:ﬂ"uét Crtn s
[T t—
8 ower






OPS/images/7921ManagementOperations.26.1.037.jpg
RGN eV P ] Cr—— i

ot [ ~ o S ot Pt~ | Machi Typo.- o
(& oo ) [B@omm Lowmanr [sarn___jmirue

= Man e Sl 0 Tosh 1 Pl | Sk






OPS/images/7921ManagementOperations.26.1.036.jpg
Support Element

[ —






OPS/images/7921ManagementOperations.26.1.035.jpg
Tosks:sczon B @ [

oy
—— 8 St

:
ot oinn






OPS/images/7921ManagementOperations.26.1.034.jpg
Part umber:

Enghneering change type:

060
le Concurent 060

060

Accepted 003

Removable Concurent 004

[oK]| _Hep |

Engieering change number:

LevelDate

45D8920
N29765
Base ECs

Engineering change description: 28X Framework.

Time
1102010145402 EST

1102010145824 EST
0825/20101451:52 EDT






OPS/images/7921ManagementOperations.26.1.130.jpg
@ vsdumpaite -HTTPST m|

(Vitual server "HTTPS1" has been triggered o dump.
HVMo0703






OPS/images/7921NIM.28.1.10.jpg





OPS/images/7921NIM.28.1.11.jpg





OPS/images/7921NIM.28.1.12.jpg





OPS/images/7921NIM.28.1.13.jpg





OPS/images/7921EnsembleManagement.16.1.025.jpg





OPS/images/Image30.gif
@ SCZHMCB: Choose z/VM Virtual Servers to Manag... [ = |

S| | M ibmcom hitps://sczhmebiitso.ibm.com/hmc/wcl/T8eas

® Unable to process selections - SCZP301:A17

You have chosen to unconfigure a virtual machine that is attached
to ensemble resources. Please remove the ensemble connections
and try again

LNXEDGE1 -- 0700

& ACT39798

oK






OPS/images/7921EnsembleManagement.16.1.024.jpg





OPS/images/Image29.gif
St || # ibm.com | nttpsy//sczhmebitso.ibm.com/hmc/content?taskid=271& 7 |

ﬁ Choose z/VM Virtual Machines to Manage - SCZP301:A17

Select or deselect the z/VM virtual machines that are to be managed by
this console.

& B

ars

Select Virtual Machine Name |

noononn

LNXEDGE1
LNXEDGE2
LNXMNT
LNXROY
LNXROY2

Page 1 of 1

| | Total: 130 Filtered: 5 Displayed: 5 Selected: 4

oK

Cancel

L]






OPS/images/7921EnsembleManagement.16.1.027.jpg





OPS/images/Image23.gif
8| [ # ibm.com | httpsy//sczhmebiitso.ibm.com/hme/wcl/T8cOL

E Virtual Server Details - LNXEDGE1 [SCZP301:A17:VMLINUX4]

General || status | Processors | Memory | Network || Storage | Options || Workloads || Performance
MAC Prefix
Network Adapters
Select| Virtual Device | oy iy Port Mode Network LA
Device Count
© 600 3 0SD VSWITCH1 Access 1
© 700 3/0SD QDIO100  Access | System Management and Admin VLAN
| Total: 2
< m ] ’
Add Edit Remove
Manage Virtual Networks [N

Network Options:
Replicate VLAN IDs to Network Adapters

OK | [ Apply | | cancel | | Help






OPS/images/7921EnsembleManagement.16.1.026.jpg





OPS/images/7921ManagementOperations.26.1.074.jpg
| Virtual Sarver Dtail - LNXEDGE1 [SCZP301:AT7:VHLINUXS]

ol s | s | Vo [ ot | svorepe | oo [ Wront | Pt
Storago Orves:

‘Seect Dovics Name__Descrplon Type _ RasourcaName  Mods  Size
200 (LN Fufpack LNXEDGE dskzo0 Read Wria 20,0 GB
Toial: 1
(Al E] Deove)

o Storage Rsour






OPS/images/7921EnsembleManagement.16.1.029.jpg





OPS/images/7921ManagementOperations.26.1.073.jpg
| Vintual Server Details - LNXEDGE [SCZP301:A17:-VMLINUX4) "

e P
Srago v

‘Select Device Name Description  Type |Resource Name | Mode Size |

ko
(] o o

Manage Storage Resources






OPS/images/7921EnsembleManagement.16.1.028.jpg





OPS/images/7921ManagementOperations.26.1.072.jpg
| Virtual Server Details - LNXEDGE1 [SCZP30T:ATT-VMLINUXS] "

Corrs s s iy (gl | s opirs v etomcs
WAG Prfc

Network Adapters:

Select Y% D90 1yp6 Swich Pt Mode Network VLAN s CHIPID Ree

Device.
o 600 3.0SD VSWITCH1 Access. 1

Total 1
LAda | | Eon | Remove |
Manage Virtual Networks

Network Optons:
Replicate VLAN IDs to Network Adapters






OPS/images/7921ManagementOperations.26.1.071.jpg
Ensemble Management > TS0 Encemble > Members > SCZFIN

Ve sevans | e | Boes | ooy

] Beowasor © rcns Y
- Bess O ancns o
o B voaoces 8 ey ' 200
o B oo 8 oy ' 200
] Brasor 8 ey o
o Buass 8 ooy o
(ST 8 ooy ' 278 vt v
[T 8 ooy . e~ .
0 abum 8 ey . 270 poment .
[SCETI 8 opey . 27 romeent .
O @b  cpemg ' 278 vt -
0 e  cpeany ' 278 poment ‘!
O e ain 8 oy 2 v xwe v
(SR  cpeuny 2 e e “
(SR oy : o x v
[T 8 ooy 2 1oz e .

M Pagn S50 ] Tt 19 Fred 19 Skt 1






OPS/images/7921ManagementOperations.26.1.070.jpg
5 Choose 2/VM Virtual Machines to Manage - SCZP301:A17 KX

‘Selector deselect the z7VM virual machines that ar to be managed by
his console.

ORE G o —

Select Virtual Machine Name
LNXEDGET

LNXEDGE2

LNXMNT

NXROY

LNXROY2

Page fof 1 Tolal 130 Fitered 5 Displayed 5 Selected 6

alielfali

_OK| Cancel | telp |






OPS/images/7921EnsembleManagement.16.1.030.jpg





OPS/images/7921EnsembleManagement.16.1.032.jpg





OPS/images/7921EnsembleManagement.16.1.031.jpg





OPS/images/7921ManagementOperations.26.1.069.jpg
3 Choose zIVM Vitual Machines to Manage - SCZPOT:ATT 1Y

‘Selector desalect the z7VM virtual machines that are fo be managed by this
console.

CREE JI—

Seloct Virtyal Machine Name

e
i
e
£ haon
B
L
E e
F
oo
E sy
I __OPFRATOR B
Page 1 0of 1 Jotal 130 Fitered 130 Displayed 130 Selected: 6






OPS/images/7921EnsembleManagement.16.1.034.jpg





OPS/images/7921ManagementOperations.26.1.068.jpg
(Rlee

CAE ==l ol ol
oo e Al S I S R (o Yo s s

T P - :
e ST S ;
(o e R o T R e
O & ewawasor [ rye— ™
T =
e s ]
P R =
O @b 8 Cperatng. 32768 Powervy v
O @hen @ operatng. 32768 Powervi P
O @dben 8 operaing. 32768 Powe vy v
@ e 32768 Powervi v
r @dbees 32768 Powervi v
e R
O @b 1072 xw v
e s
{8} o 131072 x e v
TsksA7 B8 F a
= — —
= Ssmmes
ey
e et e e lerge Ve Sutcen
St






OPS/images/7921EnsembleManagement.16.1.033.jpg





OPS/images/7921ManagementOperations.26.1.067.jpg
4] Deactivate Progress - VSTo10M

Funcion duration ime:
Elapsed tme:

001500
00:0300

| (&_lvsToromM success)
1o Y






OPS/images/7921EnsembleManagement.16.1.014.jpg





OPS/images/7921ManagementOperations.26.1.066.jpg





OPS/images/7921EnsembleManagement.16.1.013.jpg





OPS/images/7921ManagementOperations.26.1.065.jpg
T

Grospns
@ OperstonsCustomizsson






OPS/images/7921EnsembleManagement.16.1.016.jpg





OPS/images/7921ManagementOperations.26.1.064.jpg
@ Vinual Server Migrated -VSTo10M

Vitual server "VSTOTOM" was successtuly migrated from
hypervisor"B.1.01" to ypervisor ‘B.1.02".

HVMoo302
[Giose]| Py






OPS/images/7921EnsembleManagement.16.1.015.jpg





OPS/images/7921ManagementOperations.26.1.063.jpg
@ P e el v VEoIOM W masi T B B






OPS/images/7921EnsembleManagement.16.1.018.jpg





OPS/images/7921ManagementOperations.26.1.062.jpg
Selectthetarget hypervisor to migratethe following vitual server.

Virual server: VSTO10M
Hypenisor.  B.1.01

Operating
Operating
No Power
Operating

Status: NotOperating
Hypenisors
‘Select ~ System ~ Hypervisor » Status.
° Bl
o B10
o B1i0s
o B10S

[N Power:

&

 Viftual Servers ~






OPS/images/7921EnsembleManagement.16.1.017.jpg





OPS/images/7921ManagementOperations.26.1.061.jpg
oty
o






OPS/images/7921ManagementOperations.26.1.060.jpg
. Mount Vitual Wedia Progress -VSTo10M

Funcion duration ime: 001000
Elapsed ime: 00:0002
Select ObjectName  Status

& vsToiom Uploading vinual media.

[0k | ol Lop ]






OPS/images/7921EnsembleManagement.16.1.019.jpg





OPS/images/7921EnsembleManagement.16.1.021.jpg





OPS/images/7921ManagementOperations.26.1.059.jpg
|- Mount Virtual Media -VSTO10M

/i
© Saisc Source

MounL150 msas
-

[Summary

ik i 0 upo e ot he slected 150 image o th Vit S
Upload Source: cPup

Selected IS0 GPMP Image
Make Primary Boot Device: No
Mounted K5O: None






OPS/images/7921EnsembleManagement.16.1.020.jpg





OPS/images/7921ManagementOperations.26.1.058.jpg
- Mount Virtual Media - HTTPS1

Select Source
Mrmee N .. ety o0 oo ot 150 e

EYSA O image from HVC media
O mage from remote workstaton
® Avallable imagas

[GPVP nsallation mage






OPS/images/7921EnsembleManagement.16.1.023.jpg





OPS/images/7921ManagementOperations.26.1.057.jpg
- Mount Virtual Media -VST010M &

Welcome
ik o the Moust Vit Mcis vicans
Use ths wizard o mount viual media onto a Virtual Server's DVD.

Select Source
Mount 50 Image

. @iShow this welcome page next ime.






OPS/images/7921EnsembleManagement.16.1.022.jpg





OPS/images/7921ManagementOperations.26.1.056.jpg
i

e St
e






OPS/cover.xhtml


   

      [image: Cover image]

    


  

OPS/images/7921ManagementOperations.26.1.091.jpg
= |

o 15 e 15 Onses 16 S -

[
LIRS
(e i (it
(5] ninown o
il outaut 0
o] HITP 1o WAS WANSY £
2 WS -0B2 VN »
(4 SystemManageren nd Admin VAN 100
a1 DataPomerBlade s 101
(o] Ralgh - POKVLAN. 104
2 HITP Sorver - WASVLAN. o
fo] st "
il stz 12
(2 (ClantAccess - HTTP Sever AN 160
a1 LBSWA2S0. 30
=] Lssan2st 21
[a] Lesvm2s2 22
B spos 9
page 1o
Rl






OPS/images/7921ManagementOperations.26.1.102.jpg
2mmm oss2
2mwmm ose
20m11 0350

ame
e
3630

Siect

MonkorSystam Eveots, Messaga Cout 1
MonkorSystem Eent, essaga Count 1
(PR ——






OPS/images/7921ManagementOperations.26.1.090.jpg
5 Vs o o s

oot a1 it (12134 12605 L to correat ) s

= [

Nt vt
e i e e | ekl

st st s sophnce e o s A

oxes s
scnsion oK 0k
Bscrmieis  ow  osioe oxe o
BSCIWISIN s TeRKI0S  D1SKEmsOKEws
Bscomisin s 79BN bowksms/ovzies
B scrmisiu oxes i

10,159,100 22408 % on: 002211280
220261262 22008, 0

110198100 222418203
110.159.100 222428 20






OPS/images/7921ManagementOperations.26.1.103.jpg
2 ber - bty - Wity o ML= Gleveds @ e @ Nl Q- e

Nonitor Systea Events, Nessage Count: 1

apiration dae. g

Event. Vil Server CPU Utization Akt
Test."CPU Uslztionexceeded 1 for more than | it i serer”
Tae: Nov 10,2011 45225 PAT
Mositor
Name: HTTPBI_CPU
‘Descrpion: ‘cpu wlzaion for HTTPBI"
Essbied: e
Vsl Servrs: HTTPBI'
CPU Uzaon Theshod 10
Threshod Dursion:
Stort Tene ‘smspecied.
Eod Tene mspeciied.
StatDate: ‘mspeciied
End Date ‘mspeciied
Active Days: T Sum, Mon Toe, Wed, Th, Fi, Sa
sl Addesses “eopionbm com’
Locsie ‘. US'






OPS/images/7921ManagementOperations.26.1.104.jpg
Event Monitor Summary - HTTPB1

MTP Server [smép o bm conf
MTP Bort o5

Miimum tme botween emaissgg

Select Name. Descrption LastEvent el
& HTTPB1_CPU cpu tizaton for HTTPB1 0145225PM) O
© HWMsgExample Example hardware message monior u]
© 0SMsgExample Example operating system message monitor. o
€ Security Log Example. Example security log monitor. o
€ Service Class P Example  Example service class Pl moritor u]
© Stato Change Example  Thisis examge of a tate change monitor o
¢ Virtual Server CPU Example Example virtual server CPL utilization monitor [u]

(inssconds, minmum of 60)






OPS/images/7921NIM.28.1.30.jpg
DHCP Server Wizard (3 of 4): Dynamic DHCP

et nfermtion

Adares Range

2310

Natmask a1

e e
[0 eI

e

e

= - —_—

i ) s 3k ) oo 2]






OPS/images/7921zVMVirtualServerDefineInstall.20.1.09.jpg
| add storage.
T Tt e

okt Do Name Dascrptin Type _ Fosoucs o Mode iz
T A G et Fead e o
o

] ] e

[ —






OPS/images/7921ManagementOperations.26.1.105.jpg
Ensemble

cpc » CPE group power cap
(Ensemble Nodo)

- mmcrm group pover cap

> Power save

~ Blade pywer cap
Blade






OPS/images/7921NIM.28.1.31.jpg
DHCP Server Wizard (4 of 4): Start-Up

Servee stan

@ inen Bsoing
O anany

[ ) o (=)






OPS/images/7921zVMVirtualServerDefineInstall.20.1.08.jpg
Add Drive.

e “nin
Dessrpien [
e [Crrr=
Soraa ra:
T Cwcess o

s oy
<
o oy
et o
[y — e
e Pasevors: o T

oo






OPS/images/7921NIM.28.1.32.jpg
Sty DHCP Server: Start-Up

s Secton
G Satngs st
Oymame OHcP. @ wnen otng

ot Mmimm © sy

y e th ot sttnge.you cannt et
10 Galg You may be sl o sy 0 g
By S changes a0 resatng e Mol
oo mpler 3 coregraton s e e part
e s G wer o

P Samar St Up Amarts

e ===






OPS/images/7921zVMVirtualServerDefineInstall.20.1.07.jpg
S
Q' Now Viriual Sarver - SCZPINATT [

P —

=]

L e eo]






OPS/images/7921NIM.28.1.33.jpg
DHCP Server Configuration

@ star oHe S
2 Run P Sanarin Choct
0 tose suppot

Conmgues Decarstons

%

][ ear ][ owes






OPS/images/7921zVMVirtualServerDefineInstall.20.1.06.jpg
-7 New Virtual Server - SCZP301:A17

Enter Name
Enter in a name and description for the vinual sef

ocessol Hypervisor name: A17

0 Hypervisor type:  z/VM

Name: + LINUXMINT]

g Description:






OPS/images/7921ManagementOperations.26.1.100.jpg
{57 Event Monitor Editor - HTTPG2

Neme

TP CPU

Descrption rmmmun for TP

Eventtps O Stats Changes

o
(O Qperating System Messages
Smeai
C®CPUtizaton )
ST ol _
e, -
O HrPe2
B
0O HrPe2
0O HrPst
0O _HriPs2
Eventschedule: ClLimitto gmes: Stat T End Time
2034 P1 Qlnsesorm (e

Olimittodars Sy Monday Toesdoy  Wocnesday
Tursdey Frday  Saturday
Dlimitto gaes St D 10Das

e @l il
Fetfcaion = L [sogyn bmconl

[0k _cancel | _new |






OPS/images/7921NIM.28.1.34.jpg
Ntwork sk

lEEED

Dynamic oS,






OPS/images/7921zVMVirtualServerDefineInstall.20.1.05.jpg
Specty Momory

Add sorge
Spacty Optons

‘Welcome 0 the New Virual Server wizard. This wizard il allow the user o sat al
herequired nformation hat s naedad o configure  vinual serverfor a mage.
¥ Show this welcome page nexttime






OPS/images/7921ManagementOperations.26.1.101.jpg
(5] Event Monitor Summary - HTTPG2 "

Setirgs

SMTP Senver. fsmip 50 ibm com.

SMTP Port o5
Minimum time between emais g (inseconds, minmum of 60)

o

(Ce_vmeet cpu ou utizetion for HTTPB1 ). I

W Nisg Example Example hardwre message monior.
08 Msg Bxample Example operating systam message morior
SecutyLog Example  Example secuiylog monior

Senice Cless Pl Example  Example service class Pl monitor

Stete Change Example  This s example of a stte change moritr
Virtua Server CPU Exarmple Example vitual server CPU bizaton moritor

Ava.. | Eot..] _Delete

3
i
EIDDEIDDEI§






OPS/images/7921NIM.28.1.35.jpg
Subnet Configuration prnT—
deny
et A erame
sz ims

opton boetename

opton bradcastadaess

opton ancp senwratentr

opton amarrame

opton damanname-seves

[rp—

optonhestame

opton nteracenty

optoniesaner

opton o seners

opton prsenrs

PR ——
opton netios ame e

R

opton e cope

[ [ e L e
W conpue (@ oo vastcon. (Eivsm ) )08 YRR o v 1. 351 o )

aaaatieasetme 14400
maviessetme 172000






OPS/images/7921EnsembleManagement.16.1.047.jpg





OPS/images/7921ManagementOperations.26.1.099.jpg
[5 eventmonitor summary.

a0 | Eou..| Dete

L]
Set ]
[SMTP Server [smep tso b com
s port o =
i time between smais.» B inseconds, minimum of 60)
o
Select Name [Description. |Last Event Enabled
| e iwmsgEsample ‘Exaimple harowere message monior [5]
€ 0SMsgExample ‘Example operatng system message monior. fu]
€ SecurtyLogExample  Example securylog monir o
€ Senvice Class PIExample  Example senice class Pl monitor o
€ Stats Change Example  Ths is example of et chenge monitor. o
©__ Vinual Server CPU Example Example virtual server CPU uiization moritor o

Lok e ] tep |






OPS/images/7921EnsembleManagement.16.1.046.jpg





OPS/images/7921ManagementOperations.26.1.098.jpg
Hardware Management Console

T el nagen 150 Ensembe = Mamues » SLZPNN
B & 7 %) 4] 2] @) 8] Crwer o L
T | Al A =
SB ot B o B s
= 02 8 operrg
Browas b 8 oy
e — O Bmammg N ME & cpertrg.
©  Bean ot Pho © it cperstng
[ E— e o - B e






OPS/images/7921EnsembleManagement.16.1.049.jpg





OPS/images/7921ManagementOperations.26.1.097.jpg
wfecgnon
g

1799777900

218U 14 177U 0531 KBps 0 70 KEes 22303 20 w2012
2UBI2TUS  0163KG0s 002 KEEs 23012 30 2012

52051616560 KD _0088KBpa 1001KEps. 223812002012 TOR
220D/ 57406205001 Kope 10007 s 2220420 an 2012 ot
56 O7EKB/95576143 001 Kope /001KGoe 223812 0 2072 TOR
S7TS72NE1478 44K 0007 KB 10008 KBps 2383 202012 B

SoTKBI0D  ooumkps/okEes 230 0mauiz b
SWSMSI08 oosxapeibkmes 2301 20 m a2 £
408D/ 478 44K 0008 KB 1006 KEes 22202 20 an 2012

6208KB/ 478 44K8 008K 10006 KGpe 2230 2 20 2012 B

D1

i
YT
e gmoi0
Excomaoi0

o 5 Fhows 10 Capae 1 et

I
I






OPS/images/7921EnsembleManagement.16.1.048.jpg





OPS/images/7921ManagementOperations.26.1.096.jpg
el o (e e [ (e i e
© 122551 1956418 0014 KGpe 10232 [Ty
ia 039KD/9341 D 000TXEpe/0 HeKEGE <0001 OOTESATOATTED  10a13ereTs
r 7 64K319 43U 0007 K 0 HEXEge <0007 00tase b1 TTEE G20/ 2571
s TI50K811917148 0KEes 10224 Taooens 2ot ez
C 910U Onape 0225K30s T —
s oBiBme  oxsess0zzsKes oo 2wz
© OoiBiie  oxepe/ozzsKies 2urossi
r OBiate  oKeee/ozzsKne aursisna
r 185870 0¥ 0 9kEes Szt
r 14U 1025448 0085 s 0124005 2sssmurazzrm 10/2m0
© o8BS oKaee/0zzsKs oy zunressn
r 1230181 1745518 0014KGps 0206 K
i 1230051904145 0014KGee/0 105K <000t 001078
o OBiEIS  oxEme/oionKes | <o 00108
© ascmwiaiu o 10ue)1ETiie otkaes/ozeKies

Pt o 1 o 15 Onpes 15 St

=T T






OPS/images/7921ManagementOperations.26.1.095.jpg
=

NEort: WAS D52 VLA HTTP Sear WAS VLAN,Chent Access - TTP Sever VLAN,Ssten Wansgemantand Adin VLA s
View il sviches ang Aopances | Vel newons

Vil nevork metic fo VLAN:WAS DB VLAN, HTTP St -WASVLAN, Clnt Access - TP Ser LAY, Sstom ansgementand
xomn N

SOOI e | e —

Sowct [t~ [EoMUn ~ [opes Tmternd ~ [MND |
=] VA0 51.170% 4509 10
o WANT10 2883%  2154u8 o
=] Vw199 20245% 25078 1
r e ocaen  23u4k8 »
Pt o 4 P 4 Dasys 4 Sekctes 0






OPS/images/7921ManagementOperations.26.1.106.jpg
gs | Menhors Bubbvard

re Gt OpanActty_ Open Achy rfies _ Open Workods eport

PN S i o e |
O scmor M e
s T
Qsczom
PoverConmuman e
o e 1 Al
sczrn s
O o n2nn
[ Bescenss 2 [ susecwms 1 0 20
E inmaria o me s [EED E
E [ =
~ | CC——— Senerme = () | o
ERN R p—— S Ee—— Bl | | e Pt
O e I B . ~ T aen
[ e — B . vy
O o m— = . v |
oo — . e |
L B h . 1=}

T e T s T -






OPS/images/7921ManagementOperations.26.1.094.jpg
e

e s

o e S e
st L) -sczurEin






OPS/images/7921ManagementOperations.26.1.107.jpg
Emiroomertal Efcirey Siatates - SCZ5301

o gy e

uring o 577636 ] ko ervanars 8

s sorotens e

 Rewvesh| Exgo] choe] ok






OPS/images/7921ManagementOperations.26.1.093.jpg
e, (PR
bt WAS D82 AL HTTP S WASYLAY hrt s TP S LA S ]
posscseiosteopilibosp

Vil st 2 gotance i for VAN WAS - DE2 VLA HTTP Sover - WAS VLA ClrtAccess -

@l (=l (oo @ = # s @

s e = o = om = o
T asm oo e
F o oo o
£ Gawoman o oo
T ascmmain o o
£ e wworraoe o
[ o S e
T e immoioum e
o ascmmiatn | s o






OPS/images/7921ManagementOperations.26.1.108.jpg
| Ba1Detais 81

Instance | Accaptable | product,
inormstion  Stata  nformaton

Power rating 9444w
Power consumption: 1636 W

Ambient temperature:19.5°C (67.1°F)
Exhaust temperature: 20.0°C (84.2°F)

Powersaving:  Low Power
Power capping:  Custom
Cap range: 7439444 W
Curent cap: 9444 W.

[Apph] | _Gancel | _riep |






OPS/images/7921ManagementOperations.26.1.092.jpg
osctia200 At 0o
oSz A 0%
& scmoision 100w

“tocusetea HTTPGH 1967%
De7e2s1s MG 0547
& scmmsin
Gaceases 057 HITFEH 652
61157760057 TP 1408%
61038903057 HTTFE 6738%,
63tz a2 TIPS 94755

il ) el el |

ot

&=l ol @ == el @

CEETIE) 3019181113308 0038K808 1001KE

fom e o oo |

0504k 11359k8 0K 10KE0s 55,100
0564KD11369K8. 0K 0KGYS 12303099, 10
08i08 OKBos 0xmps 02712 99,100
SIS9KDIT4OTHD 0009KEDS/OKBRS 10,190,100

678147 K6 137 133 K007 Koos 0 KBps 127041100
146.491K6 37 133K 0001 Koos 0B 02601190
£2262KB13508_ 0001 Keos /aKBps G2FOAT 110
176954K6 157 3 KE 0005 Koos 0 KBps 1277 7 199
501008 K 1251901 0003 K808 /0002K G2FF A 110
495001472015 0007 Kap8 10005 K 0267 20 100
403978K6 53401 K 0005 KBps 0KBps 126748 110
586721K6 1272364 0004 KBos 10 003K 02FF 94 190
E73083K6 153 34 K0012 K88 0XBps G2FF 1 100
1340181552 40K 0014 KBS /00TKE 10,150,190

i swic and appance s for VLAV WAS D82V HTTP S -VASVLAN ChAcces -HTTP Seni VLA s anagemen a3 Adan WA

[z
)

o0te07.31mi010
0140731 33010
0140731 an: 371021288
0016073 220415
0014073 3 1815
0140731 m
0140731 m7
0140731 3

0140731 m7

o

o
et
o0
or0
o105
o
o






OPS/images/7921ManagementOperations.26.1.109.jpg
| sczpsoi Details -SCZP301

istance | Aecaptable | Product

B e

Iiommation | SESE™ | otmaton  Infommaton | iformation
Powerrating. 36844 W
Power consumption:13480 W
Powersaving.  Custom
Power capping:  Custom
Cap range: 21189W 115050 W
Cunent cap: 115050 W
Power rating: 27400W
Power consumption: 11834 W
Ambienttemperature: 223C[721°F)
Exhausttompe 330°C (01.4F)
Humidiy: 7%
104°C (607°F)
40409 BTUY.
Heatload forced-air 40409 BTU.
Heatload (water) 08TUM:.

Maximum potential power: 11366 W

Maximum potential heat load:38808 BTUI.

Power saving High performance
Disablad

11366 W-27400W

Curent cap: 27400W






OPS/images/7921EnsembleManagement.16.1.050.jpg





OPS/images/7921EnsembleManagement.16.1.052.jpg





OPS/images/7921EnsembleManagement.16.1.051.jpg





OPS/images/7921EnsembleManagement.16.1.054.jpg





OPS/images/7921EnsembleManagement.16.1.053.jpg





OPS/images/7921EnsembleManagement.16.1.056.jpg





OPS/images/7921EnsembleManagement.16.1.055.jpg





OPS/images/7921ManagementOperations.26.1.089.jpg
R

GO ol e Sr——
P g G« fm— |
- w o sxs cwssa 2e me |
o 5| 1 ot 1 O 1 e 8 |






OPS/images/7921zVMVirtualServerDefineInstall.20.1.04.jpg
Allows
Choner 2 NewVinua Sever TS0 Ensemble |l
Creats| [ (% ®) 5 2] | [—SolecAcion —] | (ma
Addar Seledt » Hypervisor ~ Status ~ Vinual Servers - | fcan
s e e

Enitlo 28X biades setne BT Operating 2 ted.
Youea | © Bi2  Opening 2

Manage Storage Resources B e et o

Manage Virual Networks Addor  C Bios  Opentng o

Conoue Top otsack (TOR) Swieh Confit otk Pirect e {Polectne:t

e Vinual Server ) Croate| (10K |cancat|
nstal G @]
WOIlogT TSI eSO T T T T

Aduate Acivat a viual server 1o poverton.

penText Consale Open a console window foa vitualservr.

Montos Dashboard View systom vial srver peformance metics.

New Workioad reate a wokload for i ensemble. A workioad allows elated vitual severs o be monfored and
managed bised on polcy.

e Patomanc Poli Define perormance goas fo the vitualservers n a workoad.

Workloads Report i waskiond o e A parsetion ol






OPS/images/7921NIM.28.1.25.jpg





OPS/images/7921zVMVirtualServerDefineInstall.20.1.03.jpg





OPS/images/7921NIM.28.1.26.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.56.jpg
3 UserProfies.

Enetiope
Select an temo manage. then dick "EGi" from he menu bar.

Seloct User D Desarpon LastLogon Date Last Logon Time
© MaranG. Ensemble administaorleveluser 11112010~ 150.46

€ martangtest  storage guy 11082010 143951

© NRGMGR  EnergyAdmin 102010 151742

€ odavian Octavian Lascu 1z 150205

© OPERATOR  Operaorloveluser

o pmorR Peromance Management Operator 11102010 143400

© SERVIE  Sericerspresentativeloveluser 1112010 163047

© STGMGR  VitualSorageManagement 11082010 141544

< 112010 163804
Vi Virual Network Admin 11082010 132040

o vsmea Virual Server Manager 11200 ogaz0d

© vsoPR Vifual Server Operator 11h0z00 133220

© WLADMN  Woioad Admin 11102010 135048

© WG Workoad Admin 11082010 184952

o woem Workioad Operator 11102010 1022

P g

IR0 228210






OPS/images/7921zVMVirtualServerDefineInstall.20.1.02.jpg
13





OPS/images/7921NIM.28.1.27.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.57.jpg
UserD:  VNADMIN
Doscripion:  Viual Network Administal
ODisable user

| |Passworarue: e
Password: =

Confimpassword: [~
| DForce user to change the password at nextogin

‘Select Managed Resource Roles i
) AllDirectors Timers Managed Obiects
1 AllFiber Saver Managed Objects -
AllZGPC Managed Objects
O BladetOnly
) BladeCanter Objects 5
‘Select Task Roles L3
‘Access AdminitratorDirecorTimer Tasks
‘Accsss AdminitratorFiber Saver Tasks
‘Access Adminisiator Tasks
Advanced Operatr Tasks.
CMAdtions

LDAP Server

=

noooo|






OPS/images/7921zVMVirtualServerDefineInstall.20.1.01.jpg





OPS/images/7921NIM.28.1.28.jpg
DHCP Server Wizard (1 of 4): Card Selection

Networ Carts o OHCP Sevar

Seetes v merceame  Devce ame -






OPS/images/7921NIM.28.1.29.jpg
TP Tme Senwr

Prmay tams Sanwr P

‘Secensay Nam e

s e

(

Detaut Gatowsy vt

Dyt Lease Tme

[






OPS/images/7921EnsembleManagement-HMC.08.1.50.jpg
Object Control Sttings

< Local Aunnteaton

- Manags onjcs

- Task s

- Cantimaion satings

> Obiect Contot setings
U Style Satings

Csingl object selecion
(CiShos ips each tme vouTogon)

ElAcospt Gonsols Messenger messages

EBing Chat Window to freground on new messagel

k






OPS/images/7921ManagementOperations.26.1.080.jpg
= o Ensemtie






OPS/images/7921EnsembleManagement-HMC.08.1.51.jpg
1 Manage User Wizard

Ut Style Settings:
The fallowing User Inteface (U style setings informaton can be changad for the use|

Defautt User nteface Style

Tassic Siyle






OPS/images/7921NIM.28.1.20.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.54.jpg
 Summary

Use Surmary
Wiy st on s panel. e selced ackon
S oo ol
SRR Lscr: vusce e
o (NR———
AUTHENTICATION MODE: ol

wanabieo caecr moes
MO i o
vl oo oics

TASK ROLES:
Virual Network Adminisator Tasks






OPS/images/7921NIM.28.1.21.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.55.jpg
[S— o
B e e e ot iy =

T ot e et

[ - g

B T s D S st i
_ _—

ot S5 ke e o S T scens Crage e _—






OPS/images/7921NIM.28.1.22.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.52.jpg
Tree Style Settings

 The folowing Tree Sty user
ntetace optons can be changed or

ihe user.
+ Conaosty  User

 Autenicaten Typs -
Z Loouamncaien ([
LoAP Auhenicaton
 Manags Otjcts Easks pad
¥ Task ol
METTTTUSI | Navigaton cons
 Onjct Canto Saings
2 Uiyl Satings EWork pans icons
Chusa: St Sftngs
OvjectBackgrouna sotms|
> Tmo Syl satinga

Sotings
B






OPS/images/7921NIM.28.1.23.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.53.jpg
Solet

+ Aunenteaton Type
 Local Autnanteaton

LDAP Authenteti
+ Manage Objcis

Settings.

‘Confimatons Setings:
‘Show With Object List
Us no as the defacit acton

UIStyl Setings:
YourUser nteface Syle s Tree Style [y
You are allowed o change your interace styls.

<pack | x> Gancer

This is a summary ofthe setings forthe cunent user.






OPS/images/7921NIM.28.1.24.jpg





OPS/images/7921EnsembleManagement.16.1.036.jpg





OPS/images/7921ManagementOperations.26.1.088.jpg
[T

ersrce en @ Contrason
Ery






OPS/images/7921EnsembleManagement.16.1.035.jpg





OPS/images/7921ManagementOperations.26.1.087.jpg
< Add Storage Resource toin Ensemble - SCZP301:8.1.14

Name:  + new_disk

size: +30  [Gbytes (1024 Mbytes) =/

Descrpton:

Define at least one and at most four paths to the storage resource.

Host WWPN Controller WWPN Logical Unit Number
[2100-0024-1138-91b8 | + 202600a00847d6d0  +/0015000000000000

o T | P2T00aohokrded | [G07E000000000000
oz | P20k | [G0i8000000000000

oG | 207700a0beTdd0 | 0015000000000000 |
98] | cancol | o






OPS/images/7921EnsembleManagement.16.1.038.jpg





OPS/images/7921ManagementOperations.26.1.086.jpg
|-+ Manage Storage Resources - A17

Select the hypervisor to which the new storage rescurce wil b

added:

= 94l el |

~ Select Action — 1]

~ Typo » Dascrpon ~

Selact ~ Hypervisor
€ SCZP301 A02 (VMLINUXA) ZVM
€ SOZP301 A12 (VMILINUX9) ZVM
€ SCZP301 A1Z(VMLINUXS) ZVM
c sG 101 PHYP
Gisgy 102 PHYP.
©  SCZPa01B103 PHYP
©  SCZP01B104 PHYP
©  SCZPIB10S PHYP
©  SCczPaiB1I0 PHYP
c  SCzPaIBLY XHYP.
c  sczpiBiI XHYP.

XHYP.

Tota: 13 Fitered: 13,

[0 cose | e






OPS/images/7921EnsembleManagement.16.1.037.jpg





OPS/images/7921ManagementOperations.26.1.085.jpg
-+ Manoge Storage Resources - IT50 Ensemble

e s | 1085

B O T 7 e e e

S e ciaios v e Reres [ :
EOT1 o Sogr e o Commiie v s ey e o Gt ety

2 ot s s st
Liitns PR G e e ot

I ez sl AR,
T ks

T s Sl e
I o S
line S ch e

(8 < 2 s
o ool AN EKD Teotion
s S Az LG s EGD T0017on
© ome Szl AT ECKD TS ey ans
r s oo MG ED Bk fm0s






OPS/images/7921ManagementOperations.26.1.084.jpg





OPS/images/7921EnsembleManagement.16.1.039.jpg





OPS/images/7921ManagementOperations.26.1.083.jpg
|+ Manage Storage Resources - ITSO Ensemble

Storage Resources | Virtual Disks

© © B P S e # [ selectAction— Bl
Select ~ Name ~ Hypervisor  Ovner ~ Type ~ Size ~ Group

I freeBO1DO1 SCZP301:8.1.01 yes  FCP  300GB

I frecB02D01 SCZP301:B.1.02 yes  FCP  300GB

[ HTTPBI diski  SCZP301:B.1.13 yes  FCP  200GB

[ HTIPBi dskz  SCZP301B1.13 yes  FCP  200GB

[ HTIPB2 dski  SCZP301B1.14 yes  FCP  200GB

I HTTPB2 diskz  SCZP301B.1.14 yes  FCP 200GB

[ HITPGi dski  SCZP301:B.1.01 yes  FCP  300GB

[ HTTPGZ dski  SCZP301:B1.02 yes  FCP 300GB

[ TIPS diski  SCZP301:B.1.13 yes  FCP  200GB

r SCZP301:8.1.14 yes FCP  20.0GB

(s} SCZP301B.1.11 no  FCP 200GB

=] SCZP301:B.1.05 yes  FCP  300GB

r SCZP301 A12 (VMLINUXS) no  ECKD 10017 cyl $33908

o SCZP301 A12 (VMLINUXS) no  ECKD 10017 cyl $33908

o SCZP301 A12 (WMLINUX9) no  ECKD 10018 cyl

=] SCZP301 A12 (VMLINUXS) no  ECKD 10017 cyl $33908

r SCZP301 A12 (VMLINUX) yes  ECKD 10017 oyl

(=] SCZP301 A17 (WMLINUX4)no  ECKD 3339 cyl $3390%

r SCZP301 A7 (WMLINUX4)no  ECKD 3339 ¢yl $33008

[ pBadedisk2  SCZP301:B.1.05 yes  FCP 30.0GB

[ SAP AIX04 diski SCZP301:B.1.04 yes  FCP  500GB

[ WASBt diski  SCZP301A17(VMLINUX4)yes  FCP  30.0GB

[ WASG1 dski  SCZP301A17(VMLINUX4)yes  FCP 30.0GB

[ WASS1 diski  SCZP301A17(VMLINUX4)yes  FCP  300GB

r  |xBadeluni SCZP301:B.1.11 yes  FCP  20.0GB






OPS/images/7921ManagementOperations.26.1.082.jpg





OPS/images/7921ManagementOperations.26.1.081.jpg
71 Manage Virtual Networks - ITSO Ensemble

Networs:

=2 4l lel @
Select ~ Name

O IntemalVLANSS-1 e\ o Nonwork.
© Extemal-VSAdmn Delets Vinual Network
O Detaut |Add Hosts o Virual Network
O Infemal-VLAN110: Remove Hostsfom Virual Natwork.
Vry Hosts Staius
| ciose | e | — Table Actions —
Show Fitar Row
Clear Al Fies
Edt Sor
Clear All Sots

3
cipton.

LAN among: WAS on AIX and WAS .|

temal Admin Network for Vit..
faulvirual network
LAN for HTTP 1o WAS






OPS/images/7921EnsembleManagement.16.1.041.jpg





OPS/images/7921EnsembleManagement.16.1.040.jpg





OPS/images/7921EnsembleManagement.16.1.043.jpg
[ scarm o -sczmar

iSRS | SIS | W von | imaton | Womaten  EinZfament
Sn saess: useuscSCzpt

Node 05D oaa0n

LAN roce 1 adrss 011637t Ememey

LAN ace 2 s 0171t Ememe)

Mame T puweel  Type  MaskProbx [Py Addess
(Cstomr Notwor 1 674 02 s 252552320 012621

ot Ntwork 894 J02 P Adess 1 ik Loca 64 Tl

st Ntwork 2624 Jo1 Pvd 255255255 162 1684126
st etwork -89 Jot P Adese 1 ik Locs 64 [sorere ez

At Adaoss
1521604196
ettt simter s

(] comecu ] Lcomet] rib]






OPS/images/7921EnsembleManagement.16.1.042.jpg





OPS/images/7921EnsembleManagement.16.1.045.jpg





OPS/images/7921ManagementOperations.26.1.079.jpg
‘Ensemble Management > (TS0 Ense
penvass | Bae

o) = B [

=

1 ~ [Processors. ~ |Memory (&)~ [Tywe. [ Auto s
© @ bom : 2
© @bem : st
© @i g e
O @dbeios ! S
5 e 2 191072 xH.
i 2 131072 xHp.
5 £ 2 131072 xHp.
0 @ein " ki ey |
" e 2 200 xHyp.
“ e » a 131072 xvh.
O @isin 4 : o
o #um e : e
o | Buwn [ D e
R e | e
[ [ om
e

T e T e e e






OPS/images/7921EnsembleManagement.16.1.044.jpg
[EBKINsrork Disomoedl ivermation

et 5 e
pog ntrsces SN | agaress | movtes | st0 | sockts| 100 | Fotes| o0 | Eiiicrons

TX packets:922 arrors:0 dropped:0 overruns:0 carrier:0
R bytesti€61226 (1.5 M) T byres:S36345 (5237 KB)
oth_smguc Link encap:Echernes Waddr 00:1Fii6:37:rDidr
nect aa G 2/6D scoperLink
R packets:2204 srzors:0 dropped:0 overruns:0 frams:0
TX Fackets 1305 exeors:0 dropped:0 oversunei0 carrierid
collisions:0 taqueuslen

X bytes:1303124 (1.2 M) TX bytes:SESA2d (552.1 Ko)
Snet 20dr1127.0.0.1 Mask:265.0.0.0

inece adde: +11/128 Scoperkost.
R packets: 12966484 erzors:0 dropped:0 overruns:
0 drcpped:0 cversuns

eramaso






OPS/images/7921ManagementOperations.26.1.078.jpg
Hardware Management
@ Do @8

[ ey

B s sagerment

EEEEEEEEEEOO

el e el ell
s
8 oy
8 vy






OPS/images/7921EnsembleManagement-HMC.08.1.47.jpg
Manage User Wizard

e

Select Role

o
+ Gty uss o
 punantaten Tyze o
7 LocaL
= Macnge Oniesta
Contematin stngs
et Ganor Stmgs
Ut sty smps
Glsse sy Satngs
Eyep——
Troe Sy Satings

BladeCerter Cbjscts
Dotned Direcors Timers Managed Objecs
Defned Fiber Saver Managed Objects

£ Dlined :CoC Managed Objecs

Ensemble Object

Al Fbar Saver Managed Objocs

Al Z0PC Managed Objects
o —

B0 Blade Objecis

B0 Blada Vitual Serve Objacts
ISACPT Biade Objects

Srage BosouscaCjacy
Vinual Network Obects )

Seectone ormore Managed Resourcs Roes below o define access permssion orthisuser D,

Detn Managed Objct s






OPS/images/7921NIM.28.1.14.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.48.jpg
33 Manage User Wizard

[Task Roles

7 bkaniss on ormre Task Role below 1 define acoess permissions fr s use .
7 coevmomn [N Detne Task s

Sabt Use L Unversl i Saver asks o

. Comtaatoaty s Vil Network Adminstator Tasks

% aunentaten Type erver AdTiTSTalor
 LocaAuneneaten O Vil Serve Operator Tasks.
10AP Auatcatn . Wotdoad Adninstator Tasks

< Maoazn s






OPS/images/7921NIM.28.1.15.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.45.jpg
Local Auericaton)

2 poxa s
 Cronte userOptons
St User
 Crsntatoaty s st
> Authentication Type






OPS/images/7921NIM.28.1.16.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.46.jpg
e st

+ Conmtatiogty s st
< Aunenieaton Tvee

> Local Authentication

Manage Opjcts
Tusk Roks

Password Rute:
Password
‘Contim password:

Force user 1o change he password atnextogin






OPS/images/7921NIM.28.1.17.jpg





OPS/images/7921NIM.28.1.18.jpg





OPS/images/7921NIM.28.1.19.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.49.jpg
Y
/o Manage User Wizard
(Confirmation Setting

The following confrmation sttingsinformaton can be changed orth user
©Enabled wih object st
O Enabled without object st

« Aunanicaten Tves ODo ot show confimations

2 LocatAuenteaio s No'as the default acion

v m——






OPS/images/7921ManagementOperations.26.1.124.jpg
Appicatin

Aoplcaton

Mativare

[r—

Mulipe coneole based
preiem management

Q@

No change

Appicaten | | Acpicaton

Singecorsolebased
problm management






OPS/images/7921NIM.28.1.50.jpg
Graphical Console : HTTPS2

SUSE Linux
Enerprise

preparation

> Welcome
+ System Anaysis
Installation

Configuration

Check instalation

L

& Welcome

o e

Englsh (Us =

License Agreement

SUSE(R) Linux Enterprise Sarver (‘LSS (ta)"
FoRelL(R) Softuare License gpeesent

This Movell Softvare License Kgreenent CAgreenente) is a egal
Soreeaent betusen vou-(un antisy ar 8 parsan) and aneD

Re MoneL1") | The softuare product Jdentified in the ficle of his
Aareenent. any medis and scconparying documentation (collectisely the
“EoTRiaret) Ty Proticted by the copyrioht tews snd tresties of the
(nited States (5.%) and othar countries and 15 Subject 4o the teres
O this dareesant oy upéate or suppart relesse 1o the Saftuare dhet
You'say downiond or receiye that 16 pot sccomparaed by s Thcenee
agresaent Lipressly Suparseding this Agesnent 15 Softuare and
Sovarned by hia Myraseant. 1§ he Softvars 48 n update or spport
Felesse, then You aust havs validly Ticensed the version and auantity
o he Goftuare being updeted ar sugporied an order 10 Sratall or usk

Help Abort






OPS/images/status_bar.gif
Status: Exceptions and Messages






OPS/images/7921ManagementOperations.26.1.126.jpg
G O G cr— 5

o
8 8 o
AT iR e p—y

2 Jowerin






OPS/images/7921ManagementOperations.26.1.127.jpg
() Hardware Messages - SCZHMCA

Select Date. Time _|Message Text

o
o
o
o
o
o
o
o
o
o
o
o

8

s
8
8
8
8
s
8
8
8
8
8

November 2010 08:48:46 Licensed inlemal code has det
November 2010 08516 Licensed ntemal code
November 2010 09:13:20 Licensed ntemal cods
November 2010 09:20:50 Licensed ntemal cods|
November 2010 09:45:25 Licensed ntemal code|
November 2010 10:46:31 Licensed ntemal code
November 2010 10:48:13 Licensed intemal code|
November 2010 11:26:13 Licensed ntemal code
November 2010 11:20:11 Licensed ntemal code
November 2010 11:36:35 Licensed ntemal code
November 2010 11:43:35 Licensed intemal cods
November 2010 11:4753 fomal co

etots | | Seiect A1 ] | Duselect AL | | Cancel | _Help |






OPS/images/7921ManagementOperations.26.1.120.jpg
<[] setpower cap -sczP301 o

‘Solectaresourcefrom ha table below o configure powr capping.
T % 5 8l ®  —SdecdAdon— v|

o o o s Lcavabe
b e Power Capping | wtts) Range (Watts) ‘
sczPa0t  CPC [Custom %l [r15080 2189115050
wre  wc (Db Bl Tossarsen
By Satecene | TR i wsasss
S

(S16HBS01) POWER Blade Erabied E=1 fs e
Operating

s ;

(51083502) POWER Blace [Bisied 8 52 e
Operating

s

(B10BBS03) POWER Blade [Enabled. # [3s0 277382
Operating

ot |

N e —
Operating

o

(810BBS05) POWER Blade [Erabied ¥ [350 27382

{Coeratinn






OPS/images/7921ManagementOperations.26.1.121.jpg
@ setPovercap-sczpan x|

The changels) were successtul
ACTs1008
oxl]






OPS/images/7921ManagementOperations.26.1.122.jpg
'8 Energy Mansgement






OPS/images/7921ManagementOperations.26.1.123.jpg
%) Set Power Saving -B.1 [

Banen

L HE ing
sczpan o
wope Fivparomancs 4
o e
I — f]
Bor

(B10BBS01) POWER Blade [Low Power ]
Operating

B1.02
(B10BBS02) POWER Blade [Low Power ]
Operating

8.1.03
(B10BBS03) POWER Blade [Low Power |
Operating

B.1.04
(B10BES04) POWER Blade [Low Power L]
Operating

B1.05
(B10BBS0S) POWER Blade [LowPower
Operating

B114

(B10BBS14) POWER Blade [Figh Performance |
NoPower
Total:9 Fitered:

(06 o] Lcamcal] [1ion ]






OPS/images/7921EnsembleManagement.16.1.069.jpg





OPS/images/7921EnsembleManagement.16.1.068.jpg





OPS/images/7921ManagementOperations.26.1.128.jpg
() Problem Analysis - SCZHMCA

System name: Local
Date: 11112010
Time: 151746

Prodiem Descrpon.

Tie Fardware Management Console icensed irfemal Gode has detecied a probiem.

Gorecive Actors.

[Sevice s required

rpact o Fapar

e 7390 microprocessor Guster Wil Coninue operaing. bl some Hardware Managemert Console
inctions may notbe available.






OPS/images/7921ManagementOperations.26.1.129.jpg
Tosks: WTTPG1 QB

e






OPS/images/7921EnsembleManagement.16.1.072.jpg





OPS/images/7921EnsembleManagement.16.1.071.jpg





OPS/images/7921StorageConfig.18.1.10.jpg





OPS/images/7921EnsembleManagement.16.1.074.jpg





OPS/images/7921EnsembleManagement.16.1.073.jpg





OPS/images/7921EnsembleManagement.16.1.076.jpg





OPS/images/7921StorageConfig.18.1.13.jpg
~ Export World Wide Port Number List - ITSO
Ensemble

Select which location to save the file to.

© HMC
@ Remote Browser

Enter the name of file to which the list shouid be written.

[BK] Cance | riep]






OPS/images/7921EnsembleManagement.16.1.075.jpg





OPS/images/7921StorageConfig.18.1.14.jpg
.+ Save File - ITSO Ensemble "

Select the file nk(s) to save the file(s) on your workstafion.
Exported World Wide Port Names






OPS/images/7921EnsembleManagement.16.1.078.jpg





OPS/images/7921StorageConfig.18.1.11.jpg
.“.-1 Manage Storage Resources - ITSO Ensemble

o

=
=
=
=
=
=
5
=
=

Storage Resources | Virtual Disks

B O B ({2 ool

Select ~ Name ~ Hypervisor

ED3HTTPG1_disk1 SCZP301:B,

EDSHTTPG2

sk

ED3HTTPS1 disk1

freeB02D01
freeBo2D02
freeBo2D03
(TTPB1

HTTPB1 disk2
HTTPB2 diski
HTTPB? disk2

SCZP301:B

SCZP301:B

SCZP301:B
SCZP301:B,

Select Action —

|- Select Action
ITest Communication with Storage Resources.
(Ensemble Actions

Import Storage Access List.

Hypervisor Actions
/Add Storage Resource.

ompare Access Lists
Discover Storage Resources
Storage Group Actions

/Add Storage Resource to Group

Remove Storage Resource from Group.






OPS/images/7921EnsembleManagement.16.1.077.jpg





OPS/images/7921StorageConfig.18.1.12.jpg
.‘}i Manage Storage Resources - ITSO Ensemble

Select one or more hypervisors for for the export operation:

® B P 4 p ® [ -SelectAction— 3

Select ~ Hypervisor  Type ~ Description ~
T SCZP301 A02 (VMLINUXA] ZVM
[ SCZP301 A12 (VMLINUX9) ZVM

F__SCZP301 A17 (VMLINUX4) ZVM

T SCZP301B.101 PHYP.
r  SCZP301B1.02 PHYP.
T SCZP301B.1.03 PHYP.
I SCZP301B.1.04 PHYP.
I SCZP301B.1.05 PHYP.
I SCZP301:B.1.10 PHYP
C  SCZP301:B.1.11 XHYP
T SCZP301B.1.12 XHYP
T SCZP301B.1.13 XHYP
SCZP301B.1.14 XHYP






OPS/images/7921NIM.28.1.47.jpg
PXE (http://ctherboot .org) - 00:60.6 €360 PCIZ.10 INTI9 €966

ress FIZ for boot menu.

PXE (PC1 00:00.0) starting execution
PXE initialising devices. -
[1/0 address 0x0000co10, 1hQ w11

C address 02:F:13:7c:01 :6e

RNING: Using legacy NIC urapper on 62:0£:13:7c:f :6e

PXE ©.9.7 -~ Open Source Boot Firmuare — hitp://etherboot org
‘catures: HTTP DNS TFTF Aok 1SCSI bz lmage COMBOOT ELF Multiboot PXE PXEXT

\e40: Z:11:13:7c 11 :6e_on FC100:03.0 (open)
[Link:up, TX:0 TXE:0 BX'0 RXE:0)

iting for link-up on neto. .. ok

HCP (netd 02:1f:13:7¢:01 :66)






OPS/images/7921NIM.28.1.48.jpg
Welcome to SUSE Linux Enterprise Server 111

o start the installation enter *linux’ and press <returnd.

wailable boot options:

harddisk - Boot from Harddisk (this is default)
Tinux Installation

noacp1 Installation - ACPI Disabled
nolapic - Installation - Local AFIC Disabled
Failsafe — Installation  Safe Settings

rescue .~ Rescue System

Firmiare — Firmare Tost

memtest - Memory Test

[ noacpi’. "nolapic’. or *failsafe’ may be necessary on some tricky harduare

ave a ot of fun.






OPS/images/7921NIM.28.1.49.jpg
JStarting harduare detection.

(1670 ariver is not working for you, try booting with brokenmodule:
p

funranet Qenu virtual machine
drivers: ata piixe, piix, pata_acpi, ata_generic, ide_pei_generic

drivers: virtio_peix
irtio Storage 0
drivers: uirtio blke
ctivating usb devices... ok
funranct Uirtio network device
drivers: virtio pei
irtio Ethernet
drivers: virtio |
cading driver update: disk:/Tdevicesmsbe
fending DHCP request to ethd. ..
oading Installation Systen (1/6) (19528 kB) - 100
oading Installation Systen (26) (37356 kB) - 1007
oading Installation Systen (3/6) (3689 k) - 1






OPS/images/7921EnsembleManagement.16.1.070.jpg





OPS/images/7921ManagementOperations.26.1.113.jpg
Cusenze sty s






OPS/images/7921ManagementOperations.26.1.114.jpg
B ot
1 P
| rensee[iE ot et o1 St






OPS/images/7921NIM.28.1.40.jpg
NFS Server Configuration

p—

L}

Enabie s
0 Embi e

0 Enabie 655 Secury






OPS/images/7921ManagementOperations.26.1.115.jpg
iy OpenAcity Opa At Proten O s et

Bliel @ =il 2 o]

i~

- g

e [
e}

=

e el

bl hasdd |

O s

emer canmuron
T s
O o s
O sucemsi 20 ot
T cewesrn o demm
L xowsoin o

[ ety e s
it

T PR R ST






OPS/images/7921NIM.28.1.41.jpg
Host Wi Cars__Options

oot o) i)
() o) ==n (=)






OPS/images/7921ManagementOperations.26.1.116.jpg
OGS ategiment > TTSUEasembie > Wowmers

D) v | s | suse | oy

GG Cr— )
i e pate o [Lowvmsrre
8 ooy scamnn scamon

Poge Sen[500 ]| a1 Pt 1 Serit: |






OPS/images/7921NIM.28.1.42.jpg
Fie ot view Tomnal ey
1/ # cd /eipboot/ o
Jtftpboot # . /media/SLES: 11.SP1.OVD-xB8_64,0432...001/boot/xB8_64/Loadar /Lirux
¥ cp /media/SLES. 11 5P1.DID. xB5_64.0432. 001/boot /xB6_64/Loadsr /imird
% cp /media/SLES 11 51 0WD. x05_ 64,0032,
R
Fch /Madia/SLES 11591 0. o5 64,0432,
it + 10
biostest imitrd Linux memtest message

99948






OPS/images/7921ax04.31.1.09.jpg





OPS/images/7921NIM.28.1.43.jpg
3 oot root 4096 2011.12.01 X
2 root root 4095 20111110 17

1 root rost 2135543 2011.11.01 16:29 biostest
1 root rost 22996623 2011.11.01 16129 initrd
)
)
)
1
2

Foot root 3231672 2011.11.01 16129 Linux
Foot root 160280 2011.11.01 16129 memtest

CrIee et root  Ses 20111101 1629 mssage
rwcrr. 1 root root 16426 2010.05.00 07:55 pelinun.
irr_ar.x 2 root root 4096 2011.11.01 161

ipsi: i tpboot # s -La prelanux.clo/

drexrxrx 3 root root 4096 20111101 16:33
e e 1 oot raot 326 2001-11.01 16:57 defaule






OPS/images/7921ax04.31.1.08.jpg





OPS/images/7921ManagementOperations.26.1.110.jpg
< | SetPower Cap -SCZP301 "

‘Solectaresourcefrom he tabe below o configure povwe capping.
T ® 4 e @  -SdectAdon— v

. v = e covabe
bl Towe ok Cooplng. (Watts). Range (Watts)
sczPa0t  CPC [Custom =l 115680 2188115050
N nssarsen
o

By Batecene | TR i wsasss
S e —

(810BBSO1) POWER Blade [Enaled B2 [s50 27382
Operating

s

(51088502) POWER Blade [Piaed 8 82 e
Sporing

s

(B10BBS03) POWER Blade [Enabled. = [as0 277382
Operating

ot

N e —
Operating

S -

(81685505 POWER Blade Erabied ¥ fs e

|Opeming






OPS/images/7921NIM.28.1.44.jpg
default harddisk

penory cest
[Label semtest
Kornal mantest
i gfeboot bootlogo mssage
implicit 1
isplay —
foromer. 1






OPS/images/7921ax04.31.1.07.jpg





OPS/images/7921ManagementOperations.26.1.111.jpg
& setPower Saving -sczP301

%% 5 o ® |—sdeahdon—y]

Name  ~Type ~ Power Saving 5
SCZP301  CPC [Custom |

0P 20PC Figh Pertormance !
2 BladeCenter  [Cow Power (]
Operating

B101
(B10B8S01) POWER Blade [Low Power’ |
Operating

B1.02

(B10BBS02) POWER Blads [CowPower

Operating

B81.03
(B10B8S03) POWER Blade [Low Power
Operating

8104
(B10BBS04) POWER Blade [Low Power
Operating

B.1.05

(B10B8S05) POWER Blade [Low Power

|Cbesatng:






OPS/images/7921NIM.28.1.45.jpg
| Virtual Server Detals - HTTPS2

(Gmmf—smus—)Pmcessors Memory = Network

Stor

Boot source order:
Select Enabled Description
© Network Devices
Storage Drives
Media Drive
e






OPS/images/7921ax04.31.1.06.jpg





OPS/images/7921ManagementOperations.26.1.112.jpg
Ensemble Management > [TSO Ensemble > Members

DW S H O CCa—— £
s e = s

(ERFF==FD) [T

e






OPS/images/7921NIM.28.1.46.jpg
is UGA/UBE Bios is released under the GNU LGPL
lease visit :

“Wetp:/sbochs sourceforge net

© http:/ i nongnu org/vgabios

irrus-compatible UGA is detected

QENU BIOS - build: 10/18/10
1162 § SDate: 2007,08/01 17:09:51 §

‘apmbios poibios cltorito rombios3z

£ QEMU DUD-ROM ATAPI-4 CD-Rom/DUD-Rom

GPXE (http:/setherboot org) - .6 €306 FCIZ.10 INTIS €300

Jpress F12 ror boot menu.

Jpress N to skip booting from gPXE (PCI 00






OPS/images/7921ax04.31.1.05.jpg





OPS/images/7921EnsembleManagement.16.1.058.jpg





OPS/images/7921EnsembleManagement.16.1.057.jpg





OPS/images/7921EnsembleManagement.16.1.059.jpg





OPS/images/7921ManagementOperations.26.1.117.jpg





OPS/images/7921ManagementOperations.26.1.118.jpg
[ Evvrcnmara Ecincy Sttt -scze01

oot st arieh s dte i th ron,ad ek e

sring doe: [777735 | Owroson: Gy 2|

o ot oo ot Topcnes Tomgasr G Rcon B CPU U
Ees el el il
o s s me e .
Viiowososss tawe s 2  ha .

i im
|

B

tovrzzor0






OPS/images/7921ManagementOperations.26.1.119.jpg





OPS/images/7921EnsembleManagement.16.1.061.jpg





OPS/images/7921EnsembleManagement.16.1.060.jpg





OPS/images/7921EnsembleManagement.16.1.063.jpg





OPS/images/7921EnsembleManagement.16.1.062.jpg





OPS/images/7921EnsembleManagement.16.1.065.jpg





OPS/images/7921EnsembleManagement.16.1.064.jpg





OPS/images/7921EnsembleManagement.16.1.067.jpg





OPS/images/7921EnsembleManagement.16.1.066.jpg





OPS/images/7921NIM.28.1.36.jpg
etk Adrss

[0

opten [

diautiszsetime 14400
mardeasetme 172600
netser 17220100131






OPS/images/7921ax04.31.1.04.jpg





OPS/images/7921NIM.28.1.37.jpg
[
[rammo

optan v

Lssttieazetme 14400
maviessetms 172500
s 172






OPS/images/7921ax04.31.1.03.jpg





OPS/images/7921NIM.28.1.38.jpg
R

© e cotprn

() e s o

Groups

Mo
Mscataneous
Newor Deuces

et Sumces & s sume
o Apir

ey s o =5+ comuten

‘Sofware &

Sysam
isizstan
omer

Windows Doman Membarsn






OPS/images/7921ax04.31.1.02.jpg





OPS/images/7921NIM.28.1.39.jpg
Fuewst s dstios

(s ]






OPS/images/7921ax04.31.1.01.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.09.jpg
S0 et o el f s The ey s e
specied n ncremerés of 1 M6

Maxmum assignable memory. 125823
Dedicated memory.






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.08.jpg
Virual processors:






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.07.jpg
New Virtual Server - SCZP301:8.1.13

e e et e e

Hypendsor name 8113
Hypenvisortype: xHyp
Name, L |

[FTTP SERVER BT ON WINDOWS 2008

Desciption






OPS/images/7921EnsembleManagement-HMC.08.1.21.jpg
£ 0 cr— | 5

| Fomnstos = cout | cocrbin ]
[rTe—rr— Ensambi, Serves, 0 Aci mamtes o ho Ensomtin.
B Croam Ensemtin 0 Croat th Ensemti.
[ TSw— i e re—
B cnsamtt pusts Ensomtis 0 Disploy ook o o Ensom.
[y —— [ ——
T et i oump e 0 ot chmp cn th i

Er— © Logotor dcomnet o s conscs
LT r—— 0 Ak oo s Cons

[ ————— S T —

[ P p—, P ———
[C—— jU— [ —

O s s s 0 W 1 Vi s and b erbimanco st e o
(8 viosc Pt Ensonth, ki | O Monkr kbt btk st ancochevonst

A A






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.06.jpg
New Virtual Server - SCZP301:8.1.13
 Welcome

Enter ame Welcome 1 the New Virtual Server wizard Tris wizard wi abow te user 0 set allth recuired|
nproce information that is needed toGonfigure a vitual serer fora x Hyp

ARSI 7! Sno tis welcome page next e

A etwork

pecty Bo






OPS/images/7921EnsembleManagement-HMC.08.1.22.jpg
i A o oo 4
[ ——— 2| Congura tha VLAN setngs ofa Top of-tack (TOR) Swich

28 Lot Docomect 2 Lo oftordeconsect om s conscl

[T ————— [T p—r——"
38 anan vetat Hotwcrks Exsemt 0 Manage Vst Notworks

[ Eeea—— Workeads 10 Moo workd 5V s permance and gl achvonant.

B Ve Srves oport Workbads. 10 Monior workbed vetual sorvr oscurce ukeatcn,

B vk Rascurco cusimonts .. Workoads 0 Vi succasstul a e pertormanca acstmonts ¥  workad

[Cpre—r— Ensombis, Work. 10 Moo workec haalh, ek status gl achisvomont ket
Touk® Flaett






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.05.jpg
Ensemble Hanagement Guide
s oo iy il sl i i Chkyof B s i o ety B s Clck
Sadyod Sreae s Seps caioes i ot
Setre you bgi: et
Customize User Controls (Optional) View ar
User Profles (Optional) View ar
ViwDocmenaton (Optora ead
- Mowsyouto.

Monaoe e i [
CrseErsense Cronteanersent|
pvervocsene  [Magamenverton
wto eight
[rp— UsothPofom
canusethe Single
R
frese—— Adaeremore i
[——

A N G—

‘Mot Virual Megia nstall your aperating system and appications.fyou plan on including s virual e
‘you can install the guest platform management provider (GPMP)

Activate Activate a virtual server to power it on.

Ooen‘esCare Opena carso ioutoa st

Moo Dastbonrd P R —

e otioad Crosts oo o s et Ao o ke kel s
‘managed based on policy.

s o [ ———
Wotoads Report Mor  wation s o s psbmanc pokcs






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.04.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.20.jpg
[ Adauser

o ——

ODisate wser

[Local Aunorscaion R ERETTNS ,mi
BT

Passmors

L Contrm passwor: ,7
3 Forceuserto change the password st netogin
sol
B Blade Coiacs r
O B Blade VitualServr Objcts
£ ISACPT Blade Objects 4
D Storage Resource Objects

ik Objocts
Seed Task Roles
i Administato Tasks -

Virual Sover Adminsttor Tasks

Vifual Sever Operato Tashs

Wonkdoad Adrminstato Tasks

VM Vi Machine Tasks 2
0] | Usec ioparien.| [ Gancel) (1op]

oooo






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.03.jpg





OPS/images/PrimaryHMC.gif
Hardware Management

Console

5 Welcome.

[ systems Management

8 B ensemble Management
8o 50 nsemve
8 [ yembers
B sczeaot
B vorkioacs

B ymc management
5 service Management

Tasks Index [

Welcome ( H1C Version )

mos | Help | Logoff

Welcome to the Hardware Ianagement Console (HIIC). From here you can manags this HIIC as wel as servers, images, ESCON directors,
Sysplex timers, fber savers, and oiher resources. Avaiabe wil the appropriate code level, the Unified Resource fanager can aso manage
‘ensembles. Cick on the inks i the navigaton pane at he let o begin

J  svstems Management

g Ensembie Management

B mic tanagement

8 service Management

Tasks Index

Status Bar

‘Additional Resources.
B what's iew

Online Information

Library

Manage systems (CPCs), images, ESCON directors, Sysplex timers, fiber savers, and custom groups.
Setup, configure, view current status, troubleshoot, and apply solfons.

Manage systems (CPCs) in an Ensemble and fs workioads, hypervisors, virtual servers, storage, and
netuworks.

Performtasks associated wit the management of this HIIC.
Perform tasks associated with servicing tis HIIC.

Perform tasks by selectng them from a st including task name, description, permited objects, and
‘executon frequency.

Click on the cons i the status bar to Gisplay detals of status and messages.

Introduces the latest features of the consoke.
Additonal reated oniin nformation.

‘Additonal documents incuding Operations Guide.





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.02.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.15.jpg
U

B






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.01.jpg
15





OPS/images/7921EnsembleManagement-HMC.08.1.12.jpg
5L, Setup a Scheduled Operation - SCZHMCA "

=
i
-

The following schedued operatin willbe created:
Backup ciical hard disk Information

Olonday Oday || ment: [ 1 026 weeks

Oluessay O Repettions {10100
Saturday.

@ Osunday | (& Repsatingstintely

Wednesday. |

OThursday

o] e e






OPS/images/HMC_Scheduled_Operation_Complete.gif
0 Action Completed - SCZHMCA

The scheduled operation was added.
ACTB1TI3

oK






OPS/images/7921EnsembleManagement-HMC.08.1.18.jpg
53 Customize API Settings

[ () ]

Cnabie
SNMP agent parameters| |

oty o
Soloct Namo. Addess Notwork Mask Prof Access Type |

| paa.. | crange.. | Dotte |

St sers
‘Select User Name |Access Type | |

Spocity any addiional locations where SNMP trap messages wil be sent

{ Event Notrcation formaton






OPS/images/7921EnsembleManagement-HMC.08.1.19.jpg
[[Ad ] ] [ Remove

User Access Conrol
‘Select User

haimo =
s02

bobadmin

STGMGR

Hatfieldadmin

ryoung

Kaboserv

bakker

bil

PMOPR

4

2mos

VSMGR

VSOPR
SERVICE
mos
Zmot






OPS/images/Image5.gif
%El Manage Alternate HMC

Assigned alternate

HMC:

SCZHMCA (fe80::210:18ff:fedc:b262%
eth0)

Click one of the following actions:

Switch HMCs
Query switchover

capabilities

Mirror primary HMC

data

isable automatic

switchover

Close

Help

Initiate a switch of roles between the
primary and alternate HMC

Display current switch status

Synchronize data from the primary HMC
to the alternate HMC

Disable automatic switchover

N






OPS/images/7921EnsembleManagement-HMC.08.1.17.jpg
o e

p e e

[ eraes






OPS/images/7921NetworkPlanning.11.1.09.jpg





OPS/images/7921NetworkPlanning.11.1.07.jpg





OPS/images/7921NetworkPlanning.11.1.08.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.10.jpg
54, Add a Scheduled Operation : SCZHMCA

‘Select Operation

e

" Accepttemal code changes

€ nstal and actvate concurent code changes

C Remove and actvate concuren code changes
C Rtioventomalcode changes

C Rtiovantmalcode changesfor defied GPCs
© Transmitsystem avaabilty data

©_ Audit and Log Managerment

[0K] _cancel | riep|






OPS/images/7921NetworkPlanning.11.1.05.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.11.jpg
The following scheduled operation willbe reated:
Backup criical hard disk information
Selactthe date and time of he infial execution then select

oty
@/
Trsn A

minutes minutes minutes
04 050 08
minutes minutes minutes

{Save] cance] (o]






OPS/images/7921NetworkPlanning.11.1.06.jpg





OPS/images/7921NetworkPlanning.11.1.03.jpg
BladaCantar

[rp—

Firawal

TR awiches (EDN)






OPS/images/7921NetworkPlanning.11.1.04.jpg
BladeCentar

Vi s

®

TO swiches (EON)






OPS/images/7921NetworkPlanning.11.1.01.jpg





OPS/images/7921NetworkPlanning.11.1.02.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.40.jpg
£ Weicome
@ B systems mamsgement

L T—
8BS 120 raense






OPS/images/7921EnsembleManagement-HMC.08.1.43.jpg
a3
1/ Manage User Wizard
Create User Options

sate A User From Scratch
SWiodsl T User Atr Anothet User

Crentantody s s
Ananatan Type
‘Manage Objects






OPS/images/7921EnsembleManagement-HMC.08.1.44.jpg
Manage Objcts

Contrmatin Saings
Ovject Control Satings
U1ty Satings

s Sy atings
‘Object Background Satngs

Each user must sign in with a user name and soma form of authentication
Selectthe Advanced buton o assign ogon session propeftes.

User name:

[VNADMIN

Description Asanced

(Vi Nework Adminirs

CiDisable user
ElAllow remt access via the web






OPS/images/7921EnsembleManagement-HMC.08.1.41.jpg
Contamce ne dfat sssewance ot e worsiace

Contes 270 B
[t —

Croe cons
Gusance e gretng Sages etr bggng o1

CustsrcsCorso DTine
Cuntmcs ne s ratne

S Costors Cusooar ntrmaon
T cunormce e commer temstn e consse

[, Comoncesrmoesoperions
0D Cunom scre o oot cornde sowrtens

[E—

e e

s oz
Conancs e ssprancs ot v wrizuce

Gontre o Aeicsion
Contre e Ot Reictonsetegs fr e i

Custance 91 Suera
Cusime he Agpcaion Proramng i o e consn

ot Canson Srvess
Cuntarcs ne sssanen ot s coras sevess

CustmcsatwersSeigs
Ve et etuen et 10 range s

P ——
RO O —————






OPS/images/7921EnsembleManagement-HMC.08.1.42.jpg
Crent Usor Optons

Manage Objcts
Contrmatin Saings
et ControSatings

U1 sy Satngs

Clssr Sy ottngs
Object Background attngel
Tron Sy Saings
Sotings

Sy






OPS/images/7921EnsembleManagement-HMC.08.1.36.jpg
| Mount Virtual Media -VS1






OPS/images/7921EnsembleManagement-HMC.08.1.37.jpg
5 (New Workioad) ITSO Ensemble

5 ko
e [ —

‘manage and monitr the end-l-end work being dons by your virual servrs

This wizard guides you tough th following tasks:

Cusstcatn Fus « Naming and categorizing the workload
Nanige + Defining he vitualservers which perforn work
PRUTITREIE  _ Cieating pertormance polcie fo pecy performance goals

Creating service classes o pririze and cassiy work wihin a policy

Actvating a peformance poicy

Summary

Showthis welcome page nexttime

Use this wizard t create a workioad. A workload provides you with a resource through i






OPS/images/7921EnsembleManagement-HMC.08.1.34.jpg
Entorume Welcoma o th Now ViualServr wizard. Thi wizad il llow he serto sotall
Assn Prcass Qe oo T TG okt VI et o3 PORER
o

5 Show this welcome pags netime






OPS/images/HMC_New_Virtual_Server_Summary.gif
2 https:/isczhmea.itso.ibm.com - SCZHMCA: New Virtual Server - Microsoft Internet Explorer,

New Virtual Server - B.1.03

Summary

Verify the information below before completing the wizard,

Name: VS007

Description: Vittual Server 007

Initial vitual processors: 1

Assigned dedicated memory: 1024 ME

Network Devices: 0 Defaut, Default virtual network
Storage Devices:

Boot source: Storage Drive

Workloads: Default

Processor management:  Enabled

1Jext | Finish | | Cancel | Help|

Internet





OPS/images/7921EnsembleManagement-HMC.08.1.38.jpg
Use s wizadto createapeomance poly. A paromance polyspecies promance gols o work
rnning e wondosd

e i wizard guids youaugh h olwingasks:

« Naming th peormanc poicyand dfing s business mporance
© Creaing sovics casse 0 P and Sy work Wi e polcy






OPS/images/7921EnsembleManagement-HMC.08.1.39.jpg
" New Performance Policy - Trade gold

PSP i i et the peomin ey a1 s oo and a1 10he gt vk
 Graso PR Pertormance Policy

Workioad name: Trade gold

wsses PO Gold Policy
Desaiption Gold Policy
Business importance: Highest

Sorvice Classes
‘Gold Service class

Descrption Gaid Sevice dass
Performance goal:  Velociy - Fastest
Business importance:  Highest
Classificaion rle: (Vi Server Name
AND Virtual Server Name =="Htp")
Defaut
Descrption The Gefault workioad pefarmance polcy Senice dass.
Performance goal:  Velocity - Moderate

Business imporance: ~ Medium
Classification le: " ==






OPS/images/7921ax06.33.1.09.jpg
Name -Troe. - Dta
ooty wes sz e note)
HceTmesss  REC DWORD 00000122 00y
Hoes REG DWORD ov0000012¢ (00)
Hookhoss  REGDWORD oxfes (s29w67236)
Sooyirtiene  REG.S2 e, i1t
Hoogrirt  RES SRY 9000300200020 00 0 W WD
Do REG_DWORD 0000000 0
4 StandardBias REG_DWORD. 0400000000 (0)
Sndaone RE6.SZ e 112
TiStandardStart  REG_BIARY 1000006000100 02000000 000000000000
S TmeZorekeyane RE652 Eastm Sorderd T
REESEEEEY e oo 0000000 0
Moty snery Daa..
oekte






OPS/images/7921ax06.33.1.08.jpg
ITwe o

L —
= ety ez

Hcoenenes  REG OWORD
e ReG pioRo
Howhes  REG DHORD
Soafgnine e S

Hompnst ReG SRS

DmnOa... REG DHORD.
oudaus  REG DHORD
ducane REG.S2

st REG VKT
T Zorete e REG 52

[
onaosoo12c (o)

onaonoo1a (0)

outcs (29967236

a1

00300300020002000000 0000000000
ona0nc0000 0)

000000000 0)

[y

00006 00010002000000 00000000000
Exsem Sandard T

ono000 0)






OPS/images/7921ax06.33.1.07.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.32.jpg
Hardware Management Console

R Ensembi Hanagement

@ (=] @& [0 B % 7 4] (2] [#] ) e

o [ [ [ o [ [t
[ J==
T T .

a1 Fawes 1 Seces






OPS/images/7921ax06.33.1.06.jpg
o —— I ——————
g ot

coomnic o9

vooonie o)

vt csere)

e,

0000309620002000908 00000001000

oo @)

oo )

e,z

Gamm S e






OPS/images/7921EnsembleManagement-HMC.08.1.33.jpg
- Emombie menagomont Gutse.

s s i sty w5 p i snsembl, ik f ks ke o eecy o h sk, Chck e ko 300
e S0t o 4Tl U 2 S4B SRS Dot f TS 10000

Bore youbegin:
Customas serCools
View Documenasan

oo
[r—
pnrsa—.

o r———

oot 5 s

Manage Strge Fosouces
[res——
Comiue To-tnck TOR) Sk
Mo Vit S
.

e

r—
Mo Dass
free—

NewPdomance Py
Wonosds Repon
.

s

L R ——
s View s manage uers i sssin ks,
(b ead i documats 1 sty n s your et

Atows youte.
(Choos anciter G s st o Marage A I 0k 1 45k 0 4 st HIC.
Create an nsamise. AHIC canmanage nyons Ensrers

e
[y

Uonh Pt Mool Gavrsiontask e Suppon Elemart 5 1o sl s .
ol ca e Sl 1o ki3 acces 1 S cocl

P T T ———
A e it Manage i s s coneced 0 il s
(Contur <t ack swichs o connectty i o h EDN

EEIRE e —

ity cperatin o s ppcaions 1 you ancn ckdng i il ser
Pk e e vy

At a e s poweron.
Cpen's conol indowto s vl e
Vi s s st ptomance metcs

Crnte  wakondfor s ancombl, A waond sows ltd el srvers b morored s
e

Detn pedormance gl o e vl savrs n  wooad.
Mtora wondoadbased on s podmance oKy






OPS/images/7921ax06.33.1.05.jpg
BEae

i
i

& 4 wea
) e usms
5 . HEY CLRRENT CONFIG






OPS/images/7921EnsembleManagement-HMC.08.1.30.jpg
£ wekome
@ 1 sy taagement

[ R—
88 Serve Maragemes






OPS/images/7921ax06.33.1.04.jpg
= Typethenameofa program folder, document ornemet
"7 resource and Windows il open t foryou.

Oper: [regeat EEEEEER

4 Thi task will b crested with administrativeprvieges.

o o






OPS/images/7921EnsembleManagement-HMC.08.1.31.jpg
Manage Uswr Wizand

use s vizaato:

- Setupanewuser
o

. SClecthe syt ht s user il have pormision 0 accs o s managemt onsole
 Extabh oo for I Usr whichGeinesan aulhanz4ton el 1t 5o 46k onhe seeced s
 Mody I et seing o s user






OPS/images/7921ax06.33.1.03.jpg
ome
Wednesdy Februry 22012

e
232

5 Change dse mdtime

Tmezone

(UTC.0500)Exstern Time (US & Canad)

Changetme sone.

Dayligh Sming Time begiscn Sunday, Mach 11, 2012 200 M. The.
ik et o goforerd T hour ottt e
7 Nty mewhen the clck changes

et more ime sone nfomston ke
How o e the lock and tme zone?

o | _oma






OPS/images/7921EnsembleManagement-HMC.08.1.25.jpg
I Gl o —

Homs. | emaotyes oo~ owcrpaen 5

[ pmr— Fr T —r—rr—
L = Y = R P —

[ —— ekt 0 Moo kb snvccus ekomanco o ol

08 v v Vet T ————

[ ——— P ————

|8 st o [on—, [ —
I R






OPS/images/7921ax06.33.1.02.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.26.jpg
[Toaks index’

£ 8 F B 00— | i

oo [owrvn

[re— v [ e ———r—
19 oo Doconnect 1 Lot ox cscomnact om i consck
|8 o ekt Ensomti, Workiacs 3 Crost  now ansontl wrkb
|8 survc Chsses epert Workbas 1 Mok workbed sy chss paromanco and goa o hveme..
FEere—" [ e
B vrr v e e L —
..y Worktas O Vi i et o  werkbed.
8] ernts s Acusmans . Wkt 10 Vi sl ae ke ercrmance achustmonts e 4 wokb.
| Crm—— vt ek [ ——

1 ok ® Pt






OPS/images/7921ax06.33.1.01.jpg





OPS/images/7921EnsembleManagement-HMC.08.1.23.jpg
Bused ond

£ — | i

EEE
o [pe——— oo [omervn =
(o B, Managud VM, Partons, Sorver 0 Mako somc tets cpeestonal

[T ———
Manaua v, Ve s

€ Chccoo 2 Vi Vs Servees.
(S
. Le——

2 o Vet Sove Dump Ve Sovers
L

9% oyt Ot

B i v v Vel Sorves

BB e Sysom s Manoe Vi Vet e, oo

B e

L p——

[ —

[Crr— [m—
e ——
(6 o chsas g Wkt

L p——

B Vit servers ot Worktack
[CET———
e Ensomtis, Workkads

0 Shukten sbcidobis

0 Dokl an g et s

© e hmp et b 0 2M Mot Gt
R ———

0 it s e v

© Ugkodan moun s o o 3 Vi o

0 Cros s som v soer a3 Sy X ot Sy
[T R ——
e re—r—
© Monte vk ot s ke sl achL
[T ————
© Monte vk e iy st a gt chvems.






OPS/images/7921EnsembleManagement-HMC.08.1.24.jpg
s asis |

B penciva ks, Manage VM, Partecns, Soevers, .

[ o vitsssover Dump Vet Sorves
it 0 Mmoot .. Porttions

B e s s Mona Vi, Ve v, o
B ount Vet ek VriuatSarvers

B open ext onscn et e

L R——

(8 sorvea Civssas et Wk

B v sovers et Workbacts

[ —

[— Exsomti, ekt

popr——

[Er———

[ ———
© S st

© s cump st b 20 cannt Gt
[ Er—r———

0 Akt o ot con, o ccisysomron .
[T ———r—

0 Oren o sner et comscs
T r——T—
L ——
0 Vo sttt ke st
[






OPS/images/7921EnsembleManagement-HMC.08.1.29.jpg
E 8 A0 0 S

[ ———
1 Vi siccoss b a ahpctrmanc st o v
0 Monte o oat, iy sas and e achiveron






OPS/images/7921EnsembleManagement-HMC.08.1.27.jpg
1 Doy s ot o Ersomtn
[ ————

2] Cron o arrmar ey b o worbc

1 Montr e s chs permanco st
[T m—

[ ———

0 Vi sicosst ke permanco s o k.|






OPS/images/7921EnsembleManagement-HMC.08.1.28.jpg
ingaaudorand

(& B eIt g p | EIa

ana. ~ | PamiacObpets [ oun [ Dascrpn &

[ ——— [T r———

[F1oe Vet 1 P kbt ans ptco ok s o s
[— P E————

| vttt [ 2 Cmet o cssoml i

[[CS—— - [T TR ———————

149 v e oo [rESS— Fir——

[CRs—— Ve e

[Eemre . O Vi st st b k.

[ Pr——— pre e ——————

s e ki i

I | Yot 10 Pl 10






OPS/images/7921p04.24.1.2.jpg
Part 4





OPS/images/7921p04.24.1.1.jpg





OPS/images/7921ManagementOperations.26.1.011.jpg
© wekome.

3 1 systems anagement

B i tgement
8 serve taagement

B Tonka ndex






OPS/images/7921ManagementOperations.26.1.010.jpg
Unselected object Selected object

= F )

Wass1

Click >> to expand the command menu.






OPS/images/7921VirtualServerPlanning.13.1.7.jpg





OPS/images/7921VirtualServerPlanning.13.1.8.jpg





OPS/images/7921VirtualServerPlanning.13.1.5.jpg





OPS/images/7921VirtualServerPlanning.13.1.6.jpg





OPS/images/7921VirtualServerPlanning.13.1.3.jpg





OPS/images/7921VirtualServerPlanning.13.1.4.jpg





OPS/images/7921VirtualServerPlanning.13.1.1.jpg





OPS/images/7921VirtualServerPlanning.13.1.2.jpg





OPS/images/7921p02.09.1.2.jpg
Part 2





OPS/images/7921p02.09.1.1.jpg





OPS/images/7921ManagementOperations.26.1.033.jpg
B systeminformation - SCZP301

ECnumberN20802  LIC contolevel:0005  Enginering Changes AROM
Tye: 2817 Modelnumber: Ma2 Serial number000200B38D5
Version: 2110

Select EC___ Retieved nstalable  Acivated Accepted
Number Lovel  Concurent Lovel  Lovel

Descrption

© Nao7es 0s0 060 060 003 zBXFramework

© Nao7es BXSOSLIC

O Nao7e2 003 003 003 001 OSAExpress3 ina-Ensemble Data
O Nawezoo2 002 o002 ‘OSA Express3 nra-Ensemble Management|
O Lows7 w2 022 022 o011 Cage conoller SE mcrocode

O Looiss 0s0 o080 08 03  SEMciocode

O Loatso MISR DATA LIC

O Losieo 022 022 02 on1  CageconollerLic

O Loster 005 005 005 003 POWERCLIC

O Lesie2 02 022 022 o019  SOSENGDATA

© N2oe2s 006 006 006 Power Blade Operating System

O Nzom22 ‘Embedded Operating System for SE

There may be some pending actons. Clck “Cuery Additonal Actions..*for more nformaion.
Query Adational Actons...






OPS/images/7921ManagementOperations.26.1.032.jpg
[ Changs intemal Code -SCZP301 |

hcotpintalied changs tatwee ahvated
‘Olostall and acivate changes that were retieved
Browse system and ntemal code information
‘ORemove and acivate changes

ODslete retieved changes that were nat nstalled

S ol e






OPS/images/7921ManagementOperations.26.1.031.jpg
Toskssczein B8 E

@ouy

S
@ ot Cusomsion

Y ————






OPS/images/7921ManagementOperations.26.1.030.jpg





OPS/images/7921ManagementOperations.26.1.029.jpg
Machine Type: 840652112 Numb
Machine Model:71Y Location:
UUID:86884A8C414611D76B560021SEBF76D4

oy
Vel Yes R

Liowozi7002
B108BS02

[Gancel]| _tielp |






OPS/images/7921ManagementOperations.26.1.028.jpg





OPS/images/7921ManagementOperations.26.1.027.jpg
F T T E—
iy
Pt 5 s S e ot
Rt

@ crge et

oo cmafian.
S
e
EER
e ey

A -
S i T

e o et s

b o






OPS/images/7921ManagementOperations.26.1.026.jpg
Support Element






OPS/images/7921ManagementOperations.26.1.025.jpg
Support Element

A e [y — Mara o s, e, o,
J-p—
g B seursome PO ———
U ) Saven sommant [ —————






OPS/images/7921ManagementOperations.26.1.024.jpg
2 Single Object Operations Task Confirmation - SCZP301
About 0 establish a session with a single CPC consol.

Do youwantto continue with tis task?

Object Names.

'sczpaor.

[ Lo ] Lt |






OPS/images/7921ManagementOperations.26.1.023.jpg
Tasks 2031 @ @

B @ terer
[rr—






OPS/images/7921ManagementOperations.26.1.022.jpg





OPS/images/7921ManagementOperations.26.1.021.jpg
1] ssctwateProgress -B.102

Funcion duraon e 01500
Elapsed imo: 000338
‘Select Object Name Status

1 ——ry)






OPS/images/7921ManagementOperations.26.1.020.jpg
[ Attention: The Deactivate task is disruptive.

Executing the Deactivate task may adversely afectthe objecs isted below. Review the confimation textfor
ach object before continuing with the Deactivate task.

‘Objectsthatwilbe afected by the Deactivate task

Name Type Status | Confimation Text

Deactvate causes operationsto be disrupted, since the target is
B.1.02 POWER Blade OPerating c,ranty in use and operating nomaly.

Do you wantto execute the Deactivate task?

user "thomas’ then clic*Yes"

(3es] (o] rw]

Type






OPS/images/7921ManagementOperations.26.1.019.jpg
(1] Deactivate Task Confirmation -B.1.02 ¥ |

Deactivate wil cause jobs 10 be canceled.
Do you wantto continue withthis task?
Obiect Names.

[B1.02]

/]

[y Lo e






OPS/images/7921ManagementOperations.26.1.018.jpg
DB B8

o






OPS/images/7921ManagementOperations.26.1.017.jpg
‘Ensemble Wanagement > ITSO Ensemble
Y e

(RIS @ # 4 e ® e

e N e [y @ i o [Mae o
ERCC T [ ) w20
P | absdlsmm | Sowms | isslovnsyrleus. iy
o @l sczwr 8 opersng. 153 Broassc2 w71y
F | Sflosin scmm oy ST






OPS/images/7921ManagementOperations.26.1.016.jpg
(4] Activate Progress -8.1.02 L]

Function duration ime: 013000
Elapsed tme:






OPS/images/7921ManagementOperations.26.1.015.jpg
0713000

lapsed time: 000002
‘Select Object Name Status
© Bio2 _ Advationisi

Lo ]lpae Jlcorcol] Lrip]






OPS/images/7921ManagementOperations.26.1.014.jpg
| (1] Activate Task Confirmation -8.1.04

Please review the following confimation textfor each target object before p
Do you wantto continue with his task?

T % 5 e @ [soearcm=T

Last Used Profile ~ Confimation Text
SCZP301:8.1.04 POWER Blade Not Activate will cause jobs 1o be cancell
To view the acivation parameters abou fo bs used for an object, click ‘View Details”.

i o] [motss ] b ]






OPS/images/7921ManagementOperations.26.1.013.jpg
Dssgin 88 5






OPS/images/7921ManagementOperations.26.1.012.jpg
Eraemoe Rssources | Vil Servers | Hypervaors oy

(Ri=lTe/[ol @ # 2l le) ® &) (T e

| R i | L o | RS
aBe sz [F==s Ty -
c_t—lﬁw B Barsasmm )| Womms | elsnmsnn (oo
T @dsin sz & gy resesoz PR

C S s T s sty






OPS/images/7921ManagementOperations.26.1.006.jpg
S cem—

QAR ([FEA @88 (] (omanr] Zone]| (]






OPS/images/7921ManagementOperations.26.1.005.jpg
Rt 3 L S 3 SIS
Mortes | Voot i | St | Teri

OO S RICIC = m— s =)

e

T ¢ s —— pnmy






OPS/images/7921ManagementOperations.26.1.004.jpg
e
B sczrmn
B uoon
B
Bynsr

Bunsst
Bsonou






OPS/images/7921ManagementOperations.26.1.003.jpg
Ensemble Management > ITSO Ensemble > Members
Moreen | VriSen | e | Suie | Sy

© 6 B % P12 (2] @) (&) Tree [ mav |[ vewsv |
sont = [ = [t~ [ = [suen = e = 4557 vt = |

[ @user P B 1 20 oo
| Bwse P 8 oy 1 s oo
| 2w Pt e e o
| @l s nion Crae PRe T
O | @ P ® oy 3 200 oo
| @eer smm s © ey 1 200 ooy
| @st e s . 2 200 oo
O | Bl P 8 Oy 1 200 oo
| @ s s © o 1 20 ooy

1i:30

1

e
s






OPS/images/7921ManagementOperations.26.1.002.jpg
18





OPS/images/7921ManagementOperations.26.1.001.jpg





OPS/images/7921ManagementOperations.26.1.009.jpg
(TR

sczp301

sczp301

A17

E!A BladeCenters|

(VMLINUX4)






OPS/images/7921ManagementOperations.26.1.008.jpg
Ensemble Management > TBO Ensemble

| ot | s | e ()

P o oy Dty s maraaed e s ¥ S i+ g






OPS/images/7921ManagementOperations.26.1.007.jpg





OPS/images/7921p03.15.1.1.jpg





OPS/images/7921PlanningApproach.10.1.10.jpg





OPS/images/7921p03.15.1.2.jpg
Part 3





OPS/images/7921zVMVirtualServerDefineInstall.20.1.50.jpg





OPS/images/7921ConceptsOverview.07.1.09.jpg
Sterage Resources maraged by the Urified Fesource Manager

“Entarpriss CPC.

28X

sesfline

olll £

£l &

2|l &
s vaima] | [miminama]  [Fovermrams | [“egmmez
u B e Pse=at
coBason | [ [eomene | | contrne e
scorim






OPS/images/7921ConceptsOverview.07.1.08.jpg
e oy
R B -

e,

SR — e SErapizecrovatie

st v (s )

HiperSockets.






OPS/images/7921ConceptsOverview.07.1.07.jpg





OPS/images/7921ConceptsOverview.07.1.06.jpg
FirewallRouter

Vira Servrs
=
ToR Swichss
BladeCenter
osn

System 210

Non-ensemble node






OPS/images/7921ConceptsOverview.07.1.05.jpg





OPS/images/7921ConceptsOverview.07.1.04.jpg





OPS/images/7921ConceptsOverview.07.1.03.jpg
Onato four racks

—
“Enlomprisa CPC and no 2BX

2Enerprise OPC and zBX Modsl 002






OPS/images/7921ConceptsOverview.07.1.02.jpg





OPS/images/7921ConceptsOverview.07.1.01.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.24.jpg
Joct Positon Networihame (Typs D MAC

Vitusl Server Detalls - HTTPB1

Totat 0

[Add Adapter

Networkc [HTTP Server- W, &
O e
o] Ld






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.23.jpg
| Virtual Server Details - HTTPB1

atus | Processars | Memory | Network | Siarage | Optiors | Worieads

Neork Adaplers
Seloct Postion Network Name Type D MAC Address

Totel 0

(Ada Adupter
Network [k
| R
Clent pccess -1
o
Lo L9 5 b over ioce
HITP Santer - Wi
HITP B WAS WL
LS VLAN 250
LBS VLAN 251

LBS VLAN 252
Raleigh- POK VL

WA;! ',iggz [System Marsgement and Admn viAN]

|






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.26.jpg
G Vwusi Server Detalls - HTTPB1

G| st | e | iy | vt ot | Wi

Storage Dives:
‘Select D Nama |Descipton Type Shared | Resource Nams Siza |

Total 0

Lo pemone |

Manage Storage Resources

MoutedMedia None
Lot | Mot Vel edia






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.25.jpg
| Vinual Server Details - HTTPB1

Garwa [ St | rocescr | Wamary | Notwors || Strao | Opian | Wordaate

Network Adapters
‘Select Position NetworkNarma.

Type (1D [MAC Address|
© 0 [HITP Senver-WASVLAN vino
O 1 ClentAccass-HITP Soner VLAN  Vinto
o 2 tom Managemert and Admin VLAN ViftO
Totat 3
g0 | _Eat | Remove |

Manage Vinual Networks

Lok J _Cancel| | tep |






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.20.jpg
| Virtual Server Detalls - HTTPB1

Gonars | Status | processars Notwork | stoage | Options | Warkoads

Maximum assignable memory. 125829
Dadicatsd memory:

==






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.22.jpg
|| Virtual Server Detalls - HTTPB1

Ganera | Status | rocessors || Mamary | Network | Storage

Network Adspter
‘Select Positon Network Name Type ID | MAC Address |

Tota 0
[

Menage Vinual






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.21.jpg
| VirtualServer Details -HTTPB1 [

Goneral | Status [ Procesors | Wemery {(Notwor)| Storage | Options | Woroads

Network Adapters

et Poston NevorkNrms T o i
® 0 Defaut Intel(R) PROI1000 PCI 5a8876¢2-0574-1161-9434-00111637fd2f C
o 1
CE e i -
Lo | o) (e

Manage Vinuel Networks






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.28.jpg
Statls | processors | Memery | Network | storage | Opitions

ordoads

Mana:

Mourts

Desciption for HTTPB 1 on Windows
Type: fVirio b

Storage resource

esciphon ~/Size ~lnUse =/
20068
20068«






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.27.jpg
Statue | procesiors | Wary | Natwart | storage | Optons | Workosds

aneol

ourie|

o

Nane: o
Ducibor. [ooievems
e (e )+

Storage resource:

Seact<Nams = Descrption « Szs_~ nUse |
© _rmPe s 20068

O HIIPBI_dsk2 2068
O HTTPS1_dski 20068«






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.29.jpg
| Vitual Server Detalls -HTTPB1
Garwa | St | roceszore | Wamary | etk | siorage | Opians
Storage Dnves

I INeme |Description Tupe | Shered Resource Name Size | |
© | OHDisk1 for HTTPB1 on Windows Emuated DE HTTPB1 diski 200G8
O 1 HDisk2 for HTTPB on Windoves Virio HTTPB1 disk2_ 20068

ordoads

| i i
a0 | _Ear | | Renowe
Manage Storage Resources

MountedMedia Nore
it | Mot Vil eda

o] [ammia] [cance)] Lo ]






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.13.jpg
New Virtual Server - SCZP301:8.1.13

Stecthe worioad hat i it serer il paicpate
®Uss Defaut workioad
OSelectwaridoads

NewWorkood






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.12.jpg
New Virtual Server - SCZP301:8.1.13

Bootsource rder.
‘Select Enabled Desciption

: © @ NetworkDovices

M W O [ MesaOne
s Strage Dnves
Toa 3

Move Up | | Move Down.

tociaafer the vital server has boen created
Enatie GPMP support






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.15.jpg
|@ success-sczpzorets

‘Successiuy croatod vitualserver 'HTTPB1"

HVM03002
23]






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.14.jpg
Summary
Ve the kst bl bears compting the wses.

Name: e
Descrton HITP Sart 81 on Widows 200
= Vi processors 2
ORI 0 doicatod mamoy. 2048 B
Rt Networ Devces: 0.Deau, k) PRO/OND Pl
prrromll e Oevces
Wokiads. oot

<Bac o -D'c:u _riep |






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.11.jpg
e storage s ht e vt semer v s 1 acess he storage resouces.
‘Select 1D |Neme Deseripton Type | Shared Resource Neme Size

Tota 0
[V MR

Manage Storage Resources






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.10.jpg
7 New Virtual Server - SCZP301:8.1.13

[Add Network
4 e ntworadptrs that th il s il e 10 sccess the etk

Select Position Network Name Type D
® 0 Defauit InteR) PRO/1000 PCI.
Total 1

LAga| ot | Remove

Manage Setworls:






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.17.jpg
] vitualServer Detalls-HTTPB1

Status | processors | Memory | Network | Storage | Options | worioads |

Hypendsor name: 8113

Hypenisortpe: xHD
wuD: 53495336.0574. 1o 1.06f0.00116371d21

Name:
TP SERVER BT ONWINDOWS 2008

Descrpton:

0 Lock out disruptve tasks.

ko] Laooy] Loancel] [hen]






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.16.jpg
Cwls Wesmpii
e T

OISR IG o o C crra— |

oo [

r v
o Frrse
= Pt
- om |
= ounan v
- e+
T s |
r , =
5 e : 5

Pt H

- )

@ow @ Comurrion
8 oersions cusomsnon 8 oo






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.19.jpg
| Virtual Server Details -HTTPB1

General | status ((processors)| Mamory | Netwerk | Storage | Options | Werkioads

Maximum assignable vinual processors: 16
Virual processors: zZ






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.18.jpg
| Vitual Server Details - HTTPB1

Gensral ((status ) Processors | Memery || Network | Storage || ptions | Workiads

Status Not Operating
GPMP Status: Not Operaling

Acceptable Status

& Operaing O NotOperating
O] Commurications notacive L] Exceptons
0 Stas Check O mgatng

0 Staring 0 Sopping

K| _apply | _Cancel | _Hewp |






OPS/images/7921NIM.28.1.04.jpg
|- |* Configure Top-otrack (TOR) Switch -SCZP301 1K

Select Port Type _ VLAN Mode Alowed Vinual Networks

58 _Extomal Access 199

T35 Exdemal Access 199
C 8 hemal Tunk AL
VLAN Mode: s 5

Alowas Vit Notwors
Sslct Vil Nework
=
O3 - EXemaIVSAGNTOS4472 30700
to-Detaut

ElAllow all MAC addresses

IE






OPS/images/7921NIM.28.1.03.jpg





OPS/images/7921NIM.28.1.02.jpg





OPS/images/7921NIM.28.1.01.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.51.jpg
| VituslServer Details -HTTPB1

Goneral | Status | Processors | Wemory | Network ptions | Workoads

Storage Dives:
swmu Name_|Description Shared Resouce Name Szo |
HITPB1_diski 20068

THDISK2 for HTTPET onVindows Vit HITPB1 dske 20068
Total 2

Manage Storege Resources

Mourted Media win2008R2SP1_64.50
Unnount Mea






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.50.jpg





OPS/images/7921NIM.28.1.09.jpg





OPS/images/7921NIM.28.1.08.jpg





OPS/images/7921NIM.28.1.07.jpg





OPS/images/7921NIM.28.1.06.jpg





OPS/images/7921NIM.28.1.05.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.46.jpg
(3] Activate Task Confirmation - HTTPB1

Plaasa review thefoloving conimation e for sach arget obyct bafora proceeding wih e task
Doyou wart o contine with i task?

% P 5 P @ [ SectAcion
ObjectName ~ Type  Activation Profle ~ Last Used Profle ~ Confirmation Toxt
HITPBI _ System X Vinua Server Not set via Actate_The Actvets taskis aboutfo be
o view th acivation parameters about o be ussd for an object, clck "View Datai

[Esdte ) vewDeois.. | rin |






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.45.jpg
‘Ensemble Management

[ YT sz opeany 2
[T TS sz @ oo 2
12 B el Ve oo 2
] & s 2
(u] B I 2
= B | s Conmsin Desce .
R | - Gousns g






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.48.jpg
[Z] Open Graphical Console - HTTPB1

Progress






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.47.jpg
| 1] Actiate rogress -HTTPB1
T
i PR
s

ot sang

Lo Jioes Jlcone Jnep ]






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.42.jpg
| VintualServer Details - HTTPB1

Ganaral | Status | Processors | Mamory | Natwork

Options | Werkoads

Storage Dites
Select D |Neme  Description _ Type Shared Resource Name Sizo |
© __OHTTPB1 FORWNDOWS Vitio HTTPB1 diski 20068
T [Tmt
g | _Eoe | _Remove |

Manage Storege Resources

Mounied Media wn2008R2SP1 64is0
Uningunt Meka | _ount vituaweda | )

LK LAppty | _cancel| el |






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.41.jpg
Functon duration ime
Elapsed time.

‘Select Object Nome  Stavs
o (HTTPB1__ Success
i s Thep |






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.44.jpg
[Z] Open Graphical Console - HTTPB1

Progress






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.43.jpg
ormosmermiopsen-imeosasel
e D T
<=l (e @ & (7 7 4 e @ -

e

3 el
PR

e I —






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.49.jpg
B Graphical Console : HTTPB1

ciscomec | Otons | Ciboard | Gend otk e | Retesh |
Tex86/Bochs UeaBios (FCT) current—cos 18 0ct 2010
i WGA/UBE Bios 1s relcased under the GNU LGPL

lease visit
49"/ bochs. sourceforge. met
BUDE s, o orgogab 0%

irrus-compatible UG is detected
Er BIOS - buila: 1018/10

Ghcolsion: 1162 § Shate: 2007,08/01 17:09:51 §
Pptions: apbios peibios eltorito rombiosdz

tal master: QEMU DUD-ROM ATAPI-4 CD-Row/DUD-om
press F12 for boot mens

oot ing from C-fom. ..
020K med fum detocted

Press any key to boot From CD or DUD






OPS/images/7921p01.05.1.1.jpg





OPS/images/7921VirtualNetwork.17.1.04.jpg
Ento 28 blados

Allows youte..
(Goose anair G and sat he Manage Allemte HMG asko assig a anatmate HIC.

Grastoan ansembie, An G can managsonly ons Ensamble.

Ak member o h cnsambl. A nctonal nsemble st ave i aas c mere, bt can have 9 10 eght.

Uso o Perom Model Convrsion task nhe Suppot lement (S e badesfinstalle. You can uso the
‘Sl Chiect perylons task o access he SE console.

Ao emove storagefesouces and trage roups.
Ao emove il newarks Manage whch hsts are comneciedo vital nerks
Conbioure op-tack sichasfor conneciiy s ofthe EON.

restea vt servr on  ypenvsor i i ensemie.

Intall your opeating system and applicaons. B you plan o inckuding s vitualseverna warkdoad youcan sl
e guestpafom management provcer (GPAP).

Aciate a iual sevrto powerton.
Open aconsole window o vitual senver
View systemviual soer peromance matics.

rastea wrkoad for s ensamble. A worload allows rlsted il servrs 1 b martored and managed based on
poley.

et prormance oals forhe viual seversin  wordoad
Monior a wondoad based o s pafrmance polcy.






OPS/images/7921VirtualNetwork.17.1.03.jpg





OPS/images/7921VirtualNetwork.17.1.02.jpg
10





OPS/images/7921VirtualNetwork.17.1.01.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.40.jpg
[ Mount vitusl Media Progress - HTTPB1
i s
i Som
s

Pt
o | i ] Cancet | [ Hep |






OPS/images/7921VirtualNetwork.17.1.09.jpg
Vinus) servers

el | | >

Freval

Tkt
)

pE—

8

ety






OPS/images/7921VirtualNetwork.17.1.08.jpg
Virtual Networks - ITSO Ensemble

2 (7l (2] [2) ) ectAdion— =]

Select ~ Name < Staus ~ VLAND = Descrpion -
Dot Iactve 10 Detaut sl network ]

(e clen s TP SemerVIA paeive 100 1rzsnisonat) ||
= System Wanagement and AdinVLAN acive 100 17230700.028

HTTP Server - WAS VLAN nacive 110 172.30110.024






OPS/images/7921VirtualNetwork.17.1.07.jpg
14 Create Virtual Network - ITSO Ensemble KX

Description{172.30.199.024

VLAND: Jfrgp (101030)

Name: s TP Savr VAN }
\
J

(K] cancet | _rion |






OPS/images/7921VirtualNetwork.17.1.06.jpg
o Virtual Networks - TSO Ensemble

e (3

Viriar Notworks:—

st

5

.| Select ~ Name ~ Status /= SclectAction

|LC Detaut_inact
= i Delete Vitual Network

o -ose tep, Add Hosts o Vitua Netwrk.

. [5G Remove Hosts from Virual Network.

Sove Sorage TesatEes 3 Fepal Viual Network.
frémove siorage Tesources and st -7 bon

remove vitual networks. Manage Show Filter Row

s oot ack st d LA RS

avitual server on a hypervisor irClear All Sors

CICI DG B e — |

R T—

nh
4. Yo

Configue Columns
P M e —

W o

Lasver 1 woiiies






OPS/images/7921VirtualNetwork.17.1.05.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.35.jpg
[CMake Primary Boot Device






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.34.jpg
* Mount Virtual Media - HTTPB1

Olmage from remate worksiaton

O Available images
oo L]






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.37.jpg
| Browse Directories and Fies - HTTPB1

PR = 11—

in2006R25P1 64150

Fies Oirectoiss

Selct| S
C Bedescar o qeta y~
C SLESI.SPIOVDME6_64GMOVDLiso | S S
C amiosiso Sczesot
C axionsiso losttound

=)
©_vin2008R2SP1 64150






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.36.jpg
- SelectMedia Device - HTTPB1 [l

‘Select one of the media devices Isted below and clk "OK" 1o coninue he task, oferse
clk“Cancer”
Fyou add or emove devices or media, cick"Relfesh to update the devics st

Thistask supports the folowing devices vithout media abels "ACTBHKP"
‘CD-ROM, DVD-RAM, Disklte, USE Flash Memory Drve.

USB Flash Memory Drive (Model is WDC WD 12 00U
—USE Flash arory Dive (loce
9K eresn ] concel






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.31.jpg
| Vitual Server Detalls - HTTPB1

Goner | Stats | rocssos | Wamory | Networ | Siorae | Gpins (work
OUse Detatworosd

®Selectworkdoads

Neve Workdoad

'






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.30.jpg
@ Vitusi Server Detalls - HTTPB1

General | Status || processors | Memery | tstwork | storag ((options ))workiaads

Boot source order.
Select Enabled Description
©® | @ MediaDrive

Keyboard anguage: fen_US L]
[ Autostart virtual server with hypervisor
0 Enabl GOV support

GPMP version Unavailable






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.33.jpg
- Mount Virtual Media - HTTPB1

Weicome
Wlcam o the Mot Vitual e wizad
Use tis wizard to mourt vitual media onto a Virual Server's DVD.

EAShowthis vekcome pags nesttime






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.32.jpg
Ensemble Management > (TS0 Ensemble > Members > SCZP301

Vit severs (o) Boes | Seoknt

IR R A — =
St e ~ s (o ey o) [10e
© @bon 8 oy 1 270 rome
o @hbein 8 ooy 1 270 rowe
o @baro 8 oy ! 276 sowe
o @bais 8 opeery ! 2278 rowe
© oo [ 1 227 rone
© @fpein & operstng 2 131,072 x Hyp|
° o1 @ ogeratng 2 131,072 x Hyp|
©  @ein & peratng. 2 131072 x|
I ey | £ 25l
o Brrest Togge Lock 2 2048 xHyp|
© @fbeis . P A 2| 131072 xHyp |
B e 2 i
[ Brre2 | vonter | Ve e 2 2048 xty)
o Brresy ‘Operstrg. 2 2048 xHyp)

e o M =
0 e el ount Vet Mecks: Upload and mount
open it o






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.39.jpg
ik Firish 0 upoad st mourt he seected IS0 mag ot Vitua S
Upload Source image from HMC media

Selectad 150 Imedialsdb IMR2008R2SP1_64i50
Make Primary Boot Device: No






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.38.jpg
- Mount Virtual Media - HTTPB1

Erowse e
150image  ((Jmediafsabinin2006R25P1 64150

Cviake Primary Boot Devcs.






OPS/images/7921p01.05.1.2.jpg
Part 1





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.64.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.63.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.60.jpg
Graphic
bscomea| opson | Cboara | SendCo-4.06l | Retesh






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.62.jpg
[ 0

[






OPS/images/VLANMAC.gif
%) SCZHMCB: Virtual Server Details - Mozilla Firefox: IBM Edition

% bm.com  htps://sczhmeb.itso.bm.com/hme/wcl/T 19fab

& J Virtual Server Details - HTTPB1

General || Status || Processors | Memary | Netwark | Storage | Options | waorkioads

Network Adapters

K Name Type |ID MAC Address

Server - WAS VLAN VifO | B0cea5e4-0577-11e1-bica-00111637fd2f 02ffad:d3:e1:d3

Access-HTTP Server VLAN  VirtlO 610389da-0577-11e1-bfca-001f1637fd2f 02:ff.9a7F65:9¢c

1Management and Admin VLAN VO 611b77de-0577-11¢1-0434-00111637fd2f 02:f:20:b9:f0:1d
Total: 3

>

<
Add | | Edit | | Remove

Manage Virtual Networks

oK | [Apply | [Cancel | [ Help






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.57.jpg
sweso R
oo [ —
e bot
Descpion:  [or TS aninions
=
e -
Sivege s
vouss| (B R AR
] | © HTPBA_diskt 20068
8 Heer-and o <
Toa 2
9K [cancet ] e






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.56.jpg
8 [er 00 B o100

e Lo

W00 29 Vo .
T e —
B —

ssem
sa00






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.59.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.58.jpg
ety
e G, Ao, e






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.53.jpg
@ 150 Mounted -HTTPBY

‘Thers is asady an SO mauted on the Virtual Sever

WI2008R2P1_64150
Doyou wantto dnmourt it and continue?

(es] no

ACTS0006






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.52.jpg
| Mount Virtual Media -HTTPB1

Select Source
Choos he tye and ocaton forh 150 image.

Olmage fom HMC media
Oimage flom remte worksiation
® Avaiable images






OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.55.jpg





OPS/images/7921WindowonSystemxCreateVirtualServer.22.1.54.jpg
| VinualServerDetails - HTTPB1

Gonera | Status | Processors | Memory | Hetwork | storage || Options || Workeads

Storage Dives:

s N i Shared Resource Name Size.
© __0HDiski for HTTPB1 on Windove Emuated IDE HTTPB1_diski 200GB

HTTPB1 dske. 20068

Total 2
L JLeou || renoce |

Manage Storage Resources

MouedMeda  vitlowiniso

unmount Mesa | | Mount vitya Mega






OPS/images/7921AIXVirtualServerDefineInstall.19.1.02.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.01.jpg
12





OPS/images/7921AIXVirtualServerDefineInstall.19.1.09.jpg
New Virtual Server - SCZP301:B8.1.01

 wakoma
 EvtorNama
¥ Assign Prosssscrs

ks Networc

ks Stcrage
Spocty Boot Options

Specify Memory

Spucty o ot g iyt e vl ol s T oy s

Maximum assignable memary: 27302

Iniial dedicated memory:  +2048. B






OPS/images/7921AIXVirtualServerDefineInstall.19.1.08.jpg
7 New Virtual Server - SCZP301:8.1.01

p [Assign Processors
M s ocesiog it e ocsrs ot e s e s

EYTRTILTCERN rocossor mods: [SHARED ]

Spacty Momory
ol e Maximum assignable viual processars: 64

Aokt Storage Inial virtual processors: 2

Spocty Boot Options
Selec Workoads

[ ar—
Summary






OPS/images/7921AIXVirtualServerDefineInstall.19.1.07.jpg
7 New Virtual Server -B.1.01

a2 Entor Name.

> Entecane vt . name nd dosciptin o he vl srver.
st Procossors Hypervisor name: 8.1.01
Specty Memo Hypenvisor type: POWER Blade

Ada Notwork Name: ~HTTPG
Ada stoage

p [Tir 1-Presentaion Layer T TP server G -iade
U O criion
Partormanca Maragamon]

summary






OPS/images/7921AIXVirtualServerDefineInstall.19.1.06.jpg
[ NewVirual Server -B.1.01

|
[ welcome.

"Welcome to e New Virtual Servr wizard.This wizard il allow he user o st all
hetequired informatin ha s needed 0 configure a vitual sever ora POWER

& Show s weleare page re e,






OPS/images/7921AIXVirtualServerDefineInstall.19.1.05.jpg
Task
'Manage Attemate HMG
Create Ensemble

‘Add Memberto Ensemble.
Enitl 28X blades

([ New Virtual Server - TSO Ensemble "
Alows ‘
(& —SemaAdon—] | e )
choos| [BERCERLZN 2] ‘Select Adh
Create Select  Hypervisor ~ Status _~|Virual Servers ~ |
o AR Operating 2|
acel Operating o
Use Operating 0
Obledt Operating o
Operating o
AdOr | Bios  Opersling o
Addor | ©  B10s _ Operating o
Conl [Toul 1 5
Greate [19K]] | cancel
nstal e e

Quest preomTTETE g POV
Activate a virtual server to power t on.

‘Opena console window 1o a viual server.

View system virual server perfomance metics.

(Create a workioad fortis ensembla. A workload allows related ifual servers to be monito
policy.

Define perormance goals fo he virual servers in a workioad,
Monitor a workload based on s performance policy.






OPS/images/7921EnsembleManagement.16.1.120.jpg
5 Manage 28X Blade Eniitlement - SCZP301

et up your 2BX Blads Entilements using the table below.
2BXBlades

© © % ? s e [SeledAdon—|v|

Select ~ Locat ~ New Eniilement _ ~ Gurtent Entement ~ Valld Entlement
[ BL0BBSOS 840671YNVLIOW0227021 [Noterted I Not entied PWRBLADE
I B1088S04 840671YNLIOW0192086 [Noteriiled Notented PWRBLADE
 B108BSO3 840671YNVLIOWO199072 [Noteried I Notentited PWRBLADE
 BI0BBSO? 840671YNLIOW0217002 [Noteriiled i Notented PWRBLADE
 (EI0EES0T 64067 TYNLIOWoT5006S PWRBLADE ___ PWRBLADE PWRBLADE)

Total 5

itored: 5 Selected: 0

28X Blade enttomant couns
Enttement Type Cuent Maimum Spares
sACPT e o
PWRBLADE e e

Lok ] [.cancel | [ep ]






OPS/images/7921AIXVirtualServerDefineInstall.19.1.04.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.03.jpg





OPS/images/7921EnsembleManagement.16.1.119.jpg
m Updating 28X Entitlements...Progress - SCZP301

Elapsed tme: ovs724
‘Select Object Name Status

© B108BSO1 _ Install completed succsssuly
© _ BladeCenters Install completed successuly

oK [eion [[cove [ nop |






OPS/images/7921ax03.30.1.11.jpg





OPS/images/7921EnsembleManagement.16.1.118.jpg
|m Updating 28 Entiloments.

Elapsed tme:
Select Object N
© B108BSO1
C_BladeCenters

Lox] e JLcance Jirep ]






OPS/images/7921ax03.30.1.12.jpg





OPS/images/7921EnsembleManagement.16.1.117.jpg
sczpao

Updating 28X Entitlements... Progress

Elapsed time: 000002

‘Select ObjectName | Status.
© B10BBSO1  Updaing 28X Enilements state.
©_ BladsCenters

Lo Jl o [ cawe JHop ]






OPS/images/7921EnsembleManagement.16.1.116.jpg
A Bxmanag

You have selscted to change the curent 28X Blade entilements.

ment - SCZP301 o

Press the OK button to continue.
ACTa7547
foK]] | Gancel






OPS/images/7921ax03.30.1.10.jpg
HMC

2cPC 28X
Biace 1 Bade 2
2 x| x
HE HE
[hea] [rea) vea | [rea] |[[| Coea] [Fen

wwen
st






OPS/images/7921EnsembleManagement.16.1.115.jpg
1 Manage 28X Blade Entitlement - SCZP301

et up your 2BX Blads Entilements using the table below.
2BXBlades

© B108RSOS 840671V YLIOWG227021 otentied ) Notenied
B10BBS04 640671 Y/YL10Wo102088 otariiod ) Notented
R108RS03 840671 YYL1OWot09072 Noteriied ) Notentted
8108502 840671 Y/¥L10Wo217002 iotaniied ) Notenited

oiojn

<

CRRE I A ey e ) —

Select  Location » MTMS  New Entitement _~ Curtent Entilement ~ Valid Entilement

PWRBLADE
PWRBLADE
PWRBLADE
PWRBLADE

( B10BBSO1 8406.71Y/YL10W0150085 |PWRBLADE )*l N PWRBLADE





OPS/images/7921AIXVirtualServerDefineInstall.19.1.18.jpg
| Vit Server Detals -HTTPG1

Genarsi (Status) Processors | Mamory | Network | Storage | Optons | Workioads | performance

Sats  NotOperating
‘GPMP Status:Not Operating

Acceptable Status

& operating

O Communications ot actve:
[ Status Check

O starting

00 Not Operating
0 Exceptions:
0 wigrating

00 stopping






OPS/images/7921ax03.30.1.15.jpg





OPS/images/7921EnsembleManagement.16.1.114.jpg
s Manage 28X Blade Eniitlement - SCZP301

et up your 2BX Blads Entilements using th table below.
2BXBlades

© = 2l e
Select  Location ~ MTMS e
[ BI0AESOS 840671/ Detals:

fement_~ Curent Eniifement ~ Valid Entitement
Not entted PWRBLADE

£ aismmsou sV 2 Ao~ L BlcmodpvmBine

B 503 8406-71/{Deselect All led = Not entitied PWRBLADE
Bl & ‘Show Filter Row

B T e e e

: e e e e s






OPS/images/7921AIXVirtualServerDefineInstall.19.1.19.jpg
| Vinusl Server Detals -HTTPS1

Hame | statws (processors |Jemery

Processing mode: [Shared ]

Maximum assignable processing unit:
Maximum assignable virtual processors:

Minimum processing uns:
Inital processing units:
Maximum processing units:
Minimum virual processors:
Intal vifual processors:

Maximum Virual processors:






OPS/images/7921ax03.30.1.16.jpg





OPS/images/7921EnsembleManagement.16.1.113.jpg
5 Manage 28X Blade Eniitlement - SCZP301
et up your 2BX Blads Entilements using the table below.

28X Blades
G Sy R T —

Select ~ Location ~ MTMS. ~ New Entitlement _~ Current Entitiement ~ Valid Entlements
© BL0BRSOS BAOGTIYNVLIO0227021 [Notentiied ) Not enited PWRBLADE
[ BL0BBSOS B40671YVLIOW01520B6 [Notemied ) Not eited PWRBLADE
© B10BRSO3 B406TIYVLIOWD199072 [Notenitied i Not entited PWRBLADE
 B10B8S02 BA0671YNLIOW0217002 [Noteniied = Notented PWRBLADE
© BL0BBSOI B40671YYLIOWD15008S [Notenied i Not enited PWRBLADE

Tolal:5 Fitered: 5 Selected: 0

Entitement Type Current[Maximum Spares]

1SAGPT o o
PWRBLADE 9 ziiiiig

oK | | Cancel | [ Heip |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.16.jpg
Enoomtls Mensgoment
e | vesisenen (e Se | Sy | Gng s

T 88 oy =
r edam scomon w
[ICE Y scom o
0 @b scom o
O sbs scomen T
[T wmom)  fsow | @owws | welew ||
o = T ameew
(o scomer P———
a scom © e
= o © e
o scomen T e
d scamen Ve
o o 8 ey 2 e
f s ey 1 memm
] scomn [y, D ounm
& scaman o PR T

<

Sl [Sls f8is fs i< ds






OPS/images/7921ax03.30.1.13.jpg
HMC

2CPC 28X
Blade 1 Blade 2

x x| x

2 HE

ven ] [ren]||[| [Fea] [Rea

LN
Detail






OPS/images/7921EnsembleManagement.16.1.112.jpg
@ X Management -sczP301 L

Please choose from the following options:
AcTars4t

(BodEntHamon] | Ronove Enton | | cacel






OPS/images/7921AIXVirtualServerDefineInstall.19.1.17.jpg
[ 4] vinua server Detas -HTTPG1

(Gemarey Staue | procesors | Wamory | Natwork | Stage | ptions | Wordoads | paformance

Fipeniorname B.101
Hypenvisortype:  Powervh
uuD: bed4asbe 5a2e- 1160.8953. 0BT

Description

0 Lock out disnptve tasks.

oK) appy | | cancel| ep|






OPS/images/7921ax03.30.1.14.jpg





OPS/images/7921EnsembleManagement.16.1.111.jpg
. Perform Model Conversion - SCZP301

Use this funclion  add, remove, or update system hardware and
1

aBookrelated selection. Select an opton:

s. The system model deriiication may change i raquired for






OPS/images/7921ax03.30.1.19.jpg





OPS/images/7921EnsembleManagement.16.1.110.jpg
P_|@ 8 s

RIS elolE =7 )2 )

o P = [croma | oo st

‘Channl PCHID Assignment
Coypogaphe. Contuation

Diploy Adaptar D

CPCmats
Toggleock.

ooty

P Rscavty

Swike

Change Management

CPC Remte Customizstion
CPC Opaations Customizaton

Edt Frame Layeut
FCP Contguation

opututpt 10) Confgution
Manage 26X Hordware

SO ProcessorTest
Noisupie Hardware Change

Rtk VaalPrauct Ot
System Syspen)Tna
SystemIput Outpt Configustion Arayzer
Tiansnt Vil Prodect Dta

Update HOM and VPD

Vi it Conflaiin






OPS/images/7921ax03.30.1.17.jpg





OPS/images/7921ax03.30.1.18.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.21.jpg
| vinual ServerDetails - HTTPG1

o
Genera | Staus | processors | wemory ((etwork ) Storage | Optiens | Workoads | perfornance
MAC Prefx 0293172460040
Network Adaptrs:
‘Select Adaplor D Network Name Network Descrption MAC Address|

ODefaut_ Defaultvitualnetwork

Toai |

a0a ] [ con | [Famove] 4~






OPS/images/7921AIXVirtualServerDefineInstall.19.1.22.jpg
| Vil Server Detaits -HTTPG1

General | status [ processors | emry ((Natwork ) Storage | Options | Wordoads | parfomance

MAC Prefc 02931170:06:0040

Network Adapters:
Select Adapter D Network Name | Network Description | MAC Address.
Total:0. I






OPS/images/7921AIXVirtualServerDefineInstall.19.1.20.jpg
[ virtat Sorver Detis-HTPG1

| Genera | status | processors ((Memory ) Network | Storage | Options | Workeads | performance

| Maimum assignable memory: 27392

Meimum dedated memary: +f024 B %)
e S S—]

Maximum dedicated memory: + 1228

| T—— |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.25.jpg
Virtual Server Details -HTTPG1

Network Adapters:
Select Adapter Network Name _ Network Descrption

System
. 0 Management and)172.30.100.024

Glient Access -
. 1HTTP Sever  17230.199.024
VLAN
HTTP Server -

2 Ve 17230110024

MAC Prefix 0206:1620:200040

anes | Status | procsssrs | Mamor | Wetwork | Strsge | Gptins | Workeads | peforanc

Total

Laos] e ramee
Manage Vituai Networks

o

_ox | [[Apph] _Cancel | _Hew |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.26.jpg
| Virtual Server Details - HTTPG1

General | Status | Processors | Memory | Network ((Storage ) Options | Workioads | Performance

Storage Drives:

Select 1D Name Description
7 Totak: 0

Manage Storage Resources

Mounted Media: None

Upmouni Media

Mount Viual Media

Shared  Resource Name Size






OPS/images/7921AIXVirtualServerDefineInstall.19.1.23.jpg
Network Adapters:

Select Adaptor D G Address|
#15 YadaAdapter
psn el
O o —

< m—

(i )
System Managemer.
—

K| ] 3






OPS/images/7921AIXVirtualServerDefineInstall.19.1.24.jpg
| Virual Server Detals - HTTPG1 [

Gorwal | i | rocessr | iy wevwork | Siage | Opie || aknde | arormarcs

MAG Prefe 02ce162920:0040
Network Adapters:
Select Adapter KNetworkName  Netwark Desciption MAC Address |
System
0 Managementand 17230.100.024
Admin VUAN

Tota: 1
ﬁ‘_{g [ Bemove.

Manage Vituai Networks






OPS/images/7921EnsembleManagement.16.1.109.jpg
Support Element

FCICL Ststem amscenere
@ = (& 0 @ [#] e s o] @
J-p— [
. (=) 80 crem W O
Tosks: Sysem Marmcomert_©






OPS/images/7921EnsembleManagement.16.1.108.jpg
Support Element

£ e

B stroomen B oreem e o
Sk rem e T P

@ they bRl o i Optos Gt s ke iom P s






OPS/images/7921EnsembleManagement.16.1.107.jpg
Contacting Remote System - SCZP301

Please wait whils the SE is contacted.

_Gancel |






OPS/images/7921EnsembleManagement.16.1.106.jpg
{22 Single Object Operations Task Confirmaion - SCZP301
About o esablish a session with a single GPG console.

Do you wantto continue with this task?.

OblectNames

|

[vesl) wo | g |






OPS/images/7921ax03.30.1.20.jpg





OPS/images/7921EnsembleManagement.16.1.105.jpg
Ensemble Menagement
Ersemoe | Vraisenes | Fpeuers | S | Bososy | Gengsies

e
% = B © “Boge Leck &) [+ Fiker
E——
o R
5 (@B rsocsems | e meragenan S (e stoni v
| 8 Ruewes | Remocoraain &
S
NN o E—
Bvosorss | coappunion »
i






OPS/images/7921ax03.30.1.21.jpg





OPS/images/7921EnsembleManagement.16.1.104.jpg
Ereemtie Maragemert

R =le 0@ el e

i T——

=
freei il ==






OPS/images/7921EnsembleManagement.16.1.103.jpg
Hardware Management Console

06 o amgeners
6 H spens troomen ¢ =& B EACACAET

@ W sum o [ [t
EY S
T — G

8B 10 et o

B e e o S| Tt Pt s St

) srveeremen






OPS/images/7921EnsembleManagement.16.1.102.jpg
Hardware Management Console

a B
R
B 150 Cwemi
B

[y






OPS/images/7921EnsembleManagement.16.1.101.jpg
Hardware Management Console

Welcoma ( i v
£ wecme

FET—

a






OPS/images/7921EnsembleManagement.16.1.100.jpg
[/ Add Momber to Ensemble -ITSO Ensemble

Select Syst
SczP201 No
SCZP301 No
CZP101 No






OPS/images/7921AIXVirtualServerDefineInstall.19.1.10.jpg
New Virtual Server

/ Wexona
 Enornans
 assin Procassors ‘Select Adapter {Network Name  Network Desciption
 Sauciy Mamory 0 Detautt Detauit vitual network
> Add Notwork Totat 1

Aaasiorage

Spacty Boot Optans

Purtormance Managom o [VRRPRTTTTETRTS)
summary






OPS/images/7921AIXVirtualServerDefineInstall.19.1.11.jpg
7 New Virtual Server -B.1.01

Jmns e v e o o e s s

< Asson Procassors Select Dive D Name Description Shared Resource Name Size
+ Spacty Momory
< g Networs

Totat:o
> ada sionge Ada] e
Specty Boot Optons
Solct Worcoas
Portrnarce Managemen]
summary

g0 Sorage Resources






OPS/images/7921AIXVirtualServerDefineInstall.19.1.14.jpg
7 s Procossors Ensemble processor management Disabled
 Soccry Manory © Processor management

Ao o

 Augstonas

Sy Boo Optins

 Balet Workiongs






OPS/images/7921AIXVirtualServerDefineInstall.19.1.15.jpg
New Virtual Server -

+ Specry Mam

+ Ada Natwork

« Agasong
 Spaciy oot Optans

+ Selec Workonds

+ Partornance Mamganan]
> sunmary

<ok ] L

B1.01
[ Summary
[ty the fomaton b bekrsccmpei e iz

Name TPt

Ouscrten: T - Presntation Layee HTTP saver G1 - Blador

ol el pcessors: 2
Asigneddatated mamcy. 204G

Ntwork evkces Do, Dol s etk
Stoage Deviss:

Bt scuce. Netwok Adser (D)
kot Dutaot

Processormanagement. Enabld

cancel | Ltop |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.12.jpg
New Virtual Server -B.1.01

Specty Boo Options
S e et s o it s,

< Asson Bootsource: etwork Adapier ©0) %

 Ad Nwor P address:

 adg sionge Subnet mask
> Specity Boot Options
i Gateway P address

VRPN 6ot sorver P address:
summary






OPS/images/7921AIXVirtualServerDefineInstall.19.1.13.jpg
7 Now Vinual Server -B.1.01

Solect Workdoads.
St th ek o i ot e st

@ Use Default workoad
€ Selectwordoads

Select Name Descripion
Total:0
> Soect workiosds
Partormance Mangamoni
summary






OPS/images/7921ax05-Workload.32.1.10.jpg
Application Code

=Tnitialization
=arm_register_application
=arm_start_application
»arm_register_transaction

=Transaction processing

>arm_start_transaction

do work
»arm_block_transaction

pass request to another server
~arm_unblock_transaction

complete work
~arm_stop_transaction

=Termination
~arm_stop_application
~arm_destroy_application






OPS/images/7921ax05-Workload.32.1.11.jpg
sor Roquest

Apache
am_start wano( (AR
Corr#1)

am_stop_tran)

Webspnere
ey gy g -
Corr #2) E

am_stop,ran0

uoe
arm_startrang

am_stop_tran()

aowp.

correlated

(Virtual server topology)






OPS/images/7921AIXVirtualServerDefineInstall.19.1.38.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.39.jpg
| Vitual Server Details - HTTPG1

Genaral | Status | procassors | Memary | Natwork | Storage | Options | Werkioads | perfornance

Bootmods: _[Normal

Gootsouce.__[olnageive 2

‘Storage drves wil be r7ed i sequental order based on the storage dive I.
Keylock: Normal ]
0 Autostart vitual server with hypervisor

1 Enable dynamic logical partfioning
) Enable GPMP support
GPMP version:

[ ox.| Easoal | Cancel| LHe ]






OPS/images/7921AIXVirtualServerDefineInstall.19.1.43.jpg
TNione Seisciad.
DMake Primary Bool Device






OPS/images/7921zVMVirtualServerDefineInstall.20.1.21.jpg
'SCZHMCA: Virtual Server Details - Mozika Firefox ety v
 nttps: /sczhmca.tso.bm.com/hmc/content taskid = 3896efresh=1001 &) (< Firer
.P\ease ‘wait while information about the virtual server is being collected. »jm__.
Done. &),
T Bcmme || @m0
D @uresy  sczPao1 [ pren— . a)
8] e sczpan @ Opcstng s =)
M Pogn Saficn | Tots 14 Fkeeet 14 Sokcit |
Tasks: WASG! BB [ i
i) 8 Contiguration






OPS/images/7921AIXVirtualServerDefineInstall.19.1.44.jpg
- Select Media Device - HTTPG1

‘Selact one ofthe media devices lsted below and dlick “OK" o continus th task, oherwiss click “Cancer”
you add orremave devices or media,click “Refresh" 10 update the devicelst.

This task supports the following devices without media [abels *ACTBKP":
‘GD-ROM. DVD-RAM. Diskette, USB Flash Memory Drive.






OPS/images/7921zVMVirtualServerDefineInstall.20.1.22.jpg
o | Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4]

tame)| Status | processors | Memary | Network || Storage | Options | Wordoads | erformance.

Hypenvisor name: A17

Hypenisortype: image
uuD: 2016558.6769-110-0704-00111 6371021

Name: +WASGT
Tier2-Business Logic Layer WAS server G |

b |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.41.jpg
o :
B . &
=] v v
B . .
o \ 7
r o sczmon 8 Ogerang. ' 32768 Powenu v

st @

i o ‘e Vit Server

o

fAe






OPS/images/7921zVMVirtualServerDefineInstall.20.1.23.jpg
| Vintual ServerDetails -WASG1 (5CZP301:ATT VMLINUX4)

oo (otate)|Processos | Memor | Nebwork | Stocage | Optios | Woktoads | paromance

s NotAdivated
GPMP Status: Not Operating

Acceptable Status:

 Operating T~ NotActvated
T Logofftimeoutsarted I Storage limt exceeded
T Forcadsleep I~ image not operating

[ imagenotactivated I mage not capable.
T Unknown status






OPS/images/7921AIXVirtualServerDefineInstall.19.1.42.jpg
summary






OPS/images/7921zVMVirtualServerDefineInstall.20.1.24.jpg
| Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4]

tame [ status ((processers) Memary | Network | Storage | Options | Workoads | perfomance
nital vitual processors:  +2

Maximum vinual processors:+2

Sharo it | Co—
e share mode: e —

it rlae shares: +700






OPS/images/7921AIXVirtualServerDefineInstall.19.1.47.jpg
Mount Virtual Media - HTTPG1

| Summary.
 Wosme

ek i 0 g ad moust he slecte 150 image o the Vit S
Upload Source: uploadTypeHMC
Selected SO media/cdrom

LCDB_0726_15, 5765Gs2_6100_08 VOL 150
Make Primary Boot Device: No

Mounted 1SO; None






OPS/images/7921AIXVirtualServerDefineInstall.19.1.48.jpg
- Mount Virtual Wedia Progress - HTTPG1

Funcion duration ime: 001000
Elapsed ime: 000008
Select Object Name Status

©_HTTPG!___ Uploading virual med

ok e ] [Concell] _Hewp |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.45.jpg
Fil name:

‘Show Fles |

LG8 0726 75 5765Ge2 610056 VOL T.50]
Files






OPS/images/7921AIXVirtualServerDefineInstall.19.1.46.jpg
[Mount 1SO Image.

e

BT Tl | Erowse Media |
KOmage:  (TdkontoDs o726 15 570562 5106 5 VoL T80)

Make Primary Boof Device.






OPS/images/7921zVMVirtualServerDefineInstall.20.1.20.jpg
. 7 New Virtual Server - A17

Wakans
EnterNama

N
Descrtin:
Ad Notwork [ENIENp—
At Songe ssigneddudcated macry
 Sosci Oplons Netwcrk e
 Salect Workioas Stcage Devies
 Pararnance Managman) [
> summary Prvieg clases
IPLdeiee:
PL o paametecs:
P paamees:
Wokioad.
Prossso mansgement

vty th brmation b bokes competin e iz

At
Ti 2 - Busines Loge: Layec WAS seve G
o8

HoPASS:

cus

AuTocR
[
Enatied






OPS/images/7921zVMVirtualServerDefineInstall.20.1.29.jpg
Virual Device Address:

Count:
Type:
etaco ype: oy
sue oo+
Por mode (= L]
Networkc
Seect Nams  Desarpion
T Dot Detaunvirusl nemork

Clert Access
T CHITP Sever 17230199028

VoA

HTTP S -
r HTTPSeNer- 1750410024

Systom

Management
- Management 1750100024

(& ¥8:5% irzmmons)






OPS/images/7921zVMVirtualServerDefineInstall.20.1.25.jpg
| Vinual Server Detals -WASG1 [SCZP30T:AT7 VHLINUX4]
P [ o e A S [ P P
N ] —
Mot ey TR 5N






OPS/images/7921AIXVirtualServerDefineInstall.19.1.40.jpg
| Vil SeverDetals -HTTPG1

Genaral [ Status | processors || Mamory | Network | Storage | Options || Worioads | Performancsl

Boctmode:  (System Management Services (SMS) Men) &
Boot source: \Witual Media

Keylock:  Normal
01 Autostart vitua server it hypervisor
1 Enable dynam logical particning
DLPAR actv: Inacive

) Enatle GPMP support

GPMP version: Unavailbie






OPS/images/7921zVMVirtualServerDefineInstall.20.1.26.jpg
g
LERE






OPS/images/7921zVMVirtualServerDefineInstall.20.1.27.jpg
| Virtual Server Details - WASGT [SCZP3OT:AT7:VMLINUX4]

‘General | tatus [ Processors | Memory (Network)| Storage | Options | Workioads | Performance

MAC Prefix 02:2:0:00:00:00/24
Network Adapters:
Virtual  Device Real
Select W DY Type Switch PortMode Network VLANIDs CHIPID [o%
Total: 0
Manage Virtual Networks
Network Opions:

Replicate VLAN IDs to Network Adapters.






OPS/images/7921zVMVirtualServerDefineInstall.20.1.28.jpg
AddAdapter ]

Virtual Device Adress:
Count:

Ty GG

ntetace type:

oK | _Cancel | _Hep |{

m‘m

Physical DO






OPS/images/7921AIXVirtualServerDefineInstall.19.1.29.jpg
| Vitus Server Detal - HTTPG1

General | Status | processors | Memory | Natwork | Storage | Optons (Workioads) Perfomance |
© Use Defaut workioad

O Select workioads.

New Workioad






OPS/images/7921AIXVirtualServerDefineInstall.19.1.27.jpg
Descrption:
Storage resaurce:






OPS/images/7921AIXVirtualServerDefineInstall.19.1.28.jpg
@] Virtusl Server Detals - HTTPG1 n

General | Status | processors | Memary | Network [ storage || Options | Workiads | perfrmance

[20a ) (o] [Remove]
Manage Storage Resources

Mouted Media None
i Mount vinuaiega






OPS/images/7921AIXVirtualServerDefineInstall.19.1.32.jpg
Y-

sczon 8 ooy

[T
T

8 ooy

2788 vt
2788 vt
2788 e
1872 5
e xme.
e x
ez xmp.

Sisisislslalsisisl

8 Operstont Costomizaton






OPS/images/7921zVMVirtualServerDefineInstall.20.1.10.jpg
Entil 28X blades

Workloads Report

Allows
Choner 2 NewVinua Sever TS0 Ensemble B o
G O e e —
Addar Selec » Hypervisor ~ Stalus  Virual Servers i frcan
haveu (¢ Az ) Opentng o
Usot Eior  Operaing 2 ted.
Youea © Bl Openng 2

© Bl Opentng o
AU | 0 gios  Operaing o
Addor  C Bios  Opentng o
Gonlin Toaks Fifered:5 Seleced1
Croate| (10K |cancat|
Instaly e B
WOIKOTT TSI ST T TR T T T

‘Actvate a virual server to power it on.
Open a consols window toa vitual servr.
View system vitualsenver peformance metcs

Create a workload orthis ensemble. A workioad allows related viftua servers 0 be moritored and
managed based on policy.

Define peformance goals fo the itual serves ina workioad.
Monitor a workioad based on its performance policy.






OPS/images/7921AIXVirtualServerDefineInstall.19.1.33.jpg
1] Activate Task Confirmation - HTTPG1
Please eview ihe fallowing confimatlon ext fr éach argetobjet beore raceecing wih the tas.
Do you wantio continue with histask?

© P 5 el ® [—SeedAdion— 3]

Object Name ~ Type. ~ Activtion Profie ~ Last Used Profile ~ Confimation Text
[HTTPG!. ‘System P Virtual Serve Not set via Activate The Aciivate task is about to be performed.

To view the aciivation paramaters aboutto be used for an object, cick “View Detais”

(esl) o | Lvion Dot | _ri






OPS/images/7921zVMVirtualServerDefineInstall.20.1.11.jpg
Specty Momory

Add sorge
Spacty Optons

‘Welcome 0 the New Virual Server wizard. This wizard il allow the user o sat al
herequired nformation hat s naedad o configure  vinual serverfor a mage.
¥ Show this welcome page nexttime






OPS/images/7921AIXVirtualServerDefineInstall.19.1.30.jpg
| Virtuat Server Detas - HTTPGT "

General | Status | processors | Memary | etk | Storage | Optins | Worosds |(Ferformance)
Ensembe processor management Enabled

1 Processor management






OPS/images/7921zVMVirtualServerDefineInstall.20.1.12.jpg
' New Virtual Server -

Assign proc

Spacty o

Aga siorage

Spacty Optlons
Partormanca Mansgaman
summary

a7

Enter Name

e . e and desrpicn o th vitul seve.
Hypervisor name: A17

Hypenvisortype: image

Name: +WASGI

Ter2 -Business Logic Layer: WAS server G
Description:






OPS/images/7921AIXVirtualServerDefineInstall.19.1.31.jpg
| Virtual Server Detals -HTTPG1 [

‘Ganeral | status | processors | Mamory | Network | storage ((options ) Workieads | performance

Boot mode: [System Management Services (SMS)Menu =1
Boot source: [Netviork Adapter (00) =
P address: [i723010021

Subnet mask: [255 2552550 |
Gatoway Paddress: [ |

Boot server P address: 17230100108

Keylock Normal

™ Autostartvitual server with hypervisor
@ Enable dynamiclogical partiioning

DLPAR active: nactive
I~ Enable GPMP support
GPMP version: Unavailable

= el il






OPS/images/7921zVMVirtualServerDefineInstall.20.1.13.jpg
New Virtual Server -A17

Entoramo

Spocty Mamory

Ads Storago
Spacty Optons

Soloct Warkoads
P —
summary






OPS/images/7921AIXVirtualServerDefineInstall.19.1.36.jpg
e 00
17 1) o T oy 250,208 A i et

3 v A e il






OPS/images/7921AIXVirtualServerDefineInstall.19.1.37.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.34.jpg
| 1] Activate Progress - HTTPG1

Fundion duration ime: 01:30:00
Elapsed ime: 00:0015
Select Object Name Status.

© |HTIPG1_ Actvating

oK || Detats... | [Cancell| _He |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.35.jpg
[Z1 Open Text Console - HTTPG1






OPS/images/7921zVMVirtualServerDefineInstall.20.1.18.jpg
Now Virtual Server - A17

[Select Workioads
St th ekl hat i it s il ot .

@ Use Default workload
© Selectworkloads

7 Entertang

2 Aga Notwors
b etk Select Name Desciption
 Spaciy Oplns Total:0.
- Soloct Workioads
Pertormance Mansgemoni

summary New Workioad






OPS/images/7921zVMVirtualServerDefineInstall.20.1.19.jpg
7 New Virtual Server -A17 Ll

[Performance Management
Enabie pec s management o your vitsal s 1 chi th gl st inthe ctive promarce
oy

Assign Procassors
Soecay Mamory
Ata sionge
Spscay Optons
‘Saloct Workons

Ensemble processor management. Disabled
¥ Processor management






OPS/images/7921zVMVirtualServerDefineInstall.20.1.14.jpg
New Virual Server - A17 C

| Specify Memory
it ot et iy b e e The ey e
~ Enacsan o e ooy et 3 T8
¥ sssn rocessos
2 Sl =
Add Natwork Initial memory: #2048
Spacty Optors
st Workosss
Pucomarcaansgemen

summary






OPS/images/7921zVMVirtualServerDefineInstall.20.1.15.jpg
New Virtual Server - A17.

* Assign Processors Virtual | Device
i i Do Qo Type Switch PortMode Network VLAN s CHIPD

oo Total:0
Aga storage

Spacy Optons a0 ] [Eat] [ fenoie

Solet Warkonds

Portormanca Mangom o YRR =

summary






OPS/images/7921zVMVirtualServerDefineInstall.20.1.16.jpg
|, 7 New Virtual Server - A17

WerTie N cict Device Name Descrpion Type Resource Name Mode Size
Soscy amary
Tott
¥ Add Network kel

- Add Stomge wada] o] emove |

Specty Optons

S Manage Storage Resoures
Partormanca Mansgoman] «Fesou

summuy






OPS/images/7921zVMVirtualServerDefineInstall.20.1.17.jpg
[ NewVirtual Server - A17

Specify Options

Chcosethe oot s o your vl s

ey .o [NoPASS

7 Soachyvaman

i Privlege classes:  +G

< aaasianas L devioe: o

> spssity options ]
‘Select Workionds. [ELloadserametecs
POORMMAPRIN . paramoters:  (AUTOGR

summary






OPS/images/7921zVMVirtualServerDefineInstall.20.1.43.jpg





OPS/images/7921zVMVirtualServerDefineInstall.20.1.44.jpg
| Virtual Sorve Datails - WASG [SCZP301:ATT:VMLINUX4]

Genra | Sttus | Processrs | emary | Network | Stroge | Gt | Wokoads | Prormance

Password: NOPASS |
Privioge dasses:  +G

1PL dovice: Qrm)
1PL load parameters: ||
IPL parameters:  [AUTOCR

T Enable GPMP support
GPMP version: ~ Unavalable






OPS/images/7921zVMVirtualServerDefineInstall.20.1.45.jpg
() Network Settings

Nam

|OSAExpress Networ card (0.0 6206 N contgured

05 Express Hetwork card 0.0.6300)
WAC :02 62 1500 00t
BusiD :00 6300

T i o . Pt Bl ongatn.






OPS/images/7921zVMVirtualServerDefineInstall.20.1.46.jpg
b/ 5/390 Network Card Configuration

Eot ame Pt umber

0 Evsbe A Taknewr

 Enae Layer 2 Supprt

TR A
( ]
Beas crarnn e crama Cont et

=3 ) foossar [roeee )

[Ccancer | [ paex






OPS/images/7921zVMVirtualServerDefineInstall.20.1.40.jpg
| Vitual Server Detals - WASG1 [SCZP301:AT7-VMLINUX4]

Hame | Status | Processors | Memery | Network | Storage | Optons ((Workioad) Peromance
Use Default workioad
© Select workloads

‘Select Name Description
Totat0

o






OPS/images/7921zVMVirtualServerDefineInstall.20.1.41.jpg
|| Vintual ServerDetals -WASG1 (SCZP301:A17-VMLINUXa]

Hame | Status | processors | Mamory | Network | Storage | Options | Workieads [(performance’
Ensemble processor management.Disabled
¥ Processor management






OPS/images/7921zVMVirtualServerDefineInstall.20.1.42.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.61.jpg
Tonin Gty ¢ Sy
T Delets etoring cntipaicn dans, plese e Rather Ceiuaseion e

———
rees Ees APER aking ol desioed chges.






OPS/images/7921zVMVirtualServerDefineInstall.20.1.47.jpg
{8, Network Card Setup

O No e Adtress tu Bonang O

1 Adsess

L ey
ouscype contguaoname
[ ————— pe) [we iESE

) [t mommeon






OPS/images/7921AIXVirtualServerDefineInstall.19.1.62.jpg
e cm 172,101 s b i
e trm 172,101 g e, b h i
et 723,101 g bk i
et 723,101 g b e

[y g
o v + 1o 2






OPS/images/7921zVMVirtualServerDefineInstall.20.1.48.jpg
%, Network Settings

(OSAEprvss etk card 006306 17230 11052

05A Express Netwrk card 0.06300)
MAC 102 @ 0000083
Bus 100600

«Devcs tame srz
= Stated stomangsty atvoct
P aasess 17250995234






OPS/images/7921zVMVirtualServerDefineInstall.20.1.49.jpg





OPS/images/7921AIXVirtualServerDefineInstall.19.1.60.jpg
Fie_Font _Help

£

e cucor o cesied ieem ad poess ocer.

Pirter Cmeiguarin

JE——

e ot dsized st d peess e,

S nmt P ot Bt
W o et e s
P e ot
nay s .

Fo-Inae o Eoverao






OPS/images/7921AIXVirtualServerDefineInstall.19.1.49.jpg
- Mount Virtual Media Progress - HTTPG1

Funcion duration ime: 000002
Elapsed tme: 000630

peais.. [l el [[Hop |






OPS/images/7921AIXVirtualServerDefineInstall.19.1.54.jpg
1] Activate Task Confimation - HTTPG1 C

Please roview th ollowing confmation extfor ach argel object bforsprocascing wih e ask.
D0 you wanto cortinue wih s task?

2% 2] o ® [~Soarmon— 3]
ObjctName ~ Type ~ Acivaton Profie  LastUsed Profe ~ Confimaton Text -
[HTTPG1___ system vinat enver
ToviE Seivatonparamaars about 10 b used o an abec. ok View Dt

(sl] Mo | viewstass .. | _tiew |






OPS/images/7921zVMVirtualServerDefineInstall.20.1.32.jpg
Caunt:
Type:

Switch:

Select

@

Virtual Device Address:

Interface type:

Port mode:
Network:

‘Name.
VLAN
WAS - DB2
VLAN
WAS - DB2
VLAN
csttarest 1
 ostidrest2.

+/6300
o
&= #
[iral EON ¥
[opiooss &
[Access
T s
172.30.99.024
172.30.32.024
VLAN 111
VLAN 112






OPS/images/7921AIXVirtualServerDefineInstall.19.1.55.jpg
| Vinual serverDetais -HTTPG1

0 Autostart vinual server with hypervisor
1 Enable dynamiclogical paroning
0 Enable GPMP support

GPMP version:

L
Generl | Status | processors | Mamary | Network | Storage | options | Workeads | perfornanca
Bootmode: [Normat ]
Bootsouce:  ([SarageDive
‘Storage dives il e ied n sequentalorde based on he sorage dive .
Keylock: INormal |






OPS/images/7921zVMVirtualServerDefineInstall.20.1.33.jpg
| Virtual Server Details - WASB1 [SCZP3OT:AT7:VMLINUX4]

Ganers | Status | processors | Wemary | Network | Sorage | Optons | Workiosds | performance

MAC Prefix: 02:2:00:00:00:00/24

Network Adapters:
Virtual Device

Seloct riuel DOVIC® 100 Suitch  Port Mode Network

o 80 3[Auc] Rasource Monitoring and Control comnection. _

6303 30SX [aDIO100 Access  System Management and Admin VLAN
6306 30SX [aDIO110 Access  HTTP Server - WAS VLAN
6300 3[08X JaDI0089 Access  WAS - DB2 LAN

cat| _Ramove

Manage Virual Networks

Network Opions:

Roplcate VLAN IDE%o Network Adapters






OPS/images/7921AIXVirtualServerDefineInstall.19.1.52.jpg
=) Open Text Console -HTTPG1






OPS/images/7921zVMVirtualServerDefineInstall.20.1.34.jpg
Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4]

General | Status | processors | Memory | Network [(Storage ) Options || Workioads | Performance

Storage Drves:

Soloct Device Name Descriptin  Type ResowceName  Mode Size |
Total: 0

it L Romon

Manage Storage Resources






OPS/images/7921AIXVirtualServerDefineInstall.19.1.53.jpg
Tosksuroet 8@

) =






OPS/images/7921zVMVirtualServerDefineInstall.20.1.35.jpg
Dvica Address:
Name:
Description:

Type:

Storage resource:

Select ~ Name.
© WASBI_dski
WASGH_diskt
WAaSS1 disk!
froe01

.

Road Password:
Write Password:

Mult-Wrte Password:

06 e )

*200
< diskt
—
[Fullpack f |
 Description

~size
300GB.
300GB.
30068
30068






OPS/images/7921AIXVirtualServerDefineInstall.19.1.58.jpg
File_Font _Help

=
o cucso o desized s0em o press e

ey
g —
N Bcicns
Systen Stneae Nt (Pgsical ¢ logical Scoxs)
securioy ¢ ves

Frine ponting
et Aecoming
Fectoramce ¢ Peanzze Scesiling
Spn Bencmente
Frocesses ¢ bteas
septicatins

.1






OPS/images/7921AIXVirtualServerDefineInstall.19.1.59.jpg
Commicacicns Aplicarion m semces

s o desieed eem o press Bver.






OPS/images/7921AIXVirtualServerDefineInstall.19.1.56.jpg





OPS/images/7921zVMVirtualServerDefineInstall.20.1.30.jpg
Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4)

T

E opins | o
MAC Profc 02:d2:d00:00:0028
Network Adaptrs:
Seoct prisal DOVCE 1yp6 Switch  Port Mode Network VLAN 1Ds cHipip BeeL
@ 630 30SD GDION Access  WAS - DB2VLAN
Tota: 1
[ ) _ancun |

Manage Virtual Networks
Network Options:
Ropicate VLAN IDs to Network Adapters






OPS/images/7921AIXVirtualServerDefineInstall.19.1.57.jpg
le Management > ITSO Ensemble > Mermberr ooy

servers | Fypervisors | s | Topoogy IR TR

T ooy

- @2 P e @

n N

OE i

O Wiy

o BBarommmn

c 8 e

c Bheie

c Bhero

c Bdeio

L) B fpeios

° e ATX Vexsion 6 oy

o e pre e e

o e B oo T

S g (E) o e | ¢

MaxPage SizefSG0 | Totak 14 Fiered: 14 Selectod: 1
—

HTTPG1 B @ [
FETET = L
y 8 oportonat custominion it

Mot Vitual Medi
New V! Saner Based O






OPS/images/7921zVMVirtualServerDefineInstall.20.1.31.jpg
,J Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4] o

General | Stotus | Processors | Memory ((etwork)| Storage | Options | Workioads | Performance
MAC Prefix 02:42:0:00:00:0024

Network Adapters:

Virtual Device
Seloct e Count 1YPO SWitch _ Port Mode Network VLAN

@ 6306 30SD QDION10 Access  HTTP Server - WAS VLAN 110
€ 6300 30SD QDIO0SO Access  WAS - DB2 VLAN o0
C_ 633 30SD QDIO100 Access _System Management and Admin VLAN]100

Kl |
[Eat] | Ramove

Manage Virtual Networks
Network Options:
Repicate VLAN IDs to Network Adapters

S






OPS/images/7921AIXVirtualServerDefineInstall.19.1.50.jpg
| Vinual ServerDetails - HTTPG1

‘General | Status | processors | Memory | Network ((Storage ) Optons | Workioads | perfomance

Storage Oves:

Select Dte D Name Descrpion Shared Fesouce Name Size |

©  ondsiomang HTTPG1 gkt 3068
Tou

Laao] | [rwmme]
T

omsed Neaw LGDw G726 15 5705682 5100 06 VOL 1159)
s T Mo A

“

oK | _Apply | _Cancel | _Hew |






OPS/images/7921zVMVirtualServerDefineInstall.20.1.36.jpg
| Virtual Server Dotails - WASG1 [SCZP301:A17:VMLINUX4]

Gonra | Sttus | rocessrs | Wamoy | Natwork | torage | Options | Workoads | perormance

Storage Drves:
Selact Device Name Descrption Type  Resource NamelMode Size
& 200 diskt Fulpack WASG1_dsk1  Read-Wiite 30.0 GB
Total: 1
Eat] | Renove

Manage Storage Resources






OPS/images/7921AIXVirtualServerDefineInstall.19.1.51.jpg
‘Ensemble Management
Ersrse | Ve sovers (o) | o | sy | Guong s

EOEICICN e G n Gl crm— | 5

B B = [ B 8152 rowert T
0 8bua s 8 ooy ' 2768 Pamennt .
[Ty sz & s ' 2768 et v
r @baw s 8 o ' 22768 et v
T @b sczmon 8 oo i s2768 et v
[ sz 8 oo ' 22768 et v
O @b = & ooy 2w .
=TT sz 8 oy 2w v
O @b sz 8 opes 3 e .
[ 2 memam 2

G coloniin e e s
o ol e v

Cn ey~

oy






OPS/images/7921zVMVirtualServerDefineInstall.20.1.37.jpg
ChLe e e
+l191

+MINIA

finked 1ot ]
T —
[ONONT |

~ Size. A
750yl






OPS/images/7921zVMVirtualServerDefineInstall.20.1.38.jpg
| Virtual Server Details - WASG1 [SCZP301:A17:VMLINUX4]

Ganeral | Status | processors || emory | Network [ Storage || Options | Workioads | performance
Storage Drives:

Select Device Name Description Type

@ 200 disk1
c 191

ResourcaName  Mode  Size
Fulpack WASG1_diski  Read-Write 30.0 GB
MINIA lirked 191 Linked  MINIA (LINUXMNT) Read-Only 750 cyl
Total: 2

Aot Eat] Aamove






OPS/images/7921zVMVirtualServerDefineInstall.20.1.39.jpg
Q| Vitual Server Detalls -WASG1 [SCZPO0T:AT7:VMUNUX4]

Name | Status | processors | memory | Netwrk | Storage ((Options) Workoads | perfornance

Password [NoPASS| |

Priviege dasses:  +G.

PL dovice:

PLioad parameters: [
PLparameters:  [AUTOCR
I Enable GPMP support

GPMPversion:  Unavalable






OPS/images/7921ax03.30.1.09.jpg





OPS/images/7921ax03.30.1.08.jpg
‘Transmit Data Receive Data

sopicaion sepicaion
manspat Tarepon
Prysea Py

Physical Link






OPS/images/7921ax03.30.1.07.jpg





OPS/images/7921ax03.30.1.06.jpg





OPS/7921cover.jpg
Building an Ensemble Using
IBM zEnterprise Unified
Resource Manager

Understanding the zEnterprise ensemble
and the Unified Resource Manager

Planning for and implementing
ensemble components

" Operating and managing
an ensemble

Bill White

Elsie Ramos
Octavian Lascu Mike Ebbers
Paola Bari Gwen Dente

Wolfgang Fries Marian Gasparovic
Brian Hatfield ~ Jeff McDonough
lain Neville ~ Giancarlo Rodolfi
‘Thomas Schulze Paul Sutera
GiYe Richard Young

Redbooks





OPS/images/7921ax03.30.1.05.jpg





OPS/images/7921ax03.30.1.04.jpg
1o 10 configuatle FUS

FL2IP AP 1GFe

Up 0320 GB FAM memory.
20 bcapay setings

Cryplograpric snharcemerts
FCie 10 drawer






OPS/images/7921ax03.30.1.03.jpg
110 80 configurable PUS

IFL 21, AP, ICFs and
opioral SAPs.

Up 102 T8 RAIM memory

45 subcapaciy serings
Crypiogaphic onhancormans

(Opional waiar cooing arior FV
DC Powar






OPS/images/7921ax03.30.1.02.jpg





OPS/images/7921ax03.30.1.01.jpg





OPS/images/7921VirtualNetwork.17.1.15.jpg
Configure Top-of-rack (TOR) Switch - SCZP301

Select Po Type  VLAN Mode Allowed Virtual Networks|
© 3 Exemal Tumk 199
© 37 |Extemal Acosss 100
C 5 mtemal Tumk AL

Allow all VLAN Ds
VLAN Mode: —

Allowed Virtual Networks:
Select Virual Network_

I 99-WAS -DB2VLAN
100 -Systom Management and Admin VLAN

101 -NataDower Blada 8

O Allow all MAC addresses
WAC Address: Allowed MAC Addresses:
provsertitia ) Caamew ]

Example: 00:11:22:33:4455

‘o] [Cancei] em]






OPS/images/7921VirtualNetwork.17.1.14.jpg
‘Configure Top-ofack (TOR) Switch -SCZP301 3|
Select Port Typs  VLAN Mode Allowed Virtual Networks
© 57 Extemal Tunk

& 56 Extemal Tk 199

5 intemal Trunk AL

¥ Allow all VLAN Ds
VLAN Mode: Moek -
Allowed Virual Networks:
‘Select Virual Network
[ %9-W3s DB2VLAN
100 System Management and Admin VLAN
199 - lient Access - HTTP Server VLAN =

VAC Adaess r e

| Foeseioze9 | | pamois Fl

Exanple:
00:11:2233:4455.

—






OPS/images/7921VirtualNetwork.17.1.17.jpg
oo

s | s | Ty | Gy s

G BI0I0 cr—| o

SES e <[5 =l =[5 52

B 8 i s






OPS/images/7921VirtualNetwork.17.1.16.jpg





OPS/images/7921VirtualNetwork.17.1.19.jpg
‘Croats Virtual Switch - SCZP301:A17 C

Name: G000
LayorMoge: 7

Router FiovrouTER 8

(Queus size (Moytes) +8

P imeoue |
Comeaupins: @
Uniktpe: @ Real
Device
osxowPD S porame
Upokr: [OXTIE S0 |
Upiekz:  [oXTTeE D |
upks: oK E[ )
v

Uplnk s

[
loct Name _ Avaiabie VDEV Fange > [ETHERNET VLAN_ARP GV LNKAGG,ISOLATION|
r OTcENstwe - e we e we we e
r_ OTcENszwe e e e we we e

L [Tekz

Eoid [ cancet ] e |






OPS/images/7921VirtualNetwork.17.1.18.jpg
Manage Virtual Switches

® [“SeectAdion— ]

Selct N — Select Adion

reate QOO Vow
o g Femove vSwien
) ablo Actions —
[Contigure Colunvs






OPS/images/7921VirtualNetwork.17.1.20.jpg
[






OPS/images/7921VirtualNetwork.17.1.22.jpg





OPS/images/7921VirtualNetwork.17.1.21.jpg
(55 WV s -Sczsmoary w

® |-sekahcion-. 4
Select Name Type VLAN _ Por Type GURP Layer Mode Routr Qs Sze P Timsout Connacied Uplnk Typs

O QODI0 EDN AWARE ACCESS  ETH 5 5 mwe  REAL

O QD0 EDN AWARE ACCESS  ETH s 5 we  REAL

© QD100 EDN AWARE ACCESS  ETH 5 s we  REAL
Toat 3

(ox] cancet] [Hew]






OPS/images/7921VirtualNetwork.17.1.24.jpg





OPS/images/7921VirtualNetwork.17.1.23.jpg





OPS/images/7921ax05-Workload.32.1.09.jpg
Classification Rules

Application
WeServer
WebSphere
ez

Virual server
Al
Windows

Linux

g

Fiters
URL
LPAR namhe
Server D
S typd
vinualserver name
etc

Service Class

Service class






OPS/images/7921ax05-Workload.32.1.08.jpg
Performance policies

[Weekend T Weckend
Week day =
[PRE—
L[ soxcemen
Service lasses
[—
T
Week day
Servonclsses
- =
L ety =t
L[ soxcemes
Vel = et






OPS/images/7921ax05-Workload.32.1.07.jpg
Workload Performance Policy

Workload Performance Policy

L

Classification Rules

Waek and

Service Classes

Weoakday

Trade

Stock sales






OPS/images/7921ax05-Workload.32.1.06.jpg
Linueon
Wirdons on

Linuxon
Sysemx

Linsson
Systemx

\\ HR & Payroll Workioads.






OPS/images/7921ax05-Workload.32.1.05.jpg
Ensamble Layer

Nodo Layer

Hypervisor Layer

@dfwv -

Virtual Server Layer

Mmm..m. \
e | )

(Vituat Server -
Viddware|

(Wt Saver

(Wit Sover "
Mitdenare

(Vi senver —

| Mikdouare |
TR« AR )

I D

(Virual Server )

| Westeware |

y






OPS/images/7921ax05-Workload.32.1.04.jpg
Workload Performance Policy

ervice Class

‘Sarvica Giass Name
Pertormanca God
Imporiance

Classiiication Rule
 Vinus) Server Nama, OS Name






OPS/images/7921VirtualNetwork.17.1.11.jpg
17 Target ObjectSelecton

Task Configure Top-ofack (TOR) Switch
Selectthe objectsto be used as targets fo the task hen click OK"
or dlick " Cancef* o end the task.

©_sczpaot

(k]| _cancer |






OPS/images/7921VirtualNetwork.17.1.10.jpg
Ento 28X blados

Allows youto...
(Gose ancier G and sattheManage Allemate HMC asko assig as anatmate HMC.

Grastoan ansembie, An HIC can managsonly ons Ensamble.

Ak memberto h cnsambl. A fnctonal nsemble st ave i as c merer, bt can have p 10 aight.

Uso o Parom Model Convrsion sk nhe Suppot lement (SE) 1o e biadesfinstaed You can use the
‘Sl Gt oeraons task o acess e SE console.

Install your opeating system and applcations. By lan on g his vt severn 8 wrkioad you can sl
provider (GPAP).

Crastaa wrkoad for s ensanble. A workload allos rfated iual srvrs 1o e montorad and managed based o

T T o e
i altats Aot ittt irae v e v s
(Gt oo TCFISHTRCotpam ek o o ety s EOR)
‘e Vifual Server “Create § VRURTserver on & Fyperviso T 35 ensemee.
[T,
R
st At vt snoropoerton
o ot Crona i lon s e
[resrswe s —
e s
e
Nenputomba  Dwn ot oo s o

‘Moritora workload based on s perormance polcy.






OPS/images/7921VirtualNetwork.17.1.13.jpg
‘Configure Top-otrack (TOR) Switch -SCZP301 1Y
Select Por Type VLAN Mods| Allowsd Virual Neworks
¢ [a7 Jextomal Tk
36
0

(Extemal Tunk
tomal_ Trunk AL

VLAN Mode: ]

Allowed Virual Networks:
Seloct Vitual Ntwork
T 99-WAS-DB2VLAN A
100 -System Management and Admin VLAN
™ 199 -Cllent Acoess - HTTP Server VLAN [

™ Allow all MAC addresses
MAC Address: Adi]  Alowed MAC Addresses:

Example
001122334455






OPS/images/7921VirtualNetwork.17.1.12.jpg
‘Configure Top-of-rack (TOR) Swich - SCZP3o1  IX

el






OPS/images/7921ax05-Workload.32.1.03.jpg
observations

samples ﬁ






OPS/images/7921ax05-Workload.32.1.02.jpg





OPS/images/7921ax05-Workload.32.1.01.jpg





OPS/images/7921VirtualNetwork.17.1.37.jpg





OPS/images/7921VirtualNetwork.17.1.36.jpg





OPS/images/7921VirtualNetwork.17.1.39.jpg





OPS/images/7921VirtualNetwork.17.1.38.jpg





OPS/images/7921VirtualNetwork.17.1.40.jpg





OPS/images/7921VirtualNetwork.17.1.41.jpg





OPS/images/7921VirtualNetwork.17.1.26.jpg





OPS/images/7921VirtualNetwork.17.1.25.jpg





OPS/images/7921VirtualNetwork.17.1.28.jpg
B L — O
#1158 ® ||~ SelectAdion— ]

o o 00D - Do
©  ClientAccess - HTTP Server VLAN  Active 199 172.30.199.024 -]
O Samimometmorana VU Aave 110 Tasoisosss
O T S WASVLAN At 1o iresetinss

(@ WAS-DB2VLAN Adive 99 ) 172.30.99.024 (]

[Gose] o)






OPS/images/7921VirtualNetwork.17.1.27.jpg
‘Ensemble Management
) viusiseners | s | Snde | pogy | Getin Sies

@ (=l (6] o] B [+ [ 4] o] ® @)l
P AJ.__ J,.._ AJ"‘"'»._.. AJ':;‘..."’"r -
omene. | g
P |@Eorsomensesl | @ commncumgoveserse| v | ¢
- i
=
IaskmsoEnsene @@
Enenne e @ Contouston @ ovor






OPS/images/7921VirtualNetwork.17.1.29.jpg
Add Hosts to Virtual Network - ITSO Ensemble.

‘Seledt Hosts 1 a0do e Virtual Netwark
e o ¢ @

Seect Adtion

LBSWAS1
LBSWAST
25

A2

At

At
HITPG2

K] cuwel] riep]

ooooooo

1421620230
1864727731

OsX 219425
OSX 21825
OSX 119416
OSX 118416
368080625

sczean
sczpsol
sczps0n
sczPan
B101

-]
oPC o
sczPaot
sczpaot
sczPaot
sczeaot
sczeaot
sczpaot
sczsot
sczpsot
sczPsot
sczp3ot






OPS/images/7921VirtualNetwork.17.1.31.jpg





OPS/images/7921VirtualNetwork.17.1.30.jpg





OPS/images/7921VirtualNetwork.17.1.33.jpg





OPS/images/7921VirtualNetwork.17.1.32.jpg





OPS/images/7921VirtualNetwork.17.1.35.jpg





OPS/images/7921VirtualNetwork.17.1.34.jpg





